
C
o
p
y
r
i
g
h
t
 
 
2
0
2
0
.
 
M
e
d
i
c
a
l
 
I
n
f
o
r
m
a
t
i
o
n
 
S
c
i
e
n
c
e
 
R
e
f
e
r
e
n
c
e
.
 
A
l
l
 
r
i
g
h
t
s
 
r
e
s
e
r
v
e
d
.
 
M
a
y
 
n
o
t
 
b
e
 
r
e
p
r
o
d
u
c
e
d
 
i
n
 
a
n
y
 
f
o
r
m
 
w
i
t
h
o
u
t
 
p
e
r
m
i
s
s
i
o
n
 
f
r
o
m
 
t
h
e
 
p
u
b
l
i
s
h
e
r
,
 
e
x
c
e
p
t
 
f
a
i
r
 
u
s
e
s
 
p
e
r
m
i
t
t
e
d
 
u
n
d
e
r
 
U
.
S
.
 
o
r
 
a
p
p
l
i
c
a
b
l
e
 
c
o
p
y
r
i
g
h
t
 
l
a
w
.

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/9/2023 7:59 AM via 
AN: 2546363 ; Annamalai Suresh, R. Udendhran, S. Vimal.; Deep Neural Networks for Multimodal Imaging and Biomedical Applications
Account: ns335141



Deep Neural Networks for 
Multimodal Imaging and 
Biomedical Applications

Annamalai Suresh
Department of Computer Science and Engineering, Nehru Institute of  
Engineering and Technology, Coimbatore, India

R. Udendhran
Department of Computer Science and Engineering, Bharathidasan University, 
India

S. Vimal
Department of Information Technology, National Engineering College  
(Autonomous), Kovilpatti, India

A volume in the Advances in Bioinformatics and 
Biomedical Engineering (ABBE) Book Series 

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



Published in the United States of America by
IGI Global
Medical Information Science Reference (an imprint of IGI Global)
701 E. Chocolate Avenue
Hershey PA, USA 17033
Tel: 717-533-8845
Fax:  717-533-8661 
E-mail: cust@igi-global.com
Web site: http://www.igi-global.com

Copyright © 2020 by IGI Global.  All rights reserved. No part of this publication may be reproduced, stored or distributed in 
any form or by any means, electronic or mechanical, including photocopying, without written permission from the publisher.
Product or company names used in this set are for identification purposes only. Inclusion of the names of the products or 
companies does not indicate a claim of ownership by IGI Global of the trademark or registered trademark.
   Library of Congress Cataloging-in-Publication Data

British Cataloguing in Publication Data
A Cataloguing in Publication record for this book is available from the British Library.

All work contributed to this book is new, previously-unpublished material. The views expressed in this book are those of the 
authors, but not necessarily of the publisher.

For electronic access to this publication, please contact: eresources@igi-global.com. 

Names: Suresh, Annamalai, 1977- editor. | Udendran, R., 1992- editor. | 
   Vimal, S., 1984- editor.   
Title: Deep neural networks for multimodal imaging and biomedical  
   applications / Annamalai Suresh, R. Udendran, and S. Vimal, editors.   
Description: Hershey, PA : Medical Information Science Reference, [2020] |  
   Includes bibliographical references and index. | Summary: “This book  
   provides research exploring the theoretical and practical aspects of  
   emerging data computing methods and imaging techniques within healthcare  
   and biomedicine. The publication provides a complete set of information  
   in a single module starting from developing deep neural networks to  
   predicting disease by employing multi-modal imaging”-- Provided by  
   publisher.   
Identifiers: LCCN 2019057105 (print) | LCCN 2019057106 (ebook) | ISBN  
   9781799835912 (hardcover) | ISBN 9781799835929 (ebook)   
Subjects: MESH: Deep Learning | Multimodal Imaging--methods | Image  
   Interpretation, Computer-Assisted--methods | Biomedical  
   Technology--methods  
Classification: LCC R855.3  (print) | LCC R855.3  (ebook) | NLM WN 26.5  |  
   DDC 610.285--dc23  
LC record available at https://lccn.loc.gov/2019057105 
LC ebook record available at https://lccn.loc.gov/2019057106
 
This book is published in the IGI Global book series Advances in Bioinformatics and Biomedical Engineering (ABBE) 
(ISSN: 2327-7033; eISSN: 2327-7041)

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



Advances in Bioinformatics 
and Biomedical Engineering 

(ABBE) Book Series

The fields of biology and medicine are constantly changing as research evolves and novel engineering 
applications and methods of data analysis are developed. Continued research in the areas of bioinformat-
ics and biomedical engineering is essential to continuing to advance the available knowledge and tools 
available to medical and healthcare professionals.

The Advances in Bioinformatics and Biomedical Engineering (ABBE) Book Series publishes 
research on all areas of bioinformatics and bioengineering including the development and testing of 
new computational methods, the management and analysis of biological data, and the implementation 
of novel engineering applications in all areas of medicine and biology. Through showcasing the lat-
est in bioinformatics and biomedical engineering research, ABBE aims to be an essential resource for 
healthcare and medical professionals.

Mission

Ahmad Taher Azar
Prince Sultan University, Riyadh, Kingdom of Saudi Arabi 

and Benha University, Egypt

ISSN:2327-7033 
 EISSN:2327-7041

• Data Mining
• Tissue Engineering
• Gene regulation
• Biomechanical Engineering
• Health Monitoring Systems
• Orthopedic Bioengineering
• Rehabilitation Engineering
• Finite Elements
• Protein Engineering
• DNA Sequencing

Coverage
IGI Global is currently accepting manuscripts 

for publication within this series. To submit a pro-
posal for a volume in this series, please contact our 
Acquisition Editors at Acquisitions@igi-global.com 
or visit: http://www.igi-global.com/publish/.

The Advances in Bioinformatics and Biomedical Engineering  (ABBE) Book Series (ISSN 2327-7033) is published by IGI Global, 701 
E. Chocolate Avenue, Hershey, PA 17033-1240, USA, www.igi-global.com. This series is composed of titles available for purchase individu-
ally; each title is edited to be contextually exclusive from any other title within the series. For pricing and ordering information please visit 
http://www.igi-global.com/book-series/advances-bioinformatics-biomedical-engineering/73671. Postmaster: Send all address changes to above 
address. Copyright © 2020 IGI Global. All rights, including translation in other languages reserved by the publisher. No part of this series 
may be reproduced or used in any form or by any means – graphics, electronic, or mechanical, including photocopying, recording, taping, 
or information and retrieval systems – without written permission from the publisher, except for non commercial, educational use, including 
classroom teaching purposes. The views expressed in this series are those of the authors, but not necessarily of IGI Global.

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



Titles in this Series
For a list of additional titles in this series, please visit: 

http://www.igi-global.com/book-series/advances-bioinformatics-biomedical-engineering/73671

Biomedical and Clinical Engineering for Healthcare Avancement
N. Sriraam (Ramaiah Institute of Technology, India) 
Medical Information Science Reference • © 2020 • 275pp • H/C (ISBN: 9781799803263) • US $285.00 

Attractors and Higher Dimensions in Population and Molecular Biology Emerging Research and Opprtunities
Gennadiy Vladimirovich Zhizhin (Russian Academy of Natural Sciences, Russia) 
Engineering Science Reference • © 2019 • 232pp • H/C (ISBN: 9781522596516) • US $165.00 

Computational Models for Biomedical Reasoning and Problem Solving
Chung-Hao Chen (Old Dominion University, USA) and Sen-Ching Samson Cheung (University of Kentucky, USA) 
Medical Information Science Reference • © 2019 • 353pp • H/C (ISBN: 9781522574675) • US $275.00 

Medical Data Security for Bioengineers
Butta Singh (Guru Nanak Dev University, India) Barjinder Singh Saini (Dr. B. R. Ambedkar National Institute of 
Technology, India) Dilbag Singh (Dr. B. R. Ambedkar National Institute of Technology, India) and Anukul Pandey 
(Dumka Engineering College, India) 
Medical Information Science Reference • © 2019 • 340pp • H/C (ISBN: 9781522579526) • US $365.00 

Examining the Causal Relationship Between Genes, Epigenetics, and Human Health
Oscar J. Wambuguh (California State University – East Bay, USA) 
Medical Information Science Reference • © 2019 • 603pp • H/C (ISBN: 9781522580669) • US $295.00 

Expert System Techniques in Biomedical Science Practice
Prasant Kumar Pattnaik (KIIT University (Deemed), India) Aleena Swetapadma (KIIT University, India) and Jay 
Sarraf (KIIT University, India) 
Medical Information Science Reference • © 2018 • 280pp • H/C (ISBN: 9781522551492) • US $205.00 

Nature-Inspired Intelligent Techniques for Solving Biomedical Engineering Problems
Utku Kose (Suleyman Demirel University, Turkey) Gur Emre Guraksin (Afyon Kocatepe University, Turkey) and 
Omer Deperlioglu (Afyon Kocatepe University, Turkey) 
Medical Information Science Reference • © 2018 • 381pp • H/C (ISBN: 9781522547693) • US $255.00 

701 East Chocolate Avenue, Hershey, PA 17033, USA
Tel: 717-533-8845 x100 • Fax: 717-533-8661

E-Mail: cust@igi-global.com • www.igi-global.com

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Table of Contents



Preface................................................................................................................................................. xiv

Chapter 1
EmergingInformationTechnologyScenariosandTheirContributionsinReinventingFuture
HealthcareSystems:ApplicationsandPracticalSystemsforHealthcare.............................................. 1

Reyana A., Nehru Institute of Engineering and Technology, India
Krishnaprasath V. T., Nehru Institute of Engineering and Technology, India
Suresh A., Nehru Institute of Engineering and Technology, India

Chapter 2
DeepLearningModelsforSemanticMulti-ModalMedicalImageSegmentation.............................. 12

V. R. S. Mani, National Engineering College, Kovilpatti, India

Chapter 3
DeepLearningTechniquesforBiomedicalImageAnalysisinHealthcare.......................................... 31

Sivakami A., Bharat Institute of Engineering and Technology, India
Balamurugan K. S., Bharat Institute of Engineering and Technology, India
Bagyalakshmi Shanmugam, Sri Ramakrishna Institute of Technology, India
Sudhagar Pitchaimuthu, Swansea University, UK

Chapter 4
HeterogeneousLarge-ScaleDistributedSystemsonMachineLearning.............................................. 47

Karthika Paramasivam, Kalasalingam Academy of Research and Education, India
Prathap M., Wollo University, Ethiopia
Hussain Sharif, Wollo University, Ethiopia

Chapter 5
ImpactofSmartTechnologyandEconomicGrowthforBiomedicalApplications............................. 69

Dhinesh Kumar R., Capgemini US, USA

Chapter 6
ImportanceofAutomationandNext-GenerationIoTinSmartHealthcare.......................................... 80

Ahmed Alenezi, Taibah University, Al-Ula Campus, Madhina, Saudi Arabia
M. S. Irfan Ahamed, Taibah University, Al-Ula Campus, Madhina, Saudi Arabia

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Chapter 7
AComparativeStudyofPopularCNNTopologiesUsedforImagenetClassification........................ 89

Hmidi Alaeddine, Laboratory of Electronics and Microelectronics, Faculty of Sciences of 
Monastir, Monastir University, Monastir, Tunisia

Malek Jihene, Higher Institute of Applied Sciences and Technology of Sousse, Sousse 
University, Sousse, Tunisia

Chapter 8
ANovelFrameworkonBiomedicalImageAnalysisBasedonShapeandTextureClassification
forComplexDiseaseDiagnosis.......................................................................................................... 104

Reyana A., Nehru Institute of Engineering and Technology, India
Krishnaprasath V. T., Nehru Institute of Engineering and Technology, India
Preethi J., Anna University, India

Chapter 9
DeepLearningTechniquesforPrediction,Detection,andSegmentationofBrainTumors............... 118

Prisilla Jayanthi, K. G. Reddy College of Engineering and Technology, India
Muralikrishna Iyyanki, Defence Research and Development Organisation, India

Chapter 10
DemystificationofDeepLearning-DrivenMedicalImageProcessingandItsImpactonFuture
BiomedicalApplications..................................................................................................................... 155

R. Udendhran, Department of Computer Science and Engineering, Bharathidasan 
University, India

Balamurugan M., Department of Computer Science and Engineering, Bharathidasan 
University, India

Chapter 11
ArtificialIntelligenceandReliabilityMetricsinMedicalImageAnalysis........................................ 172

Yamini G., Bharathidasan University, India
Gopinath Ganapathy, Bharathidasan University, India

Chapter 12
TransformingBiomedicalApplicationsThroughSmartSensingandArtificialIntelligence............. 186

Harini Akshaya T. J., National Engineering College, Kovilpatti, India
Suresh V., National Engineering College, Kovilpatti, India
Carmel Sobia M., National Engineering College, Kovilpatti, India

Chapter 13
ExploringInternetofThingsandArtificialIntelligenceforSmartHealthcareSolutions.................. 205

G. Yamini, Bharathidasan University, India

Chapter 14
ThePivotalRoleofEdgeComputingWithMachineLearningandItsImpactonHealthcare.......... 219

Muthukumari S. M., Bharathidasan University, India
George Dharma Prakash E. Raj, Bharathidasan University, India

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Chapter 15
Neuro-Fuzzy-BasedSmartIrrigationSystemandMultimodalImageAnalysisinStatic-Clustered
WirelessSensorNetworkforMarigoldCrops.................................................................................... 237

Karthick Raghunath K. M., Malla Reddy Institute of Engineering and Technology, India
Anantha Raman G. R., Malla Reddy Institute of Engineering and Technology, India

Chapter 16
UseofEggshellasaPartialReplacementforSandinConcreteUsedinBiomedical
Applications........................................................................................................................................ 256

Sebastin S., National Engineering College, Thoothukudi, India
Murali Ram Kumar S. M., National Engineering College, Thoothukudi, India

Compilation of References............................................................................................................... 265

About the Contributors.................................................................................................................... 286

Index................................................................................................................................................... 293

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Detailed Table of Contents



Preface................................................................................................................................................. xiv

Chapter 1
EmergingInformationTechnologyScenariosandTheirContributionsinReinventingFuture
HealthcareSystems:ApplicationsandPracticalSystemsforHealthcare.............................................. 1

Reyana A., Nehru Institute of Engineering and Technology, India
Krishnaprasath V. T., Nehru Institute of Engineering and Technology, India
Suresh A., Nehru Institute of Engineering and Technology, India

Criticalhealthinformationisgathered,compiled,andanalysedfromimagescanning,laboratorytesting
reports,healthtrackers,etc.Healthcarerequiresasupportofreal-timedigitalinformationforeffective
decisionmaking.Asindustriesbringbettercaretoconsumerhealthsystems,providersachievetheir
goalindeliveringbetterdiagnosisandefficienttreatmenttoconsumers.Thischaptercontributestothe
majorhealthcomponents—content,infrastructure,analytics,communication,andinterfaces—forming
thecoreofallhealthIT.Thechallengeisfurtherexaggeratedonthecurrentissuesrelatedtohealthdata
andthecontributionofITsystemsinhealthcaremanagement.Further,thescenariosonintelligentcare
systemsthatarecapableofearlydiagnosisaredescribed.Thisimpactsthefutureofglobalhealthcare
servicesbyrapidlyincreasingthedevelopmentandbridgingthegapbetweenthepersonalandrelevant
datasetscreatinganeweraintheworldofhealthcare.

Chapter 2
DeepLearningModelsforSemanticMulti-ModalMedicalImageSegmentation.............................. 12

V. R. S. Mani, National Engineering College, Kovilpatti, India

In thischapter, theauthorpaintsacomprehensivepictureofdifferentdeeplearningmodelsusedin
differentmulti-modalimagesegmentationtasks.Thischapterisanintroductionforthosenewtothe
field,anoverviewforthoseworkinginthefield,andareferenceforthosesearchingforliteratureona
specificapplication.Methodsareclassifiedaccordingtothedifferenttypesofmulti-modalimagesand
thecorresponding typesofconvolutionneuralnetworksused in thesegmentation task.Thechapter
startswithanintroductiontoCNNtopologyanddescribesvariousmodelslikeHyperDenseNet,Organ
AttentionNet,UNet,VNet,DilatedFullyConvolutionalNetwork,TransferLearning,etc.

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Chapter 3
DeepLearningTechniquesforBiomedicalImageAnalysisinHealthcare.......................................... 31

Sivakami A., Bharat Institute of Engineering and Technology, India
Balamurugan K. S., Bharat Institute of Engineering and Technology, India
Bagyalakshmi Shanmugam, Sri Ramakrishna Institute of Technology, India
Sudhagar Pitchaimuthu, Swansea University, UK

Biomedicalimageanalysisisveryrelevanttopublichealthandwelfare.Deeplearningisquicklygrowing
andhasshownenhancedperformanceinmedicalapplications.Ithasalsobeenwidelyextendedinacademia
andindustry.Theutilizationofvariousdeeplearningmethodsonmedicalimagingendeavourstocreate
systemsthatcanhelpintheidentificationofdiseaseandtheautomationofinterpretingbiomedicalimages
tohelptreatmentplanning.Newadvancementsinmachinelearningareprimarilyaboutdeeplearning
employedforidentifying,classifying,andquantifyingpatternsinimagesinthemedicalfield.Deeplearning,
amorepreciseconvolutionalneuralnetworkhasgivenexcellentperformanceovermachinelearningin
solvingvisualproblems.Thischaptersummarizesareviewofdifferentdeeplearningtechniquesused
andhowtheyareappliedinmedicalimageinterpretationandfuturedirections.

Chapter 4
HeterogeneousLarge-ScaleDistributedSystemsonMachineLearning.............................................. 47

Karthika Paramasivam, Kalasalingam Academy of Research and Education, India
Prathap M., Wollo University, Ethiopia
Hussain Sharif, Wollo University, Ethiopia

TensorflowisaninterfaceforcommunicatingAIcalculationsandauseforperformingcalculationslike
this.Acalculationcommunicatedusingtensorflowcanbedonewithvirtuallyzerochangesinawide
rangeofheterogeneousframeworks,rangingfromcellphones,forexample,telephonesandtabletsto
massivescale-appropriatestructuresofmanycomputersandalargenumberofcomputationalgadgets,
forexample,GPUcards.Theframeworkisadaptableandcanbeusedtocommunicateawiderangeof
calculations,includingthepreparationandderivationofcalculationsfordeepneuralnetworkmodels,and
hasbeenusedtoguidetheanalysisandsendAIframeworkstomorethantwelvesoftwareengineering
zonesanddifferentfields, includingdiscourserecognition,sightofPCs,electronic technology,data
recovery,everydaylanguagehandling,retrievalofspatialdata,anddiscoveryofdevicemedication.This
chapterdemonstratesthetensorflowinterfaceandtheinterfaceweworkedwithatGoogle.

Chapter 5
ImpactofSmartTechnologyandEconomicGrowthforBiomedicalApplications............................. 69

Dhinesh Kumar R., Capgemini US, USA

Commonly,thesensorinstalledbytheseentitiescollectsthecitizenandinfrastructuredatabyexplicit
approval.TheperformancebasedontheoutlineofthecitizenscouldbedonethroughAIdependingon
thedatatheyofferthatcouldpromoteadvancementsinthecities,oritcouldbeutilizedfortheprofitof
thecorporation.Certainbarriersshouldbecrossedinordertosucceedinachievingthedeploymentsof
thecities.Commonly,theonlytargetistoinformAIthroughthedatagatheredbytheIoTinthereal-time
process.Atcertaintimes,thegenerationofdataisthemainpartthatisdonebyseveralelements,and
thiscouldbeemployedinadeliberateway.Certainchallengesarealsofacedintheeconomicgrowthand
itsimpactonbiomedicalindustry.Thischapterpresentstheimpactofsmarttechnologyandeconomic
growthforbiomedicalapplications.

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Chapter 6
ImportanceofAutomationandNext-GenerationIoTinSmartHealthcare.......................................... 80

Ahmed Alenezi, Taibah University, Al-Ula Campus, Madhina, Saudi Arabia
M. S. Irfan Ahamed, Taibah University, Al-Ula Campus, Madhina, Saudi Arabia

Generally,thesensorsemployedinhealthcareareusedforreal-timemonitoringofpatients,suchdevices
aretermedIoT-drivensensors.Thesetypeofsensorsaredeployedforseriouspatientsbecauseofthe
non-invasivemonitoring, for instancephysiological statusofpatientswillbemonitoredby the IoT-
drivensensors,whichgathersphysiological informationregarding thepatient throughgatewaysand
lateranalysedbythedoctorsandthenstoredincloud,whichenhancesqualityofhealthcareandlessens
thecostburdenofthepatient.TheworkingprincipleofIoTinremotehealthmonitoringsystemsisthat
ittracksthevitalsignsofthepatientinreal-time,andifthevitalsignsareabnormal,thenitactsbased
ontheprobleminpatientandnotifiesthedoctorforfurtheranalysis.TheIoT-drivensensorisattached
tothepatientandtransmitsthedataregardingthevitalsignsfromthepatient’slocationbyemploying
atelecomnetworkwithatransmittertoahospitalthathasaremotemonitoringsystemthatreadsthe
incomingdataaboutthepatient’svitalsigns.

Chapter 7
AComparativeStudyofPopularCNNTopologiesUsedforImagenetClassification........................ 89

Hmidi Alaeddine, Laboratory of Electronics and Microelectronics, Faculty of Sciences of 
Monastir, Monastir University, Monastir, Tunisia

Malek Jihene, Higher Institute of Applied Sciences and Technology of Sousse, Sousse 
University, Sousse, Tunisia

DeepLearningisarelativelymodernareathatisaveryimportantkeyinvariousfieldssuchascomputer
visionwithatrendofrapidexponentialgrowthsothatdataareincreasing.Sincetheintroductionof
AlexNet,theevolutionofimageanalysis,recognition,andclassificationhavebecomeincreasinglyrapid
andcapableofreplacingconventionalalgorithmsusedinvisiontasks.Thisstudyfocusesontheevolution
(depth,width,multiplepaths)presentedindeepCNNarchitecturesthataretrainedontheImageNET
database.Inaddition,ananalysisofdifferentcharacteristicsofexistingtopologiesisdetailedinorder
toextractthevariousstrategiesusedtoobtainbetterperformance.

Chapter 8
ANovelFrameworkonBiomedicalImageAnalysisBasedonShapeandTextureClassification
forComplexDiseaseDiagnosis.......................................................................................................... 104

Reyana A., Nehru Institute of Engineering and Technology, India
Krishnaprasath V. T., Nehru Institute of Engineering and Technology, India
Preethi J., Anna University, India

Thewideacceptanceofapplyingcomputertechnologyinmedicalimagingsystemformanipulation,
display,andanalysiscontributebetterimprovementinachievingdiagnosticconfidenceandaccuracyon
predictingdiseases.Therefore,theneedforbiomedicalimageanalysistodiagnoseaparticulartypeof
diseaseordisorderbycombiningdiverseimagesofhumanorgansisamajorchallengeinmostofthe
biomedicalapplicationsystems.Thischaptercontributesanoverviewonthenatureofbiomedicalimages
inelectronicformfacilitatingcomputerprocessingandanalysisofdata.Thisdescribesthedifferenttypes
ofimagesinthecontextofinformationgathering,screening,diagnosis,monitor,therapy,andcontrol
andevaluation.Thecharacterizationanddigitizationoftheimagecontentisimportantintheanalysis
anddesignofimagetransmission.

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





Chapter 9
DeepLearningTechniquesforPrediction,Detection,andSegmentationofBrainTumors............... 118

Prisilla Jayanthi, K. G. Reddy College of Engineering and Technology, India
Muralikrishna Iyyanki, Defence Research and Development Organisation, India

Indeeplearning,themaintechniquesofneuralnetworks,namelyartificialneuralnetwork,convolutional
neuralnetwork,recurrentneuralnetwork,anddeepneuralnetworks,arefoundtobeveryeffectivefor
medicaldataanalyses.Inthischapter,applicationofthetechniques,viz.,ANN,CNN,DNN,fordetection
oftumorsinnumericalandimagedataofbraintumorispresented.First,thecaseofANNapplicationis
discussedforthepredictionofthebraintumorforwhichthediseasesymptomsdatainnumericalform
istheinput.ANNmodellingwasimplementedforclassificationofhumanethnicity.Nextthedetection
ofthetumorsfromimagesisdiscussedforwhichCNNandDNNtechniquesareimplemented.Other
techniquesdiscussedinthisstudyareHSVcolorspace,watershedsegmentationandmorphological
operation,fuzzyentropylevelset,whichareusedforsegmentingtumorinbraintumorimages.TheFCN-
8andFCN-16modelsareusedtoproduceasemanticsegmentationonthevariousimages.Ingeneral
terms,thetechniquesofdeeplearningdetectedthetumorsbytrainingimagedataset.

Chapter 10
DemystificationofDeepLearning-DrivenMedicalImageProcessingandItsImpactonFuture
BiomedicalApplications..................................................................................................................... 155

R. Udendhran, Department of Computer Science and Engineering, Bharathidasan 
University, India

Balamurugan M., Department of Computer Science and Engineering, Bharathidasan 
University, India

Therecentgrowthofbigdatahasusheredinaneweraofdeeplearningalgorithmsineverysphere
oftechnologicaladvance, includingmedicine,aswellasinmedicalimaging,particularlyradiology.
However,therecentachievementsofdeeplearning,inparticularbiomedicalapplications,have,tosome
extent,maskeddecades-longdevelopmentsincomputationaltechnologyformedicalimageanalysis.
Themethodsofmulti-modalitymedicalimaginghavebeenimplementedinclinicalaswellasresearch
studies.Duetothereasonthatmulti-modalimageanalysisanddeeplearningalgorithmshaveseenfast
developmentandprovidecertainbenefitstobiomedicalapplications,thischapterpresentstheimportance
ofdeeplearning-drivenmedicalimagingapplications,futureadvancements,andtechniquestoenhance
biomedicalapplicationsbyemployingdeeplearning.

Chapter 11
ArtificialIntelligenceandReliabilityMetricsinMedicalImageAnalysis........................................ 172

Yamini G., Bharathidasan University, India
Gopinath Ganapathy, Bharathidasan University, India

Artificialintelligence(AI)inmedicalimagingisoneofthemostinnovativehealthcareapplications.
Theworkismainlyconcentratedoncertainregionsofthehumanbodythatincludeneuroradiology,
cardiovascular,abdomen,lung/thorax,breast,musculoskeletalinjuries,etc.Aperspectiveskillcould
beobtainedfromtheincreasedamountofdataandarangeofpossibleoptionscouldbeobtainedfrom
theAIthoughtheyaredifficulttodetectwiththehumaneye.Experts,whooccupyasaspearheadin
thefieldofmedicineinthedigitalera,couldgathertheinformationoftheAIintohealthcare.Butthe
fieldofradiologyincludesmanyconsiderationssuchasdiagnosticcommunication,medicaljudgment,

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use





policymaking,qualityassurance,consideringpatientdesireandvalues,etc.ThroughAI,doctorscould
easilygainthemultidisciplinaryclinicalplatformwithmoreefficiencyandexecutethevalue-addedtask.

Chapter 12
TransformingBiomedicalApplicationsThroughSmartSensingandArtificialIntelligence............. 186

Harini Akshaya T. J., National Engineering College, Kovilpatti, India
Suresh V., National Engineering College, Kovilpatti, India
Carmel Sobia M., National Engineering College, Kovilpatti, India

Electronichealthrecords(EHR)havebeenadoptedinmanycountriesastheytendtoplayamajorrole
inthehealthcaresystems.Thisisduetothefactthatthehighqualityofdatacouldbeachievedatavery
lowcost.EHRisaplatformwherethedataarestoreddigitallyandtheuserscouldaccessandexchange
datainasecuredmanner.Themainobjectiveofthischapteristosummarizerecentdevelopmentin
wearablesensorsintegratedwiththeinternetofthings(IoT)systemandtheirapplicationtomonitor
patientswithchronicdiseaseandolderpeopleintheirhomesandcommunity.Therecordsaretransmitted
digitallythroughwirelesscommunicationdevicesthroughgatewaysandstoredinthecloudcomputing
environment.

Chapter 13
ExploringInternetofThingsandArtificialIntelligenceforSmartHealthcareSolutions.................. 205

G. Yamini, Bharathidasan University, India

Artificialintelligenceintegratedwiththeinternetofthingsnetworkcouldbeusedinthehealthcaresector
toimprovepatientcare.Thedataobtainedfromthepatientwiththehelpofcertainmedicalhealthcare
devicesthatincludefitnesstrackers,mobilehealthcareapplications,andseveralwirelesssensornetworks
integratedintothebodyofthepatientspromoteddigitaldatathatcouldbestoredintheformofdigital
records.AIintegratedwithIoTcouldbeabletopredictdiseases,monitorheartbeatrate,recommend
preventivemaintenance,measuretemperatureandbodymass,andpromotedrugadministrationbyhaving
areviewwiththepatient’smedicalhistoryanddetectinghealthdefects.ThischapterexploresIoTand
artificialintelligenceforsmarthealthcaresolutions.

Chapter 14
ThePivotalRoleofEdgeComputingWithMachineLearningandItsImpactonHealthcare.......... 219

Muthukumari S. M., Bharathidasan University, India
George Dharma Prakash E. Raj, Bharathidasan University, India

TheglobalmarketforIoTmedicaldevicesisexpectedtohitapeakof500billionbytheyear2025,
whichcouldsignalasignificantparadigmshift inhealthcaretechnology.Thisispossibleduetothe
on-premisesdatacentersorthecloud.Cloudcomputingandtheinternetofthings(IoT)arethetwo
technologiesthathaveanexplicitimpactonourday-to-dayliving.Thesetwotechnologiescombined
togetherarereferredtoasCloudIoT,whichdealswithseveralsectorsincludinghealthcare,agriculture,
surveillancesystems,etc.Therefore,theemergenceofedgecomputingwasrequired,whichcouldreduce
thenetworklatencybypushingthecomputationtothe“edgeofthenetwork.”Severalconcernssuch
aspowerconsumption,real-timeresponses,andbandwidthconsumptioncostcouldalsobeaddressed
byedgecomputing.Inthepresentsituation,patienthealthdatacouldberegularlymonitoredbycertain
wearabledevicesknownasthesmarttelehealthsystemsthatsendanenormousamountofdatathrough
thewirelesssensornetwork(WSN).
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Preface



Deeplearningisbeingtoutedastheone-stopsolutionforallkindsofITrequirements,giventhatdeep
learningisondevelopmentpaththatincludesanumberofinnovationsanddisruptionsbeingbroughtin
thisexoticandenigmaticdiscipline.Deeplearninghasprogressedrapidlyinrecentyears.Techniques
ofdeeplearninghasplayedimportantroleinmedicalfieldlikemedicalimageprocessing,computer-
aideddiagnosis, imageinterpretation, imagefusion, imageregistration, imagesegmentation, image-
guidedtherapy,imageretrievalandanalysis.Deeplearninghasbeensteadilygrowingacrossindustry
andacademicdomains.Themainreasonisthatdeeperandgreaterunderstandingofthedeeplearning
byworldwidebusinesses,governmentorganizations.Academicinstitutionsandresearchabsthrough
industrycollaborationsbringforthavarietyofadvancementsinthedeeplearningarena.Deeplearning
methodsarehighlyeffectivewhenthenumbersofavailablesamplesarelargeduringatrainingstage.For
example,inImageNetLargeScaleVisualRecognitionChallenge(ILSVRC),offeredmorethan1million
annotatedimages.Themostimportantlimitationsaswellasissuesofthedeeplearningphenomenon
arebeingmeticulouslyaddressedinordertoenhancegreaterdeploymentofdeeplearningnetworks
andmakeitstrategicallyeffectivetechnology.Aftertheadventofdeeplearning,thenextgenerationof
artificialintelligencearebeingfullyaccomplishedthroughthisgroundbreakertechnologicalparadigm.
Thiseditedbookisproducedandpreparedwiththesoleaimofprovidingdeeperinsightsintodeep
learning.ITpractitionersandacademicprofessorshavetogethercontributedthebookchapters.The
bookprovidesnoveltheoriesofthedeeplearningaswellasaunifiedtheorythatcapturestheabstract
principlesthattheyshare.

Chapter1contributesonthemajorhealthcomponentslikecontent,infrastructure,analytics,commu-
nicationandinterfacesformingcoreofallhealthIT.Thechallengeisfurtherexaggeratedonthecurrent
issuesrelatedtohealthdataandthecontributionofITsystemsinhealthcaremanagement.Furtherthe
scenariosontheintelligentcaresystemsthatarecapableonearlydiagnosisaredescribed.Thisimpact
thefutureofglobalhealthcareservicesrapidlyincreasingthedevelopmentofbridginggapbetweenthe
personalandrelevantdatasetscreatinganeweraintheworldofhealthcare.

Chapter2paintsacomprehensivepictureofdifferentdeeplearningmodelsusedindifferentmulti
modalimagesegmentationtask.Thispaperisanintroductionforthosenewtothefield,anoverview
forthoseworkinginthefieldandareferenceforthosesearchingforliteratureonaspecificapplication.
Methodsareclassifiedaccordingtothedifferenttypesofmultimodalimagesandthecorresponding
typeofConvolutionNeuralNetworkusedinthesegmentationtask.Thechapterstartswithanintroduc-
tiontoCNNtopologyanddescribesvariousmodelslikeHyperDenseNet,OrganAttentionNet,UNet,
VNet,DilatedFullyConvolutionalNetwork,TransferLearningetc.

xiv
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Chapter3summarizesup-to-datereviewofdifferentdeeplearningtechniquesusedandhowtheyare
appliedinmedicalimageinterpretationandfuturedirectionsandutilizationofvariousdeeplearning
methodsonmedicalimagingendeavourstocreatesystemsthatcanhelpintheidentificationofdisease
andtheautomationofinterpretingbiomedicalimagestohelptreatmentplanning.Newadvancementsin
Machinelearning,primarilyaboutdeeplearningemployedforidentifying,classifyingandquantifying
patternsinimagesinthemedicalfield

Chapter4contributesonTensorflowthatisadaptableandcanbeusedtocommunicateawiderange
ofcalculations,includingthepreparationandderivationofcalculationsfordeepneuralnetworkmodels,
andhasbeenusedtoguidetheanalysisandsendAIframeworkstomorethantwelvesoftwareengineer-
ingzonesanddifferentfields,includingdiscourserecognition.ThischapterdemonstratestheTensor
Flowinterfaceanditsinterface.

Chapter 5 presents certain challenges are also faced in the economic growth and its impact on
biomedicalindustry.Thischapterpresentstheimpactofsmarttechnologyandeconomicgrowthfor
biomedicalapplications.

Chapter6focusesontheworkingprincipleofIoTinremotehealthmonitoringsystemsisthatit
tracksthevitalsignsofthepatientinreal-timeandifthevitalsignsareabnormalthenitactsbasedon
theprobleminpatientandnotifiesthedoctorforfurtheranalysis.TheIoT-drivensensorisattachedto
thepatientwhichtransmitthedataregardingthevitalsignsfromthepatient’slocationandemployinga
telecomnetworkwithatransmittertoahospitalwhichconsistsofremotemonitoringsystemthatreads
theincomingdataaboutthepatient’svitalsigns.

Chapter7focusesontheevolution(depth,width,multiplepaths...)presentedindeepCNNarchitec-
turesthataretrainedontheImageNETdatabase.Inaddition,ananalysisofdifferentcharacteristicsof
existingtopologiesisdetailedinordertoextractthevariousstrategiesusedtoobtainbetterperformances.

Chapter8presentstheoverviewonthenatureofbiomedicalimagesinelectronicformfacilitating
computerprocessingandanalysisofdata.Thisdescribesthedifferenttypesofimagesinthecontextof
informationgathering,screening,diagnosis,monitor,therapyandcontrolandevaluation.Thecharacter-
izationanddigitizationoftheimagecontentisimportantintheanalysisanddesignofimagetransmission

Chapter9presentstheapplicationofthetechniquesviz.,ANN,CNN,DNNfordetectionoftumors
innumericalandimagedataofbraintumorispresented.First,thecaseofANNapplicationisdiscussed
forthepredictionofthebraintumorforwhichthediseasesymptomsdatainnumericalformistheinput.
ANNmodellingwasimplementedforclassificationofHumanEthnicity.Nextthedetectionofthetu-
morsfromimagesisdiscussedforwhichCNNandDNNtechniquesareimplemented.Othertechniques
discussedinthisstudyareHSVcolorspace,WatershedSegmentationandMorphologicaloperation,
FuzzyEntropyLevelset,thatareusedforsegmentingtumorinbraintumorimages.TheFCN-8and
FCN-16modelsareusedtoproduceasemanticsegmentationonthevariousimages.Ingeneralterms,
thetechniquesofdeeplearningdetectedthetumorsbytrainingimagedataset.

Chapter10presentstherecentachievementsofdeeplearninginparticularbiomedicalapplications
has,tosomeextent,maskeddecades-longdevelopmentsincomputationaltechnologydevelopmentfor
medicalimageanalysis.ThemethodsofMulti-modalitymedicalimaginghavebeenimplementedin
clinicalaswellasresearchstudies.Duetothereasonthatmulti-modalimageanalysisanddeeplearning
algorithmshaveseenfastdevelopmentandprovidecertainbenefitstobiomedicalapplications.This
chapterpresentstheimportanceofdeeplearningdrivenmedicalimagingapplications,itsfutureadvance-
mentsandtechniquestoenhancebiomedicalapplicationsbyemployingdeeplearning.

xv
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Chapter11discussestheworkmainlyconcentratedoncertainregionsofthehumanbodythatin-
cludesNeuroradiology,cardiovascular,abdomen,lung/thorax,breast,MusculoskeletalInjuries,etc.A
perspectiveskillcouldbeobtainedfromtheincreasedamountofdataandarangeofpossibleoptions
couldbeobtainedfromtheAIthoughtheyaredifficulttodetectwiththehumaneye.Experts,who
occupyasaspearheadinthefieldofmedicineinthedigitalera,couldgathertheinformationoftheAI
intohealthcare.Butthefieldofradiologyincludesmanyconsiderationssuchasdiagnosticcommunica-
tion,medicaljudgment,policy-making,qualityassurance,consideringpatient’sdesireandvalues,etc.
ThroughAI,doctorscouldeasilygainthemultidisciplinaryclinicalplatformwithmoreefficiencyand
executethevalue-addedtask,thusmakingmorevisibilitytothepatients.

Chapter 12 presents the recent development in wearable sensors integrated with the Internet of
Things(IoT)systemandtheirapplicationtomonitorpatientswithchronicdiseaseandolderpeople
intheirhomesandcommunity.Therecordsaretransmitteddigitallythroughwirelesscommunication
devicesthroughgatewaysandgetstoredinthecloudcomputingenvironment.ElectronicHealthRecord
(EHR)hasbeenadoptedinmanycountriesastheytendtoplayamajorroleinthehealthcaresystems.
Thisisduetothefactthatthehighqualityofdatacouldnotbeachievedataverylowcost.EHRhad
takenawayinreachingouttobeaneffectivehealthcareinformationsystem,whichpromisespositive
healthoutcomes.EHRisaplatform,wherethedataarestoreddigitallyandtheuserscouldaccessand
exchangedatainasecuredmanner.

Chapter13discussesAIintegratedwithIoTthatcanpredictdiseases,monitorheartbeatrate,recom-
mendpreventivemaintenance,temperature,bodymassandpromotedrugadministrationbyhavinga
reviewwiththepatient’smedicalhistory.

Chapter14presentscloudcomputingandtheInternetofThing(IoT)thathaveanexplicitimpacton
ourday-to-dayliving.ThesetwotechnologiescombinedtogetherarereferredtoasCloudIoT,whichdeals
withseveralsectorsincludinghealthcare,agriculture,surveillancesystems,etc.Therefore,emergeof
edgecomputingwasrequiredthatcouldreducethenetworklatencybypushingthecomputationtothe
“edgeofthenetwork”.Severalconcernssuchaspowerconsumption,real-timeresponses,andbandwidth
consumptioncostcouldalsobeaddressedbyedgecomputing.Inthepresentsituation,patient’shealth
datacouldberegularlymonitoredbycertainwearabledevicesknownasthesmarttelehealthsystems
thatsendanenormousamountofdatathroughtheWirelessSensorNetwork(WSN).

Chapter15revealsthepotentialpositiveresultantsintheproductionofmarigoldthroughneuro-fuzzy
basedsmartirrigationtechniqueinthestatic-clusteredWirelessSensorNetwork.Theentiresystemis
sectionalizedintoclusteringphaseandoperationalphase.Theclusteringphasecomprisesthreemodules
whereastheoperationalphasealsoincludesthreeprimarymodules.

Finally,Chapter16presentstheneedforconstructionofsustainablehealthcarebuildingforeffective
healthcaremanagement.

xvi

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



1

Copyright © 2020, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  1

DOI: 10.4018/978-1-7998-3591-2.ch001

ABSTRACT

Critical health information is gathered, compiled, and analysed from image scanning, laboratory testing 
reports, health trackers, etc. Healthcare requires a support of real-time digital information for effective 
decision making. As industries bring better care to consumer health systems, providers achieve their 
goal in delivering better diagnosis and efficient treatment to consumers. This chapter contributes to the 
major health components—content, infrastructure, analytics, communication, and interfaces—forming 
the core of all health IT. The challenge is further exaggerated on the current issues related to health data 
and the contribution of IT systems in healthcare management. Further, the scenarios on intelligent care 
systems that are capable of early diagnosis are described. This impacts the future of global healthcare 
services by rapidly increasing the development and bridging the gap between the personal and relevant 
datasets creating a new era in the world of healthcare.
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INTRODUCTION TO MAJOR HEALTH COMPONENTS

Examination and evaluation of parameters that affects patient’s well being regarding intellectual, physical, 
social, emotional, environmental, spiritual, cognitive and nutritional wellness in patients life is the health 
history. This is required to identify health care deviations for reporting wellness improvement occurred 
or needed. The health aspect’s is the person’s wellness leading to a healthy life. Many international 
organizations like World Health Organization work towards educating people embracing healthier life 
changes. This chapter contributes on the major health components like content, infrastructure, analytics, 
communication and interfaces forming core of all health IT. The challenge is further exaggerated on 
the current issues related to health data and the contribution of IT systems in healthcare management. 
Further the scenarios on the intelligent care systems that are capable on early diagnosis are described. 
This impact the future of global healthcare services rapidly, increasing the development of bridging gap 
between the personal and relevant datasets creating new era in healthcare stated by the author Friedman 
(2012). The new perspective in health IT in improving healthcare services, clinical decision making, 
collaborative work using artificial intelligence, groupware, etc is the current perspective in the context of 
healthcare services. Thus quality display of health data, error free decision on clinical diagnosis, quality 
image compression, digitization and other techniques yield the essential knowledge required to guide 
clinical services enhancing future healthcare services. To achieve healthiest lifestyle these components 
are needed to be taken into consideration. Health and wellness go hand in hand; to live a long healthy 
life it is necessary for one to understand these components. The major components of health history 
(figure 1) are summarized below:

Intellectual/Mental: the inner strength to maintain proper discipline and face reality in fighting 
against illness.

Physical: based on our daily actions one can judge the functioning of our human body. Exercise, diet 
plan, weight maintenance, drug and alcohol avoidance keep us free from diseases. This is probably an 
important aspect, being active adding years to life. Also, physical health reduces anxiety and depression. 
Activities like running, swimming, walking, dancing, playing shall strengthen your muscles. Some people 
exercise regularly which increases the serotonin and nor epinephrine levels active for depression relief. 

Figure 1. Wellness Components

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



3

Emerging Information Technology Scenarios and Their Contributions in Reinventing Future Healthcare
 

Regular exercise improves skin tone; strengthen bones, reducing chronic diseases. Thus physical well-
ness indicates flexibility and strength. Taking care on own health, attention to minor illness, knowledge 
on common medication practices are also concerned with physical wellness.

Social: temperament with friends, relatives and dear ones. A study conducted has proven that social 
isolation leads to obesity. To maintain social wellness it is necessary to handle issues without violence.

Emotional: the positivity like supportive and encouraging attitude towards others as depicted in figure 
2. Emotional health possesses the ability to recognize reality and go along with the daily life demands. 
Treatments for depression and mental disorders like extreme anxiety, schizophrenia are available today.

Environmental: the air, water, food and atmosphere around us speaks on the air purity, hygiene 
and nutritional diet practiced. To maintain good health good working environment and healthy living 
influence one’s life.

Spiritual: moral and ethical values, dignity and harmonious temperament towards surrounding people 
helps in dealing tough situations in life like death, financial hardships, etc.,

Cognitive: brains ability to carry out functions like judgments, memory power, learning new lan-
guage improves cognitive health. Playing puzzles, watching TV, reading crossword, social interactions 
are some of the activities that can be undergone.

Nutritional: maintaining balanced diet, awareness on illness due to improper diet plans.
In addition, working to help communities adapt to new means of nutritional wellness in their com-

munity can bestow the valued asset of lifelong lessons that allow communities to grow and age in a 
healthy manner. Knowledge on these is necessary to improve the health status of families and individuals 
against financial consequences, ill-health, etc.

Current Perspective and Issues Related to Health Data

Every patient’s expect the health care professionals to use and protect their clinical records in best way. 
Today researchers aligning to the incentives for data sharing, share quickly letting other patients to know 
their side effects. Health care systems at times, make decisions helping companies with health data 
showing commercial interest. These raise questions on whether there exists a control on clinical trial 

Figure 2. Positivity for Wellness
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data described by Ward & Barker (2013) and Wang & Krishnan (2014). These pay way for researchers 
to intensify ethical awareness among public people.

Though discussions on data sharing takes place among clinical traits who collect, analyze and reuse 
them in novel ways. Patients and their representative’s feel privacy loss in health care. In traditional 
ways doctors protect health information of patient’s. Nowadays doctors and other health care workers 
share health data among institutions in different countries. Complexity in sharing patient data in clinical 
trials includes ownership shift and control patients everywhere. Current technology seeks stay in touch 
to renewed consent forms developed and tested.

Threats to Patient Safety

There are challenges identified that can be harmful to patients due to medication errors and patient mor-
tality. Also challenges related to missing values, interpretation problem, dependence problem, sampling 
size and handling methodologies are faced on the emergence of big data by Logan, K.(2016). When 
analyzing big data techniques at times it provides meaningless correlations. Another major issue is the 
protection of individual data. Protecting privacy has become an ethical challenge in big data for use in 
Public Health as stated by the authors Vayena, Salathé, Madoff, & Brownstein (2015).

Interoperability and Data Quality

Maintaining data quality is questionable with big data in healthcare. Need for capturing patient’s points 
during interaction in health care system limits the number of information exchanges. Another issue is 
that heterogeneous and diverse data, among various characteristics of patients cannot be controlled. Data 
analytics tools can transform health care in various ways as describe by the author Vest & Gamm (2010). 
For example visit of medical practitioner replaced by remote consultation monitoring the health status. 
And patient’s care can be given from expert’s judgment around the world. Support of skilled interpreters 
required to customize person’s genetic information in order to diagnose and treat genetic based illness. 
Policy makers have many new tools bringing insights in treatment and spending trends. Developments 
in data analytics remove barriers for substantial healthcare in data conventions, decision making and 
health care delivery to different actors in health industry. These policies and barriers emphasize and 
prioritize health reforms to encourage the use of data analytics.

Security, Visualization and Data Integrity Concerns

Electronic Health Records integrated into clinical process is shown in figure 3. To understand this we 
need to take a look to collect, analyze, store and present clinical data to different to different members.

Capture: Healthcare providers require accurate, complete and correctly formatted data for multiple 
users without conflict. Incomplete understanding on EHR contributes to quality issues throughout its 
lifecycle.

Cleaning: it is vital to cleanse dirty data, ensuring consistent and relevant datasets, those not corrupted, 
expensive and sophisticated tools required, to ensure accuracy and integrity of data in a data warehouse.

Storage: the volume of healthcare data managed on data centers, promise security control access. 
Cloud storage the popular storage medium drops costs as reliability grows. Disaster recovery, easier 
expansion, etc., are the important concerns before choosing partners on security and compliance issues.
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Security: clinical data are subjected to high profile vulnerabilities like breaches and hackings. The 
technical safeguards are listed in security rules of HIPAA, authentication protocols and transmission 
security; auditing and integrity procedures are stored in every organization to protect health information. 
The procedures like anti-virus software, firewalls, encryption of sensitive data, etc. protect high valued 
data assets from malicious parties.

Stewardship: data reused and reexamined for quality measurements, therefore it is mandatory to 
know information like why, when and how the researchers created the data and whether the purpose 
accomplished. Organizations dealing with healthcare develop meaningful metadata from assigned stew-
ard. These include the standard formats and definitions including creation, deletion and updation tasks.

Querying: query reporting, analytics, interoperability problems prevent access on an organizations 
repository information is dealt in querying. Structured query language is used for relational and large 
databases. User trust only on completeness, accuracy and standardization of data and the target audi-
ence generate report that is accessible, clear and concise. The integrity and accuracy of data has critical 
impacts. The data must be examined before presenting it to his or her inferences.

Visualization: it’s similar to color coding with red, yellow, green to understand stop, caution and 
go. Apart from this the other practices like charts, figures, labeling to reduce confusion. Low quality 
graphics, text overlapping, etc frustrate viewers leading to misinterpretation. Examples include bar 
charts, pie charts, scatter plots etc.

Updating: clinical records require frequent updation maintaining the dataset quality
Sharing: data sharing with external partners for health management and value-based care.

Figure 3. Healthcare Data
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Contribution of IT Systems in Healthcare

Patients are coordinated through hospitals that include large departments and units relying itself on 
Hospital Information System that assist in diagnosis, management and improved services as depicted in 
figure 4. The quality of an information system includes user satisfaction, information and system quality. 
Rapid growth in information technology influences business. Due to increase in population, there is high 
demand in handlings patients using hospital information system. The system and operational activities 
enhance cost control, administration, and patient care reducing revenue.

Information Systems should manage and improve the quality of care. All levels of management should 
take into account the key actions required to maximize the system benefits. Healthcare has greater im-
portance in developing countries enabling better quality and value to patients by Wise (2003).

In the healthcare context, the economic evaluation method has proven that the emergence of health 
information system improves time and reduces cost. Many organizations supersede the financial factors 
and performance using computer based technologies.

Health Information Technology

Health information technology provides technical infrastructure to record, analyze and share health data. 
The tools like app, smart devices, paper provide better care to achieve patient’s health equity stated by 
Mitchell (1999). However using healthcare systems for information analysis shall support practitioners 
and health government ministry. The policies should better and reduce the spread of diseases, provide 
quality health care, reduction in medical errors, increase patients safety, etc.

Figure 4. Healthcare Information System
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Health IT delivers accurate clinical records allowing doctors to have better understanding on patient’s 
health history. This shall empower doctors to treat ailments and prevent fatal medications. The interro-
gation between practitioners and patient on health history shall lead to inaccurate drug name, ailments. 
Patients suffering from diseases benefit from EHR improving aspects in patient care like communication, 
safety, equity, timeliness and efficiency.

Developers all over the world provide technical support by contributing code to application imple-
mented in local clinics. Health information technologies include both software and hardware to build 
health information systems. Health informatics is the combination of computer science, information 
science and healthcare. The tools included to this are clinical guidelines, medical terminologies, com-
munication information systems those applied in the areas of dentistry, clinical care, nursing, public 
health, pharmacy and bio-medical research.

Information Technology assists medical colleges by implementing Computer Assisted Learning, Hu-
man Simulations and Virtual Reality. The Advanced Life Support simulators interpret ECG for interven-
tion in drugs, defibrillation, injecting without applying it on real patients. The sophisticated simulation 
technologies availability for complex situations is very supportive to healthcare sector. The advancements 
in electronic medical records convert all medical transcriptions into single database reducing paper cost, 
availability of patient’s medical history, supportive insurance, etc.,

The ability to care patient’s record providing information service to diagnose and treat patient is 
improved instantly in all clinics with the usage of EMR. Health information technology support secure 
exchange of health information between organizations, consumers, providers and payers.

The benefits are listed below:

• Improve in effectiveness and quality of healthcare
• Increase in efficiency and productivity of healthcare
• Preventing medical emergencies
• Accuracy and correctness in medical procedures
• Reduce in treatment cost
• Effective administration
• Reduction in paper work and idle work time
• Extension to real-time communication
• Finally providing qualitied and affordable care to all

The various technological innovations are listed below:

• Clinical Decision Support (CDS)
• Electronic Medical Records (EMR)
• Computerized Physician Order Entry (CPOE)
• Bar-Coding at Medication Dispensing (BarD)
• Robot for Medication Dispensing (ROBOT)
• Automated Dispensing Machines (ADM)
• Electronic Medication Administration Records (eMAR), etc
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ELECTRONIC HEALTH RECORD (EHR)

EHR reduces errors in preventive care, prescription of drugs and test results. Treatment process as elec-
tronic record provides clinical guidelines. Today clinical records are available in healthcare websites due 
to the adoption of electronic health records in clinics. This has reduced the training costs, complexity and 
the adoption to HER continue to raise since 2005. However recent surveys say the patient safety features 
has become the main concern in HIT when adopted physicians. Health information workflows improve 
the needs of end users, e.g. user-friendly interface, simplicity, speed of systems, etc. Standardized bar 
code system prevents much of the drug errors. The key opportunities are:

• Medical treatment and quality care
• Health monitoring, disease diagnosis
• Optimization in clinical performance
• Pharmaceutical research and development

International health systems understand the complexities and finding better opportunities to health 
information technology. It gives policy developers a chance to compare and contrast established indica-
tors leading to adverse policies.

Data from millions of patients that is collected across various healthcare institutions could be framed 
as Electronic Health Record (EHR). It comprises of data in various forms that includes laboratory results, 
diagnosis reports, medical images, demographic information about patient and clinical notes. Transfor-
mation in the healthcare could be done with the help of deep learning techniques since these techniques 
outperform than the conventional machine learning methods. In addition, a huge and complex datasets 
gets generated day by day and thus it enables the need for the deployment of deep learning models. It 
is observed that the clinical decision in certain fields that vary from analysis of medical research issues 
and to suggest as well as prioritize the treatments in order to detect abnormalities and in addition, the 
identification of genomic markers in tissue samples is done. Deep learning is applied in EHR system to 
derive patient representation to provide enhanced clinical predictions, and augments clinical decision 
systems. Moreover, it is applied in order to detect the disease in the earlier stages, determining the clini-
cal risk, forecasting the future need of regular checkups and in addition prediction of hospitalization in 
the near future if required. According to statistical report, the deep learning software market is estimate 
to reach 180 million U.S dollars in size by 2020.

The availability of huge amount of clinical information, particularly EHR has stimulated the growth 
of Deep Learning techniques which assist in rapid analysis of patient’s data. Nowadays, EHR is being 
incorporated with deep learning techniques and tools into EHR systems which provide deep insights for 
health outcomes. The market for EHR deep learning tools is predicted to exceed $34 billion by the mid 
of 2020s, motivated massively by an emerging desire to automate tasks and provide deeper insights into 
clinical issues. The global health IT market is anticipated to be worth a surprising $223.16 billion by 
2023, driven in part by deep learning. EHR is a thriving research domain for deep learning researchers 
since it helps to achieve higher accuracies in medical conditions. The process to extract clinical informa-
tion from clinical notes using deep learning includes concept extraction, relation extraction, temporal 
event extraction and abbreviation expansion. In EHR representation learning process, concept and patient 
representations are included to obtain detailed analysis and precise predictive tasks. Outcome prediction 
in deep EHR is categorized as static and temporal prediction to predict patient outcomes. The clinical 

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



9

Emerging Information Technology Scenarios and Their Contributions in Reinventing Future Healthcare
 

deep learning is more interpretable under the category of maximum activation, constraints, qualitative 
clustering and mimic learning in EHR analysis

Emerging Technologies in Healthcare

Health technologies include devices, procedures, vaccines and medicines to streamline the healthcare 
quality. The emerging technologies are Artificial Intelligence, Blockchain, Voice search, Chatbots, and 
Virtual reality is the most promising technologies in healthcare by the year 2019.

Artificial Intelligence

Usage of artificial intelligence in healthcare expected to increase at a rate of 40% by 2022. The artificial 
intelligence engine prevents risk and medical scenarios in three ways. The patient’s get medication timing 
help from automate reminders that alert medical staff based on the personalized dosages.

Blockchain

Blockchain keeps digital record creating ledger of transactions claiming the way technology change to 
operate in digital healthcare marketing. Blockchain collect information stored on servers entertaining 
direct marketing without a media platform. The Blockchain is simple to restructure the change the data 
collections, ownership and digital advertisements.

Chatbots in Healthcare

Chatbot in healthcare offers improvement in patient’s pathways, management of medication in emergency 
situations. Personal experiences proves vital role in chatbot adding touchpoints to people.

Case Scenario: Intelligent Care and Early Diagnosis Systems

Future envisage on the early detection of diseases and continuous monitoring of health. In the National 
Academy of Medicine report 2015, diagnostic errors, inaccurate diagnosis exists in all settings to an 
unacceptable rate bringing harmful effects to patient’s community. Therefore perfect diagnostic sources 
from molecular contents saliva, sweat, feces and urine excreted every day is essential information. Re-
searchers around the world provide clues and guidelines to maintain good health. Cardiologists with the 
vision of fixing pacemakers and other devices in heart require support to monitor their patient’s on any 
crisis. Wearable devices deliver plenty of information and health-care systems track both individuals 
health, helps researchers to study on the effectiveness of treatments and take preventive measures. The 
future is to intercept diseases early and prevent them. Doing something on disease like aggressive cancer 
is worth monitoring and preventing it.
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CONCLUSION

The key challenge in today’s world concerned with healthcare is patients are digitally empowered. Many 
healthcare organizations adopt new technologies for collection, transfer, security and privacy concerns 
of clinical data. Internet of Things and predictive analysis shall shape the future of healthcare industries 
increasing the survivability and expectancy. The modernization of healthcare includes ageing population, 
rise in treatment cost and increase in victims suffering from chronic diseases requiring long term care. 
The digital era in intelligence centric patient transformation shall cut down the cost and improve the 
patients care. Most of the IT investors collaborate digitization sharing patients care episodes in bring-
ing insights to meet business demands in healthcare industry. Telemedicine lack in health services and 
technology advances delivering quality healthcare.
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ABSTRACT

In this chapter, the author paints a comprehensive picture of different deep learning models used in dif-
ferent multi-modal image segmentation tasks. This chapter is an introduction for those new to the field, 
an overview for those working in the field, and a reference for those searching for literature on a specific 
application. Methods are classified according to the different types of multi-modal images and the cor-
responding types of convolution neural networks used in the segmentation task. The chapter starts with 
an introduction to CNN topology and describes various models like Hyper Dense Net, Organ Attention 
Net, UNet, VNet, Dilated Fully Convolutional Network, Transfer Learning, etc.

INTRODUCTION

A deep neural network has extremely large number of layers of neurons, forming a hierarchical feature 
representation. The number of layers now rises to over 2,000. With this extremely large modeling ca-
pacity, a deep network can effectively remember all possible transformations after good training with 
an extremely large training data set and make smart predictions, they identify from new data sets which 
were untrained earlier. Thus, deep learning is used in many computer vision and medical imaging tasks. 
Convolutional Neural Network (CNN) models like AlexNet, VGGNet, RESnet or GoogLeNet have 
shown accurate results in various competitive bench marks. Different ideas were explored regarding 
CNN design, like use of different activation functions, loss functions, and optimization and regulariza-
tion functions. Approximately there are seven different categories of CNN architectures which were used 
widely in different applications. All these architectures are based on depth, width, spatial exploitation, 
multi path, attention, channel boosting and feature map exploitation. In CNN, the topology is divided 
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into different learning stages like convolutional layer, non-linear processing units, and sub sampling 
layers. Multiple transformations are done in each layer using a group of convolutional kernels. Locally 
correlated features are extracted in the convolutional operation.

Semantic segmentation explains how each pixel of an image is labelled with a class label, (such as 
water, sand, grass, sky, ocean, or car). Semantic segmentation applications include: Autonomous driv-
ing, Robotic Vision, Remote Sensing, Medical Imaging, Video Processing, etc., Due to the tremendous 
advancements in multimodal image acquisition devices, the amount of imaging data to be analyzed is 
increasing day by day. Medical imaging data is heterogeneous and multidimensional and also sensitive 
to human error and varies across different subjects. The segmentation and interpretation of medical 
imaging data is therefore a time consuming process. Semantic segmentation relates each pixel of an 
image to a class label. Though closely related to semantic segmentation, medical image segmentation 
includes specific challenges that need to be addressed, such as the scarcity of labeled data, the high class 
imbalance found in the ground truth and the high memory demand of three-dimensional images. In this 
chapter, CNN-based method with three-dimensional filters applied to different structural and functional 
images are to be discussed in depth.

MULTI MODAL BRAIN MRI IMAGE SEGMENTATION:

Brain MR image segmentation is a key function in radio therapy and image guided surgery. Quantitative 
analysis of brain abnormality requires an accurate segmentation of MR images of brain which is a complex 
and hard challenge. The heterogeneous nature of the lesions which include its large scale variability in 
phrases of length, shape and area make segmentation assignment extremely difficult. Manual segmenta-
tion the use of a human expert is the high-quality approach that is time eating, tedious, high priced and 
impractical in larger research and introduces inter observer variability. A couple of image sequences with 
varying contrast want to be taken into consideration for identifying whether a selected location is a lesion 
or not. And additionally the extent of expert knowledge and enjoy impacts the segmentation accuracy. In 
mind imaging studies special modality pix are mixed to enhance the short comings of character imaging 
techniques.T1 weighted photos produce correct evaluation among gray remember (GM) and white mat-
ter (WM) tissues. T2 weighted and Proton Density (PD) photographs enables in visualizing the lesions 
and different abnormalities Fluid Attenuated Inversion recovery (aptitude) photographs improve the 
photograph assessment of white remember lesions on account of a couple of sclerosis [2]. To enhance 
the accuracy in brain photo segmentation, fusing distinct modality photograph is important. Fusing 
multi modality photograph is important within the case of toddler brains which has poor assessment.

Recently unique Deep studying techniques based totally on 2d CNNs (Pereira et al., 2015) are utilized 
in mind image segmentation duties. In second CNN primarily based strategies the 3-d brain segmenta-
tion is finished by using processing individual 2nd slices independently which is a non optimal method. 
CNNs can research both the capabilities and classifiers simultaneously from statistics. Currently densely 
related networks are utilized in scientific image segmentation (). Most of the present Multi modal CNN 
segmentation techniques comply with an early fusion strategy in which MRI T1, T2 and fractional 
anisotropy (FA) pix are certainly merged at the input of the network. These methods count on that the 
relationship among specific modalities is sincerely linear. Some different methods study complimentary 
facts from the other modalities. But the courting among different modalities are tons extra complicated. 
In Dense Nets direct connections from any layer to all the next layers in a feed-forward manner makes 
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schooling easier and more correct. Because of direct connections among all layers there may be a glide 
of information and gradients all through the whole community. Additionally dense connections have 
a regularizing effect, which in turn reduces over-becoming on obligations with smaller schooling sets.

A fully linked 3D Hyper Dense structure became utilized by Dolz et al., (2019) which extends the 
dense connectivity of multimodal segmentation. Each MRI modality has a direction and dense connection 
going on among layers across the equal course and between layers across distinct nearby paths, which 
is different from the existing CNNs. Hyper Dense networks have the freedom to research complicated 
versions inside and across special modalities. Here in Hyper Dense networks outputs belonging to lay-
ers in special streams, each related to a unique picture modality are connected. Hyper dense community 
yields significant improvement over the existing state of the artwork segmentation techniques over bench 
mark data units. One challenge of the deep studying architecture is the vanishing or exploding gradients, 
which save you convergence during schooling.

A section of the Hyper Dense community from Dolz et al., (2019) is proven in figure: 1. Here each 
grey block is a convolution layer. The red arrows imply convolution operation and black arrows are 
the direct connections between feature maps from exceptional layers across the identical direction and 
unique nearby paths. The input of every convolution block (maps earlier than the crimson arrow) is the 
concatenation of the outputs (maps after the crimson arrow) of all the previous layers from both paths. 
Dense connections taking place in among the flow of man or woman modalities and across streams of 
different modalities give the community total freedom to explore complicated combos between functions 
of various modalities, within and in-between all degrees of abstraction.

SEGMENTATION OF ABDOMINAL ORGANS IN CT 
IMAGES USING ORGAN ATTENTION NETWORK

In automatic computer aided prognosis and surgical procedure sturdy and accurate segmentation of 
exceptional abdominal organs in CT images is crucial, which is quiet tough due to the weak boundary 
among spatially adjoining systems in the abdominal area, various sizes of various organs, and complex-

Figure 1. Section of Hyper Dense Network from Dolz et al., (2019)
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ity of the heritage. Morphological and topological complexity of the stomach shape includes anatomi-
cally linked structures like Gastro intestinal stucture (stomach, duodenum, small bowel and colon) and 
vascular structures. There are a lot of relative size variations among extraordinary organs of the body. 
Variation in relative length of the organ causes problems whilst applying deep networks to multi-organ 
segmentation, due to the fact that lower layers generally lack semantic information whilst segmenting 
small systems. To address these challenges an Organ attention Network with Opposite Connection (OAN-
OC) is proposed by Wang et al., (2019). It is a two stage Convolution Neural network wherein features 
from the primary level are mixed with the original image in the 2nd stage to reduce the complexity of 
the heritage and to decorate organ boundaries via increasing the discriminative statistics approximately 
the organ of hobby. Impact of complicated historical past is decreased by focusing interest to the organs 
of interest. Reverse Connections are added to the primary level and lower layers get greater semantic 
data, thereby allowing them to adapt to the sizes of various organs.

OAN-OC is carried out to each sectional slice, which is an extreme form of anisotropic nearby patches 
but the complete semantic (i.e. Quantity) information from one viewing route is also blanketed. This 
yields segmentation statistics from separate units of multi-sectional images (axial, coronal, and sagittal). 
The three resources of facts are statistically fused the use of nearby isotropic 3-d patches based on route - 
dependent local structural similarity. The fundamental fusion technique uses Expectation Maximization 
algorithm. Right here structural similarity is used and a path-based neighborhood assets is computed at 
each voxel. This models the structural similarity from the 2Dimages to the original 3-D shape (inside 
the 3-D volume) through neighborhood weights. This structural statistical fusion improves the overall 
performance through combining the records from the three unique perspectives in a principled manner 
and additionally imposing local shape.

Figure 2. Organ Attention Network with Opposite Connection
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UNET

In case of lack of training data, U-Net is a good choice. U-Nets have an ability to learn in environments 
of low to medium quantities of training data, and the amount of training data available is considered low. 
Also, a U-Net can be adapted to recent research, since its architecture is quite similar to the PSP Net or 
the One Hundred Layers Tiramisu, which are recent improvements such as for when dealing with more 
data. It is called a U-Net because it makes the shape of a U.

A U-Net is like a convolution auto encoder, but it also has skip-like connections with the feature maps 
located before the bottleneck (compressed embedding) layer, in such a way that in the decoder part some 
information comes from previous layers, bypassing the compressive bottleneck. See the Fig. 3 below.

Thus, in the decoder, data is not only recovered from a compression, but is also concatenated with the 
information’s state before it was passed into the compression bottleneck so as to augment context for the 
next decoding layers to come. That way, the neural networks still learns to generalize in the compressed 
latent representation (located at the bottom of the “U” shape in the figure), but also recovers its latent 
generalizations to a spatial representation with the proper per-pixel semantic alignment in the right part 
of the U of the U-Net.

It is called a U-Net because it makes the shape of a U. To optimally train a U-Net, one needs to 
considerably augment the dataset. The 3rd place winners used the 4 possible 90 degrees rotations, as 
well as using a mirrored version of those rotation, which can increase the training data 8-fold: this data 
transformation belongs to the D4 Dihedral group. We proceeded with an extra random 45 degrees rota-
tion, augmenting the data 16-fold, which represents the D8 Dihedral group. Thus every time an image 
is fed to the network, it is randomly rotated and mirrored before proceeding to train on that image. In 
the official U-Net paper, some elastic transforms are also used in the preprocessing. I think it would 
be interesting to use such data transformations, as depicted on a Kaggle kernel from another similar 
competition. In our pipeline, we also normalize every channel of the inputs and then use per-channel 
randomized linear transformations, for every patches.

Especially in the case of satellite imaging, it is possible to use the CCCI, NWDI, SAVI and EVI 
indexes. Those are extra channels (bands) computed from the naturally available bands. Such channels 
are used to extract more information in the images, especially for isolating reflectant objects, vegetation, 
buildings, roads, or water. For example, the 3rd place winners obtained good results for predicting the 
occurrence of water by directly setting a threshold on those indexes from a quick threshold search. The 
four extra channels (from indexes) are shown below, along with the original image’s RGB human-visible 
channels for comparison:

VESSEL NET- A DENSE BLOCK- U NET FOR RETINAL 
BLOOD VESSEL SEGMENTATION

Recently many Deep Learning based Retinal vessel segmentation techniques had been proposed. Reti-
nal vessels are tiny structures and retinal vessel structures are often learnt accurately using patch based 
learning techniques. Dense U nets had been used in scene segmentation. A replacement retinal vessel 
segmentation framework entirely based on Dense U-net and patch-based training method was proposed 
through wang et al., (2019). In this method training patches had been received by means of random 
extraction approach, Dense U-net became adopted as a learning network, and random transformation 
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is used in the data augmentation process. In this method of testing, images are divided into patches, 
patches are predicted with the iearned models, and therefore the segmentation result is often reconstructed 
through overlapping-patches sequential reconstruction approach. This retinal segmentation method was 
tested using datasets DRIVE and STARE available in the public domain. The obtained resuls were more 
accurate than other recent state of art techniques. Sensitivity, Specificity, accuracy and region below 
each curve had been used as evaluation metrics to verify the effectiveness of this technique. Compared 
with cutting-edge techniques including the unsupervised, supervised, and convolution neural network 
(CNN) methods, the obtained result using this Dense UNET confirmed that this system is competitive 
in those assessment metrics.

ULTRA SOUND IMAGE SEGMENTATION

Ultra sound (US) is one of the imaging modality used in the screening for early prognosis of Breast 
cancers. Segmentation of ultra sound modality Breast image is very challenging and complex due to 
huge quantity of shadows, complex and poorly visible boundaries and poor contrast. Additionally US 
images are inherently corrupted by speckle noise and Rayleigh scattering because of tissue micro systems. 
Speckle artifacts are tissue dependant and can not be modeled correctly. Many speckle noise elimination 
and aspect retaining strategies were proposed. Many semi automatic and Interactive techniques were 
proposed for the segmentation of Breast Ultrasound snap shots. A Dilated fully Convolutional commu-
nity (DFCN) blended with phase based lively contour approach became proposed by Hu etal., (2018).

The structure of the DFCN is described within the following segment and shown in Fig: 4 (a) & 
(b). It includes a Convolution layer, Batch Normalization Layer and a Rectified Linear Unit (ReLU). 
To maintain the dimensions of the function map regular after the convolution operation zero padding 
turned into executed. ReLU introduces non linearity. M x M x H within the block denotes the kernel 
size (M) and variety of feature maps (H).Max Pooling layer has a kernel size of 2x2 and a stride of 2. In 
this DFCN the number characteristic maps successively boom from decrease to better layers. The range 

Figure 3. UNET architecture
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of feature maps had been set to 64, 128, 256, 512, 512, and 1024 for layers 1- 6 respectively. A drop out 
layer become added after Convolution layer 1 at a charge of 0.Five. Subsequently, after the sum layer, a 
de convolution layer become used to give an up sampling prediction with a component of eight, indicat-
ing that the output became eight times the scale of the input. Segmentation end result become improved 
using dilated convolution since it reduces the effect of shadows within the photo. Max pooling layer 
make bigger the receptive field and down pattern the characteristic maps; however, in the application of 
give up-to-stop segmentation, max pooling reduces the decision of the function maps. Dilated convolu-
tion, also known as atrous convolution, inserts holes among nonzero clear out taps. Shadows are every 
now and then close to the lesions, and the distances among them are shortened in characteristic maps 
with low decision, in Breast extremely Sound pictures. Subsequently, it is difficult to differentiate them 
the usage of low-resolution feature maps. Dilated convolution can maintain the decision in deep filters 
and help the feature maps preserve more exact information to differentiate the lesions from shadows.

Kidney Segmentation in US Images

Guided segmentation of kidney US images are very hard and quiet time ingesting and quite vulnerable to 
inter and intra operator variability. Complete automatic segmentation of kidney images are quiet difficult 
because of various picture intensity distributions and shapes. But kidney limitations have surprisingly 
homogenous texture styles across pictures. Yin et al., (2019) used pre educated deep neural networks 
skilled on herbal snap shots to extract excessive degree capabilities from extremely sound images. This 
approach has been carried out to segmentation of scientific kidney US photos with massive variability 
in each look and form. The kidney photo segmentation version consists of a switch gaining knowledge 
of community, a boundary distance regression network, and a kidney pixel wise category community. 
The switch getting to know community is constructed upon a popular photograph classification network 
to reuse an photograph type version as a start line for learning high level photograph capabilities from 
US pictures, the boundary distance regression network learns kidney limitations modeled as distance 
maps of the kidney obstacles, and the kidney boundary distance maps are subsequently used as enter to 
the kidney pixel sensible class community to generate kidney segmentation masks. The kidney distance 

Figure 4. (a) DFCN architecture; (b) Architecture of a single block used in DFCN
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regression network and the kidney pixel sensible class network are skilled based on augmented training 
data which can be generated using a kidney form-based totally photograph registration.

The imaging facts used on this examine become amassed the use of trendy scientific US scanners at 
the children’s health center of Philadelphia (CHOP). Particularly, 185 first post-natal kidney US images 
in sagittal view (Zheng et al., 2019; Zheng et al., 2018b), consisting of 85 from 50 kids with congenital 
abnormalities of the kidney and urinary tract (one from each strange kidney), and 100 from 50 kids with 
unilateral slight hydronephrosis (one from each kidney). 105 snap shots have been randomly decided 
on as training facts and 20 pictures as validation records in the present take a look at to educate deep 
gaining knowledge of-primarily based kidney segmentation models. The kidney segmentation models 
were then evaluated the usage of the last 60 pics and another set of 104 first submit-natal US images in 
sagittal view that had been also obtained from the CHOP. All of the pictures were obtained from special 
kidneys. The images were manually segmented by specialists from the CHOP. Representative kidney US 
pix are shown in Fig.1. These pix had been resized to have the equal size of 321×321, and their picture 
intensities have been linearly scaled to [0,255].

Co-Segmentation in PET/ CT

In clinical envioronment PET/CT scanner which combines PET which is a functional imaging modality 
and CT which images structural details are widely used. CT images have higher resolution compared 
to PET scans, but due to the similar intensity range of CT, their ability to distinguish tumor cells from 
surrounding soft tissues is limited. In the images shown below in figure 6: (a) & (b), the CT image has 
clear boundary between the tumors (region enclosed by the pink colored contour) and air (region in dark 
color) but the boundary between the tumor and normal soft tissues are not that much clear. Hence tumor 
segmentation using CT image alone is difficult. PET images have low spatial resolution, hence the tissue 
boundaries in them are fuzzy and indistinct, but they, exhibit high contrast, which helps in distinguishing 
normal soft tissues from tumor cells. Tumor cells in PET image have high standardized uptake value 
and appear as hot areas. Previous studies indicated that Zhao et al., 2018, proposed a multimodality 3d 
Deep learning based tumor segmentation co algorithm for ct / pet image. Features extracted from pet 
and ct were fused in this method use of structural and functional information can improve segmentation 
performance.

Figure 5. CNN based fully automatic kidney segmentation in US images
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A multimodality 3d convolution neural network tumor co segmentation algorithm for ct/pet image 
was proposed by zhao et al., 2018. in this method features extracted from pet and ct were fused. two 
parallel sub segmentation branches consisting of v-net with a weighted loss function followed by a cas-
caded convolutional block which is used for feature fusion. paired pet/ct images of arbitrary sizes were 
fed to the network. two v net branches were used to perform feature extraction from pet and ct images 
respectively. the extracted features were fed to the fusion network having many cascaded convolutional 
layers a total loss function to achieve feature re extraction and output at the end of the fusion network is 
the prediction of tumor in the image. this network requires minimal preprocessing and no post processing.

In spite of the availability of advanced imaging techniques segmenting and detecting bone lesions is 
still a challenge. Xu et al., (2018) proposed two architectures namely, V-Net and W-Net for whole body 
bone lesion segmentation and detection. These DL architectures do not require hand crafted features, 
which are difficult to identify with regard to multi modal characteristics. In W-Net architectures the 
structural information is used as regularization in lesion detection. Their preliminary results are based 

Figure 6. a) Lung CT Image; b) its paired PET Image for one patient

Figure 7. Multi modality Co segmentation network (two parallel feature extraction branch followed by 
a Feature fusion module)
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on phantom studies and limited amount of data and observed that by increasing the amount of data 
performance of the W-Net architecture may be improved.

Combining the sensitivity of PET images in identifying abnormal regions and with precise anatomical 
localization provided by Tomography images will improve the segmentation and detection of lesions in 
PET/CT Lung images. Ashnil kumar et al., (2018) proposed a Deep learning architecture which learns 
to fuse Complimentary information in PET/CT images of lungs. Heart has high FDG (Fluoro Deoxy 
Glucose) uptake under normal physiological conditions and it needs to be removed based on the ana-
tomical information obtained from Tomographic image. In their study they used Tomographic images 
with resolution 512 x 512 at 0.98mm x 0.98mm with a slice thickness and inter slice distance of 3mm. 
and PET images with resolution 200 x 200 at 4.07mm x 4.07mm with a slice thickness and inter slice 
distance of 3mm. The Convolutional Neural Network proposed by them contains separate encoders for 
PET and Tomographic images, which extracted visual features relevant to each modality. The stacked 
convolutional layers of the network have structure similar to Alex Net and VGG Net. Each encoder 
contains two Convolutional Layer for feature map generation and a Max pooling layer to Down sample 
the feature Maps. In stacked structure, the change of weights in each layer will influence the subsequent 
convolutional layers in the network. During training changes happening in a layer will affect the deeper 
layers and the network has to continuously adapt to these changes. This CNN has inputs from two dif-
ferent imaging modalities hence the co learning and reconstruction will be affected by the cascading 
weight adjustments from both the encoders. This will reduce the speed of convergence and disturb the 
learning process. The dead neuron problem can be avoided using leaky RELU. Spatially varying fusion 
map is derived by the co-learning unit that more precisely integrates functional and anatomical visual 
features across different regions. Different fusion maps for different input PET- CT images, prioritizing 
different characteristics at different locations are used.

Figure 8. Co learning on a Single Feature Map
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FOETAL ULTRASOUND IMAGE SEGMENTATION USING LINKNET

Imaging modalities like SPECT, PET, Resonance imaging and Tomographic imaging involves radiation 
hazards, they are invasive and nonportable, whereas Ultrasound imaging is non invasive and free from 
radiationn hazards. It is a simple portable non invasive imaging capable of diagnosing the causes of 
infection pain and swlling of internal body parts, used in medication and therapy of internal parts of the 
body (Rueda et al 2014). Ultra sound imaging is invariably used widely in Obstetrics and gynaecology 
examination and treatment procedures. Also it’s a typical examination procedure during pregnancy which 
will be used for measuring specific biometric parameters towards diagnostic procedure and estimating 
fetal age, like the baby’s abdominal circumference, head circumference, bi parietal diameter, femur and 
humerus length, and crown-rump length. Furthermore, the fetal head circumference (HC) is measured 
for estimating the fetal age, size and weight, growth monitoring and detecting foetal abnormalities.

In spite of these advantages, Ultra sound imaging suffers from numerous artifacts like, motion blur-
ring, missing boundaries, acoustic shadows, speckle noise, and low signal-to-noise ratio.

The fetal skull is not visible enough to detect in the first trimester. This makes the US images very 
challenging to interpret, which requires experts. Zahra Sobhaninia et al., (2019) proposed a multi task 
CNN based Link Net model originally developed for semantic segmentation. The block diagram of the 
Multi task Link Net model is shown in Figure 9. This model has two main modules a segmentation net-
work and an Ellipse Tuner. Two different loss functions are defined for the two modules, which improve 
the training process for the whole network and lead to overall improvement in performance. During the 
training phase, the network parameters are trained by back-propagation of the combinatorial loss gradi-
ents through different entry points. The total loss function is a weighted sum of segmentation loss and 
Ellipse tuner loss. This network model is a modified version of Link Net with Multi scale inputs and is 

Figure 9. Link Net architecture for segmentation of Foetal Ultra sound
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applied for fetal head segmentation. 2D ultrasound image in three scales, are fed into different layers of 
this model. The first half of the network contains encoding blocks called ResBlock (Zhou et al., 2018), 
which consists of convolutional and pooling layers with a residual link. A multi-scale structure is ob-
tained by concatenating first and second feature maps of the network with the down-sampled versions 
of the input image. The second half of the network consists of decoder blocks that are responsible for 
up-sampling the feature maps and building up the final segmentation output. Encoders and decoders of 
similar dimensions are connected by some skip-connections. Feature-map details which might be lost 
throughout the encoding and decoding process are preserved by these skip connections. Presence of 
these skips connections leads to more accurate segmentation of the boundaries. The ground truth shapes, 
provided by the radiologist, have elliptical shapes hence ellipse parameters are investigated for assess-
ment of the fetal head. The extracted features are fed into three Fully Connected (FC) layers for tuning 
ellipse parameters. The five outputs of the FC network estimate ellipse parameters which represent fetus 
head location, shape, etc. Furthermore, the proposed FC layers implicitly contribute to segmentation 
performance and improve the accuracy of the segmentation results, by refining the feature layers to sym-
bolize an ellipse shape. About thousand two-dimensional ultrasound images were used for this study and 
fetus samples without any growth abnormalities were used. The spatial resolution of the of ultrasound 
images is 800 x 540 and pixel sizes are in the range 0.052 mm to 0.326 mm. Data augmentation, was 
done by horizontal and vertical flipping, and rotations from -60 to 60 degrees in steps of 20 degrees. 
In some cases, a rotation transform destroys the fetal head area by moving the head outside the rotated 
image. Hence, the corrupted images from the training set are removed and images with a complete fetal 
head were kept. About Nine thousand augmented US images were generated. The dataset was randomly 
split into 75%, for training and 25% for testing. 10% of the training data are set as validation data. Dice 
Similarity Coefficient, Difference, Absolute Difference and Hausdorff Distance were used for the evalu-
ation of this system performance (Vanden et al., 2018). The proposed network was trained on about one 
thousand images and was evaluated on an independent test set which contains data from all trimesters.

FETAL MIDDLE CEREBRAL ARTERY SEGMENTATION USING MCANET

Recently women facing high-risk pregnancy are increasing at a faster rate because of delayed marriage 
and child bearing. Foetal growth is affected very much by pregnancy related complications leading to 
abnormal child births. Risks associated with complicated pregnancy outcomes are assesed using Doppler 
ultrasonic blood flow signals which reflect the changes of blood circulation in a foetal blood circulation.

The MCA Net architecture for Middle Cerebral Artery segmentation is shown in Fig.10., which 
consists of a convolution block with the kernel size 7 × 7, stride 1 and padding 3. .Similar blocks fol-
low the above convolution block. In the following convolutional blocks 2, 3 and 4, the first convolution 
operation provides down sampling with the kernel size 1 × 1 and stride 2 and the remaining convolution 
operations use stride 1. The convolutional blocks 5 and 6 use dilated convolution with dilation 2 and 
4. In the susequent layers of the network residual connections were removed and dilated convolution 
with dilations 2 and 1 is used. Removing residual connections in susequent blocks eliminate gridding 
artifacts due to dilated convolutions, which results in the improvement of prediction accuracy . Here 
dense up sampling is done instead of normal up sampling to recover the decoded feature map. Dense 
upsampling is done using a 3×3 filter kernel and stride 1 which results in the reduction of dimension 
and computation. Batch normalization operation leads to training with large learning rate and the pixel 
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mixing operation is done to improve the resolution of decoded feature maps. Skip connections combine 
feature maps in shallow layers of Dilated Residual Network (DRN) and output feature map of Dilated 
Residual Network. Here an additional 1 × 1 convolution is added in the skip connection. Here the encoder 
is a Dilated Residual Network pre-trained on Image Net, since the area of the MCA in a raw ultrasound 
image is relatively small. The resolution of the output feature map of ResNet-34 on ultrasound MCA 
dataset is 20 × 14, which is only 1/32 of the raw ultrasound image. The output is too coarse for decoder 
in AlbuNet-34 network to restore fine detailed context information. By removing the max pooling layer 
Dilated Residual Network overcomes the above said limitations. DRN uses convolution filters for down 
sampling to remove gridding artifacts caused by the max pooling operation.In Dilated Residual Network 
dilated convolution helps to preserve spatial resolution, and it produces a comparatively high resolu-
tion output feature map. High resolution feature map contains fine details which is helpful in restoring 
a small object. MCA NET uses the skip connections to effectively combine the local information in 
shallow layers and semantic information in high layers. The effective small object restoration ability 
of dense upsampling is used to restore final details in MCA Net. Skip connections are not added to all 
layers in to maintain the computational efficiency. Feature map of the last layer has both large resolu-
tion and sufficient semantic information, which makes it possible to obtain good performance without 
adding complex skip connections. Furthermore, dense upsampling can directly perform convolution 
operations on the feature map, which is more computationally efficient than up sampling operations at 
the same scale. About 4000 qualified raw ultrasound images were selected out of the 5000 images to 
construct the ultrasound image dataset and experienced radiologists labelled these 4000 ultrasound im-
ages. Radiologists manually labelled these ultrasound images with the help of the corresponding color 
Doppler flow images. Recognizing and locating Middle Cerebral Arteries in raw ultrasound images are 
complicated tasks, even for experienced Physicians. The labelled dataset is further reviewed by senior 
radiologists to make sure the correctness of these labels. Jaccard Index, Dice Coefficient and Hausdorff 
Distance are used as the evaluation metrics to show the performance of each model in different aspects.

Figure 10. MCA Net for Middle Cerebral artery segmentation in an ultrasound image
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SKULL SEGMENTATION IN FETAL ULTRASOUND IMAGES

Ultra Sound images of the fetal structure have been largely used to assess the growth and well-being 
of the foetus, and estimating fetal weight. The examination of the fetal skull is a vital part of clinical 
examination, including head circumference (HC), Bi Parietal Diameter (BPD), and Occipito Frontal 
Diameter (OFD). But, this measurement is subject to more probability of measurement errors, since 
this is a manual 2D measurement done from extracted features from specified anatomical planes (i.e., 
the trans thalamic or trans ventricular planes). This human dependence of the procedure greatly affect 
the accuracy of sonography based fetal screening, limiting reproducibility, and may affect the early de-
tection of formation of defective foetal structures. Moreover, the early detection of defective formation 
of cranial structures, such as dolichocephaly, or brachycephaly, requires a thorough understanding of 
the skull structure and its curved bones, and boundaries, which may be difficult to analyze and make 
measurement in a single 2D plane. Inspite of this limitations, manual 2D sonography based examination 
remains the current gold standard in foetal Ultra Sound analysis.

Currently, estimation of foetal head circumference and abdominal circumference (AC are done manu-
ally from ultrasound images by well trained radiologists. These parameters are useful benchmarks to 
gauge gestational age, but the process can be time consuming and laborious. To get around those prob-
lems, researchers have developed a machine learning method that takes into account skilled radiologists 
decisions in order to automate the estimation process. In comparison, earlier efforts to automate fetal 
structural estimation methods are based on image intensity values. This often led to accurate segmen-
tation of well distinguished anatomical structures but can fail when measuring low-contrast features.

The researchers used a three-stage approach. In the first step, they obtained an initial estimate of the 
Abdomonal Circumference. Convolutional neural network (CNN) was used to determine the stomach 
bubble, amniotic fluid and umbilical vein in the ultrasound image, and from these three features, derived 
an estimate of the Abdomonal Circumference. The novelty of this approach is contained in the second 
step, where the images together with the Abdomonal Circumference estimates were fed into a second 

Figure 11. a): Two stage Convolutional Network, b) U-Net architecture
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CNN. This CNN then used these data to estimate the position of bony structures such as the mother’s 
ribs. This information was then used to refine the initial Abdomonal Circumference estimate. In the 
final step, the researchers passed the final Abdomonal Circumference measurement along with the 
ultrasound images to a specific class of CNN known as a U-net. The U-net decided whether or not the 
ultrasound images, together with the Abdomonal Circumference estimate, are accepted or rejected, in a 
manner that mimics the decision of the clinician. In this way, the machine learns what to look for. Kim 
and colleagues used 112 images to train each CNN and the U-net, and 62 images to evaluate abdominal 
circumference. They obtained accurate segmentation of the ultrasound images, including images rejected 
by the machine because they showed the wrong anatomical plane, in 87.10% of the verification cases. 
Commercial systems are available to estimate the abdominal cavity volume from ultrasound images. 
However, these methods often fall short of clinical requirement due their inability to utilize structural 
information within the ultrasound image, such as shadowing artifacts caused by the ribs. By using a 
combination of several CNNs and a U-net, researchers have shown that machines have the capacity to 
learn how to provide this structural information, which can in turn assist clinicians by automatically 
segmenting images with a good degree of accuracy.

A new two-stage cascade approach as alternative architecture having additional information chan-
nels was proposed by Cerrolaza et al., (2018). These new channels are mainly constructed to deal with 
the difficulties arising in fetal 3D sonographic image segmentation process like shadowing and fading 
effects, to supply relevant information for the complete reconstruction of the skull. The overall flow 
diagram of the proposed framework is depicted in Figure 11(a).This segmentation algorithm divides 
the segmentation process into two parts, using a 3D convolutional U-Net which is a fully convolutional 
neural network which includes shortcut connections between a contracting encoder and a successive ex-
panding decoder; as shown in Fig. 11(b), which is the basic structural element of the architecture. Taking 
the original 3D Sonographic image volume as single input channel, and the first block (B1) generates 
a partial reconstruction of the skull by segmenting the cranial bone visible in the sonographic image. 
Inspite of the large artifacts and very small signal-to-noise ratio of Sonographic imaging, bone tissue 
can be partially identified by its hyper echoic characteristics and curved structural pattern. Due to the 
sequential combination of many convolutional and pooling layers, the proposed CNN-based architecture 
learns particular filters at different resolutions and able to identify these discriminating features, and 
provide some incomplete, initial estimation of the skull. Based on this initial estimation, the the second 
block (B2) generates a full reconstruction of the skull, connecting those gaps and missing portions gen-
erated by the combination of fading and shadowing effects. Inspired by the auto-context architecture, 
the output probability map from B1 is used as an extra input channel for B2, which supplies valuable 
contextual and anatomical image information. Also, the input to B2 is completed with two extra chan-
nels, the Incidence Angle Map (IAM) and the Shadow Casting Map (SCM), both derived from the initial 
partial segmentation obtained in B1. The IAM and SCM supply necessary complementary information 
regarding the underlying physics of sonographic imaging, the angle of incidence of the Sonographic 
wave front, and the shadowing effect caused by the bone structures closer to the probe, respectively.

SEGMENTATION TO ESTIMATE PLACENTAL VOLUME USING OX N NET

Birth weight can be estimated from first trimester placental volume (Pl Vol.) and Pl Vol. measured with 
B-mode sonogram, which could be used to monitor the growth of foetus. Many studies have proved that 
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a low PlVol between 11 and 13 weeks of gestation can result in adverse pregnancy outcomes, including 
small for gestational age (SGA) and preeclampsia. Pl Vol. has also shown to be independent of other 
biomarkers for SGA, such as pregnancy-associated plasma protein A (PAPP-A) and nuchal translucency, 
a thorough recent study concluded that it could be successfully integrated into a future multivariable 
screening method for SGA analogous to the “combined test” currently used to screen for fetal aneuploidy. 
As Pl Vol. is measured at the same gestation as this routinely offered combined test, no extra ultrasound 
scans would be required, making it more economically appealing to healthcare providers worldwide.

The only available method to determine Pl Vol. for a radiologist is to examine the 3D-sonogram, iden-
tify the placenta and manually label it. Software tools, such as Virtual Organ Computer-aided AnaLysis 
(VOCAL; General Electric Healthcare) and a semi automated random walker–derived (RW-derived) 
method have been developed to estimate Placental volume. But this method is too time consuming and 
it’s accuracy depend on the radiologist. For Pl Vol. to become a useful measure to monitor the foetal 
growth, a reliable, real-time, radiologist-independent technique for the estimation of placental volume 
is needed. A real-time, fully automated technique for estimating Pl Vol. from 3D-Sonograms was pro-
posed by Looney et al., (2018). They also studied the relationship between segmentation accuracy and 
the size of the training data set, and found the appropriate amount of training data required to maximize 
segmentation accuracy. Finally, the performance of the Pl Vol. estimates generated by the fully auto-
mated fCNN method to predict SGA at term was assessed by them. Deep learning was used with an 
exceptionally large ground-truth data set to generate an automatic image analysis tool for segmenting 
the placenta using 3D-Sonogram.This study uses the largest 3D medical image data set to date for fCNN 
training. In a number of data science competitions, the best performing models have used similar model 
architectures with poorer performing models but employed data augmentation to artificially increase 
the training set, suggesting a link between performance and the data set size. The learning curves pre-
sented here demonstrate a key finding of the need for large training sets and/or data augmentation when 
undertaking end-to-end training. The mean squared error learning curves of this model architecture the 
training and validation curves converged toward 0.275 as the training set size is increased. This was 
reflected in the monotonic increase across training samples, where the DSC for 1,200 training cases 
was 0.81 and the DSC was 0.73 for 100. Models are trained end to end on training sets with 100, 150, 
300, 600, 900, and 1,200 cases. The mean squared error on the validation set decreased monotonically 
from 0.039 to 0.030 and increased monotonically from 0.01 to 0.025 on the training set. The median 
(inter quartile range) DSC obtained on the validation set throughout training increased monotonically 
from 0.73 (0.17) to 0.81 (0.15). Statistical analysis demonstrated a significant improvement in the DSC 
values with increasing training set size.

SUMMARY

Deep learning has been used to analyze a wide range of anatomies, including a large number of studies 
focusing on medical image segmentation. Fully convolutional networks (FCNs) are often used. These 
networks are closely related to Convolutional Neural Networks, but predict a value for each pixel or 
voxel, instead of a single prediction for the full image. In this chapter, the roll of various Convolution 
Neural Network models like Hyper Dense Net, Organ Attention Net, UNet, Link Net, VNet, Dilated Fully 
Convolutional Network, MCA Net Transfer Learning etc., in the segmentation of different Multimodal 
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Images are explored in depth. A well-defined dataset, especially large-scale dataset, is essential to deep 
learning based techniques.

Deep learning, which is a subset of machine learning, is a representation learning approach which 
will directly process and automatically learn mid-level and high-level abstract features acquired from 
data (e.g., Tomography images). It holds the potential to perform automatic medical image segmentation 
tasks in different medical imaging modalities, like lesion/nodule classification, organ segmentation, and 
object detection. Since Alex Net a deep convolutional neural network (CNN) and a representative of the 
deep learning method, won the 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC), 
deep learning began to draw attention within the field of machine learning. One year later, deep learning 
was selected together of the highest ten breakthrough technologies, which further consolidated its posi-
tion because the leading machine learning tool in various research domains, and particularly generally 
imaging analysis (including natural and medical image analysis) and computer vision. To date, deep 
learning has gained rapid development in terms of network architectures or models, like deeper network 
architectures and deep generative models. Meanwhile, deep learning has been successfully applied to 
several research domains like Computer Vision, speech recognition, Remote Sensing and medical image 
analysis, thus demonstrating that deep learning may be a state-of-the-art tool for the performance of 
automatic analysis tasks, which its use can cause marked improvement in performance. Recent applica-
tions of deep learning in medical image analysis have involved various tasks, like traditional diagnosis 
tasks including classification, segmentation, detection, registration, biometric measurements, and quality 

Figure 12. O X N NET Fully Convolutional Network
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assessment, also as emerging tasks including image-guided interventions and therapy. Of these, clas-
sification, detection, and segmentation are the three most elementary tasks. they’re widely applied to 
different anatomical structures in medical image analysis involving organs like breast, prostate, liver, 
heart/cardiac, brain, carotid, thyroid, intravascular, fetus, lymph gland, kidney, spine, bone, muscle, 
nerve structure, tongue etc., . Multiple sorts of deep networks are involved in these tasks.It’s a standard 
approach to use a CNN model to find out from the obtained data (e.g.,Tomographic images) so as to 
get hierarchical abstract representations, followed by a softmax layer or other linear classifier (e.g., a 
support vector machine) which will be used to produce one or more probabilities or class labels. Image 
annotations or labels are necessary for doing different image analysis tasks, and is called ‘‘supervised 
learning.” Unsupervised learning is additionally capable of learning representations from data without 
proper labels. Auto-encoders (AEs) and restricted Boltzmann’s machines (RBMs) are two of the foremost 
commonly applied unsupervised neural networks in medical image analysis promising improvements in 
performance. Unsupervised learning has one significant advantage over supervised learning, which is that 
it doesn’t require the use of time-consuming, labor-intensive, and expensive human annotations. Though 
closely related to semantic segmentation, medical image segmentation includes specific challenges that 
need to be addressed, such as the scarcity of labelled data, the high class imbalance found in the ground 
truth and the high memory demand of three-dimensional images. While replacing fully connected layers 
with convolutions allows for multiple pixels to be predicted efficiently and simultaneously, the result-
ing outputs typically have a very low resolution. This is caused by the fact that CNNs reduce the size 
of their input in multiple ways. Convolution layers with filters larger than 1 x 1 reduce the size of their 
input. This loss of pixels can be prevented by extending the input with a padding of zero-valued pixels.
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ABSTRACT

Biomedical image analysis is very relevant to public health and welfare. Deep learning is quickly grow-
ing and has shown enhanced performance in medical applications. It has also been widely extended in 
academia and industry. The utilization of various deep learning methods on medical imaging endeav-
ours to create systems that can help in the identification of disease and the automation of interpreting 
biomedical images to help treatment planning. New advancements in machine learning are primarily 
about deep learning employed for identifying, classifying, and quantifying patterns in images in the medi-
cal field. Deep learning, a more precise convolutional neural network has given excellent performance 
over machine learning in solving visual problems. This chapter summarizes a review of different deep 
learning techniques used and how they are applied in medical image interpretation and future directions.
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INTRODUCTION

In modern years, Deep Learning (DL) (LeCun et al, 2015) has become a large influence on many fields in 
science and technology. It leads with advances and breakthroughs in audio recognition (Dahl etal,2012) 
and image recognition (Krishzvesky et al, 2012), it can prepare artificial agents that defeat human play-
ers in Go (Silver metal, 2016) and ATARI games (Mnih etal, 2015), and it produces artistic new images 
(Mordvintsev et al., 2015; Tan etal.,2017) and music (Briot etal.,2017). The final goal is to produce 
systems that can help in the diagnosis of disease, to automate the difficult and time-consuming tasks of 
reading and examining medical images, and to promote treatment planning. We require to be capable to 
employ machine learning methods to automatically distribute medical images (for example, breast x-ray 
or biopsy images) as healthy (non-cancerous) or not healthy (cancerous). (M H Hesamian et al, 2019). 
The diagnosis and treatment decisions can be made based on what is learned about the unhealthy im-
ages. The goal is that automatic classification and segmentation can be accomplished using distinct and 
innovative deep learning techniques, and extraordinary levels of accuracy can be accomplished (Shen et 
al., 2017). The diagnosis of particular image depends on both image acquisition and image interpreta-
tion. Image acquisition devices have been developed upto certain extent over the recent few years for 
getting the high resolution radiological images (X-Ray, CT and MRI scans, etc.) . However, we started 
to attain the more benefits for automated image interpretation (L B Curial et al, 2019). Computer vision 
activates the machine learning techniques to detect the image pattern as input and gives the effect in the 
form of size, colour size etc.Due to the extensive variety of different patient data, conventional learn-
ing methods are not guaranteed in the future. Now deep learning has much attention in all the fields 
especially in medicine. It is supposed to hold a $300 million medical imaging market in future. In 2021, 
deep learning will show rapid deveolpment in medicine than the other industry. It is the most powerful 
complex method of supervised learning. DL is particularly used for investigating the psychiatric and 
neurological disorders noncompulsory of manual feature selection.

DL technology implemented in medical imaging may enhance and increase innovative technology 
that has observed because of the digital imaging arrived. Over 15 years, most researchers understand 
that the applications of DL will bring over humans, and not only the diagnosis will be done by intelli-
gent machines but will also help to prognosticate disease, command medicine and control of the disease 
treatment. The deep learning is transformed in several sectors such as ophthalmology, pathology, cancer 
detection, radiology etc. Ophthalmology is the first area to be transformed in health care, however, other 
sectors such as pathology and a cancer diagnosis has gained recognition and sufficient application with 
proper efficiency at present.

Medical image segmentation, recognizing and resolution of organs from different medical images 
produced by modern image techniques such as X-ray, ultrasound, CT or MRI. The images produced by 
imaging techniques has to give critical information about the shapes and volumes of the human organs. 
Several researchers have been reported (Suzuki etal., 2017; Lakhani et al., 2018; Kim etal., 2018) that 
the huge automated segmentation systems been developed by utilizing of existing DL methods. More 
advanced systems were built on common methods like mathematical methods and edge detection filters 
. Machine learning approaches towards image features have become more influential technique over 
others for a longer period of time. Due to hardware development, DL methods came into the picture 
and begun for giving the practical exhibition of image processing tasks in the field of academia and 
industry. The ability of deep learning procedures has started to good opportunity for image segmenta-
tion, and inappropriate for medical image segmentation. DL techniques have earned much attention in 
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an image segmentation (Breininger et al.,2018) for past few years . There are several modern review 
and research articles on medical image segmentation (Alexander Lundervold et al., 2019; Maier etal., 
2019). Figure1 representing the BD and DL in biomedical field. Deep learning is multi-disciplinary 
research field which includes physics, physiology, signals and systems (ss), mathematics, computer 
science, biology and medicine.

Figure 1. Diagram of how biomedical information such as biomedical signals and images, genomic 
sequences and EHRs can be managed by BD and DL in particular domains of healthcare.Reprint pro-
duced from L B Curiel etal., Appl. Sci. 2019.
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TYPES OF MEDICAL IMAGING

There are various methods of computer-aided detection system was produced and included in the clinical 
workflow in early 2010. The entirety of the principal responsibilities of medical imaging in radiology ap-
plications where the structural abnormalities are identified is classifying them into disease classifications. 
The different advanced imaging techniques are Microscopic, X-ray, Computer Tomography (CT), and 
Magnetic Resonance Imaging (MRI) (Ker etal., 2017; Lee etal, 2017; Litjens etal., 2017, Shen etal., 2017)

Radiography Imaging Technique

It is an imaging technique to view the inner parts of the object using ionizing or non-ionizing radiation 
such as X-rays, gamma rays etc. It employs a wide beam of X-rays to observe non-uniformly composed 
material present in the organs. The images produced from this technique is used to find the assessment 
of the presence or absence of disease, damage or foreign object.

MRI-Magnetic Resonance Imaging Technique

MRI is utilizing the high powerful magnets thereby emitting radio frequency pulse at the resonant fre-
quency of hydrogen atoms to polarise and stimulate hydrogen nuclei of water molecules in human tissue. 
MRI doesn’t suggest X-rays nor ionizing radiation. MRI is extensively used in hospitals and regarded as 
a more suitable choice than a CT scan because MRI attends medical diagnosis without revealing of the 
body to radiation. MRI scan takes a lot of time and are bigger than other scans.

Ultrasound Imaging Technique

Ultrasound utilizes high range of sound waves for producing the sort of 3D images by tissue. It is more 
generally associated with fetus image in pregnant women. Ultrasound is also applied for viewing the 
various inner parts of the human body such as abdominal organs, breast, heart,tendons, arteries, muscles 
and veins. It presents less anatomical details relative to CT or MRI scans. A significant improvement 
is ultrasound imaging helps to analyse the use of moving structures in actual time without emitting of 
radiation. Extremely reliable to practice, can be quickly performed without any unfavourable effects 
and relatively reasonable.

Endoscopy Imaging Technique

Endoscopy employs an endoscope that is infused directly into the organ to study the hollow organ of 
the body. The variety of endoscope changes depending upon the site to be observed in the body and can 
be administered by a doctor.

Thermography Imaging Technique

Thermographic imaging technique produces the graphic visualization with respect to surface variation 
of temperature of the body by measuring the infrared emissions out from it. The amount of radiation 
increases with an improvement in temperature. It is intelligent for capturing moving objects in real-time. 
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Thermographic cameras are entirely valuable. Images of the objects having the information with respect 
to temperatures might not result in perfect thermal imaging of it.

HARDWARE AND SOFTWARE FOR DEEP LEARNING

GPUs are parallel computing engines, which process the graphical datas per second than central process-
ing units (CPUs). Among modern hardware, GPU deep learning is usually 10–30 times faster than on 
CPUs. By considering hardware, the motivation behind the most deep learning methods are existence 
of open-source software packages (OSS). The institutions which provide effective GPU implementation 
in deep neural network operations. The present most popular packages were detailed below.

1.  Theano (Bastien et al., 2012)- provides Python interface
2.  Tensorflow (Abadi etal., 2016)- provides C++ and Python and interfaces.
3.  Torch (Collobert et al., 2011)- provides a Lua interface and is used by Facebook AI research
4.  Caffe (Jia etal., 2014)- provides C++ and Python interfaces

DEEP LEARNING METHODS

DL is one part of machine learning in AI use of multi-layered networks capable of translating the feature 
from datasets automatically in various tasks such as images, audi, video and text with high accuracy 
(Shen etal. 2017; Schmidhuber, 2015). DL automatically will learn the complex data representation in a 
self-taught manner and identify more complex relationships between the input and output (LeCun etal. 
2015). Several researchers and data scientists have become interested in using different DL methods to 
achieve record-breaking performances in various applications (Krizhevsky etal. 2012, Wu et al. 2016).

DL methods are divided into 5 principal groups (shown in Figure 2)

1.  CNNs
2.  Sequential models (Recurrent Neural Networks (RNNs)
3.  Deep neural networks (Auto-Encoders)
4.  Pre-trained models
5.  Deep generative models (Restricted Boltzmann Machines (RBMs))

CONVOLUTIONAL NEURAL NETWORK’S ARCHITECTURE (CNNS)

It is one type of important DL algorithm to do image classification, recognition faces, object detections 
and image recognition etc..

CNN architecture consists of 3 different layers and its diagramatic representation as shown in figure 3.
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Convolutional Layer (CL)

CLs are major building blocks in the convolutional neural networks.It provides the relationship between 
pixels by image features using square of input data. The element involved in performing the operation 
in the first part of the convoultion layer is called Kernel or filter. If it is applied to small regions of an 
image, the pixel of in this region is converted into single pixel.

Pooling Layer (PL)

A pooling layer is a layer added after convolutional layer and summarizes a region of the feature map 
generated by CL .Here layer is responsible gradually for reducing the spatial size of the representation 
and the number of computations and parameters in the network. On comparable with different pooling 
layers, Max-Pooling is the most important method and widely used in CNN’s architecture for analyzing 
the output of all the preceding layers in detail.

Figure 2. Different existing DL models
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Fully Connected Layer (FCL)

FCLs are much essential component of CNNs which is proved in classifying and recognizing the images 
in computer vision sucessfully.(van Gerven et al. 2017). It represents the feature vector for the input and 
also simply called as feed forward neural network. The most powerful modern CNNs employed in the 
machine learning applications are AlexNet (Krizhevsk et al. 2012), Clarifai (Mamoshina et al, 2016), 
VGG (Simonyan et al. 2014), and GoogleNet (Szegedy et al 2014). Figure. 4 represents various recom-
mended networks in biomedical applications.

RECURRENT NEURAL NETWORKS (RNNs)

Recurrent neural networks (RNNs) are another type of AI network which is used for sorting the data 
received from CT,cine MRI and ultrasound images. RNNs should be able to remember the past and 
process knowledge on image received from background history to progress its existing decision. For 
example, given a series of images, RNN practices the first image as input, catches the information to 
make a forecast, and then remember this information which is then appropriated to estimate the next 

Figure 3. Schematic representation of typical CNN architecture (Khvostikov etal, 2018)
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image in the network. The two most widely used architecture in the family of RNNs are gated recurrent 
unit (GRU) and long-short term memory (LSTM) (Zhou etal., 2015), is capable of modeling long-term 
memory as displayed in figure 5. 

The different deep learning networks with images are presented in Table 1.

DEEP LEARNING USES IN MEDICAL IMAGING

It involves the acquiring, processing and visualizing the functional images of moving objects for both 
therapaeutic and diagnostic purpose. (Haque etal, 2020). The interpretation of medical image analysis 
are performed by manually like physicians, radiologists. However, the large variations exist in fatigue of 
human experts, the computer-assisted interventions are started and benefited. The focus of deep learn-
ing applications in bio medical field involves the classifcation and detection of computer-aided images. 

Figure 4. Most recommended Neural Network architecture used in biomedical fields: (A–C) feed forward 
neural networks for different depths; (D, E) an Auto-Encoder and a Deep Auto-Encoder,(F, G) descrip-
tions of a restricted Boltzmann machine and a deep belief networks and (H) an AlexNet convolutional 
neural network (Zemouri et al. 2019)
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Figure 5. Schematic Representation of RNN

Figure 6. Percentage wise representation of different deep learning methods used in health informatics 
collected by Google scholar (Ravi etal., 2017).
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Table 1. Different deep learning architectures represented by embeeded objects (Ravi etal., 2016)

Architecture Description

Deep Neural Network (DNN)
_ deep framework usually used for classification or regression of 
images 
_ Made of number of hidden layers 
_ Allows complex hypotheses to be expressed

Deep Autoencoder
_ Introduced and devised (Hinton et al,2006) for innovation and 
reduction of dimension 
_ equal quantity of input & 
output nodes 
_ to recreate the vector (input) 
_ Unsupervised learning

Deep Belief Network
It is a construction of RBM 
(Hinton et al, 2006) 
-Permits unsupervised and supervised training of the network

Deep Boltzmann Machine
_ It is a different program based on the Boltzmann family 
(Hinton et al,2006) 
_ Occupies undirected connections independently

continued on following page
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The most of deep learning research papers were distributed in bio and medical imaging by taking into 
account of nuclei image segmentation, localization & classification and detect mitosis in breast histology 
images by using deep CNN. The biomedical sub- field associated with different biomedical applications 
are represented in figure 7.

Classification

DL computer vision utilizes a huge number of samples and in most of the cases, transfer learning is used. 
People in the DL community use the transfer learning technique for several reasons. Two main reasons 
are: first, use pre-trained weights for feature extraction, and second, use pre-trained weights to an exist-
ing network and fine-tune with a new dataset. For example, several studies have been carried out where 
the trained weights are used to form image net dataset. Out of many studies, some of the researches have 
reported the best results for medical image classification with transfer learning. Another outstanding 
work for skin cancer classification where they have achieved dermatologist-level performance for skin 
cancer disease recognition. In this work, the Google Inception-v3 model used with transfer learning 
(Suzuki et al, 2016; Shen et al, 2017) .

DCNN approaches are massively applied for neuroimaging such as Brain Tumour, Alzheimer disease 
segmentation and classification from MRI (Ravi etal., 2016). 2D and 3D convolutional kernels were 
applied in different models for this purpose. Besides, like Neuroimaging, there are different deep CNN 

Architecture Description

Recurrent Neural Network
-Specific importance where the output depends on the preceding 
computations 
_ Divisions of the equal weights are performed in all steps

Convolutional Neural Network
_ It is completely occupied for 2D data images
_ All protected convolutional filter changes its input to a 3D output 
activation of neuron 
_ neurobiological model of visual cortex

Table 1. Continued
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techniques are applied for analysis of detection and classification of lung disease images can be achieved 
extraordinary performance compared to machine learning approaches.

Segmentation

Numerous DL models have included specifically for the medical image segmentation tasks regarding the 
disadvantage of data insufficiency and class imbalance problems (Suzuki et al., 2017; Ker etl., 2017). 
The fast and most precise medical image segmentation called “U-Net”. Different types of U-Net models 
have been introduced for CNN-based data Segmentation of medical image.The effect of skip connections 
exist in image registration and segmentation have been assessed with U-Net and other residual networks.

Computer-Aided Detection

Medical imaging and data acquisition system have been improved a lot in the last few years. The current 
CAD system is introduced to achieve two goals: detection and false-positive reduction. The primary 
objective can be performed based on the detection algorithm, DL methods are dispensing enormous 
performance on detection tasks. (Haque et al.2020; Liang et al, 2014). On the additional hand, inherited 
ML procedures such as SVM, PCA are employed for this purpose. Accidentally, traditional ML-based 
CAD does not function well in clinical practice. However, newly DL based techniques are dispensing 
excellent representation for false-positive modification responsibilities in different modalities of medi-
cal imaging. Newly, there are many CAD methods have recommended for breast cancer detection, lung 
cancer detection, and Alzheimer ’s disease (AD) (Putin et al., 2016).

Figure 7. Schematic representation of different levels of biomedical applications (Zemouri et al,2019)
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FUTURE RESEARCH DIRECTIONS

Deep learning is a rapid growing field in the medical application as well as academia. Also, there are 
many difficulties compared with introduction of several deep learning methods in clinical settings, which 
provides reliable returns and that are too valuable to abandon. DL performance depends on two main 
factors such as intensive computation power availability and second is a huge amount of data (Lundervold 
et al., 2019). In earlier, there are enough high-impact software-systems based on mathematics,physics, 
chemistry and engineering the entering the daily workflow in the clinic, the reception for other such 
systems will likely grow. The introduction of bio-sensors in edge computing as wearable devices for 
continuously observing different disease, an ecosystem of deep learning and other computational medi-
cine-based technologies. AI and DL gradually enabled automated systems, solutions and tools are taking 
overall business sectors. Finally, there is a bi-directional movement of artificial intelligence between 
companies and research labs for enhancing the customer experience as well as high speed data analysis.

CONCLUSION

Deep neural network (DNNs) is currently playing the important primary tools in machine learning in 
all areas especially biomedical imaging, omics, brain and body machine interface and public health 
welfare. The different DL techniques and its usage in different stages of image analysis were discussed. 
Among all existing DL network, there is a developing concern in an end-to-end CNN, substituting the 
traditional handcrafted machine learning methods. This chapter summarized that CNNs are the most 
well-known and popular deep neural network and how the images are classified and detected. In most 
circumstances, transfer learning revealing the effect of biomedical imaging applications. Deep learning 
techniques is a promising interpreter of these data, serving in disease prediction, diagnosis, prevention 
and therapy. We anticipate that more deep learning applications will be accessible in biomedical areas 
such as epidemic prediction, disease prevention and clinical decision-making.
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ABSTRACT

Tensor flow is an interface for communicating AI calculations and a use for performing calculations like 
this. A calculation communicated using tensor flow can be done with virtually zero changes in a wide 
range of heterogeneous frameworks, ranging from cell phones, for example, telephones and tablets to 
massive scale-appropriate structures of many computers and a large number of computational gadgets, 
for example, GPU cards. The framework is adaptable and can be used to communicate a wide range of 
calculations, including the preparation and derivation of calculations for deep neural network models, 
and has been used to guide the analysis and send AI frameworks to more than twelve software engineer-
ing zones and different fields, including discourse recognition, sight of PCs, electronic technology, data 
recovery, everyday language handling, retrieval of spatial data, and discovery of device medication. 
This chapter demonstrates the tensor flow interface and the interface we worked with at Google.

INTRODUCTION

In the Google Brain activity started to investigate the utilization of gigantic extent of profound neural 
frameworks for both disclosure and use in Google items the work of (Karthika P and P. Vidhya Saraswathi, 
2017). As a piece of the early work right now, Dist Belief, our unique adaptable arranging and acceptance 
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structure, has been collected and this framework has served us well. We and others at Google have done a 
wide scope of research utilizing Dist Belief reviewing work for solo language portrayal learning, picture 
request and article acknowledgement models, video gathering, progression talk acknowledgement, mov-
ing spot, stronghold learning, and different regions. Also, in close participation with the Google Brain 
arrange, in excess of 50 Google groups and other letters in order associations have habitually passed on 
profound neural frameworks utilizing Dist Belief in a wide scope of things, including Google Search 
our commercial items, our talk acknowledgement structures, Google Photos Google Maps and Street 
View, Google Translate, YouTube and numerous others.

Given our association in Dist Belief and a slow comprehension of the appealing structure properties 
and essentials for the arrangement and utilization of neural frameworks, we have created Tensor Flow, 
our second-age system for the execution and sending of huge scope AI models. Tensor Flow takes counts 
spoke to utilizing a dataflow-like model and maps them to a wide scope of gear levels. The range from 
working wireless determination to, for instance, Android and iOS to humble size frameworks for arrang-
ing and induction. This utilizes single machines with one or numerous GPU cards to design monstrous 
degree frameworks running on a wide range of machines with an enormous number of GPUs. Utilizing a 
solitary framework that can experience such a wide exhibit of stages fundamentally revamps this current 
utilization of truth. Computer based intelligence framework, as we have discovered that having separate 
frameworks for the arranging of gigantic degree and restricted extension structure triggers basic help 
stacks and split consultations.

PROGRAMMING REPRESENTATION AND BASIC PERCEPTION

A Tensor Flow measurement is represented through a coordinated diagram, which consists of a lot of 
hubs. The diagram speaks to a data flow estimate, with increments to allow a few types of hubs to main-
tain and update industrial conditions and to extend and circle organize structures inside the diagram in 
a method like Naiad. Customers create a logical diagram on a regular basis using single of the maintain 
front end dialects. A model component for constructing and executing a Tensor Flow chart using the 
frontage end of Python is revealed in Figure 1 and the calculation diagram below in Figure 1. -hub has 
at least zero data sources and at least zero yields in a Tensor Flow chart, and speaks to the start of an 
action. Qualities that stream along the typical edges of the diagram (from yields to inputs) are tensors, 
self-assertive dimensionality clusters that evaluate or induce the basic component form at the time of 
graph creation. Extraordinary edges, known as control conditions, can also be found in the chart: no 
information streams beside such edges, but it specify that the control reliance foundation hub must be 
executed before the control reliance target hub begins to execute. Since our model integrates variable 
state, customers may legally use the control conditions to allow the event before connections occur. The 
execution often integrates control criteria for ordering autonomous operations in any case as a mechanism 
for monitoring, for example, the use of pinnacle memory.

Activities and Kernels

In recent years we have observed large change sine convoying enema land marketing in particular as a 
result to fin tenet expansion, globalization, and ubiquitous sin for motion availability. One of the scientific 
fields which gained result of this was data analysis under various names: statistics, data mining, machine 
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learning, intelligent data analysis, knowledge discovery. Many new data analysis technique re-emerged 
which exploit avail ability of more and different data from several sources, and increased computational 
power of nowadays computers. Some examples of these techniques are support vector machines, text 
analytics, association rules, ensemble techniques, subgroup discovery, etc. These techniques have been 
accepted into analytics’ standard tool box in many disciplines: genetics, engineering, medicine, vision, 
statistics, marketing, etc.

Meetings

Customer services communicate by having a Session with the Tensor Flow System. The Session inter-
face supports an Extend technique for extending the present diagram supervised by meeting with extra 
hubs and edges to create a calculation map (the underlying chart is empty when a meeting is made). The 
other important operation maintained by meeting in which receive a lot of yield forename to processed, 
just like a discretionary tensor arrangement to be taken care of in the map instead of unique hubs yields. 
Using the reasons to Fly The use of the Tensor Flow can represent the transitive conclusion of all the 
hubs that have to be executed in order to record the yields that have been stated, and can then organize 
the execution of the correct hubs in a request that respects their conditions. Most by far of our Tensor 
Flow businesses locate a session with the chart once and afterward executes the full graph or a couple 
of obvious sub-outlines thousands or an enormous number of times through Run Calls.

Figure 1. Corresponding statistical diagram
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Factors

In many equations on various occasions a diagram is performed. Most tensors don’t do a single diagram 
execution due history. In any case, a variable is a special operation that takes advantage of a handle to an 
impermanent tensor that gets through a chart’s execution. Handles to these relentless alterable tensors can 
be transferred to a bunch of specific activities, such as Assigning and Assigning Add (proportionate to + 
=) which changes the referenced tensor. For Tensor Flow’s AI uses, the model’s parameters are usually 
displayed in tensors kept in factors and refreshed as a major aspect of the model’s preparation chart run.

IMPLEMENTATION

The fundamental segments in a Tensor Flow organization are the customer who utilize the session bound-
ary to speak to the ace with at least one worker type, with every specialist procedure accountable for 
mediating entrance to at least one device gadget and for implement chart hubs on individuals’ gadgets as 
the ace practiced. It both has neighborhood and Tensor Flow interface use hijacked. Nearby use is used 
when the client, the ace, and the worker all of a sudden spike in demand for a solitary computer with 
respect to a solitary working system phase (potentially with specific gadgets if, for example, the machine 
has added multiple GPU cards). The disseminated use imparts the bulk of the code to the execution of 
the area, but extends it with the aid of a situation in which the client, the ace, and the staff could all be 
able to execute different machines in different procedures.

Such separate assignments are compartments in occupations supervised by a group booking system 
in our conveyed state. These two singular modes are shown in Figure 2. A large portion of the remainder 
of this field addresses problems that are central to the two executions, while Section 3.3 explores a few 
specific issues relevant to the proper use.

Gadgets

Gadgets are the heart of Tensor Flow computing. For at least one gadget, each specialist is liable, and 
each gadget has a form of gadget and a name. Gadget names are made of parts that recognize the type 
of gadget, the record of the gadget inside the worker, and a distinctive proof of the specialist’s operation 
and undertaking in our conveyed setting. The name of the model gadget is “/job: localhost / computer: 
cpu:0” or “/job: worker / device:17/device: gpu:3.”. Each gadget object is responsible for monitoring 
portion and gadget memory distribution and for organizing the execution of any bits specified by higher 
stage in the use of Tensor Flow.

Tensors

A tensor is a composed, multidimensional presentation in our execution. We bolster an assortment of 
kinds of tensor modules, including checked and unsigned entire numbers running in size of 8 bits to 64 
bits, IEEE float and twofold sorts, an incredible number sort, and a string type (an abstract byte appear). 
Help store of the suitable size is regulated by allocator legitimately to the device the tensor dwells on. 
Tensor sponsorship shop supports are checked on for reference with are managed if no references remain.
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Execution of the Single-Device

Next, helps one to think about the simplest execution situation: a single specialist operation with a solitary 
gadget. The diagram hubs are implemented in an application that relates to the conditions between hubs. 
Actually, we track a count for each hub of the quantity of conditions that were not yet implemented in 
that hub. The hub is ready for execution and is attached to a prepared line when this test drops to zero. 
In some unknown order, the prepared line is treated which designates execution of the piece for a hub 
to the object of the gadget. The checks of all hubs that depend on the finished hub are decreased at the 
point when a hub is wrapped up.

Multi-Device Execution

There are two fundamental intricacies when a system has multiple gadgets: choosing the gadget to posi-
tion the measurement for each hub in the diagram, and then dealing with the necessary correspondence 
of knowledge across the limits of the gadget implied by these choices of situation. This chapter looks 
at those two things.

Node Placement

One of the fundamental responsibilities of Tensor Flow execution, given a calculation map, is to de-
lineate calculation on the arrangement of accessible gadgets. Regarding extensions supported by this 
estimate, see Section 4.3. One contribution to position calculation is a charge representation that involves 
assessments the sizes of information and yield tensors for each diagram hub, as well as assessments of 
the calculation time required for each hub given its information tensors. This charge representation is 
either evaluated dynamically support on heuristics relevant to specific types of activity, or is calculated 
dependent on a genuine arrangement of position choices for prior graph execution.

The reproduction is shown below, and winds up selecting a gadget for each hub in the map using 
avaricious heuristics. The hub to gadget structure created by this reenactment is also used as the real ex-
ecution situation. The location calculation begins with the measurement chart’s wellsprings and recreates 

Figure 2. Particular machine and Disseminated Organization Structure
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the operation on each gadget as it progresses. For each hub that has just arrived, a selection of attainable 
gadgets is considered (a gadget may not be feasible if the gadget does not give the specific activity a bit). 
Among hubs with specific attainable gadgets, the situation calculation uses an eager heuristic that looks 
at the implications of placing the hub on any imaginable gadget for the period of fruition. This heuristic 
receive into explanation the measured or projected implementation period of procedure on this form of 
gadget from the charge representation and also involves the expenditure of several communication it will 
all be familiar with transmitting inputs from various gadgets to the gadget thought.

The gadget where the operation of the hub is to be done as soon as possible is selected as the gadget 
for that activity and the situation procedure at that stage begins to decide the arrangement choices for 
the various hubs in the diagram, including downstream hubs currently being prepared for their own re-
enactment. A few increases which allow clients to offer insights and fractional imperatives to manage 
the calculation of the situation. The measurement of the agreement is a region of improvement within 
the organization.

Communication of the Cross-Device

After enrollment of center point area, the guide is partitioned into many sub diagrams, one for every 
device. Several cross-contraption edges from x to y is emptied and supplanted by an edge from x to 
another Send center point in the subsection of x and an edge from a comparable Receive center point to 
y in the sub diagram. See Figure 4 for an update to this outline.

The Send and Receive hubs executions plan for moving information through gadgets at run time to 
work of (Ganesh Babu, R., & Amudha, V 2016). This helps us to remove all communications within 
Send and receive executions, thus enhancing the respite of the runtime. Once add Send and the Receive 
hubs it canonize all customers of a exacting tensor a specific gadget to utilize a particular Receive hub 
instead of one Receive hub on a specific gadget for each downstream customer. This ensures that the 
information is only transmitted once between a source gadget for the appropriate tensor! Goal gadget 
pair, and that tensor memory is only allocated once on the goal gadget, instead of different occasions. 
By coping with correspondence right now, it is also possible to decentralize the reservation of individual 
hubs of the map on specific gadgets into the workers: the hubs Send and Receive grant vital communica-
tion among different specialists with gadgets only needs to give a solitary one. Scurry demand for each 

Figure 3. Previous & after the Send / Receive nodes are inserted
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diagram execution to every specialist who has any hubs for the diagram, as opposed to participating in 
the preparation of each hub or communication with each cross-gadget. It makes the frame considerably 
more adaptable and allows for much better operations of the granularity center than if the preparation 
had to be done.

Distributed Execution

Appropriate execution of a diagram essentially is the same as execution of multi devices. A sub graph is 
rendered per gadget after location of the gadget the work of (P Karthika and P Vidhyasaraswathi, 2017). 
Send / receive hub matches that use remote communication instruments across specialist types, such as 
TCP or RDMA, to transfer information across system limits.

Adaptation to Internal Failure

Disillusionments can be found in a variety of areas in a coursed execution. The fundamental ones on 
which we depend are (an) a bumble in a correspondence between a Send and Receive center point pair, 
with (b) incidental well-being tests from the as strategy to every master system. At the point when a 
failure is perceived, the whole execution of the guide is pointlessly ended and restarted with no prepa-
ration. Check anyway that Variable hubs allude to tensors that live through chart execution the work of 
(Antony Selvadoss, Thanamani, Prathap M, 2018). We emphasize automatic check pointing and this 
state recovery on restart. Each Variable hub is associated to a Save hub in particular form. These Save 
Hubs are executed intermittently; state each N cycle or every N second the work of (P Karthika and P 
Vidhyasaraswathi, 2020). The content of the variables are kept in contact with constant stockpiling at 
the point when they are performed, e.g., a disseminated record structure. Essentially each Variable is 
connected with a Restore center that is only operated after a restart in the primary cycle. See Section 
4.2 for subtleties on how to motivate a few hubs on certain diagrammatic executions.

EXTENSIONS

Image a few more established highlights of the core programming model outlined in section 2.

Gradient Computation

Numerous enhancement calculations, including standard AI calculations such as stochastic angle plum-
met, show the slope of a cost work related to a lot of sources of data. Since this is a typical requirement, 
Tensor Flow has helped to calculate the programmed angle.

In the event that a tensor C in a Tensor Flow map relies on some arrangement of tensors fXkg, 
perhaps through a complex sub graph of activities, there is a worked in function at that stage that will 
restore the tensors fdC= dXkg. As with different tensors, slope tensors are handled by expanding the 
Tensor Flow map using the accompanying approach. If Tensor Flow has to process the slope of a tensor 
C as for various tensors I on in which C depend, it locates the way from I to C first in the calculation 
diagram. It backtracks from C to I at that point and adds a hub to the Tensor Flow diagram for each 
retrogressive way process, forming the fractional angles along the regressive way using the chain law. 
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The recently added hub records the forward mode “angle function” for the related activity. Any opera-
tion could recruit an angle power.

This capacity takes as information not just the fragmented slants figured starting now and into the 
foreseeable future along the retrogressive course, yet in addition, on the other hand, the data sources and 
yields of the forward activity. Figure 5 illustrate slants for a fabricated expense from the Figure 2 occasion. 
Dull jolts demonstrate potential commitments to tendency works that aren’t utilized for explicit exercises. 
The normal extension to Figure 1 to process these points is: [db,dW,dx] = tf.gradients(C, [b,W,x]) when 
everything is said to be done an action may have various yields, and C may depend on only a couple. 
Remote possibility, for instance, that activity O has two yields, y1 and y2, and that C relies upon y2,The 
essential commitment to O’s edge work is set to 0 by then, since dC = dy1=0.

The programmed measurement of the slope entangles changes, in particular the use of memory. When 
executing “forward” calculation subgraphs, i.e. those unmistakably created by the client, a fair heuristic 
break connects when selecting which hub to execute next by looking at the request in which the chart 
was constructed. This for the most part means that not long after being created, impermanent yields are 
devoured, so that the memory can be reprocess easily. The heuristic is insufficient; the customer can 
revolutionize the diagram creation request or include control conditions as defined in Section 5.

The client has less control at the point where inclination hubs are naturally added to the diagram, 
and the heuristics that separate. In particular, in view of the fact that inclinations invert the request for 
forward calculation, tensors used directly from the bat in the execution of a diagram are needed as often 
as possible at the end of a slope calculation. These tensors will clutch up a bundle of uncommon GPU 
memory and boundary the calculation size pointlessly. It effectively was firing executives with changes 
in memory to handle these cases. Choices include the use of increasingly advanced heuristics to decide 
the diagram execution request, recalculate tensors instead of keeping them in memory, and swap seem-
ingly perpetual tensors from the GPU memory with progressively ample congregation CPU memory.

Figure 4. Gradients in Figure 2 computed for graph
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Fractional Execution

The consumer usually only has to perform a subgraph of the entire execution diagram. For this reason, 
when the customer has locate up a calculation diagram in a assembly the run strategy enables to imple-
ment a subjective subgraph of the entire diagram and to provide discretionary details along any edge 
of the diagram. To recover information that streams along every edge of the map. -hub in the diagram 
has a name, and each hub yield is differentiated the source hub and the hub yield port numbered from 0 
(e.g., “bar:0” refers to the first “bar” hub yield, while “bar:1” refers the second yield).

Two disputes to the Run help to identify the particular sub diagram of calculation map to be per-
formed. Second, the Run call recognizes inputs, a discretionary name mapping: port names to “take care 
of” qualities of tensors. Second, the Run call recognizes yield names, an overview of yield name[:port 
] information showing the hubs should be executed and, if the port segment is available in a name, the 
specific yield tensor incentive for the hub should be returned to the customer if the Run call is effectively 
terminated.

The map is changed depending on estimates of the data and yield sources. That node: the port shown 
in the inputs is replaced by a feed hub that will get the input tensor from extremely mounted passages in 
a Rendezvous entity utilizes for the Run identify. In essence, .yield name with a port is connected with a 
specific hub that masterminds the yield tensor returns with the customer when the identify is completed. 
To end with the diagram has to change by adding these extraordinary feeds and having hubs, the arrange-
ment of the hubs to be executed can be verified by starting with each of the hubs identified by any yield 
and working in reverse. The map using the conditions of the diagram to determine the complete struc-
ture of the hubs to be applied in the revised diagram to process the yields. Figure 6 displays a separate 
diagram on the left and a modified diagram resulting from inputs==fbg and production==ff:0 g. Since 
need to process the hub f yield will not implement d and e hubs, as to have no commitment to f yield.

Figure 5. Previous and after the graph transformation for partial execution
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Device Constraints

Customers of the Tensor Flow can monitor the hubs situation on gadgets by giving a hub fractional re-
quirements about which gadgets it can operate on. For eg, “just spot this hub on a GPU-type gadget,” or 
“this hub can be placed on any gadget in / job: worker / task:17” or “Place this hub with the hub called 
variable13”. The boundaries of imperatives, the arrangement calculation is responsible for selecting a 
function of hubs for gadgets, which enables the calculation to be performed quickly and also fulfills 
numerous requirements imposed by the gadgets themselves, for example, by restricting the aggregate 
quantity of memory wanted on a gadget to perform its subset of chart hubs.

The behind these restrictions necessitate improvements of the estimation of the situation explain in 
section 3.2.1. To initially process the possible arrangement of gadgets for every hub and then utilize as-
sociation finds on the limitations diagram to record the diagram segments that need to be compiled. We 
record the convergence of the achievable gadget sets for each such segment. The possible set of gadgets 
processed per hub fits effectively into the test system for position calculation.

Control Flow

Despite the fact that data flow charts with no unambiguous control stream are very descriptive, we 
have observed different situations in which supporting conditionals and circles will prompt ever brief 
and effective portrayals of AI calculations. Much as in the dataflow-machine approach portrayed, we 
present a little arrangement of crude control stream administrators into Tensor Flow and sum up Ten-
sor Flow to deal with cyclic dataflow diagrams. For example, elevated level programming constructs 
if-conditionals and keeps in mind that circles can be effectively organized with these control stream 
administrators into data flow diagrams. The Tensor Flow runtime, like the MIT Tagged-Token machine 
the work of (Karthika,P., Ganesh Babu,R., &Nedumaran,A, 2019), updates an understanding of labels 
and casings adroitly. Any cycle of a circle is interestingly acknowledged by a tag, and a casing speaks 
to its execution state. The knowledge can join a loop at any point it opens; thus, multiple emphases can 
be performed simultaneously.

Tensor Flow uses a diffused coordinating instrument to perform control stream maps. All in all, a 
circle will contain hubs allocated to a wide array of gadgets. Subsequently, addressing a circle’s condi-
tion becomes a matter of stolen end recognition. The solution to Tensor Flow depends on a reworking 
of the diagram. Consequently we add control hubs to each section during the diagram distribution. This 
hubs update a little condition machine that schedules the found and end of each cycle and selects the 
end of the process. The gadget that claims the circle end predicate sends each taking an interest gadget 
a little control message for every accent.

As explained above, we train AI models frequently by angle plummet and speak about inclination 
calculations as a major aspect of data flow diagrams. When a model integrates control-stream activities 
we will represent them in the measurement of the comparing slope. For eg, the inclination calculation for 
a model with an if conditional would realize. Part of the restrictive was applying the slope rationale to 
this division at that point. Similarly slope calculation for a representation with a certain time circle should 
realize the number of cycles taken and will also depend on the middle of the road estimates processed 
during this emphasis. The basic strategy is to rework the diagram so as to remember the qualities needed 
for measuring the inclination. We discard the unpredictable subtleties of this encoding to some degree.
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Input Operations

Despite the fact that input information can be given to a calculation by means of feed hubs, another basic 
instrument utilized for preparing enormous scope AI models is to have uncommon information activity 
hubs in the chart, which are commonly designed with a lot of yield a tensor enclose at least one models 
beginning the information put away in that arrangement of documents every time they are accomplish. 
This permits information to be perused straightforwardly the fundamental stockpiling framework the 
memory of machine that resolve perform ensuing handling on the information. In setups the customer 
procedure is independent from specialist procedure, if the information were taken care it regularly would 
necessitate an additional system bounce.

Queues

Lines are an important element that added to Tensor Flow. It allow special bits of the chart to be ex-
ecuted non-concurrently, perhaps at different cadences, and to distribute information through Enqueue 
and Dequeue activities. Enqueue operations can hamper before room is obtainable in the line and tasks 
can hamper waiting an optimal minimum numeral of components is accessible line. One utilize of lines 
is to permit input information to be prefixed from circle records while the computational section of an 
AI model still handles a previous group of information. These can also be used for different types of 
sets, adding multiple inclinations in order to register any increasingly unpredictable mixture of angles 
over a larger clump or to gaher various information phrases for repetitive language models into canisters 
of phrases which are roughly similar in length and which can then be prepared even more proficiently. 
Notwithstanding ordinary FIFO lines, we have also performed a rearranging line that rearranges its 
components arbitrarily within a massive in-memory cushion. This rearrangement of utility is beneficial 
for AI calculations that need to randomize the framework in which models are processed.

Containers

A Container is the instrument for monitoring longer impermanent state within TensorFlow the work of 
(M Prathap, Durga Prasad Sharma, D Arthi, 2010). For a Number, the service store resides in a room. 
The default holder remains until the procedure is over, but we also require other designated compart-
ments. You can reset a holder by completely freeing it from its content. Using holders, it is possible that 
even entirely disjoint calculation diagrams linked to different sessions should be shared.

OPTIMIZATIONS

Imagine a portion of the changes in the execution of the Tensor Flow that improve the execution or use 
of the System properties.

Common Sub Expression Elimination

Since calculation diagrams are frequently created by a wide range of reflections layers in the customer 
code, calculation diagrams will undoubtedly end up with excess duplicates of a similar calculation. To 
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fix this, we have modified a standard sub expression transfer, such as the calculation which runs larger 
than the calculation diagram and canonizes multiple duplicates of tasks with indistinguishable sources 
of information and category of operation to only one of these hubs, and the sidetrack diagram edges 
suitably represent this canonization.

Data Communication and Controlling the Memory Usage

Cautious preparation of Tensor Flow activities will lead to better execution of the system, specifically 
with regard to moving information and using memory. In particular, booking will the time during in-
termediate outcomes should be retained a memory in the middle of activities and consequently the use 
of pinnacle memory. This decrease is particularly significant for gadgets with GPU where the memory 
is limited. In addition, organizing knowledge communication through devices will lower disputes over 
the arrangement of properties. While there are several open doors for planning development, we are 
concentrating on one that we consider to be particularly important and convincing. This involves Receive 
hubs planning to peruse remote assets. If no insurance is taken, these hubs will start much sooner than 
would usually be acceptable, likely at the same time as implementation begins. By playing a count as 
fast as time permits / as-late-as possible (ASAP / ALAP) as usual in activities are analyzed, we break 
down the basic charts ways to determine when to create the receive hubs.

Asynchronous Kernels

Excluding traditional synchronous pieces that complete the implementation towards the completion 
strategy, our structure also wires non-blocking bits. It portions use slightly extraordinary boundary to 
pass a continuation of the compute strategy that should be conjured when the execution of the bit is 
finished. This is an improvement in circumstances where having multiple dynamic strings is typically 
expensive as far as memory use or different assets is concerned, and helps us to refrain from tying up 
an execution string for infinite timeframes when sitting tight for I / O or various occasions. Instances of 
non-concurrent pieces combine the component Receive and the sections Enqueue and Dequeue.

Optimized Libraries for Kernel Implementations

For certain tasks we routinely use prior dramatically improved numerical libraries to execute bits. For 
example, there are numerous enhanced libraries to perform frame duplicates on different hardware, 
including GPU libraries designed for convolutionary portions of deep neural networks the work of 
(Antony Selvadoss, Thanamani, Prathap M, 2016). A significant number of our bit executions around 
such advanced libraries are relatively minor wrappers. For a considerable amount of bit use in the ap-
plication, we use the open-source Eigen straight polynomial math library the work of (Ekram, H., & 
Bhargava, V.K. 2007). As one piece of TensorFlow’s development, our group extended the open source 
library Eigen with the help of subjective dimensionality tensoring activities.

Lossy Compression

Many AI measurements, including those usually used to train neural systems, are tolerant of commotion 
and decreased juggling of the number of accuracies. Similar to the Dist Belief framework, we regularly 
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use loss pressure of higher accuracy inside portrayals when sending information between gadgets (now 
and then within a similar system, but particularly across machine boundaries). For eg, we also embed 
extraordinary transformation hubs that turn 32-piece coasting point portrayals into a 16-piece skimming 
point portrayal.

CONDITION AND EXPERIENCE

The Tensor Flow implementation and a sample use were released publicly under an Apache 2.0 permit, 
and the software can be downloaded at www.tensorflow.org. The platform provides gritty documenta-
tion, various training activities and different models representative how to utilize the organization for a 
wide array of AI errands. The models integrate templates for grouping digits since the MNIST dataset 
(the “welcome universe” of AI calculations) the work of (Ganesh Babu,R., Karthika,P., &Aravinda 
Rajan,V., 2020), arranging images since the CIFAR-10 dataset, demonstrating language periodic LSTM 
organization, preparing word implanting vectors and that’s just the starting point.

The system remembers front-closes for showing Tensor-Flow calculations for expect that additional 
front-closes should be introduced after a while in view of both Google’s inward customers and the larger 
open-source network. In our past Dist Belief framework the work of (P Karthika and P Vidhyasaraswathi, 
2019) we have many AI models which we have switched to Tensor Flow the rest of this area talks about 
some of the exercises that we have discovered are generalizable any movement of AI representation from 
one organization to the next, and may be useful to others. In exacting, we concentrate on our exercises to 
port a best-in-class convolutionary neural network for image recognition called inception. This picture 
recognition framework characterizes pictures of 224 pixels into one of 1000 marks. When communi-
cated as a Tensor-Flow diagram, a representation contains 13.6 million learnable parameters and 36,000 
activities. Running deduction on a solitary photo requires an increase of 2 billion including activities.

Following the construction of all important numerical activities in Tensor Flow, the selection and 
troubleshooting of each of the 36,000 tasks into the right chart structure proved challenging. Validating 
accuracy is a worrying undertaking in view of the fact that the system is obviously stochastic and just 
proposed to carry on with a particular goal in mind in interest — probably evening calculation time. 
Given these conditions, we consider the accompanying techniques fundamental for transferring the 
Initiation model to Tensor Flow:

1.  Build tools for gathering information in a given model in the specific number of parameters. In 
an uncertain determination of system design, these apparatuses showed inconspicuous blemishes. 
Specifically, we had the option to identify activities and factors that began inaccurately because of 
scheduled broadcasting over a calculation in a numerical operation.

2.  Start small, and scale up. A little machine used on the CIFAR-10 knowledge index the work of (M 
Prathap, Gashaw Bekele, Melkamu Tsegaye, P Karthika, 2020) was the first convolutionary neural 
network we ported from our past context. Investigating such a method explained unobtrusive edge 
cases within the AI paradigm in singular behaviours (e.g., max-pooling), which in increasingly 
complex models would have been unintelligible in all intents and purposes.

3.  Continuously ensure that when learning is destroyed, the target (misfortune work) communicates 
between AI frameworks. The learning to zero enabled us to recognize extraordinary actions by the 
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way we had haphazardly identified factors in a model. In a complex, preparatory framework such 
a blunder would have been difficult to recognize.

4.  Create a coordinate of solitary computer use before troubleshooting a scattered execution. This 
method has allowed us to represent and examine the differences between the AI system in planning 
execution. Specifically, because of race conditions and non-nuclear activities, we identified bugs 
wrongly considered nuclear.

5.  Protect against errors in numbers. Numerical libraries are contradictory in their manner of dealing 
with nonfinite drifting point esteems. Convolutionary neural systems are especially defenseless 
to numerical flimsiness and are typically regularly isolated during testing and troubleshooting 
stages. Guarding against this action by searching for non-finite drifting point esteems helps one to 
continuously identify blunders rather than discern post-hoc dissimilar behaviors.

6.  Running subsections of a neural system on a par with two AI systems offers an exact technique to 
ensure that a numerical function is indistinguishable between two frames. Given that such calcula-
tions are performed with gliding point precision, it is important to predict and understand the extent 
to which the numerical blunder should all together decide whether a given segment is effectively 
modified (e.g. realizing “inside 1e-2, amazing!” and “inside 1e-2: why is it so wrong?!”).

It is very rigorous to consider complex numerical activities in the light of an innately stochastic sys-
tem. The methodologies outlined greater than proved important in building assurance in the organization 
and finally in launching the Tensor Flow initiation representation. The final product of these resulted in 

Figure 6. Parallel processing of the synchronous and asynchronous data
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a 6-higher speed improvement in the preparation time against our current DistBelief model execution 
and such speed improvements proved irreplaceable in the preparation of another class of larger scope 
picture recognition models.

7.  The basic dataflow chart model of the common programming idioms tensor flow can be utilize in a 
multiplicity of behavior for AI applications. This area shows a few systems that we and others have 
developed to accomplish this and how to understand Tensor Flow these dissimilar methodologies.

This is demonstrate in the peak part of Figure 6.This technique also made non-concurrent the Tensor 
Flow diagram has several imitations of the diagram bit making up the main part of the model calcula-
tion, and each of these reproductions also applies the parameter changes to the parameters of the model 
non-concurrently. Right now, there is one customer string for each imitation diagram. This portion of 
Figure 7 non-competitive advance was described.

MODEL

Model Equivalent Training

Model equal preparing various parts of the model calculation are done on various computational gad-
gets at the same time for a similar clump of models, is likewise simple to communicate in TensorFlow. 
Figure 8 shows a case of an intermittent, profound LSTM model utilized for arrangement to grouping 
learning, parallelized across three unique gadgets. Simultaneous Steps for Model Computation Pipelin-
ing Another regular method to show signs of improvement usage for preparing profound neural systems 
are to pipeline the calculation of the model inside similar gadgets, by running few simultaneous strides 
inside a similar arrangement of gadgets.

Figure 7. Model parallel training
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This is appeared in Figure 9. It is fairly like no concurrent information parallelism, then again, actu-
ally the parallelism happens inside the equivalent device(s), instead of recreating the calculation diagram 
on various gadgets. This permits “filling in the holes” where calculation of a solitary group of models 
probably won’t have the option to completely use the full parallelism on all gadgets consistently during 
a solitary advance.

PRESENTATION

Future adaptation for this paper to complete presentation assessment area of both the single machine 
and disseminated usage. 9 Tools This segment depicts a few instruments we have built up that sit close 
by the center Tensor Flow chart execution motor.

Tensor Board

Visualization of diagram structures and rundown insights In request to assist clients with understanding 
the structure of their calculation charts and furthermore to comprehend the general conduct of AI models, 
we have fabricated TensorBoard, a partner representation device for TensorFlow that is remembered 
for the open source discharge. Representation of Computation Graphs Many of the calculation charts 
for profound neural systems can be very intricate (Rondeau, T.W., &Bostain, C.W. 2009). For instance, 
the calculation chart for preparing a model like Google’s Inception model, a profound convolution for 
best order execution in ImageNet 2014 challenge, has more than 36,000 hubs Tensor Flow calculation 
diagram, and some profound intermittent LSTM models for displaying have in excess of 15,000 hubs.

Because of the topology charts, gullible representation procedures frequently produce jumbled 
and overpowering outlines. To assist clients with seeing the fundamental association of the charts, the 
calculations in Tensor-Board breakdown hubs into elevated level squares, featuring bunches with in-
distinguishable structures. The framework additionally isolates out high-degree hubs, which frequently 
serve accounting capacities, into a different territory of the screen. Doing so lessens visual mess and 
concentrates consideration on the center segments of the calculation chart. The whole perception is 

Figure 8. Simultaneous steps
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intuitive: clients can skillet, zoom, and extend gathered hubs to bore down for subtleties the work of (P 
Karthika and P Vidhyasaraswathi 2018). A case of the perception for the chart of a profound convolu-
tion picture representation is appeared in Figure 10. Perception of the summary of the data preparing 
AI models, clients regularly need to have the option to analyze the condition of different parts of the 
representation to changes after some time. To end of the Tensor Flow backings an assortment of various 
Summary tasks on embedded diagram,

Figure 9. Tensor Board graph visualization of a convolution neural network model

Figure 10. Tensor Board graphical display of model summary statistics time series data
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The counting of scalar synopses (e.g., for the general analysis of the model’s properties, the measure-
ment of misfortune function finds the mid-value of over a model assortment or the time taken to conduct 
the calculation diagram), histogram bed rundowns (e.g. the distribution of weight figures in the neural 
network layer), or picture-based descriptions. Commonly calculation diagrams are set up so Summary 
hubs are incorporated to screen different fascinating qualities, and from time to time during execution 
of the preparation chart, the arrangement of synopsis hubs are additionally executed, notwithstanding 
the typical arrangement of hubs that are executed, and the customer driver program composes the out-
line information to a log document related with the model preparing with the representation preparing. 
The TensorBoard system is then built to show this log document for new rundown information, and can 
display the outline data and how it changes after some. A screen shot of TensorBoard’s representation 
of rundown esteems appears in Figure 11.

Performance Analysis

Any important deferrals due to contact or slows down associated to DMA are differentiated and displayed 
using bolts in the perception. At first the UI gives a schematic of the whole following, showing only the 
most notable remnants of the presentation. As the client logically zooms in, subtleties are slowly made 
to fine goals. A computer EEG experience of a model being prepared on a multi-center CPU stage is 
shown in Figure 12. The top third of the screen capture shows TensorFlow tasks being dispatched in 
equal numbers, as shown by the limitations of dataflow the work of (Rondeau, T.W., & Bostain, C.W. 
2009). The base section of the following illustrates how the majority of activities are transformed into 
multiple workplaces simultaneously performed in a string pool. The corner to corner bolts demonstrate 
where queuing delay occurs in the string pool at the correct hand level. Figure 13 demonstrate another 
EEG representation, with the mainly occurring calculation for the GPU. The host strings seen interacting 
with TensorFlow GPU tasks as they become executable, and housekeeping strings can be seen in various 
shades around processor centers. In reality, bolts display where strings are slowed down to CPU move-
ments on GPU, or where operations encounter enormous delay in queues. Finally, Figure 14 provides a 
detailed observation that helps to test how Tensorflow GPU administrators are allocate to various GPU 
streams. At any point in the data flow diagram we seek to uncover the challenging requirements of the 
GPU gadget utilize streams and stream dependence natives.

FUTURE WORK

It has a few distinct headings for future work. We will keep on utilizing Tensor Flow to grow new and 
fascinating AI models for man-made reasoning, and over the span of doing this we may find manners 
by which we should broaden the essential Tensor Flow framework. The open source network can also 
create new and interesting bearings for the execution of the Tensor Flow. These capacities can become 
reusable parts in the execution we have designed, even across different front-end dialects for Tensor Flow. 
So a client may define a functionality that uses the front end of Python, but then use it as a fundamental 
structure that hinders the C++ frontend from inside. The optimistic that this cross reusability result in 
a vibrant network of AI specialists sharing entire instances of their analysis, but little reusable sections 
of their research that can be reused in dissimilar settings.
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This compiler can understand the semantics of various developments, such as the combination of 
circles, territorial blocking and tiling, specialization for particular shapes and sizes, and so on. It also 
envisages an immense area for future work to improve the structure and hub booking calculations used 
to choose where various hubs will be performed and when they should start to execute. We’ve modified 
various heuristics in these subsystems as of now, and we’d rather have the framework find out how to 
decide on major situational choices.

RELATED WORK

We’ve modified various heuristics in these subsystems as of now, and we’d rather have the framework find 
out how to decide on major situational choices. Like Tensor Flow, it supports representative separation, 
production it easier to characterize and occupation with advancement calculations based on gradients. 
Tensor Flow, has a core written in C++ that disassembles the sending of models prepared in a extensive 
range of development environments such as cell phones. The Tensor Flow framework imparts some 
structure attributes to its preceding system, Dist Belief and later to comparable plans such as Project 
Adam the work of (M Prathap, Durga Prasad Sharma, D Arthi, 2010) and the Parameter Server venture. 
Unlike Dist Belief and Project Adam, Tensor Flow allows calculations to be distributed across various 
computer devices across multiple machines and allows customers to show AI models using relatively 
high-level representations (Antony Selvadoss, Thanamani, Prathap M, 2016). However, the widely use-
ful dataflow chart model in Tensor Flow is increasingly adaptable and slowly helpful to communicate 
a wider range of AI models and enhancement calculations, not at all like Dist Belief and Project Adam. 
It also allows for a crucial change by requiring the declaration of crateful parameter hubs as variables 
and component updating activities in the diagram that are only extra hubs,

Figure 11. EEG monitoring of multi-threaded CPU Procedure (x-axis is μs time)
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Complete separate server subsystems gave parameter esteems to impart and refresh. The Halide frame-
work for communicating image handling pipelines uses a comparable middle of the road representation 
to the data flow chart of Tensor Flow. Unlike Tensor Flow, however, the Halide framework has higher-
level information about the semantics of its activities and uses this knowledge to produce exceptionally 
improved bits of code that combine different tasks, taking parallelism and position into account. Halide 
carries out the calculations on only one computer and not in a distributed environment. We want to 
extend Tensor Flow with a dynamic assembly framework for comparative cross-activity in future work.

A couple of other articulated frameworks have been developed to execute dataflow charts over a 
population, including Tensor Flow. This shows how to communicate like a dataflow diagram about a 
mind-boggling work process. The present non-exclusive support for the subordinate knowledge control 
stream: CIEL speaks to focus as a DAG that unfurls dramatically, while Naiad uses a process static chart 
to help emphasize lower-inertness. Sparkle is simplified for calculations that obtain similar informa-
tion more than once, using “flexible transmitted data sets” (RDDs), which are sensitive pre-calculation 
state-reserved yields. Dandelion executes data flow charts over a heterogeneous hardware array, such as 

Figure 12. EEG Inception training Hallucination that displays CPU and the GPU operation

Figure 13. Multi stream GPU execution timeline

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



67

Heterogeneous Large-Scale Distributed Systems on Machine Learning
 

GPUs. Tensor Flow uses a model of half breed dataflow that acquires components from each of those 
frameworks. Its data flow scheduler, the component that selects the following hub for execution, uses a 
vital calculation similar to Dryad, Flume, CIEL and Spark.

The appropriate architecture is similar to Naiad, since the system uses a single, condensed data flow 
chart to refer to the whole calculation, and stores data about that diagram on each gadget to minimize 
overhead coordination. TensorFlow works best, like Spark and Naiad, when there is sufficient RAM in 
the bunch to carry out work arrangements for calculation. Emphasis in Tensor Flow uses a half-and - 
a-half methodology: multiple copies of the same dataflow map could be performed without delay for 
a moment, thus having a similar factor structure. Copies may share information by factors at the same 
time, or use synchronization systems in the diagram, for example, lines, to work synchronously.

CONCLUSION

The chapter has depicted Tensor Flow, a versatile programming model dependent on stream of data, 
much the same as a solitary machine and dispersed utilization of this programming representation. The 
framework is centered on real commitment in coordinating investigation and circulating in excess of 100 
AIs over a wide scope of Google things and organizations. We have distributed a Tensor Flow model 
openly, and we expect a unique network system to be created around the utilization of Tensor Flow. We 
are eager to perceive how others outside Google utilize Tensor Flow in their own work.
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ABSTRACT

Commonly, the sensor installed by these entities collects the citizen and infrastructure data by explicit 
approval. The performance based on the outline of the citizens could be done through AI depending on 
the data they offer that could promote advancements in the cities, or it could be utilized for the profit of 
the corporation. Certain barriers should be crossed in order to succeed in achieving the deployments of 
the cities. Commonly, the only target is to inform AI through the data gathered by the IoT in the real-time 
process. At certain times, the generation of data is the main part that is done by several elements, and 
this could be employed in a deliberate way. Certain challenges are also faced in the economic growth and 
its impact on biomedical industry. This chapter presents the impact of smart technology and economic 
growth for biomedical applications.

INTRODUCTION

International Power Institute serves as a mediator in providing guidelines and educational content regard-
ing biomedical industries with the help of International Committee of Power Engineering Professors in 
International Power Education Academic sector. International power biomedical industries are highly 
supported with the API, which is considered to be the respectful engineering industry (Beck, Levine, 
2012). A survey will be conducted by the API bi-annually based on the transmission, generation and 
distribution companies (Johansen, 2011). The following requirements are to be satisfied in order to 
enhance the research innovation in the biomedical Industries:

Impact of Smart Technology 
and Economic Growth for 
Biomedical Applications

Dhinesh Kumar R.
Capgemini US, USA
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• Most of the power and manufacturing biomedical industries highly depends on the cultural trans-
formation with the constructive engagement among the workforces with the quality leadership 
and management, which could enhance the rate of workflow along with the innovation

• In order to create an ecosystem with the emerging technologies, greater absorptive capacity is 
required in the work environment and the thinking ability to collaborate the existing technology 
with the new one.

• The interconnection of biomedical industries firm promotes greater chances in networking, col-
laborating and clustering educational institutions, public agencies and research laboratories there-
by providing a greater platform for the engineers (Krstevska & Petrovska, 2012).

• In future, the competition among the biomedical industries could be increased with the “bound-
ary-crossing” skills of the teamwork, creative thinking, communication and problem-solving.

Europe is a place known for their second largest industry with highest employment and sixth largest 
place for the biomedical industries output. Biomedical industries make their highest business expenditure 
on Research & Development (BERD) with 11% increased annual export earnings (OED, 2012). More 
than 1 million people in Europe get their job opportunities in more than 47,530 industrial companies.

However, over the past decades, Industrial sectors in Europe had faced many challenges due to the 
Global Financial Crisis that arises due to the high exchange rates over a long period and also due to the 
‘fourth industrial revolution’, which increases the input costs as well as the energy. Compared to the 
year 2017 and 2018, the industrial sectors in Europe have survived to these crises in the year 2019. In 
terms of the supply chains, products, technologies and sectors, International biomedical industries had 
well balanced in their local and global structural shifts (OCED, 2017).

Figure 1. Rising Healthcare
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In early 2019, RBA forecasted a sharp plunge in the GDP growth of the International economy (+1.7% 
p.a. till June 2019), grasped by unpretentious growth for the next of upcoming months (+2.6% p.a. till 
December 2019). Based on the ABS data, there was a sudden break in the global as well as the local 
economy and the employment growth at the end of the year 2018. Persistent and long-term concerns in 
the biomedical industries could be bought out in terms of global competition, energy costs, imports and 
exports by developing a quality workforce with the productivity enhancement, future growth, global 
connections and local innovations.

The popularity of healthcare and its expenditure is shown in figure 1, 2 and 3. AI technology enhances 
this process by managing the IoT devices with its ultimate processing and learning abilities that are made 
possible with the powerful subset known as Machine learning (A.Suresh 2017).

A community-based smart rehabilitation system is employed for sharpening as well as rejuvenating 
the functional abilities which enhances the physiological care. These systems should interact conve-
niently apportioning of medical resources based on the requirements of the patient employing IoT based 
rehabilitation system with an ontology-based automating technique.

IoT technology integrated along with the Artificial Intelligence (AI) seems to unlock huge opportunities 
in various fields that include adaptive energy systems, autonomous vehicle and smart healthcare(Suresh, 
A., Udendhran, R., Balamurgan, M. 2019). These examples are considered to be an existing one and still 
the opportunities with the integration of IoT and AI grows tremendously in all possibilities including 
the industries and the consumers (Suresh, A. et al 2019). But this combined technology is not found 
everywhere around the cities although the efficiency of AI along with the IoT nexus is readily available 
with the deployment of hardware and software. Considering the fact of sustainability, scalability and 
impact factors of integrating AI along with IoT, significant collaboration and planning is required. In 
the case of multiple ownerships supporting multiple partners are considered, collaboration and planning 
is the necessary impact factor.

Figure 2. Healthcare Expenditure
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The control could be lost by the cities to the academic institutions, private companies and even citizens 
in the case where the overarching digital master plan could be confirmed by any city authorities since 
the solution offered by the IoT are emergent. The question always arises in a way whether the sensors 
owned by the academia, cities or the business have the computational power in collecting the raw data, 
filter out the necessary data by applying certain algorithm based on the machine learning process? If 
this process is done, then what will be the necessity for the process to be carried out?

For example, consider city x that consist of 10 lampposts traffic counting sensors. In this case the 
physical sensors are being manufactured by company A and the other company B provides the edge 
computing software and company C promotes the hosting and centralized data management. The planning 
permission is granted by the Local Authority Y and certain politicians Z based on the analytical decisions.

The strategy should be defined with the use-cases so that the measurements could be customized, 
planned and considered before the deployment process takes place. Without this strategy, the output will 
be pool of raw data with the other business content whose use will be a great challenge. The areas that 
deal with the security, privacy, ethics and legality forms as a core field with the higher priority rather 
than the technical insight. Moreover, the city authority could get benefit from the machine learning 
along with the AI. For instance, reduction of accidents due to the traffic, enhancing the transportation 
and quality of air are the high demands by the agenda. These challenges could be answered when the 
right information with the intelligence based goes into the hand of the empowered authorities and the 
necessary actions could be taken by them. IoT generates significant and necessary data and with the AI 
algorithm the data could be considered at the sufficient volumes and makes use of the AI algorithms. 
For the authorities to act on the AI/IOT nexus, proper impact should be necessarily considered, and the 
power should fall on to the right hands. In the context of cities, change of policy will necessarily derive 
the values or potential decision could be made by the independent decision maker.

Figure 3. Rise of Healthcare spendings
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SENSOR BASED ALERT MONITORING SYSTEM

An alert system also indicates the operator during the hazardous situation with the audible alarm sound 
and the visible warning light as shown in figure 4. The principle of alert system operates with the real and 
reference value comparison, which are obtained with the geometric sensors and pressure measurement. 
The Central Processing Unit consists of memory unit, where the reference values are stored. Moreover, 
a low cost controller with the low-cost sensors creates more ideas that could change the definition and 
the use of the product. Several sensors such as Laser sensor, infrared sensor, ultrasound sensor, camera 
with feature detection, ultra-wideband (UWB) radar, and induction (Hall effect) sensor could be used. 
But some sensors among these are said to be highly expensive, produces much noise and not enough to 
produce high accuracy. Therefore, proper sensors should be utilized to provide high accuracy and then 
it could be bought under IoT. The system also indicates the operator during the hazardous situation with 
the audible alarm sound and the visible warning light.

Start: The alert system starts automatically if it was turned off for more than a period of 2 hours. 
Manually, by pressing key (12) “SEL”, the system functions after every patient modifications.

Operation: The system is operation with several functional keys F1,….,F5 in accordance with the 
key configuration.

Cancellation: All the adjustments made in the patient remain unsorted, when the system is turned 
off for less than 2 hours. Moreover, an error code E04 will be produced if any sort of unavailable con-
figuration is selected.

Figure 4. Sensor alert system
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• Following steps are required for the proper programming of an alert system setup:
• Set the necessary configuration
• Set the alert configuration
• Set the counterweight configuration
• Set the timing (timings could be increased or decreased)
• Set the outrigger position (outrigger position set to 0%, 50% and 100% and if patient is chosen 

then static, pick and carry could be selected)
• Confirm the entire procedure for the programming (at the end of the entire process, the selections 

made are shown in the form of a symbol. The selected symbol will be filled black)

Factors to be Considered in an Alert System

• The operational aid alert system will provide significant warnings to the doctor while the system 
approaches the overload situation and the hoist condition, which could cause significant malfunc-
tion and damage to the entire system.

• The device will not be a substitute for the experience doctor judgment and use of established pa-
tient safe functioning procedures.

• The entire functionality of the patient operation and its safety situation depends on the doctor, who 
is responsible for ensuring all the instructions and the warnings produced should be clearly taken 
into concern.

• The limitations and the functionality of the patient should be well analyzed with the manual pro-
vided from the healthcare end before the doctor works with the patient.

• Proper inspection and observation should be carried out at regular intervals based on the doctor’s 
manual.

SMART BATTERY FOR BIOMEDICAL WEARABLE APPLICATIONS

In Biomedical wearable devices power battery management system is the most important task, which 
is necessarily carried out to prevent the battery over-charging and over-discharging. The performances 
of the batteries are mainly decreased due to the aging, elevated temperature and cycling process due 
to the exchange of ions. Lithium ion batteries is the most used battery component and the battery that 
promotes high capacity, safety and long life is the lithium iron phosphate (LiFePO4) and the charg-
ing method mostly adapted is the current charge- constant voltage method (CC-CV). Therefore in the 
monitoring process, temperature, total current and voltage are regularly monitored. The cycle count of 
the batteries is determined by the depth of discharge (DoD) and longer the DoD minimizes the lasting 
period of the batteries.

The battery monitoring system is estimated to reach US$8,053.489 million by the year 2024 with the 
peak of 27.20% when compared to the year 2018, which was around US$1,901.168 million. The entire 
process undertaken by the battery monitoring system involves with estimating the state and thereby ad-
justing the environment. One of the major drivers involves the rising focus on e-vehicles with the BMS 
market. The government takes initiative in developing the e-vehicles in order to control the air pollution, 
thereby expanding the growth of BMS.
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Figure 5. Smart Healthcare Monitoring

Figure 6 IoT in smart city transportation
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BMS supplier market has been sectioned based on the battery type, components, geography and end 
users. Moreover, hardware segments in BMS market holds with the fast sampling process, high-resolution 
recording capabilities and effortless installation. The components also includes with the sensors, data 
recorders and controllers. Among the other countries, North America holds the global monitoring market 
with the progressive technologies combined with the data centers expanding investments. This work deals 
with the study of Battery Monitoring System (BMS) economics and supplier in North America along 
with the enhancement in the quality. This work deals with the enhancement made with the BMS along 
the techniques adapted to improve the technology. Detailed analysis had also been carried out with the 
various temperature sensors implemented for the system. Battery monitoring system:

The most widely used batteries among the e-vehicles includes the Lithium ion batteries due to their 
exclusive power rating, energy density and charging/discharging coefficient in the pulsed energy flow 
systems. The problem among the Li batteries is their ability to overcharge that could result in short span 
and also at the worst cases it could also damages the functioning of the battery systems. Therefore, it 
is required to have a proper Battery Management system (BMS) thus maintaining a reliable and safe 
operation for the battery systems [11]. The primary functionality of the BMS system is to provide with 
a amount of energy that has been utilized by the load, in order to know the regular status of the system. 
Since the internal resistance and the capacitance of the battery changes with the time, this is deter-
mined to be a difficult task. The series-connected battery cells could cause certain unbalancing issues 
that could be a problem in extending the lifetime of the system, which should also be considered in the 
BMS system. This could also minimize the battery usable capacity as the low charged cell obtains the 
end of the discharge, though certain amount of energy are stored in the other battery cells. Lithium ion 
batteries have a strict voltage limits that still limits the self-recovery of the charge imbalance and it also 
declines with time. If a single cell from the battery stack has reached the upper limit then it stops the 
charging process thus making other cells of the battery uncharged. Assuming the cells to have the same 
capacity (only a few percent of mismatch could be limited), cells that is of varying discharge rate could 
cause charge imbalance [12]. This could be dealt and obtained by the temperature gradient implemented 
along with the battery stacks. Therefore, charge equalization technique should be adapted by the BMS 
system to manage and restore the balanced state.

Critical path analysis (CPA) is a management approach can be used for monitoring, analysis, and 
prediction purposes as mentioned by Word Health Organization in Critical Path Analysis from Detec-
tion to Protection. Critical Path analysis is the latest method which has gained major importance over 
a short period of time. The main reason for its success is that Critical Path analysis is able to overcome 
the challenges in traditional method that employs critical path. For many years, critical path was the 
working the principle for managing, planning applications (healthcare monitoring projects) in the area 
of management thinking, leading it to deploy in healthcare companies for healthcare monitoring projects 
management. Critical Path analysis technique reveals the important assets which are required for deploying 
healthcare monitoring projects activities duties which simplify non-important as well as important tasks 
such as planning strategic distance from process limited access and period problems. This technique is 
well suited for applications which consist of tasks that are integrated. The Critical Path analysis assists 
in control processes as well as planning based on theory of constraints which reduces waste including 
six sigma reduce variations.

Critical path methodology includes (i). Identifying every activity which employs work breakdown 
structure to separate every activity that is retains as well as manages high-level activities. (ii) Establish 
Dependencies (iii) Draw the network Diagram which employs Critical Path Analysis Chart (iv) deter-
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mine Activity Completion Time (v). Determine the critical path the advantage of critical path includes 
proper visual representation of the healthcare monitoring projects activities and provides effective time 
management for completion of overall healthcare monitoring projects with maintaining tracking of 
important tasks.

In-order to obtain the critical path, these steps should be followed:

• Create Schedule Network Diagram
• Obtain activities
• Obtain all Possible Paths
• Determine the each path duration

Traditional healthcare monitoring projects Management Methods: These methods such as waterfall 
method provide an effective scheduling for worst-case task durations with its main focus on progress of 
tasks. These methods includes faster reaction towards to uncertainty by modifying priorities, expediting, 
as well as planning fresh schedule. The major disadvantages in traditional healthcare monitoring projects 
tools can be overcome by employing critical path and chain technique.

Steps for effective healthcare project integration:

Healthcare project integration management plays an important role in a project as well as co-ordinate it.

• Develop Project Charter: The project charter is important for the healthcare monitoring applica-
tions since it formally authorizes the project and it provides high-level description of the project 
objectives and the craved product. Moreover, project charter determines the project manager and 
provides authority to request as well as maintain resources.

• Develop Project Management Plan: The project management plan is also important since it will 
plan all necessary requirements including the healthcare- technology budget, schedule, database. 
The project management plan provides consolidation of the other management plans which leads 
to quick overview of the intended healthcare monitoring applications .

• Direct and Manage project work: This process forms the backbone of the healthcare monitoring 
applications which controls the technical aspects of the project such as back-end and front-end 
programming language, thus enabling reliability, status report and work-flow of the application.

• Monitor and Control Project Work: In-order to direct and management, the healthcare should be 
monitored in aspects such as customer-care after medication, any modification in the project.

• Perform integrated change control: This process overlooks the modifications which may affect the 
performance of the healthcare-project.

• Project Close: This process should be incorporated since it reviews the several processes em-
ployed as well as rate the process whether it is successful or not
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CONCLUSION

Industry 4.0 is said to be an evolution that combines manufacturing process and digital technology 
with the consumer life. This is known as the ‘Fourth Industrial revolution’ and Europe is known to be 
the highly potential country for these future biomedical industries (reported by the World Economic 
Forum). The workplace will also be filled with the complex organizational and complex structure that 
relates the coordination, decision-making, quality control, sales, and distribution and support services. 
Additionally, workforce also impacts higher demands in terms of complexity, problem-solving, con-
nectivity and abstraction.
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ABSTRACT

Generally, the sensors employed in healthcare are used for real-time monitoring of patients, such de-
vices are termed IoT-driven sensors. These type of sensors are deployed for serious patients because 
of the non-invasive monitoring, for instance physiological status of patients will be monitored by the 
IoT-driven sensors, which gathers physiological information regarding the patient through gateways and 
later analysed by the doctors and then stored in cloud, which enhances quality of healthcare and lessens 
the cost burden of the patient. The working principle of IoT in remote health monitoring systems is that 
it tracks the vital signs of the patient in real-time, and if the vital signs are abnormal, then it acts based 
on the problem in patient and notifies the doctor for further analysis. The IoT-driven sensor is attached 
to the patient and transmits the data regarding the vital signs from the patient’s location by employing 
a telecom network with a transmitter to a hospital that has a remote monitoring system that reads the 
incoming data about the patient’s vital signs.

INTRODUCTION

Healthcare became technically advanced with IoT and ubiquitous computing by leveraging devices like 
connected sensors as well as wearable devices which patients can get send the information for real-time 
monitoring by doctors. Therefore, IoT and ubiquitous computing in healthcare can be considered an 
important life-saving technology in the healthcare domain which is predominately employed for gather-
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ing data from the bedside devices, viewing patient information, as well as diagnosing in real-time the 
entire system of the patient care.

Ubiquitous Computing (UbiComp) is characterized by the use of small, networked and portable 
computer products in the form of smart phones, personal digital assistants and embedded computers 
built into many devices, resulting in a world in which each person owns and uses many computers. The 
consequences include enhanced computing by making computers available throughout everyone’s daily 
life while those computers themselves and their interaction are ‘invisible’ to the users. The term ‘invisible’ 
in this context is used to mean interaction between computer and user in a more natural manner such as 
speech and physical interaction, with the computer itself automatically capturing its external parameters 
while concurrently communicating with other computers. UbiComp proposes many minute, wireless 
computers that can monitor their environments, and communicate and react to monitored parameters 
(Emiliano Miluzzo et al 2008). However, the challenge which prevails in healthcare is that it causes loss 
of data and even fault in diagnosis and most of confidential healthcare data is stored in cloud. Even a 
minute in treating patients is life-saving, therefore doctors should save precious minutes which can be 
done by employing monitoring of medical assets and less manual visiting each patients through remote 
diagnosis IoT and ubiquitous computing enabled remote diagnosis (Firouzi, F et al 2018).

Most of our daily life has become part of the internet because of their faster communication as well 
as capabilities. It is estimated by 2020, more than 90 percent of healthcare industry will integrate IoT 
technology which will in return enhance the efficiency of healthcare and provide quality care in the 
modern society (Gubbi, J et al 2013). Quality healthcare is based on the speed as well as accuracy and 
supporting many people with huge range of devices which are connecting with IoT (Hank, P et al 2013). 
Since providing healthcare to every person plays a major role in developing a country. Another compelling 
reason for adapting healthcare is that there is more increase of patients which leads to a smaller number 
of doctors. Hence, most of the diagnostics are delayed because of this reason since it is time consuming 
and even patients ignore because of the expense and rely on the doctors. Many health problems are not 
detected because of non-availability of doctors as well as not accessing the healthcare systems. The only 
solution to this problem is to integrate healthcare with IoT for real-time monitoring of every patients as 
well as analyze the data and provide real-time healthcare(Kumar, L et 2012).

Generally, the sensors employed in healthcare are used for real-time monitoring of patients, such 
devices are termed as IoT driven sensors. These type of sensors are deployed for serious patients because 
of the non-invasive monitoring, for instance physiological status of patients will be monitored by the 
IoT-driven sensors which gathers physiological information regarding the patient through gateways and 
later analyzed by the doctors and then stored in cloud which enhances quality of healthcare and lessens 
the cost burden of the patient. The working principle of IoT in remote health monitoring systems is that 
it tracks the vital signs of the patient in real-time and if the vital signs are abnormal then it acts based on 
the problem in patient and notifies the doctor for further analysis. The IoT-driven sensor is attached to 
the patient which transmit the data regarding the vital signs from the patient’s location and employing a 
telecom network with a transmitter to a hospital which consists of remote monitoring system that reads 
the incoming data about the patient’s vital signs. In some cases, the sensor will be implanted into patient’s 
body which transmits data electronically (Kuo, A and M.-H., 2011). This confidential information will 
be encrypted and then decrypted for further analysis when the need arises.

The popularity of Internet of things is shown in figure 1. AI technology enhances this process by 
managing the IoT devices with its ultimate processing and learning abilities that are made possible with 
the powerful subset known as Machine learning (A.Suresh 2017).
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A community-based smart rehabilitation system is employed for sharpening as well as rejuvenating 
the functional abilities which enhances the physiological care. These systems should interact conveniently 
apportioning of medical resources based on the requirements of the patient employing IoT based reha-
bilitation system with an ontology-based automating technique as shown in figure 2.

IoT technology integrated along with the Artificial Intelligence (AI) seems to unlock huge opportunities 
in various fields that include adaptive energy systems, autonomous vehicle and smart healthcare(Suresh, 
A., Udendhran, R., Balamurgan, M. 2019). These examples are considered to be an existing one and 
still the opportunities with the integration of IoT and AI grows tremendously in all possibilities includ-
ing the industries and the consumers(Suresh, A. et al 2019). But this combined technology is not found 
everywhere around the cities although the efficiency of AI along with the IoT nexus is readily available 
with the deployment of hardware and software. Considering the fact of sustainability, scalability and 
impact factors of integrating AI along with IoT, significant collaboration and planning is required. In 
the case of multiple ownerships supporting multiple partners are considered, collaboration and planning 
is the necessary impact factor.

The control could be lost by the cities to the academic institutions, private companies and even citizens 
in the case where the overarching digital master plan could be confirmed by any city authorities since 
the solution offered by the IoT are emergent. The question always arises in a way whether the sensors 
owned by the academia, cities or the business have the computational power in collecting the raw data, 
filter out the necessary data by applying certain algorithm based on the machine learning process? If 
this process is done, then what will be the necessity for the process to be carried out?

Figure 1. Popularity of Internet of Things
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More commonly, the sensor installed by these entities involves in collecting the citizens and the in-
frastructure data either by the approval explicitly. The performance based on the outline of the citizens 
could be done through AI depending on the data they offer that could promote advancements in the 
cities and also the citizens or either it could be utilized for the profit of the corporate. Certain barriers 
should be crossed in order to succeed in achieving the deployments of the cities. Commonly, the only 
target is to inform AI through the data gathered by the IoT in the real-time process. At certain times, the 
generation of data is the most main part that is done by several elements and this could be employed in a 
deliberate way. Certain challenges are also faced in the urban service sectors (transportation, healthcare 
sector) by promoting AI with the IoT

For example, consider city x that consist of 10 lampposts traffic counting sensors. In this case the 
physical sensors are being manufactured by company A and the other company B provides the edge 
computing software and company C promotes the hosting and centralized data management. The planning 
permission is granted by the Local Authority Y and certain politicians Z based on the analytical decisions.

The strategy should be defined with the use-cases so that the measurements could be customized, 
planned and considered before the deployment process takes place. Without this strategy, the output will 
be pool of raw data with the other business content whose use will be a great challenge. The areas that 
deal with the security, privacy, ethics and legality forms as a core field with the higher priority rather 
than the technical insight. Moreover, the city authority could get benefit from the machine learning 
along with the AI. For instance, reduction of accidents due to the traffic, enhancing the transportation 
and quality of air are the high demands by the agenda. These challenges could be answered when the 
right information with the intelligence based goes into the hand of the empowered authorities and the 
necessary actions could be taken by them. IoT generates significant and necessary data and with the AI 
algorithm the data could be considered at the sufficient volumes and makes use of the AI algorithms. 
For the authorities to act on the AI/IOT nexus, proper impact should be necessarily considered, and the 
power should fall on to the right hands. In the context of cities, change of policy will necessarily derive 
the values or potential decision could be made by the independent decision maker

Figure 2. Applications of Internet of Things
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TECHNICAL BACKGROUND

Citizen-focused and test-driven approaches make sure that the end scenario is one that has been tested 
with the public along the way, and not just imposed upon them. After this significant experimentation, 
the theories could be tested with the stakeholders and then implementing it in the small scale without 
any huge investments. This could give a massive lead along the technology as well as the techniques 
adapted and further deals with the effective discussion of citizens 

Several benefits could be attained by integrating cloud computing with the medical sector that drives 
the technology. Though there are certain difficulties, certain developing countries like Malaysia, Ghana 
and South Africa witnessed to improve the healthcare with the cloud computing technology. To enhance 
the outcomes of the patients, Cloud technology embraces with the healthcare that forms a great answer 
to all healthcare organizations. The interaction among the patients, doctors and the ICT environment 
through the internet to the cloud. This process starts with the patients and their visit to the doctor who 
makes a verification of the patient’s details in the eHealth (Cloud) system. The doctor analysis the 
patient’s health with the details provided and offers certain medicine for their health with the possible 
medication. Through this system the interactions could be very soon and the details of the patients could 
once again be updated in the cloud environment. In the world of healthcare cloud computing is said to 
be an emerging technology and seems to be very effective when compared to the current health-based 
information storage systems.

The quick development of the device, wireless and cloud computing technologies alter a wise health-
care that supports the consistent remote watching on the physical conditions of patients, older individuals 
or babies, and the efficient process of the massive sensing knowledge sets. Such a smart healthcare will 
enhance the standard of life significantly. However, as investigated by the Cloud Standards Customer 

Figure 3. Internet of Things and its applications
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Council, the healthcare institutions don’t seem to be keen on building sensible healthcare systems sup-
ported the IT technologies, particularly in developing countries. The under-utilization of IT technologies 
prevents the wide information sharing and processing in healthcare industry. Cloud computing paradigms 
alter a virtual mechanism for IT resource management and usage. Sensor-cloud infrastructure could be 
a technology that integrates cloud techniques into the WSNs. It provides users a virtual platform for 
utilizing the physical sensors in a clear and convenient approach. Users will manage monitor, create, and 
check the distributed physical sensors while not knowing their physical details, however simply using a 
few of functions. Cloud computing provides the IT resources for WSNs, that supports the storage and 
quick process of a large amount of detector information streams. The connection between WSNs and 
clouds is enforced by two kinds of gateways: sensor gateways and cloud gateways, where sensor gateways 
collect and compress data, and cloud gateways decompress and process data.

Sensor-clouds are utilized in various applications, like the disaster prediction, atmosphere watching 
and healthcare analysis. Sensor-clouds collect knowledge from totally different applications and share 
and process the information based on the cloud computational and storage resources. An interface is 
provided to the users to manage and monitor the virtual sensors. In Sensor-clouds, the sensor modeling 
language (SML) is utilized to explain the data of the physical sensors,that is processed as the metadata 
of the sensors. The standard language format allows the collaboration among sensors in several networks 
and platforms. The XML encryption additionally provides a mapping mechanism for transforming com-
mands and information between virtual and physical sensors.

Figure 4. IoT Communications in multi-domains
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Compared with the traditional sensor networks, Sensor-clouds have the following advantages: (1) the 
capability of dealing with numerous data types; (2) scalable resources; (3) user and network collabora-
tion; (4) data visualization; (5) data access and resource usage; (6) low cost; (7) automated resource 
delivery and data management; (8) less process and response time.

IoT-BASED ELECTRIC VEHICLES FOR URBAN PLANNING AND SMART CITY

The toxic gases that are emitted by these vehicles are as follows:

• Carbon monoxide (CO): Oxygen plays a key role in our body. With the inhalation of carbon mon-
oxide it could block the oxygen carrying capacity that could affect the most important organs of 
our body. Extreme emission of CO could be dangerous and should be controlled. But a limited 
emission could save the normal people but could affect those people suffering from the heart 
disease.

• NOx (oxides of nitrogen including nitrous oxide and nitrogen dioxide): This could extremely af-
fect the lung functionality causing illness in breathing. Extreme exposure to these gases could 
cause asthma and other allergies to the lungs. Nitrogen dioxide (NO2) could affect the environ-
ment that could cause acid rain and ozone depletion.

• Particulate matter: According to Dr Matthew Loxham, a research fellow in air pollution toxicol-
ogy at the University of Southampton says that these fine particles are extremely dangerous that 
could cause heavy respiratory disorders and cardiovascular disorders. More than 29,000 deaths 
have occurred in United Kingdom due to this fine particle emission.

• Hydrocarbons: This could be extremely carcinogenic and leads to death. In fact, this could also 
result in the formation of greenhouse gases.

Figure 5. IoT in smart city transportation
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The above pollutants are caused by either diesel or petrol vehicles. Plug-in Electric vehicles could 
save us money as well as reduce in the pollutants causing factors. There are many advantages of using 
EVs which could react quickly that the internal combustion engines.

Certain advantages are caused due to the operation of fleet rather than fuel vehicle:

• Electric vehicles (EVs) react quickly. It has a very good torque and extremely responsive.
• EVs charging are user-friendly. Just like plugging a smart phone the vehicles are connected. 

Moreover, we can able to monitor the amount of charge taken by our vehicle.
• The cost of the fuel is highly controlled using IoT based electric vehicles. Since we could charge 

the vehicle using any form of renewable sources from solar and wind.
• Electric train for smart urban transport: Considering an electrical driven train that seems to be 

simpler that the conventional one. Since the components of the electric vehicle are reduced say for 
example, it has only electric motor. They do not require any replacement of fuel. In fact, features 
like regenerative braking reduce wear and tear on basic vehicle components. Recent survey says 
that a typical fleet that uses electricity reduces 50 percent of its cost for the maintenance purposes.

A programmable logic controller (PLC) plays a vital role in the field of microprocessor. It’s very simple 
and easy for the users to handle since it could consist of hardware and software components which could 
handle all the industrial components, and the work of the engineer is to program the PLC using ladder 
logic which could do certain type of automation and control in the industrial equipment. The greatest 
advantage of using PLC is that they can be reprogrammed depending on the user who handles it. They 
have an astounding effect on the automation since these PLC components are highly flexible and reli-
able at their implementation stage. Since the functionalities of the micro-controllers have been increased 
as well as their reduced cost had increased their scope and made it to be used in the variety of fields.

CONCLUSION

The advancements in healthcare are not implemented in developing countries because of the poor healthcare 
infrastructure. The solution for this problem is integrate health sensing devices with portable devices such 
as smart phones and deploy them in the cloud. By following this technique, poor people can make use of 
healthcare by employing smart phones which are cheap these days. However, healthcare should enhance 
the reliability by deploying real-time monitoring for patients and analyzing patient data by providing 
smart healthcare monitoring devices since IoT has turned into an effective communication paradigm.
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ABSTRACT

Deep Learning is a relatively modern area that is a very important key in various fields such as computer 
vision with a trend of rapid exponential growth so that data are increasing. Since the introduction of 
AlexNet, the evolution of image analysis, recognition, and classification have become increasingly rapid 
and capable of replacing conventional algorithms used in vision tasks. This study focuses on the evolution 
(depth, width, multiple paths) presented in deep CNN architectures that are trained on the ImageNET 
database. In addition, an analysis of different characteristics of existing topologies is detailed in order 
to extract the various strategies used to obtain better performance.

INTRODUCTION

Machine learning is a field that is interested in the development of technology that allows the interpreta-
tion and prediction of data in an automatic way. It was originally a result of pattern and object recognition 
research that seeks to make algorithms able to learn automatically from a huge amount of data. During 
the years of the field of machine learning, applications in this domain have gone beyond the scope of 
pattern and object recognition where they are widely used in various tasks such as filtering content on 
networks of social media or web searches. In the early days, the technique of carrying out this process 
relies on methods developed by experts who have knowledge in the field purpose of interpreting the 
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data. Today, the current methods are based on networks of artificial neurons that have the ability to 
perform the same role at the top level compared to the first techniques and without the need for human 
intervention. In the course of a long history, deep learning (Y. LeCun, 2015), (Schmidhuber, 2014) has 
undergone alternating periods of excitement and forgetfulness, under which it was known under various 
names and many researches. The first period of work on deep learning was for nearly 20 years from 1940 
until 1960 and described simple neural networks with a supervised and unsupervised learning process 
(Rosenblatt, 1958). The second period began 19 years after the end of the first period (1979 to 1990) 
with fukushima’s work Neocognitron (Fukushima, 1979) which can be considered as the first work that 
deserves to be described “deep” (Schmidhuber, 2014). In addition, this period has seen the application 
of back propagation to artificial neural networks (Werbos, 1981), it recalls us that the back propagation 
is an effective method of gradient descent for supervised learning has been developed in the years 1960 
and 1970. The most modern period represents the golden period of deep learning started from 2006 
as shown in the following works (G. E. Hinton, 2006), (Y. Bengio, 2007), where we can notice that in 
the previous last years, deep learning (Y. LeCun, 2015), (Schmidhuber, 2014) achieve huge success in 
different areas especially in computer vision. In addition, deep networks have won numerous competi-
tions in image classification (Alex Krizhevsky, 2012), (Matthew D Zeiler, 2013), (Zisserman, 2015), 
(al, 2015), (He X. Zhang, 2015), (Komodakis, 2016), (Saining Xie, 2016), (Gao Huang, 2017), (Huang, 
2016), (P. Sermanet, 2014), (Bengio, 1994) and object detection (P. Sermanet, 2014) such as the annual 
ILVRC competition Russakovsky. It is based on ANN consisting of various processing layers to learn 
representations of large sets of data using the back propagation algorithm to update the local parameters 
of each layer. Among various deep learning algorithms [1,2], Convolutional Neural Networks (CNN) 
has become the popular and frequently used neural model in deep learning it where has achieved a 
revolution in the tasks of artificial vision thanks to these capacities persising in which resist for many 
years. In addition, it offers good performance in terms of precision (Alex Krizhevsky, 2012), (Matthew 
D Zeiler, 2013), (Zisserman, 2015), (al, 2015), (He X. Zhang, 2015), (Komodakis, 2016), (Saining Xie, 
2016), (Gao Huang, 2017), (Huang, 2016), (P. Sermanet, 2014), (Bengio, 1994).

This paper is organized as follows: the second section describes the background. The third section 
presents the comparative study of popular deep CNN topologies used for imageNET classification and 
the conclusions are drawn in the last section.

Background

Recent work on deep neural network approaches has improved the performance of these visual recog-
nition systems. In section, we focus on the convolutional neural network, supervised learning and the 
ImageNet database.

Motivations

CNNs are described as a special type of artificial neural networks that is based on convolution, which is 
defined as a specialized type of linearity operation. They benefit from a capacity that can be controlled 
by varying these two elements: the depth and the width. In addition, they have a lower density of con-
nections and parameters compared to the multilayer perceptron (MLP) which makes them easier to train.
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Supervised Learning

To Supervised learning (Bishop, 2006) is based on the exploitation of labeled data. It makes it possible 
to create a link between the input and the label for correctly associating each input Ei with its output 
Si. For each input sample Ei from the incoming data of size n Ei = {0,1,2..n-1}, the neurons that are 
located in the last layer of the network will be labeled, so that for one input Ei the activated neuron after 
the learning phase will be assigned by the label which represents the expected output Si for this input.

Si = f(Ei) + Δ (1)

The principle of supervised learning is to evaluate the error (Δ) for each input and update the local 
parameters of the neurons in order to minimize the error in the next iterations. This means that the train-
ing data must be iteratively provided to the ANN in order to compare the prediction of each data sample 
with the associated desired label and analyze the error for each input and then make a modification of 
the local parameters of the system (called: weights, they are real numbers) will be realized to improve 
the prediction. By repeating this operation on a set of data, the system will converge to a state where its 
predictions become more and more accurate. Among the most widely used supervised learning algo-
rithms are the gradient retro-propagation algorithms (D. Rumelhart, 1986). The major disadvantage of 
this learning class is sometimes the difficulty of finding a database in the desired domain and the cost 
of building the new learning database and finally the complexity of these learning algorithms.

ImageNet

ImageNet is an image database organized according to the WordNet hierarchy and intended for computer 
vision research work. It is considered the standard reference for evaluating the performance of different 
image classification and object detection algorithms. It integrates more than fifteen million high reso-
lution and variable size images from approximately 22,000 categories. ImageNet consists of variable 
resolution images collected from the web and labeled by “Amazon Mechanical Turk”. This foundation 
was first presented at the Conference on Computer Vision and Pattern Recognition (CVPR, 2009) during 
poster sessions. Since 2010, an annual competition has been organized. ILSVRC (Russakovsky, 2015) 
uses a subset of ImageNet with approximately 1000 images in each of the 1000 categories. In total, there 
are approximately 1.2 million training images, 50,000 validation images and 150,000 test images with 
variable resolutions.

The Bases of Convolutional Neural Networks (CNN)

The different CNN models use many layers that typically include multilayer convolution stacks, com-
bined with grouping and normalization layers, to extract simple and hierarchically useful images. The 
stacking of these several layers ensures the construction of the CNN. Convolution is the main step in 
convolutional neural networks and is described as the core of the convolutional network. A convolution 
is defined as the scalar product of a matrix of pixels with a weight matrix or core that represents the 
size convolutional filter (L x C) where L and C are generally odd and equal values. CNNs perform a 3D 
convolution (figure 1) to extract the spatial and temporal characteristics of the data (Dou Q, 2017), (N. 
C. Camgoz, 2016). The principle of 3D convolution consists of convolving an image cube that represents 
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several images stacked in a successive manner by a set of filters that forms a 3D core. The value of the 
position (x, y, z) in the three-dimensional convolution for a fifth image in the first layer is determined 
using the following mathematical equation:
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Knowing that R denotes the length of the size of the 3D convolution kernel.

The choice of the activation function is very important since it will be applied to each incoming 
pixel. In addition, the choice of the appropriate activation function can speed up the learning process. 
The figure 2 summarizes the popular activation functions and the most used ones:

The Relu function is the most used function; it represents the identification of positive arguments and 
assigns zeros to others. In most early works, the hyperbolic tangent and the sigmoid function are often 
the most used. However, today these functions are no longer exploited because they require complex 
arithmetic and they present difficulties in the material implantation. In addition, the hyperbolic tangent 
does not represent a solution for the problem of vanishing gradient problem on the contrary to the Relu, 
which allows to reduce and relieve this problem (Clevert & Unterthiner, 2016). The pooling operation 

Figure 1. Representation of a 3D convolution

Figure 2. The most popular nonlinear activation functions
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is an interesting local operation like convolution. This operation consists of generating the dominant 
response by summarizing similar information near the receptive field in the local region. These layers 
make it possible to reduce the spatial dimensions of each input (generally the inputs are images) by 
replacing a group of pixels by a single pixel representing either the maximum value (Max pooling) or 
the average of these pixels (average pooling). Although pooling layers reduce spatial resolutions, they 
keep the same number of incoming images. This reduction in the size of feature maps regulates the 
complexity of the network and contributes to the fight against over-adjustment. Fully connected layers 
are sometimes used as the last layers of CNN or the penultimate. These layers are localized after many 
convolution and pooling layers. The fully connected layers are identical to the multilayer perceptrons 
(MLPs). They are mainly used at the end of the network for classification. In this layer, each neuron is 
connected with all the combinations of the outputs of the neurons in the previous layer, which leads to 
a density of connections that is very high compared to those in the convolution layers (Dou Q, 2017), 
(N. C. Camgoz, 2016). The fully (fully) connected layer is described as a vector of the neurons of a 
surfacing of different volumes received from the previous layer (Dou Q, 2017), (N. C. Camgoz, 2016).

Batch Normalization

This layer is introduced in 2015 by Google researchers (Szegedy, 2015). It is usually located after fully 
connected layers or convolutional layers, and before non-linearity. It alleviates the problems associated 
with internal covariance lag in feature maps by normalizing the output distribution of the layer to zero 
mean (unit variance). The use of this layer makes the networks more resistant to bad initialization; 
moreover, it eliminates the need for the use of the Dropout layer.

Dropout

This is a popular (Salakhutdinov, 2014) and simple method to prevent neural networks from over-
adjusting. During training, these layers eventually improve the generalization by randomly jumping a 
select percentage of their connections. Neurons that are “abandoned” in this way do not contribute to 
the propagation and do not participate in the back propagation, At the time of the test, all the neurons 
are used but their outputs are multiplied by the probability (Generally: 0.5 the most used). This layer 
introduces regularization within the network. An extremely efficient regulation technique complements 

Figure 3. Dropout layer
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the L1, L2 regularization methods that are used to control the ability of neural networks to prevent over-
learning. The disadvantage of this layer is that it doubles the number of iterations needed to converge.

Case Study: CNN Topologies for Image Classification

In scientific research, a comparison between the different architectures proposed is required. This is what 
is required in the following where we will try to represent its different architectures of convolutional neural 
networks. We will first look at the different architectures that have won first places in the annual compe-
tition of ImageNET. Various CNN models have been offered since AlexNet’s outstanding performance 
on the ImageNet database in 2012. These innovations were mainly due to the reorganization of different 
layers, the design of new blocks or the operation of multiple paths. The table 1 summarizes the number 
of layers for each topology, including the convolution layer, the pooling layer, and the fully connected 
layer. We note that the activation function exploited by these different topologies is the ReLU function.

Table 1. Number of layers for each topology

Topology References
Num of layer

Convolution Pooling FC

AlexNet (Alex Krizhevsky, 2012) 5 3 3

GoogleNet (al, 2015) 57 14 1

VGG16
(Zisserman, 2015)

13 5 3

VGG19 16 5 3

ResNet50

(He X. Zhang, 2015)

49 2 1

ResNet101 100 2 1

ResNet-152 151 2 1

Table 2. The number of Multiply Accumulate operation (MACC) and the number of parameters for the 
different architecture

Topologies References
Convolution FC Total

MACC Param. MACC Param. MACC Param.

AlexNet (Alex Krizhevsky, 
2012) 666 M 2.33M 58.6M 58.6M 724M 62M

GoogleNet (al, 2015) 1.58G 5.97M 1.02M 1.02M 1.58G 6.99M

VGG16
(Zisserman, 2015)

15.3G 14.7M 124M 124M 15.5G 138M

VGG19 19.5G 20M 124M 124M 19.6G 144M

ResNet50
(He X. Zhang, 

2015)

3.86G 23.5M

2.05M 2.05M

3.86G 25.5M

ResNet101 7.57G 42.4M 7.57G 44.4M

ResNet-152 11.3G 58M 11.3G 60M
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The different architectures of the deep neural networks proposed until these days mainly focused on 
the improvement of the precision. Although precision figures have been steadily increasing, the use of 
resources from winning models has not been properly accounted for. The table 2 summarizes the number 
of Multiply Accumulate (MACC) operations and the number of parameters for the different architecture 
where most MACC operations are consumed during convolutional layers.

AlexNet

Introduced by Alex et al in 2012. It is described among the first CNN for image classification. He won 
the ILSVRC in 2012, consisting of 5 convolutional layers followed by 3 fully connected layers. This 
architecture (figure 4) is of significant importance in the new generation of CNN and has opened a new 
line of research on CNN. AlexNET (Alex Krizhevsky, 2012) is the first architecture that has used the 
non-saturated ReLu activation function (linear rectified unit) for the non-linear part, instead of a Tanh 
or Sigmoid function that is the norm for traditional neural networks. This function is placed after each 
convolutional and fully connected (FC) layer. The use of this function was to improve the convergence 
rate by mitigating the problem of the disappearance gradient.

This architecture (Alex Krizhevsky, 2012) uses five convolution layers with a Local Response Nor-
malization Layer (LRN) after the first, the second convolution layer, and a max-pooling layer after the 
first, the second, the fifth convolution layer. An advantage in this architecture is that it solved the over-
adjustment problem by using a Dropout layer after each FC layer. This network requires 62.4 million 
parameters and offers an ImageNet TOP 5 error rate equivalent to 16.4%. It is noted that this model is 
formed for about 90 cycles using a stochastic gradient descent (SGD) with:

• Momentum of 0.9.
• Decrease in weight: 0.0005.
• Batch size: 128.

The weights are initialized from the mean Gaussian zero distribution with a standard deviation of 
0.01, N (0, 0.012), the conv1 and conv3 biases are initialized to zero, the other biases are initialized to 
1. The Learning was initialized at 0.01 and reduced 3 times before the end where it divided by 10 when 
the validation error rate has stopped improving with the current learning rate.

Figure 4. AlexNet architecture
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ZF Net

In 2013, Zeiler and Fergus introduced a multilayer deconvolutional neuron network known as (ZF NET) 
(Matthew D Zeiler, 2013), where they proposed a new visualization technique that provides a quantitative 
overview of network performance. The idea of visualizing network activity is to discover the contribu-
tion of different model layers to performance by monitoring the learning pattern during training and 
using these results to extract the problem associated with the model. Experimentally validating this idea 
was done on AlexNet (Matthew D Zeiler, 2013). Experimental results showed that only a few neurons 
were active, unlike other neurons that were inactive in the first two layers of the model. Based on these 
results, the authors modify the CNN topology and optimize CNN learning by reducing both the size of 
the first layer size (11 x 11) filters (Stride: 4) to the size (7 x 7) (Stride: 2) In addition, they increased 
the numbers of the kernel of the 3rd convolutional layer from 384 to 512 kernel, the 4th convolutional 
layer from 384 to 1024 kernel, the 5th layer of convolution of 256 to 512 kernel. This readjustment of the 
CNN topology resulted in an improvement in performance where this architecture achieved an Image 
Net “TOP 5” error rate equivalent to 11.7% instead of 16.4% for (Y. LeCun, 2015). Feature visualization 
can be exploited to extract design problems and adjust settings in a timely manner.

VGG Net

In 2014, the VGGNET architecture (figure 5) proposed in (Zisserman, 2015) won part of the ILSVRC 
2014 challenge with an error rate equivalent to TOP 5 equivalent to ImageNET 7.4% and nearly 138 
million parameters knowing that it uses fully connected layers. There are several topologies with different 
numbers of layers ranging from 11 to 19 layers (the VGG-16 topology with very regular structure of 16 
layers). This architecture replaced the 7x7 convolution filters with a pitch of 2 by three (3) convolution 
filters of sizes 3x3 (stride 1, pad 1) in order to keep almost the same resultant dimension of convolution 
7x7 while decreasing the number of parameters (calculation complexity) and increasing the number 
of activation functions used. In addition, this architecture uses a maximum sub-sampling of size 2 × 
2. VGG16 (Zisserman, 2015) is based on convolution filters of sizes 3x3 and a network width which 
starts from 64 and increases by a factor of two every two layers of convolution. It is noted that VGG 
(Zisserman, 2015) is the most expensive architecture in terms of both computational requirements and 
number of parameters. This model is formed for about 74 epochs (370K) using a stochastic gradient 
descent (SGD) with:

• Momentum: 0.9.
• Decreased weight: 0.0001.
• Batch size: 256.

The learning rate was initialized to 0.01 and reduced three times before the end where it is divided 
by 10 when the validation error rate stopped improving with the current learning rate.

GoogLeNet

Introduced by Christian Szegedy et al, (al, 2015). She won the 2014-ILSVRC contest. The GoogLeNet 
contains 22 layers and achieves an ImageNet TOP 5 error rate equivalent to 6.67% while requiring only 
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about 7 million parameters. These savings are realized through a complex architecture that uses a sub-
architecture in the network called “inception” modules (figure 6).

The main target of this architecture was to reduce the cost of computation while offering high ac-
curacy; this can be noticed from the 1 × 1 convolution layer before the 3x3 and 5x5 layers in order to 
reduce the number of channels. Reducing the channel size automatically causes a decrease in the num-
ber of MACC parameters and operations. In addition, a global average-pooling (AVG) layer is used at 
the last layer, instead of using a fully connected layer (FC) to reduce the density of connections. The 
authors of the Google NET Architecture [8] have added auxiliary classifiers connected to intermediate 
layers in order to increase the gradient signal that is propagated backwards (Retro-gradient propagation) 
and accelerate the convergence rate. At the time of testing, these auxiliary networks are discarded and 
at the time of training, the losses of auxiliary classifiers are balanced to 0.3. This model is formed for 
approximately 600K iteration using a stochastic gradient descent (SGD) with Momentum of 0.9. The 
learning rate decreases by 4% each eight time.

Figure 5. VGGNET model

Figure 6. Architecture du module «inception»
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ResNet

After the invention of VGG (Zisserman, 2015) and Google Net (al, 2015), it was thought that the more 
layers architecture stacks, the accuracy will be better. However, deeper neural networks with more than 
20 layers generally are more difficult to form where very deep network formation requires slow training 
time and present several problems such as the disappearance of gradients in the backward propagation. In 
(He X. Zhang, 2015) He et al, presented a residual learning bloc (figure 7) to facilitate the formation of 
considerably deeper networks than (Zisserman, 2015) and other networks by including a link around each 
two convolutional layer, summing both the original diverted and its function. This solution is called the 
“residual block”. Each “residual block” integrates two layers of convolution (3x3). ResNet (He X. Zhang, 
2015) was proposed by He et al and offers a result that ranked ILSVRC 2015 as the leading candidate 
for residual networks with maximum depth (152 layers) nearly 8 times deeper than (Zisserman, 2015). 
The error is equivalent to 3.57%. It is noted that even with a deeper architecture, ResNet (He X. Zhang, 
2015) has a computing complexity lower than that (Zisserman, 2015). This architecture is similar to 
GoogLeNet (al, 2015) in terms of the use of a global sub-sampling followed by the classification layer, 
so this architecture does not use the “Dropout” layer. This model is formed for approximately 600K 
iteration using a stochastic gradient descent (SGD) with:

• Momentum of 0.9.
• Decreased weight 0.0001.
• Batch size 256.

Figure 7. Residual Block
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The learning rate was initialized to 0.1 and divided by 10 when the validation error rate stopped im-
proving (with the current learning rate). The increase of a fraction in the precision requires an exploita-
tion of the new tens layers. Although most of these convolutional networks are very deep with hundreds 
of layers and lead to a reduction in error rates, it also introduces several challenges such as vanishing 
gradients (Bengio, 1994), decreased reuse of features during the forward propagation and the long learn-
ing time. For this, several approaches are proposed to reduce this problem such as Batch Normalization 
(Szegedy, 2015), cautious initialization [19] but the shorter networks always remain the best solution 
where they have the advantage that the information can spread in back and forth efficiently and can be 
easily trained in a very acceptable learning time. Several works have convinced this principle as (Huang, 
2016) proposed by Huang et al. Where they introduced the concept of stochastic depth. This concept 
allows a contradictory configuration to form short networks during learning and to use deep networks 
during the test time. This concept of stochastic depth offers the possibility of increasing the depth of 
residual networks even beyond 1000 layers while achieving a reduction in training time and test error.

Wide ResNet

Wide ResNet (Komodakis, 2016), proposed by Zagoruyko and Komodakis. This work (Komodakis, 
2016) supports the principle: “Residual blocks are important factors in architecture and not depth which 
is an additional effect”. This principle is validated when you notice that a Large-ResNet 50 layers wide 
surpasses the original ResNet 152 layers on ImageNet.

Figure 8. Wide Residual Block
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Wide ResNet (Komodakis, 2016) has exploited a large residual block (figure 8) that integrates (L x 
K filters instead of L filters like (He X. Zhang, 2015), where k is defined as an additional factor, which 
controls the width of the network. shown that the use of a larger residual block represents an effective 
solution for improving accuracy than deepening residual networks.

ResNeXt

In ResNeXt (Saining Xie, 2016), is similar in spirit to the “Inception” module of GoogLENET (al, 
2015). It is another architecture that is proposed by the designers of the ResNET (He X. Zhang, 2015)in 
2017 where they have increased the width of the residual block through multiple parallel channels. This 
strategy put in sight a new dimension, called “cardinality”. The results of the test showed that increas-
ing cardinality is a solution to improve the classification accuracy. Moreover, it is more effective than 
deepening networks. This architecture used the deep homogeneous topology of VGGNET [7] and the 
simplified heterogeneous architecture of GoogleNet (al, 2015). ResNeXt (Saining Xie, 2016) obtained an 
error rate of 3.03% (Top-5) and won the 2nd place in the 2016 ILSVRC classification task. The ResNext 
building block (Saining Xie, 2016) is shown in Figure 9.

DenseNet

It is widely known that CNN can be much deeper, and more efficient during training if they contain 
shorter connections between the near-entry layers and those close to the classification layer.

Convinced by this principle, the authors proposed In (Gao Huang, 2017) a DenseNET architecture 
based on dense bloc (Figure 10) where each layer is connected to all other layers in “feedforward” mode. 
Thus, feature maps of all previous layers were used as inputs in all of the following layers parameters, 
which enhances the propagation of features, and encourages their reuse. This established network L (L 
+ 1) / 2 direct connections since it connected each layer to a layer on two retroactively. DenseNET (Gao 

Figure 9. ResNext
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Huang, 2017) offers several advantages such as mitigating the vanishing-gradient problem (Glorot, 2010), 
encourage the propagation and reuse of feature maps which causes the reduction of parameters exploited.

CONCLUSION

In recent years, research on convolutional neural networks has been rapidly developed and conducted 
to improve CNN’s performance in vision-related tasks. In this paper, we have studied CNN extensively 
among all the different types of DNN, or provided insights into the improvements and changes made 
to the topologies of various deep CNN architectures. (Depth, width, multiple path ...) which are trained 
on the database ImageNet. In the recent literature, it has been observed that the first CNN performance 
improvements were obtained because of the use of small filters, and the increase in channel numbers. 
The increase of the precision, the reduction of the size of the convolution filters is more favorable since 
it makes it possible to reach a level of precision a little high with an additional advantage related to a 
low complexity of computation and parameters compared to the same one architecture that uses a higher 
convolution filter size. This is what we can see from the comparison between AlexNet (Y. LeCun, 
2015)and ZFnet (Matthew D Zeiler, 2013). It is noted that despite the use of small size filters and its 
simplicity, VGGNET requires a high cost of calculation and a heavy calculation load (VGG16: 138 M, 
VGG19: 140 million parameters). After the release of ResNet (Alex Krizhevsky, 2012) in 2015, the new 
trend in research is to replace convolution layers with modules. These modules play an important role 
in improving CNN’s performance.

Figure 10. DenseNet
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ABSTRACT

The wide acceptance of applying computer technology in medical imaging system for manipulation, 
display, and analysis contribute better improvement in achieving diagnostic confidence and accuracy 
on predicting diseases. Therefore, the need for biomedical image analysis to diagnose a particular type 
of disease or disorder by combining diverse images of human organs is a major challenge in most of 
the biomedical application systems. This chapter contributes an overview on the nature of biomedical 
images in electronic form facilitating computer processing and analysis of data. This describes the dif-
ferent types of images in the context of information gathering, screening, diagnosis, monitor, therapy, 
and control and evaluation. The characterization and digitization of the image content is important in 
the analysis and design of image transmission.
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INTRODUCTION ON THE NATURE OF BIOMEDICAL IMAGES

Bio-medical image analysis is the visual view of human body interiors for medical investigations and 
interventions in order to reveal hidden structures of skin, bone, organs, tissues to diagnose diseases and 
abnormalities. It uses technologies like imaging, radiology, endoscopy, photograph, tomography, etc. 
The medical imaging is interpreted for radiology as it involves videos and pictures thus acquiring quality 
image for diagnostic is still a challenge. Many scientific investigations and research contribute radiology 
as relevant area of medical science. The various medical investigations include cardiology, psychology, 
neuroscience etc, Magnetic resonance imaging instrument are powerful to polarize the human tissue 
water molecules enabling detectable signals resulting the human body image.

Although the instruments are capable there arises more health risks associated to the exposure of 
radio fields. The other applications are detecting of tumour and assessing vascular disruption effects 
since computers are considered as integral components of medical imaging performance, image genera-
tion, and analysis and data acquisition are the tasks preferred. Though there are increases in modalities 
of medical imaging the nature increase in complexity and their associated problems lead to the need 
for advanced solutions. Thus use of medical imaging has improved the diagnosis of specific diseases 
on discovering a comprehensible visual display. Developing an algorithm for medical image analysis is 
the variability features like signals, images and systems. Bio medical image analysis techniques incor-
porates techniques for i) quantification, ii) computer aided diagnosis and iii) evaluation and validation 
techniques. Quantification is the method radiologist use to measure and extract objects from images by 
segmentation. Computer aided diagnosis measures the features of a diagnosis procedure for accuracy 
and efficiency. A common medical image analysis requires prior knowledge on the disease symptoms, 
ability to classify the features by matching the model to sub images, description of their shapes.

A digital image is the signal sampled in space or time quantized based on amplitude. However, any 
medical image can be processed i) manually, ii) semi – automatic or iii) automatic analysis. Thus it has 
become important in health care the use of digital image processing for medical diagnosis. Picture image 
are composed of pixel values assigned with discrete brightness or colours. With the emergence of ad-
vanced imaging techniques the bio-medical images are processed efficiently and quickly. The “biomedical 
image processing” covers areas like image capturing, image visualization and image analysis. Both of 
these achieved by applying any of the technique like sampling quantization, matrix representation, blur 
and spread function or image resolution as described by authors Alvarez, Lions & Morel (1992). Further 
the analysis of image shape with respect to factors like compactness, moments, chord length structure 
improves the quality of the image. The analysis of texture based on directional filtering, Gabor filtering 
and finally pattern oriented classification and diagnostic detection will provide efficient measurement 
on diagnostic accuracy.

Today most of the diagnosed images suffer loss of quality due to artifacts and practical limitations. 
The presented methods and mathematical derivations shall provide a better understanding on biomedical 
image analysis. Each system in human body composed of many physiological processes that are complex 
including neural, hormonal or control simulations. Investigating such systems requires sophisticated 
techniques and the chapter provides methods related to analysis of such real time specimens and their 
diagnosis. Several imaging procedures and techniques have limitations on the quality and information 
content. Therefore special imaging techniques are required to facilitate visualization. The case study is 
on the image segmentation for tumour analysis. However some malignant tumours have smoothed shapes 
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some have rough shapes. The main features are summarized and the algorithm measures the segmenta-
tion error, intrinsic structure, time efficiency, low memory consumption is proven.

Hence image analysis has many algorithms and specific functions those can be integrated with mul-
tiple application domains. The other levels of analysis included edge, texture, region, and object and 
scene level. Lower level techniques of image processing are pixel, texture, and edges based providing 
very minimal abstractions. Whereas higher level include object, texture, region and scene levels. Hence 
processing of high level biomedical images is complex and is difficult to formulate as it involves high 
level cognitive interpretations of physicians. Thus automatic image analysis for medical prescription 
should never go negative as it leads to harmful results.

Challenges on Characterization and Digitization of Image Quality

There are certain difficulties the investigator faces in applying these techniques is the limitation on the 
quality and the information content. The following paragraphs illustrate the difficulty in biomedical 
image acquisition and analysis. There are various medical imaging modalities that play a vital role in 
disease diagnostics, planning procedures and treatment and further follow up studies. Figure 1 depicts 
the various sorts of medical imaging modalities.

These modalities are based on spin, sound, radiation, temperature, reflection and transmission. There 
are plenty of imaging modalities and here X-ray imaging, CT, MRI, and ultrasound are considered un-
der study. There are also modalities like photography, microscopy, and endoscopy belonging to optical 
modalities. Despite the use of such devices the images obtained are affected by severe artifacts as per 
Ando (2000).

Considering the radiation from x-rays passing through human body, the photon interaction leads with 
nucleus leads to absorption and scattering. These causes damage to living cells when photon releases all 
its energy to absorbing material, but obtaining of contrasted image is mandatory for diagnosis. Similarly 
secondary photon from scattering lowers SNR ration contributing at wrong location. However scatter-
ing radiations are filtered using scatter rasters from lead. The thickness of imaged material decides the 
radiation level as high radiation leads to harmful effects stated by Angenent, Haker & Tannenbaum 

Figure 1. Imaging Modalities
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(2003). The reconstruction process in CT captures signals from various lines and gradient fields. Also, 
the strong currents in devices like MRI to be on and off very quickly.

Ultrasound works on reflection in sound waves and it travels in the tissues, reflected or transmitted 
partly depending on transducer. The strength in echo based on the material properties and the sonographic 
view of organs and bony structures through water-based gel that performs air-free coupling in the human 
body. There is a linear increase in attenuation with sound frequency where as high frequency is manda-
tory for spatial resolution. Diagnostic scanners operate at frequency range of 2-18 MHz with trading off 
in imaging depth and special resolution. Digitization based on the image’s discrete nature and not on 
film based radiograph or altering on the image. Digitization includes sampling and quantization based 
on value range. The maximum number of gray scale for each image defines the quantization. It is either 
8bit or 24 bit for both full color and gray scale images. The continuous brightness worsens the quality 
of the image and assistive noise alteration enhanced by adding gray scales. Quantization worsens quality 
of the image on continuous brightness. The quantization noise is depicted in Figure 2.

Similar to in-sufficient quantization, sub-sampling information suppressed inside the representation 
of digital image. On falsely adding quantization the sampling theorem not fulfilled. More important is 
aliasing effects. Thus there exist still a challenge in the usage of biomedical images as measurements of 
human body on different scales for clinical tasks (e.g. a diagnosis) leading to large impact on decision 
making of physicians.

Apart from these there are challenges related to the quality of the image like:

i)  Image restoration
ii)  Image enhancement
iii)  Accurate segmentation
iv)  Accurate registration

iv)  Fusion of modality images
v)  Classification and characterization and
vi)  Quantitative measurements

The role of imaging in therapeutic use in before, during and after treatment is the key challenge in the 
image guided therapy and surgery. The major methods involved in medical imaging are i) segmentation, ii) 

Figure 2. Quantization Noises
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registration, iii) visualization and iv) simulation. Segmentation is the method of creating specific models 
from images of patient’s anatomy. Registration aligns each other with multiple data sets. Visualization 
helps to simulate and evaluate the strategies and planned treatments. There are many imaging techniques 
that are complementary and offering different insights.

Image Quality Analysis

In mathematical models the data extracted from images helps in achieving clinical, biomedical, ex-
perimental progress in scientific research. Arrays of data samples arranged geometrically quantify the 
physical phenomenon of time variation in haemoglobin deoxygenating on neuronal metabolism, i.e. 
diffusion of water molecules inside tissues. The scope of organizing observations in biophysical world 
lead to increase in the emergence of new processing technology combining complex and sophisticated 
mathematical models to physiological dysfunction by Bloembergen, Purcell & Pound (1948) and Canet 
(1996). Shape analysis is detecting similarly shaped objects to automatically analyze and represent it 
in a digital form. The objects are modelled either by scanning or by extracting 2D or 3D images and 
simplified for a shape description. The simplified representations are easy to handle and reconstruct the 
original object. Segmentation in an image gives lots of data. Shape descriptors are required to evaluate 
to the same (vector or scalar) value for all sizes, positions, and/or orientations of any given shape. The 
various ways of analyzing a biomedical image by means of shape considered under study is given below:

Spatial Domain Shape Metrics

This is the broadly used metric to the measures aspect ratio, compactness, regularity on describing the 
shape of a feature. The metric is considered as their boundary points. If K boundary points define dis-
tance then for kth point described in equation (1)

k k c k cr x x y y( ) ( ) ( )� � � � �2 2  (1)

Were the associated angle 9 is as follows (equation (2))

tan
( )

( )
� �

�
�

k c

k c

y y
x x

 (2) 

This representation converts the perimeter value rk the sequence, where 0 < r < k. The aspect ratio, 
A is given in equation (3):

A kr

kr
=
max

min
 (3)

The cluster shown in part having a zero-valued background, black is the segmentation process and 
the lines highlighted in white are the perimeter. The dashed lines that are thick are the diagonal lines 
with features approximated. In diagram B the centroid is the intersection of the diagonal lines and the 
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concave regions are filled with striped lines to obtain convex hull. The compactness of the shape is 
described in equation (4) and (5):
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Here N the pixel numbers belonging to the area, xk and yk are the pixel coordinates with boundary 
points xK = x0, yK = y0 a closed contour.

The value for an ideal circular shape is normalized to 1 and for irregular shapes its zero. Since the 
images are discrete there will be deviation of small circles from theoretical values. Compactness C is 
the metric to increase both eccentricity and irregularity. The outline for irregularity is quantified well 
with the coefficient variation V for rk is mentioned below in equation (6):
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Figure 3. Sample Cluster
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Compactness, irregularity, and aspect ratio are the metrics to shape scaling, translation, and rotation 
of pixel limits discretization. Vector used group features have a similar shape. The feature vector with 
irregularity and compactness are the considered elements.

The major and minor axis is aligned with the bounding rectangle. The extent of the shape within the 
same axis defines the bounding rectangle as described in figure 4. The zero crossings and aspect ratio 
computed with average radius is defined in (equation (7)) terms of area ratio parameter (ARP):

P
mean

k mean
i

N

ARP Nr
r r P� �

�

�

�1

0

1

[ ]  (7)

The operation indicates indicate threshold at zero for a > 0 and a < 0. The value of p is the aspect 
ratio parameter to emphasize specular outliers. The metric is not a scale-invariant. The descriptors are 
based on convex hull and tangent to all edges in the boundary pixel. The actual perimeter length is the 
convexity metric and the examples of these are malignancy of skin lesions with melanocytic is defined 
under rk and the nth boundary moment mn is given in equation (8) to (12):

Figure 4. Separation of features with different shapes
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The feature including translation, rotation, and scaling of invariant elements are F1, F2, and F3 (equa-
tion (13) to (15)) computed from the four lowest-order moments:
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Statistical Moment Invariants

The statistical moment describes the texture and is defined to describe the shape. Here the pixel value 
is assumed to be unity and the shape moments are not influenced by intensity variations. The feature 
computed from all the pixels is only boundary points.

Mk specified as
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where x, y e F indicates the equation, the statistical moments are generally not rotation-invariant.

φ2 = (μ2,0 – μ0,2)
2 (17)

φ6 = (μ2,0 – μ0,2)[(μ1,2 – μ3,0)
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2]  (18)

φ1 through φ7 form a feature vector that can be used to classify the shape.
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where p + q > 2. Hu defined the feature metrics (equation (22) to (25))to like rotation-invariant described as:

φ1 = μ2,0 + μ0,2 (22)
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Normalization by SD contains the co-ordinates xc, yc as centroid given by equation (26) and (27):
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Normalized moments are less sensitive to noise. The computational invariants stored in tables hav-
ing compactness, size, irregularity, and aspect ratio described in the work by Nishimura (1996) and 
Schempp (1998).

Topological Analysis

Topology is the connectivity among shapes that are under transformations. When shape stretched be-
comes topologically invariant. Consider a shape as a rubber sheet, it remains in the same topology when 
stretched and distorted. The description of connectivity in terms of topology is for shape analysis. The 
notion of graph leads to define set of nodes connected by edges. Euler proved in 1735 the Euler number

e=v-n+l 

Here v - vertices, n – edges and l indicates the loops. Also v, n, l, and e are invariant to scaling, trans-
lation, rotation. The invariance belongs to affine transformations. The vertices graph and connections 
are extracted utilizing Skeletonization, shapes to medical axis a thinning process. The median axis is the 
set of centres inside a maximum diameter nearing the boundary shape and tangent without intersecting 
the boundary. Any two background pixel having same minimum distance belongs to medial axis. Pixel 
joined with three or more edges called as vertex. And the edge connected by link, edge connected to one 
vertex called branch and the other end is the endpoint.

The medial axis is the set of centres inside a maximum diameter nearing the boundary shape and 
tangent without intersecting the boundary. Loop is the sequence of vertices and links. The branches, 
loops, vertices and links are topological invariants describing the network connectivity based on scal-
ing, rotation and position metrics. Invariants are called offline transformations. Every minor changes of 
binary image reflected in network is shown in figure 5 described by Liang & Lautenberg (1999). The 
shape characterization is based on sensitivity and skeleton needs analyzation to indicate the presence 
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of loop. If loops are connected then each loop contributes one branch. These metric combined together 
describes the feature vector of image and its shape.

Case Study

Partitioning the image into various regions for the purpose of some specific task described to be image 
segmentation/labelling problem. For example detection of brain tumour from CT/MR image. Before 
interpretation and image analysis segmentation is the first step. Further based on features utilizing, dif-

Figure 5. Skeletonization Process

Figure 6. A- 4 Connected Pixels, B- 8 Connected Pixels
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ferent techniques the images underneath for classification. Features like texture, edge information, pixel 
intensity, color, etc., are considered and broadly classified into statistical and structural methods. Here 
we consider the structural method on spatial properties like regions and edges for classification. The 
boundaries from different brain tissues are extracted using edge detection algorithm. These algorithms 
are sensitive to noise and artifacts. In this the image is divided into many small regions called seeds and 
boundaries adjacent examined. Weak boundaries rejected whereas strong boundaries are accepted. The 
process is iteratively carried out until weak boundaries get rejected. The performance depends based 
on the selection of the seed and well defined region. Consider the segmentation of a 3D computed to-
mography data.

Requisites of the 3D Segmentation Algorithm: Every pixel in 2D data is characterized by color domain 
vector values. The third dimension partition for segmentation in 3D space is color. The voxel have 12 bit 
scalar in HU domain and extension to 3D has certain disadvantages in terms of time and memory. The 
neighbourhood of voxel is elongated on the scanning direction. The image processing assuming regular 
shapes on pixels are not considered here for study.

The main features are summarized and the algorithm measures the segmentation error, intrinsic 
structure, time efficiency, low memory consumption.

2D to 3D CT Imagery

Consider the statistical region merging algorithm build from statistical considerations. The feature of 
the algorithm to satisfy the segmentation requirement and grows with region emerging statistical test. 
The statistical region growing is linear and fast as per the number of pixels exploiting low memory 

Figure 7. Segmentation results
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consumption and time complexity. The algorithm could use 3D pixels belonging to neighbouring slices 
on considering memory occupancy.

The result of 2D segmentation SRM compared to extended 3D on merging the regions of neighbouring 
slices is shown in figure 7. These extensions are used in most cases and the dataset is robust. Whereas 
loading the entire dataset in main memory is not feasible for many real cases. For this, one can utilize 
multiple slices spanning to overcome the memory issues.

CONCLUSION

Developing computational techniques like reconstruction analysis, segmentation, physiological signal 
processing, multimodal imaging, etc., are the major areas where research contributions required. How-
ever the chapter proposed helps on the basic study of image processing and its importance in processing 
image and helping medical descriptor on diagnose of a specific disease. Some fundamental concepts of 
medical image processing are discussed.
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ABSTRACT

In deep learning, the main techniques of neural networks, namely artificial neural network, convolutional 
neural network, recurrent neural network, and deep neural networks, are found to be very effective for 
medical data analyses. In this chapter, application of the techniques, viz., ANN, CNN, DNN, for detection 
of tumors in numerical and image data of brain tumor is presented. First, the case of ANN application is 
discussed for the prediction of the brain tumor for which the disease symptoms data in numerical form 
is the input. ANN modelling was implemented for classification of human ethnicity. Next the detection 
of the tumors from images is discussed for which CNN and DNN techniques are implemented. Other 
techniques discussed in this study are HSV color space, watershed segmentation and morphological 
operation, fuzzy entropy level set, which are used for segmenting tumor in brain tumor images. The FCN-
8 and FCN-16 models are used to produce a semantic segmentation on the various images. In general 
terms, the techniques of deep learning detected the tumors by training image dataset.

INTRODUCTION

Deep Learning (DL) techniques include machine learning methods, where learning can be supervised, 
unsupervised, semi-supervised and reinforcement learning. DL performance is based on neural network 
(NN) modeling for huge data and requires faster processors for better outcomes. These techniques are very 
powerful in segmentation and detection of tumors in the healthcare. DL has the potential in transforming 

Deep Learning Techniques 
for Prediction, Detection, and 
Segmentation of Brain Tumors

Prisilla Jayanthi
 https://orcid.org/0000-0002-4961-9010

K. G. Reddy College of Engineering and Technology, India

Muralikrishna Iyyanki
Defence Research and Development Organisation, India

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://orcid.org/0000-0002-4961-9010


119

Deep Learning Techniques for Prediction, Detection, and Segmentation of Brain Tumors
 

healthcare centers. DL in healthcare systems comes with improving accuracy and increasing efficiency. 
The excellent approaches of DL proved in classification, segmentation, recognition and detection with 
automated algorithms. DL systems develop and evolve by assisting humans with those tasks at which 
humans are not good. In this chapter, the approaches of ANN, CNN and DNN in healthcare are highlighted.

DEEP LEARNING TECHNIQUES

This approach is used to build and train neural networks (NN), with high propitious decision-making 
nodes. An algorithm is said to be deep if the input data is passed through a series of layers before it 
gives output. The state-of-the-art of DL is focused on training NN models using the backpropagation 
algorithm. Deep Neural Networks (DNN) is one among the DL technique and all the networks that have 
more than a two or three layers are DNN. The most popular DL techniques are shown schematically in 
figure 1 (Brownlee, 2019):

DL has been dominant in the medical imaging, in which different techniques are used for various 
analysis purposes. One of such technique of DL named ANN works on the numerical datasets of the 
patient in healthcare whereas CNN deals with the medical imaging that includes magnetic resonance 
imaging, digital images and so on.

The four tasks of DL are:

Image Classification, that includes two types of classification namely binary and multiclass. It al-
locates a label to an image.

Figure 1. Techniques of Deep Learning
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• Labeling an x-ray comes under binary classification whereas
• Naming a face in the photo is multiclass.

Image Classification with Localization (Object Localization) includes class labelling and displaying 
the object location by a bounding box.

• Classifying different objects like birds and drawing a rectangular box known as bounding box 
around the birds.

• Labeling a digital image in MRI as cancer with a box around the region.

Object detection is the task of image classification with localization. Whenever an image has multiple 
objects and different objects are to be detected; it requires localization and classification.

• Labeling each element in the satellite image with a bounding box.
• A bounding box and labeling each vehicles, and pedestrians on a road.

Image segmentation is the technique of drawing a line around the object detected in the image. The 
process of dividing an image into segments is called as Image Segmentation. The segmentation iden-
tifies the specific pixels in the image that belong to the object image with a fine-grained localization 
(Brownlee, 2019).

In short, one can classify what are present in an image using classification. Image localization points 
to the single object position in an image whereas object detection detects the multiple objects in the im-
age. Lastly, image segmentation produces pixel-wise masking on each object in the images. Thus, one 
can achieve the different shapes of objects in the image using image segmentation (Sharma, 2019). The 
need of bounding box reduces the range of search for the object features and thereby conserves comput-
ing resources: memory allocation and processing time (Zhao, 2017). 

In DL, ANN model is a potent tool for ML, propitious to reform the future of AI. DL aims at models 
that computes and is collection of multiple processing layers to learn data representations with multi-
levels abstraction. For solving complex problems, DL provides new sophisticated approaches to train 
DNN architectures.

ARTIFICIAL NEURAL NETWORKS

It is known as computing system built with many interconnected processing elements, which processes the 
information by their dynamic state response to external inputs. ANN comprises of a group of algorithms 
used in ML and DL. ANNs are a type of models in ML, and called as Multilayer Perceptron (MLP) 
and its great potential lies in the high-speed processing provided for a massive parallel implementation 
(Abiodun, 2018).

ANN is one such model that is acquainted by innovations like AI and big data into the healthcare. 
Huge quantity of raw information is transformed into valuable information which is needed to take deci-
sions for treatment and care. According to Ferguson (2019), many prognostics methods are turning to 
ANN to discover new insights into healthcare future.
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Many wide applications are found to be supported by techniques of AI and intelligent systems (Te-
odorrescu, 1998). NN was found to be very useful in diagnosing diseases in the pathological study and 
in the areas of biomedical. ANNs are powerful non-linear modelling, that causes and effect relationships 
inherent in complex processes (Shi, 2004), typically for controlling quality (Moghimi & Wickramasinghe, 
2014). In the medical information system with uncertain growth of health databases, the system requires 
manual data analysis coupled with efficient computer-assisted analysis techniques (Lavrac, 1999).

The Working of ANN Model

ANN is organized in layers with the series of neurons; where each neuron is inter-linked through a 
weighted link with neurons in the next layer. In simple terms, ANN is designed by input layer, one or 
more hidden layers (HL) and an output. The model complexity is obviously decided by the number of 
neurons and the layers present in it. The input layer takes the data and transfers the neurons through the 
weighted links in the first HL. The data are processed and the outcomes are reassigned to the neurons 
in the next layer, the network’s output is achieved in the last layer shown in figure 2 (Amato, 2013). 
ANNs named as connection-oriented networks (Sarasvathi & Santhakumaran, 2011) includes proces-
sors performing parallel with the set of inputs taken at a time and producing output based on processing 
algorithm (Gharehchopogh, 2013).

The n inputs values are represented by x1, x2,…, xn in figure 3. Each of the inputs have the weights 
w1, w2,..,wn. The input values are multiplied by the weight and summed as follows in the Eq. (1) (Bishop, 
1995). A single layer NN is called perceptron (Bishop, 1995) whereas a MLP is called Neural Networks

Figure 2. NN model with hidden layer
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(1)

The output function z of the weighted sum is known as activation function, z = f(s) + b, where b is 
known as bias parameter (see Eq. (2)) (Hinkelmann, 2016)

(2)

In ANN, the activation function of a node describes the outcome, given an input or set of inputs. 
There are several activation function of which one is named as logistic function in Eq. (3) and is known 
as the sigmoid function. The function takes the value ranging from -1 to +1 in Eq. (4) (Bishop, 1995).

(3)

Figure 3. Perceptron learning process
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The mathematical equation of an activation function decides the outcome of each element i.e. per-
ceptron or neuron in NN. Each neuron input is taken and transformed into an output, the value is in 
between 1 and 0 or between -1 and 1.

(4)

In ANN model, the two types of architecture used are feed forward and feed backward. In feed 
forward architecture, it does not have any connections with the results and input neurons and does not 

Figure 4. Feed forward network (Agatonovic - Kustrin & Beresford, 2000)

Figure 5. Feed backward network (Agatonovic - Kustrin & Beresford, 2000)
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maintain a record of its previous result values as shown in figure 4. Whereas in figure 5, feed backward 
architecture has the connections from the results obtained with input neurons. For each neuron, an ad-
ditional weight is given as an input, that helps in minimizing the training error (Agatonovic - Kustrin & 
Beresford, 2000). In the areas of remote sensing applications, multilayer feed-forward NN algorithm is 
used for classification. Back Propagation NN (BPNN) is used only for image classification (Saravanan 
& Sasithra, 2014).

The applications of ANN’s are wide in healthcare. For processing ANN, the inputs are taken from the 
patient’s health reports which are maintained in electronic health records (EHR). EHR includes patient 
health history details such as diagnostic tests, medications and treatment plans, immunization records, 
radiology images, electroencephalogram EEG, laboratory and test-lab reports e.t.c. shown in figure 6. 
This information gives a complete opinion of a patient condition or/and disease and then improves the 
quality of the obtained inference (Ravi, 2016).

ANN model in brief has an input layers with nodes based on the number of input values fed into 
it; the weights are multiplied with the output of the first layers and along with the bias, it is passed for 
the next layer and continues the process based on the number of layers between the first and final layer 
which are known as HLs. The final layer is called output node/layer.

Prediction of Brain Tumour using ANN

In this study, ANN model is trained with the input datasets to get the predicted output with minimum 
error rate. The brain tumor (BT) symptoms readings of few patients are presented in table 1. The re-
ports were obtained from Gandhi Hospital, Secunderabad and Omega Hospital, Hyderabad, India. The 
symptoms are headache, vomiting, seizure, altered behavior, decreased vision, difficulty in speech and 
loss of consciousness that are represented from S1 to S7. These symptoms are considered as inputs for 

Figure 6. ANN’s applications in Healthcare
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Table 1. Patient’s brain tumor symptoms readings

Age Sym1 Sym2 Sym3 Sym4 Sym5 Sym6 Sym7 Tumor

71 1 2 0 0 3 0 0 1

18 3 3 1 0 0 0 0 1

60 0 0 2 0 0 0 0 1

35 0 0 0 0 0 0 0 1

53 3 0 0 0 0 1 0 1

25 3 3 0 0 0 0 0 1

60 1 0 0 0 0 1 0 1

6 2 2 0 0 0 0 0 1

30 1 0 0 0 0 0 2 1

38 0 0 1 0 0 0 0 1

48 0 3 0 1 0 0 0 1

9 1 3 0 0 3 0 0 1

65 3 0 0 3 0 0 0 1

46 0 0 1 0 0 0 3 1

40 1 0 1 0 0 1 0 1

56 0 0 0 1 0 0 0 1

40 3 2 0 1 0 1 0 1

42 1 2 0 0 0 0 0 1

60 3 2 0 0 0 0 0 1

30 1 1 0 0 0 0 0 1

45 2 0 0 0 0 0 0 1

40 0 0 1 0 0 0 0 1

51 0 0 0 0 0 0 0 1

70 0 0 0 0 0 1 0 1

13 1 2 0 0 0 0 0 1

65 3 0 0 0 0 0 0 1

22 1 2 0 0 0 0 0 1

16 2 3 0 0 0 0 0 1

4 1 0 1 0 0 0 0 1

55 1 0 0 0 0 0 0 1

38 1 3 3 0 0 0 0 1

60 3 0 0 0 0 3 0 1

35 1 3 1 0 0 0 0 1

65 1 0 0 0 0 0 0 1

21 3 3 0 0 0 0 0 1

45 0 0 1 0 0 0 0 1

25 1 0 3 0 0 0 0 1

56 1 2 0 0 2 0 0 1

71 0 0 0 0 0 0 0 1

65 0 2 0 0 0 0 0 1

50 1 0 1 0 0 0 0 1

*Very Low = 0, Low = 1, Medium = 2, High = 3
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the ANN input layer and the outputs of the input layer are in turn passed to the next layers as input, and 
so on to obtain an output.

Using Leven-berg Marquardt back-propagation algorithm, various symptoms are trained through NN. 
Thus, NN model is obtained by adjusting the weights and number of HLs. Using MATLAB R2012b, 
the outputs of the network fitting model and performance plot are shown in figures 7 and 8 respectively. 
The best validation performance is 0.0159 achieved at epoch 2 when NN was trained with 101 inputs, 44 
HLs and 1 output. The next validation performance was obtained 0.0181 at epoch 2 for 62 HLs shown 
in figures 7a and 8a respectively.

Table 2. The significance F’s value

SS MS F Significance F

Regress 3.6673 0.4584 3.7911 0.00069

Res. 11.1246 0.1209

Total 14.7920

Figure 7a. Performance plot for NN model with 44 HLs
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Table 2 shows the significance F’s value calculated from the table 1. Significance F’s value was 
found to be 0.00069 which is less than 0.05, if the value is greater than 0.05, it’s good to stop using the 
set of independent variables.

In performance plot, drastically dropping of mean squared error can be seen. In this plot, the blue 
line demonstrates error declining on the data training. The validation error is indicated by green line 
and as the error in validation declines, the training stops and the red one displays the test data error 

Figure 8a. Performance plot for 62 HLs in NN model

Figure 7b. NN model with 101inputs, 44 HLs and 1 output
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that signifies how thoroughly the net will generalize to the new data. The standard network is used for 
function fitting is n-layer feed forward network, with a sigmoid transfer function in the HL and a linear 
transfer function in the output layer.

Let’s say the total hidden neurons are set to 44. With the input and target vectors are randomly distributed 
as follows: For training, 65% will be used; 20% for validating the net and generalizing and training stop 
before overfitting and the last 15% will be used as a completely independent test of network generaliza-
tion. Each training set purpose is used to fit the models; the validation set indicates the prediction error 
for model selected, the test set is used for the generalization error assessment of the final model chosen.

NN has generalization ability i.e. a trained net would classify data from the same class as the learn-
ing data. The learning stops with the least validation error set. At this point the net generalizes the best. 
The performance of the model decreases with overtraining and when the learning is not stopped, and 
the training data error is reduced. After completing the learning phase, the net should be finally checked 
with the third dataset, known as the test set. The two reasons for using NN are

1.  The dependence between input and output data is non-linear and NN have ability to model non-
linear patterns.

Figure 7c. Regression model using NN for 44 HLs
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Figure 8b. NN Model with 101 inputs, 62 HLs and 1 output

Figure 8c. Regression model using NN with 62 HLs
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2.  ANN is more reliable at predicting. When huge data is available, NN trains this data by adjusting 
the weights and predicts output with minimal error when working on new data with similar char-
acteristics of the input data.

Tables 2 and 3 are obtained by regression to compare with the ANN model regression values in 
figure 7c and 8c; and are found to be nearly the same. The p-value is displayed in the Table 3 for all 
the independent variables and its coefficient values. The indicators as headache; vomiting, seizure and 
loss of consciousness have p-value less than 0.05 and are measured to be the most common symptoms 
of all the patients.

The prediction of tumor (BT) analysis is carried out by the symptoms reading in numerical form; and 
applied to input layer along with varying HLs and adjusting the weights for the model, the validation 
performance plot is obtained. Based on the curve line, the performance can be analyzed.

Table 3. Summary output of patient’s indicators P-value

Symptoms of Tumor Coefficients P-value

Intercept 0.5226 1.9150E-05

Age 0.0014 0.5038

Headache 0.1355 0.0021

Vomiting 0.0730 0.0478

Seizure 0.1420 0.0079

Altered behavior -0.0119 0.9052

Decreased vision 0.0452 0.3579

Difficulty in speech 0.0677 0.4965

Loss of consciousness 0.1586 0.0395

Table 4. Various geometric features (Masood, 2017).

Sno. Features

i. Lt ey –Nos / Rt ey-Nos

ii. Lt ey-Mou / Rt ey-Mou

iii. Lt ey-Nos / Lt ey-Mou

iv. Rt ey-Nos / Rt ey-Mou

v. Lt ey-Rt ey / Nos-Mou

vi. Lt ey-Rt ey / Lt ey-Nos

vii. Lt ey-Rt ey / Lt ey-Mou

viii. Rt ey-Nos / Nos Ht

ix. Nos Ht / Nos-Mou

*Left = Lt, *Right = Rt, *Eye =ey, *Nose =Nos, *Mouth = Mou, *Height =Ht
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Classification of Human Ethnicity using ANN

In a case study of facial features were extracted from the images carried out by training a feedforward 
ANN using backpropagation algorithm (Masood, 2017). Extraction of skin color and calculation of 
normalized fore head color. In table 4, all the geometric features are shown and the results for different 
classes P1, P2 and P3 and the calculated precision, recall, f –measure and accuracy are shown in the 
table 5. The best result was achieved for 17 HLs with 150 epochs with learning rate 0.17.

The testing was carried out on Caucasian (31), Mongolian (32) and Negroid (30) image samples. In 
figure 9, the confusion matrix represents 25 were classified correctly for 31 Caucasians. The success 
rate for Mongolian was 25 out of 31 and for Negroid, 25 out of 30. The overall classification accuracy 
is 82.4% and misclassification was found to be 17.6%.

Table 5. ANN model for facial features (Masood, 2017)

Attr
S1 S2 S3

P1 P2 P3 P1 P2 P3 P1 P2 P3

Pre 80.0 82.8 78.1 80.6 80.0 83.3 80.6 83.3 83.3

Re 80.0 77.4 83.3 83.3 77.4 83.3 83.3 80.6 83.3

F 80.0 80.0 80.6 81.9 78.6 83.3 81.9 91.9 83.3

Ac 77.4 80.0 83.3 80.6 80.0 83.3 80.6 83.3 83.3

Figure 9. Confusion Matrix for facial features (Masood, 2017)
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In this study, ANN classification algorithm is built on the feature extraction of the images taken as 
numerical values for the inputs. The best performance was obtained at 17 HLs with learning rate of 
0.17. The confusion matrix shows the total classification and misclassification reading; describe the 
classification model performance. It is also referred as error matrix.

CONVOLUTIONAL NEURAL NETWORKS

CNN is a class of DL, applied to analyzing visual imagery. A CNN learns from the filters and thus 
requires little preprocessing. The term “fully-connectedness” of the networks makes them prone to 
overfitting data. CNN have wide applications in image and video recognition, image classification and 
medical image analysis.

Two Main Applications of CNN

The key applications of CNN are Image classification and segmentation.

Image Classification

In classification, a given image is shrunk and made to go through all the convolution layers to fully 
connected layers, which generates one outcome, a predicted label for the input image. Here, the given 
image is downsized only to get a single predicted outcome.

Image Segmentation

A digital image is divided into multiple parts is referred as segmentation; the aim of segmenting any 
image is to extract more deep weighted information. A label is allocated to each pixel on segmentation 
so that every pixel of similar characteristics holds same characteristics.

Figure 10. The schematic view of CNN
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THE STRUCTURE OF CNN

ConvNet is built with one input and output layer; along with many HLs in between. HLs have a sequence 
of conv layers that convolve with a multiplication or dot product. RELU is used as the activation func-
tion, followed by add-ons conv layers namely pooling, fully connected and normalization, referred to 
as hidden layers because their inputs and outputs are masked by the activation function and final conv. 
This final conv involves back propagation to get more accurate weights at the end product in figure 10.

An image is considered as an array of pixel values, each value lies amid the range value of 0-255 
shown in figure 11.

Figure 11. Image is read as matrix values in pixels

Figure 12. 32 x 32 x 3 image
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Convolution (Conv) is a process of merging two functions by multiplying them. To convolve means 
to move together. Basically, a Conv nets accomplishes a kind of search. Image detection uses Conv nets 
and takes many search-rounds over a single image in all directions -horizontal lines, diagonal ones, ver-
tically several times as a visual element is required. A kernel is well-defined matrix of numbers which 
is used in image conv. Kernels of various sized comprises different patterns of numbers provide various 
outcomes and the kernel size is arbitrary but 3 x 3 is used maximum.

In figure 12, the INPUT image [32 x 32 x 3] will have grip of the pixel values of an image with width 
as 32, height as 32, and red, blue and green as three different color channels. The dot product output 
between the filter and small 5 x 5 x 3 chunk of the image (3 x 3 x 3 = 75 - dimension dot product + 
bias) is shown in figure 13. Whenever the filter slides or convolves upon the input image, the product of 
the filter values with the original image pixel values, i.e. element-wise multiplications is the net result.

A Conv Net has four principal layers:

Figure 13. Applying 5 x 5 filters

Figure 14. Filter applied on image
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1.  CONV
2.  Sub-Sampling is referred as Pooling (figure 14).
3.  ReLU (Rectified Linear Unit) in figure 15.
4.  Dense.

Each neuron outputs are associated to the inputs and are computed by CONV layer, each dot product 
is computed by their weights and smaller areas connected to the feed-in volume.

The element-wise activation function is applied to ReLU layer, such as the max(0, x). When the 
thresholding is at zero, the size is left unchanged [32 x 32 x 12]. Down-sampling operation is performed 

Figure 15. Conv–ReLU layers

Figure 16. Maxpooling
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by pooling layer along the spatial dimensions (width, height), resulting in volume such as [16 x 16 x 
12] and used widely in CNN. ReLU’s does not activate all neurons at the same time rather converts all 
negative inputs to zero from the image and neurons do not get activated. This makes it very efficient in 
computational as few neurons are activated per time. ReLU converges six times faster than TanH and 
sigmoid activation functions and does not saturate at the positive region.

The process of subsampling is known as Maxpooling, here the input representation i.e image or matrix 
from hidden layer output is down-sampled by dropping its network parameters that helps in shrinking 
overfitting. The peak pixel value from a region depends on its size is considered by maxpooling. The 
pool size is 2 x 2 pixels as in figure 16 (Chen & Seuret, 2017).

Neurons at FC, fully-connected layer are found at the rear of CNN generating the resulting size [1 
x 1 x 10] and in output layer, MLP uses a softmax activation function (Prisilla & Iyyanki, 2019). The 
preceding layer’s neurons of the fully connected layers are associated with each neuron in the next layer. 
Finally, the segmented images get the appropriate labels after retrieving all of the features from each 
image as shown in figure 17.

Conv Layer - Feature Maps

In CNN, an image is taken as input and processes through Conv kernel (layers). Each kernel output gives 
a feature map (FM) shown in figure 18; the first FMs capture high-level features. Moving deeper in the 
network, produces smaller FMs because of the pooling layers. Each of them represents a different kind 
of feature that it captures. Hence, FMs are present in between the input first layer and final outcome as 
shown in figure 17.

Let’s visualize all given filters in one image that can be practically implemented on digital brain 
tumor image. The activation maps (AM) are also known as FMs that captures the results of filter’s ap-
plied to any input image or another FM. The key of feature map visualization for any specific image is 
to understand the features of the input image that are detected or preserved in the FMs. FM provide data 
augmentation of one image which can be in different order seen in figure 19. FMs closer to the input 

Figure 17. Fully convolutional neural network (Prisilla & Iyyanki, 2019)
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model captures more fine details in the image and as it moves deeper into the model, the FMs show less 
and lesser information (Brownlee, 2019). FM helps one to understand the various factors of the image. 
One can notice that as the receptive field is moved from activation to activation by a pixel, then the field 
will overlap with the previous activation by (field width - 1) input values.

The visualization of FMs from BT images is carried out using python on Spyder for data augmenta-
tion and to understand how FMs varies with the change in filters applied and with increase or decrease 
in conv layers and the squares is shown in the figures 19 and 20.

The figure 19 is achieved with input_shape = (256, 256, 3) and 3 x 3 filter in Con2D(512, (3,3)) and 
1 x 1filter in Con2D(1024, (1,1)) that produced for only conv layers as output in table 6.

Figure 20 is achieved with input_shape = (256, 256, 3) and 3 x 3 filter in Con2D(512, (3,3)) and 1 
x 1filter in Con2D(1024, (1,1)) that produced for only conv layers as in table 7.

The feature maps are the output of conv layer, pooling, ReLU and dense layer. They depend on the 
number of layers in between the first and fully connected layer that numbers of FMs are obtained and 

Figure 18. FMs obtained from conv layers
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they give information of the image features. The nearer FM to the image provides more information 
about the image. Deep inside or away from the input image means FM does not provide the clarity.

Figures 19. FMs extracted from the CNN Model with 5 conv in 4 blocks and 8 squares

Table 6. Five conv layers of CNN model in four blocks

Layers Output shape Parameters

con2d_1 (Con2D) (None, 256, 256, 512) 14336

con2d_2 (Con2D) (None, 256, 256, 1024) 525312

con2d_3 (Con2D) (None, 83,83,256) 2359552

con2d_4 (Con2D) (None, 25,25,256) 590080

con2d_5 (Con2D) (None, 7,7,64) 65600
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Accuracy and Loss Graph: CNN Model

Using the computation of the loss and accuracy curves on training dataset of brain tumors indicates the 

Figure 20. FMs extracted from the CNN Model with 3 conv layers in 3 blocks and 16 squares

Table 7. Three conv layers of CNN model in three blocks

Layers Output shape Parameters

con2d_1 (Con2D) (None, 256, 256, 512) 14336

con2d_2 (Con2D) (None, 256, 256, 1024) 525312

con2d_3 (Con2D) (None, 83,83,256) 2359552

con2d_4 (Con2D) (None, 25,25,256) 590080

Figure 21. Image training for 20 epochs 
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errors in the loss of the image obtained as result. Loss is known as the summation of the errors produced 

Figure 22. Image training for 50 epochs 

Figure 23. The graphical representation for 20 epochs 
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from each image during training or validation. And when the accuracy reaches closer to 1, then the model 
is learning well and is referred as overfitting model. Lesser the loss, the minimum is the error. The graph 
for epochs of 20 and 50 are shown in figure 21, and 22 respectively. By analyzing the calculations and 
graphs in the figures 23 and 24. It was observed that accuracy and minimal loss achieved are better 
when the image was trained for 50 epochs. Comparing with figure 21, loss initiates at 0.4 and drops near 
0.01 and accuracy begins at 0.8 and reaches 0.9 for 20 epochs and E and l represents epochs and loss 
respectively. Whereas in figure 22, the loss initiates at 0.24 and declines at 0.0032 and accuracy begins 
at 0.89 and rises to 0.9. Least loss obtained infers that the model is performing well.

The accuracy and loss graph help us to understand that the minimum loss is the better model. The 
loss gives the information about the minimal error in the model producing the output.

Detection of Brain Tumors Using CNN

In a case study of detection, CNN algorithm was implemented to detect the tumors. This was carried out 
by a python code by capturing an image as input and labeling the outcome is known as image detection. 
The propound CNN was experimented on 100 brain tumor patient’s x-ray images; on the average the 
CNN takes about 1s processing time for each image. Hence, the results obtained by CNN is more ac-
curate in object detection that helps in analyzing the tumor part in the images of the brain thus helping 
the surgeon to diagnose it faster and further analysis.

The Calculations for Parameters in CNN

The filter is slided / convolved across the input image, and a dot product is computed to give an activa-
tion map. The output size of activation map is computed by (N + 2P - F) / stride + 1, where N is the 
input size, P is padding, F is the filter size and the stride applied on the image. The output obtained can 
be overfitting, fit or under-fitting, where fit is assumed to be the better result. Figure 25 illustrates the 
way the filters are applied to the CNN model to create a feature map.

Figure 24. The graphical representation for 50 epochs
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For further understanding, the feature map and activation map does almost the same operations. But, 
AM does mapping corresponding to the activation of different parts of the image, whereas a feature map 
maps to certain kind of features found in the image. High activation means a certain feature was found.

Zero padding is used when the strides are applied on input size 7 x 7, the output size shrinks and 
maintains the size. The next layer parameters are reduced by pooling; max-pooling and average pool-
ing is used. No parameters are present at pooling and dense layer. Coming to the fully connected (FC) 
layer is at the end of CNN, and all the neurons in FC must have full connections to all activations in the 
previous layer. The process is trained for number of epochs mentioned.

In this study, for object detection, one needs to identify region of interest which is the brightest area 
that is obtained by applying Guassian Blur on the image. This will circle the area where the object is 
bright and compares the area to the other background area as shown in figure 26. In figure 27, the CNN 
architecture is shown with the different layers and number of parameters.

In this study, the tumors are detected based on the CNN algorithm and application of GuassianBlur 
on the image with consideration of region of interest. CNN has more than two layers which include conv 
layer, followed by subsampling or pooling layers where maxpooling or average pooling takes place based 
on the requirement. Next is the ReLU where activation function occurs –sigmoid function. Flatten and 
dense layers are followed by fully connected layer where the output is obtained.

THRESHOLDING: TECHNIQUE OF IMAGE SEGMENTATION - CNN

Image segmentation is the process of segmenting the image for deeper image analyzing. The practical 
applications are content-based image retrieval, object recognition, image compression, and image editing. 

Figure 25. Filter applied to 2D CNN to create a feature map
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Figure 26. Tumor part detected in the brain tumor image using CNN model (Prisilla & Iyyanki, 2019)

Figure 27. CNN with all the layers and number of parametersin its output (Prisilla & Iyyanki, 2019)
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The contextual and non-contextual are two segmentation techniques. A method of non-contextual image 
segmentation is a non-linear operation that transforms a gray-scale into a binary image is thresholding. 
A binary image reduces the data complexity and simplifies the process of recognition and classification 
that is obtained by non-contextual image.

Contextual Segmentation

This involves separating individual objects as it is intended for pixels closeness that belongs to an indi-
vidual object. Image Segmentation emphasizes on discontinuity of signal and similarity. Identifying the 
boundaries by encircling within the uniform regions and visualizing the abrupt signal changes through 
each boundary are discontinuity-based technique. Similarity-based is the region created uniformly by 
grouping together all similar pixels that satisfies definite criteria. Two methods reflect each other and 
holds responsible for a complete one region boundary splits into two parts.

Non-Contextual Segmentation

Non-contextual segmentation group pixels based on the definite attribute with no regard to the relative 
locations of the image feature.

Thresholding

The simpler technique of non-contextual segmentation is where transformation of grey-scale image to 
binary and is known as binary region map (BRM). The two disjoint regions of BRM are: one that has 
input data pixel values lesser than threshold; and other the pixels values with the same value of threshold 
or greater. Thresholding is a non-linear operation that transforms a gray-scale image into a binary image. 
The two levels assigned to pixels are below or above the specified threshold value i.e if a pixel value is 
above threshold value, it is assigned one value for white, and other is assigned black. The grey-level pixel 
thresholding is given as: p(a,b) = 0 if q(a,b) < Th and p(a,b) = 1 if q(a,b) >= Th, where Th represents 
the threshold. Two thresholds, Th1 < Th2, grey level region1 range is given as p(a,b) = 0 if q(a,b) < Th1 
or q(a,b) > Th2 and p(a,b) = 1 if Th1 <= q(a,b) <= Th2.

Color Thresholding

Color segmentation gives more accurate information at the pixel level when compared with grey images. 
HSL (hue, saturation, and luminance), HSV, HSI, or other models are used in computer vision and image 
analysis for feature detection or image segmentation. The robust interrelated color components are pres-
ent in Red-Green-Blue (RGB) standard color, while other colors (HSI) reduces redundancy, and decide 
the actual object/ background colors regardless of illumination, and achieve better stable segmentation. 
The color space partitioning in RGB or HSI is performed out by division of color images. The method 
is established on a leading color (R0, G0, B0) and Cartesian distances threshold from each pixel color 
f(a,b) = (R(a,b), G(a,b), B(a,b)):
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(5)

where g(a,b) represents the BMP after the process of thresholding. The principles of thresholding 
defines sphere in RGB space as focused on the reference color. If the pixels are placed inner of the sphere 
then those are referred to region 1 and region 0 has other pixels.

Thresholding is process of segmenting foreground with background regions where binary value is 
considered. And whole image takes only gray and white color.

Brain Tumor Segmentation Using HSV Color Space

In a case study of brain tumor segmentation using HSV color space was carried using python code where 
image blurring is convolved with filter and this eliminates the unnecessary noises in the images. Later 
guassian blur is applied to the image to obtain the tumor segment in the image. The three components 
of HSV color space- hue / dominant wavelength, saturation and value. A lower threshold and higher 
threshold mask for these modules are considered. Any pixel within these thresholds will be set to 1 and 
the remaining pixels will be zero (Efford, 2000). The extracted image in green color can be seen in the 
Lt bottom most of each tumor image with the black background.

Figure 28. Result of extracted tumor images
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Results of the extracted image segmentation using thresholding and HSV color space are shown in 
the figure 28.

Segmentation Using Watershed Segmentation and Morphological Operation

Yet other case study of image segmentation of brain tumor, the significant task is segmenting the image 
accurately for exact diagnosis. In this approach, it includes to examine MRI of brain image for processing, 
image filtering, skull stripping, and segmentation using OTSU and watershed, morphological operation, 
calculation of the tumor area and determination of the tumor location (Maha Lakshmi, 2016).

Cancer Segmentation Using Fuzzy Entropy Level Set

In other case study of tumors, (Maolood, 2018) suggested an approach for cancer segmentation on fuzzy 
entropy with a level set (FELs) thresholding. The approach was successful in segmenting cancer images 
and efficiently performed the segmentation of test ultrasound image, brain MRI, and dermoscopy image. 
The results in figure 29 gave an excellent performance by using the method in detecting cancer image 
segmentation in terms of accuracy, precision, specificity, and sensitivity measures.

DEEP NEURAL NETWORKS

DNN can accomplish modeling of complex non-linear relationships. DNN is a feedforward network, where 
data from the input layer flows to the output layer without looping back. Such a network with only one 
hidden layer would be a non-deep (or shallow) feedforward NN. But in a DNN, the number of HLs are 
more as in figure 30, let’s say, 100. But a network if it has layers greater than 3 are considered as DNN.

Figure 29. Fuzzy Entropy Level extracting cancer part through image segmentation (Maolood, 2018)
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In this study, implementation of DNN with semantic segmentation (SS) was analyzed for image 
segmentations. The indispensable task for analysis of the image is termed segmentation; it involves 
understanding the images comprehensively by dividing it whereas the SS describes each image pixel 
with a class label. The image processing uses filters, gradient and color information and classification of 
pixel is one of the pre-defined class labels for each pixel. The input image is segmented into the regions 
corresponding to the objects of any image scene.

Two recognition tasks are the object class detection and semantic segmentation. Object detection 
addresses localization of objects with the classes. Minimum bounding rectangles (MBRs) of the objects 
are the ideal output. The approach involves sliding window concept with varying size and classifies sub-
images defined by the window. Object detection reduces to semantic easily; Deep CNN results may be 
blurred and inaccurate; adding CRF to it gives accurate results.

DNN are of various models where the base is inherited from CNN but with many additional layers in 
it makes it complex and faster. This model nets are used for classification, object recognition and detec-
tion with masking and bounding boxes in the results. This models run on GPU to give more accurate 
and faster results than on CPU.

Semantic Segmentation: FCN-8 - FCN-16

In a case study, FCN-8 and FCN-16 was implemented using keras library. DL models can be built using 
keras that provides high-level building blocks for developing a model. ImageNet images are acquired 
and the corresponding weights are used from pascal-fcn8s-dag.mat and pascal-fcn16s-dag.mat. The im-
ages undergo preprocessing, labeling and are further classified into the different groups. For training, 
PASCAL VOC 2012 segmentation class images are used.

Figure 30. Deep Networks with many HLs
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Next, training an end-to-end FCNs includes two steps (1) pixel-wise prediction and (2) supervised 
pre-training. Prediction of dense outputs is carried for fully conv of existing networks from arbitrary-
sized inputs. The pixel-wise prediction is carried out by up-sampling layers and subsampled pooling 
for learning nets.

The model is trained on the ImageNet prior for classification. Dense prediction is implemented by 
the VGG and its last fully connected layer is replaced with conv layer with addition of 1x1 conv with 
channel dimension 21. For predicting scores for each of the PASCAL classes includes background at 
each of the coarse result locations; followed by a transpose conv layer with the stride 16 for bilinear 
up-sampling the coarse results to pixel-dense outputs.

Low Level Layers Merged With the Features of Higher Ones

The blend of layers in the hierarchy features by the new processing FCN for segmentation refines the 
spatial precision of the outcome. The final prediction layer is pooled with lower layer of the finest strides 
by adding skips connections; a direct acyclic graph with edges is curved with a line topology that skip 
ahead from lower layers to higher ones. The finest scale prediction associates fine and coarse layers that 
allow the model from local prediction.

The output stride is split into two halves by predicting from a 16 pixel stride layer. Then 1x1 conv 
is added on the top of pool 4 to yield surplus class predictions. The predictions output compute on the 
top of conv 7 (conv fc7) at stride 32 by adding a 2 x up-sampling layer and summing both the predic-
tions. Lastly, the stride 16 predictions are up-sampled back to the image; this net is known as FCN-16s 
(Shelhamer, 2016).

Post Processing

Predicting labels are performed by CRF, and a discriminative model is used for predicting labels. It uses 
contextual information from previous labels that increases the amount of information to make a good 
prediction that corresponds to inputs. The post processing phase refines the segmentation outcome and 
enhances the ability to capture fine-grained details to use for CRF. Merging the image information at 
low level between pixels with the outcome of multi-class inference systems generates per pixel class 
scores. When CNN fails to capture the long range dependencies, the merging method supports and fine 
local details are also taken into account (Garcia, 2017).

While predicting FCN uses labels for each pixel independently including its surrounding labels, this 
may result in coarse segmentation. Two inputs considered by CRF are one for the original image and 
the second is for the predicted probabilities for each pixel. Highly efficient inference algorithm uses 
CRF for fully connected CRF models in which the pair wise edge potentials are defined through a linear 
combination of Gaussian kernels in an arbitrary feature space. The trained parameter outputs uses both 
FCN, given by the number of conv layers where as deconv size is 528 for FCN-16 given image size is 
512 X 512 and deconv size is 2 for FCN-8 for the same image size (Prisilla, Iyyanki & Aruna, 2018).

During training fully conv, patch-wise training is carried out and it lacks efficiency. Implementing 
sampling corrects the imbalance class and mitigates the spatial correlation of dense patches. In this 
training, class balance can be achieved by the weight loss, and spatial correlation is addressed by loss 
sampling (Shelhamer, 2016).
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Pooling (Prisilla, Iyyanki & Aruna, 2018) helps in classifying networks and decreases the resolu-
tion with loss of information; hence the skip connections are implemented. The output of FCN-8 and 
FCN-32 model is depicted in the Appendix -2, and the results of the images passed in this model are 
shown in figure 31.

The transfer learning paradigm helps in saving lot of computational cost, time and increases the ef-
ficiency. Hence fully conv nets segments image at pixel level, this promotes the use of end-to-end conv 
network for semantic segmentation.

Figure 31. Implementation of CRF for the outcome of FCN- 8 and FCN-16 (Prisilla, Iyyanki & Aruna, 
2018)
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CONCLUSION

• Deep Learning techniques explore in image segmentation as one of the major concern in the medi-
cal imaging.

• ANN is used on numerical datasets of the patient’s health details and validates the best perfor-
mance by training datasets by varying the HL.

• The study was carried out using brain tumors numerical and image datasets.
• Using CNN, brain tumors images were processed to detect the tumor in the images.
• The feature maps provide data augmentation of one image in CNN and gives very fine details of 

the image.
• HSV color space technique is applied on the tumor images where color and image blurring plays 

a significant role in the segmentation of tumors.
• FCN-8 and FCN-16 nets produced a semantic segmentation on the various images.
• In simple terms, these techniques of DL proved in detecting the tumors and in validating the best 

performance of the model.

To summarize,

• ANN has the learning ability and models complex non-linear relationships.
• ANN generalizes and can predict on unseen data.
• ANN has the ability to process large amount of data.
• Thresholding segregates an image into a forepart and back part. In this type of segmentation it 

isolates objects by transforms grayscale images into binary.
• Thresholding divides an image into a foreground and background. In this image segmentation it 

isolates objects by converting grayscale images into binary images.
• HSV Color space is used for image segmentation, processing and image analysis.
• Finally, the features of semantic segmentation are used in image classification, image detection 

and image segmentation. It gives ground truth and masking of the objects detected.
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KEY TERMS AND DEFINITIONS

Algorithm: A step-by-step approach for solving a problem.
Bias: An additional parameter used to tune the output along with the weighted sum of the inputs to 

the neuron.
Binary Image: It has two colors usually black and white; they are given in two levels - 0 or 1.
Greyscale: The image has the value of each pixel with the amount of light that carries only intensity 

information.
Image Processing: It uses the computer algorithms to perform image processing on digital images.
Image Classification: It groups items based on the categories.
Image Segmentation: It is the process of dividing an image into multiple segments. The aim is to 

get more meaningful information and easier for analyzing.
Neural Network: It is a circuit of neurons and with layers of a modern sense.
Neurons: It is a cell and specialized to transmit information to the entire system.
Object Detection: It deals with detection of semantic objects of a certain class (such as humans, 

buildings, or cars) in digital images and videos.
Perceptron: A perceptron is a single-layer neural network. It includes input values, weights and bias, 

net sum, and an activation function.
Thresholding: The method is based on a threshold value to turn a gray-scale image into a binary image.
Weights: They are numerical parameters in an ANN that converts an input to control the output.
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APPENDIX 1

The following algorithm is used for extracting a color object from the given image, i.e. tumor chunk 
from the X-ray or MRI of brain tumor. The following steps are:

1.  Read the input image in gray model.
2.  Convert the gray image to RGB or BGR.
3.  Now convert the RGB or BGR to HSV image.
4.  Apply image blurring, this is achieved by convolving the image with a low-pass filter kernel on 

the HSV image.
5.  Apply erosion for eroding the foreground object borders.
6.  Compare the extracted results with RGB or BGR or gray model.

APPENDIX 2

Generation of FCN-8 and FCN-16 Models using python code.
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Figure 32.  
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ABSTRACT

The recent growth of big data has ushered in a new era of deep learning algorithms in every sphere 
of technological advance, including medicine, as well as in medical imaging, particularly radiology. 
However, the recent achievements of deep learning, in particular biomedical applications, have, to some 
extent, masked decades-long developments in computational technology for medical image analysis. 
The methods of multi-modality medical imaging have been implemented in clinical as well as research 
studies. Due to the reason that multi-modal image analysis and deep learning algorithms have seen fast 
development and provide certain benefits to biomedical applications, this chapter presents the importance 
of deep learning-driven medical imaging applications, future advancements, and techniques to enhance 
biomedical applications by employing deep learning.

INTRODUCTION

Researchers calm that deep learning, Quantum Computing and Internet of Things will revolutionize the 
world similar the way electricity did a century ago. This chapter presents the important opportunities 
as well as challenges experienced in medical image applications. Generally, biomedical imaging and 

Demystification of Deep 
Learning-Driven Medical Image 
Processing and Its Impact on 

Future Biomedical Applications
R. Udendhran

 https://orcid.org/0000-0002-4044-0663
Department of Computer Science and Engineering, Bharathidasan University, India

Balamurugan M.
Department of Computer Science and Engineering, Bharathidasan University, India

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://orcid.org/0000-0002-4044-0663


156

Demystification of Deep Learning-Driven Medical Image Processing and Its Impact
 

healthcare industry works under the rule of doctor-patient confidentiality, however, this becomes a chal-
lenge for biomedical industry with the integration of deep Learning, for instance:

• Will the data be safe after entering into the system.
• What will happen to the patients’ profile and data?
• What factors contributes to the accountability and integrity of automated decision making of deep 

learning driven image interpretation and the machines utilization of data?

Information about the same patient will be generated and entered into the database through various 
tools in own proprietary data formats are employed. In this case, if any flawed user input are entered and 
imperfect database design leads to data inconsistency and redundancy (Würfl et al (2018)).

In order to preclude data redundancy, inconsistency problems and less expenditure to create effective 
database structures before they are deployed. But in some cases, database which does not have effec-
tive data structures that can suffer from these problems, a process of database normalization should be 
implemented. The purpose of database normalization is to re-modify tables such a way that the relations 
among them are logical, so that database is scalable without any anomalies and avoid data redundancy, 

Figure 1. An example of Multi-modality for 3-D image of the brain which presents multi-information
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inconsistency problems and less expenditure. It is recommendable to design the database in the OLTP 
format which are highly normalized which avoids data duplication errors. In such cases, healthcare server 
and computers can employ Linux operating system which is a powerful multi-user operating system 
which allows several users to access it simultaneously. Linux precludes any changes when employed in 
the mainframes as well as servers, however, it needs to address the need for security since an attacker 
can corrupt confidential data, in order to solve this challenge Linux has classified the authorization into 
ownership and permissions. The reasons for the network failure and other problems in healthcare infor-
mation systems maybe due to the IP Address and Network Card issues since more than one computers 
allocated to the same IP address in the data center could cause these kinds of network problems, generally, 
network card links computers and problems may arise from network card, another reason can be weak 
radio signals in parts of locations. Drop-in Internet connections can be considered as another potential 
problem for network issues and the firewall settings must be checked. Before you start the troubleshooting, 
we need to check if all the hardware are switched on and working well. And make sure the router is not 
switched off and all switches are in correct positions.By proper power cycling the modems, routers and 
systems can provide a solution for solving simple network problems. For example, if the administrator 
encounters network failure in healthcare database server, type “ipconfig” in the command prompt in the 
terminal. Now check if computer’s IP address starts with 169, this means the system will not receive a 
valid IP address. You can solve this problem by typing “ipconfig /release” followed by “ipconfig /renew” 
to get a new valid IP address. By using the command “nslookup” we can perform a DNS check. Review 
database logs. Check all the database logs are working properly sometimes the database maybe full or 
malfunctioning, it could be reason for the problems that flow on and affect your network performance.

In health and insurance,a central semantic store approach can be deployed which concentrates on 
logging as well as storing all the rules employed by the database integration process in a single central-
ized repository. The reason for this approach is that data sources are updated and new ones which that 
included do not fall outside data integration rules as shown in figure 2.

Deep Learning for Multi-Modal Medical Images

Traditional medical images such as computed tomography (CT) as well as magnetic resonance imaging 
often require scanning protocols in its toolbox and these protocols provide various property of the under-
lying tissue, for instance to determine the ischemic stroke lesion, three modalities are required, namely, 
cerebral blood volume (CBV), cerebral blood flow (CBF), and time to peak of the residue function 
(Tmax) by employing three modalities the perfusion imaging is extracted and these modal images may 
differ in interpretation (Yinan, L. Jiajin, Z. Wenxue, and L. Chao (2016)). In order to utilize the multi-
modal medical data effectively, early fusion and late fusion methods are employed, early fusion works 
by stacking several modalities as various input channels and late fusion consists of outputs of networks 
from various modalities(Christopher Krauss, Xuan Anh Do, Nicolas Huck, (2017)). These methods 
have gained major importance in medical images Both fusion methods do not employ complementary 
information from several input modalities to its full potential for instance if three modalities, namely, 
CBV, CBF and Tmax. are determined, it is observed that from these modalities that lesion area present 
in the CBV as well as CBF are darker when compared to the normal area and lighter in the modalities 
of MTT and Tmax. In this case, if we employ early-fusion method, the complementary information can 
be wrongly fused and if we employ late fusion method which uses encoder-decoder for each modality, 
then full network becomes harder to converge as well as increases computational expensive. Tensors are 
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three-dimensional arrays for deep learning, they are generalization of scalars, vectors, arrays. Tensors 
are most useful for deep learning since you can represent more physical entities into your deep learning, 
tensors are like data structures for deep learning and gears of neural networks.

LeNet and AlexNet are recognised nets which takes fixed-sized inputs and generate non-spatial 
outputs. The fully connected layers of these nets consist of fixed dimensions and preclude spatial coor-
dinates. These fully connected layers are considered as convolutions with kernels which takes the full 
input regions and transforming into fully convolutional networks which can take any input size as well 
as produce output classification maps as shown in figure 3.

Convolution makes the output size much smaller whereas deconvolution is a process where the output 
size will be large by using upsampling and it referred as up convolution, and transposed convolution 
in which deep features can be extracted but spatial location information will be missed in this process. 
That means output from shallower layers have more location information. However, by integrating both, 
the result can be enhanced.

Image detection and recognition refers to the problem of identifying a particular element in a medical 
image as shown in figure 4 and 5.

Figure 2. Implementation of Multimodal based-MRI
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Further advancements include detecting anatomical landmark in 2D X ray projection images as pro-
posed by Bier et al. The authors have employed deep network and trained projection-invariant feature 
descriptors present in 3-D annotated landmarks. Another alternative method is to use region proposal 
convolutional neural networks proposed by (Akselrod-Ballin A et al, (2016)) in which they were able to 
identify tumours in mammographic images. Recognition and detection are often integrated by several 
other modalities. But the chapters focus on cell detection and classification and the first developments 
were led by Aubreville et al (2017). employing guided spatial transformer networks that enable refine-
ment of the identification which takes place before the classification is carried out. The perfect example 
of this technique is mitosis classification which makes use of this technique to its fullest potential.

In the process of image segmentation, detection of an organ as well as anatomical structure is the 
outcome of image segmentation as shown in figure 6. And convolutional neural networks is widely 
employed for this purpose such as Holger Roth’s deeporgan et al (2016) employed CNN for brain MR 
segmentation, (Moeskops et al (2017)) developed a fully convolutional multi-energy 3-D U-net and 
later enhanced by (Chen et al. (2018)) and a U-net-based stent segmentation in X-ray projection domain 
was developed by (Breininger et al. (2017)). Segmentation employing deep convolutional networks was 
implemented in 2-D and presented by (Nirschl et al (2017)) for histopathologic images.

(Ali and K. A. Smith (2016)) implemented a project by mapping Frangi’s vesselness with a neural 
network and adjusted the convolution kernels so that it can be effective in solving the specific task of 
vessel segmentation in ophthalmic fundus imaging. Another interesting group of segmentation algorithm 
are recurrent networks used in medical image segmentation. It was further explored by Ahmed et al 

Figure 3. An Example of Convolution Neural Network Process
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(2002). who presented the full potential of recurrent fully convolutional neural network and deployed it 
on multi-slice MRI cardiac data, and Aubreville M et al ((2017)) deployed it on brain segmentation and 
presented the effectiveness of GRUs.

(Suresh, A., Udendhran, R. & Balamurgan, M (2019) enhanced imaging technique by integrating 
registration metric which acted as a loss function for learning optimal feature representations. In-order 
to registration problems in 2-D/3-D registration, it is necessary to determine the 3-D position directly 
from the 2-D point features. Deep learning base algorithms are extensively employed in full volumetric 
registration, for instance quicksilver algorithm can determine a deformable registration as well as employ 
patch-wise prediction that can be performed directly from the image appearance and another method is 
to consider registration problem as a control problem by employing agent and reinforcement learning. 
Based on this method, a rigid registration which can predict the next effective movement so that it can 
be align both the volumes and later this method was deployed to non-rigid registration. Therefore, it is 
possible to employ agent-based techniques for solving point-based registration problems (Hammernik 
et al. (2018)) . Based on agent-based technique (Zhong et al (2018)) present and employed it for intra-
operative brain shift employing imitation learning.

Figure 4. (a) An simulated image, (b) three-dimensional plot (c) two-dimensional signal and the box 
filter function, and (d) low frequency image data in time domain obtained from the inverse DFT. Scalar 
product of the filter and signal in frequency domain stand for convolution in time domain
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Computer-aided diagnosis is considered as one of the most difficult challenges in the field of medical 
image processing as shown in figure 7 and 8. Therefore, human error must be avoided and a solution was 
provided by (Diamant et al. (2018)) employing transfer learning methods. And similar methods were 
deployed by ophthalmologists in the reading of volumetric optical coherence tomography data. In the 
latest developments, Google’s deep Mind has employed referral decision support.

Physical simulation can regarded as a emerging application of deep learning and it is widely employed 
in the gaming applications to create realistically appearing physics engines and smoke simulation in 
real-time. Many researchers proposed deep learning networks for bio-medical applications.

Deep learning has provided many benefits in the field of medical image reconstruction((Diamant et 
al. (2018))).

Figure 5. Wavelet functions
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Figure 6. Process of Image Segmentation

Figure 7. Original medical image data

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



163

Demystification of Deep Learning-Driven Medical Image Processing and Its Impact
 

FUTURE RESEARCH DIRECTIONS

In this chapter, we have discussed the advance developments in deep learning employed for medical 
imaging focusing on detection, interpretation, and segmentation tasks. Deep learning has been discussed 
which can be applied in medical images and it can be trained as a ConvNet which acts as binary classi-
fier. In latest developments,there are many ways in which medical image can be represented for instance 
medical image which consists of 224 x 224 can generate important characteristics which can led to 
enhanced image resolution. However, creating a deep neural network requires careful consideration, for 
instance, VGG16 (using 16 layers). In-order to avoid over-fitting, the size of the training set is small 
when compared to number of parameters which consists of 1000 positive + 1000 negative instances. 
Keras is employed for creating the neural network in which its consists of convolution layers, the amount 
and size of filters in each convolution layer as well as amount and size of maxpooling layers, amount 
of fully connected layers, amount of neurons in fully connected layers, activation functions following 
convolution layers and its activation functions in fully connected layers. Permutation have been employed 
to generate hyper-parameters and tested by optimizer and binary cross entropy as well as mean squared 
error with its learning and its batch sizes. Permutation have been employed to generate hyper-parameters 
and tested by optimizer and binary cross entropy as well as mean squared error with its learning and its 
batch sizes. Several epochs are trained with least average loss on the validation set.

Microsoft Machine learning server is an important development and one of the most popular solu-
tion for healthcare industries as shown in figure 9. Microsoft Machine learning server main objective 
is to be an enterprise software for data science, providing R and Python interpreters and deployment of 
manifest files which are packaged together as a container image. The term Cognitive Service containers 
refers to faster starting, stateless instances in the OS kernel leading to less usage of resources since the 
Cognitive Service containers does not depend on the OS. This advantage has gained major importance 
for deployments of faster work-load projects which employs cloud-native application as well as micro 

Figure 8. Image reconstruction
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services-based components. Machine learning server Server is most compared with Ubuntu Core which 
is also a lightweight OS. There are many ways in which the Machine learning server Server varies from 
the Server Core. Machine learning server is primarily built for 64-bit applications as well as tools. Ma-
chine learning server Server lacks GUI features, Internet Information Services, Domain Name System 
as well as local log-on. The admins employ Windows PowerShell, Windows Remote Management along 
with Windows Management Instrumentation for specific state configuration for the container’s settings. 
Unlike the Server Core, the Machine learning server Server lacks Active Directory Domain Controller, 
group policy, network interface card teaming, proxy server access and important tool, namely, System 
Center Configuration Manager and Data Center protection Manager. After the advent of Cognitive 
Service containers by Microsoft, container has been the new buzzword for the companies and the main 

Table 1. Widely used techniques for medical image tasks

Approach Advantages Disadvantages

Convolution Neural Network for medical 
image tasks

Accuracy in image recognition. 
Higher performance. 
Enhanced accuracy when trained with 
lots of data . 
Need less time for classification tasks 
Hyper-parameter tuning is non-trivial

High computational cost 
Slow to train for complex tasks. 
Need a lot of training data.

KNN for medical image classification
Fresh data can be includes seamlessly 
Simple classifier that works well on 
fundamental recognition problems.

Lazy Learner and Instance based learning 
which means no training period is needed. 
Need to employ ClassificationData data 
structure to train the KNN classifier 
It is well suited for large medical dataset since 
large medical datasets will results in higher 
cost of calculating the distance between the 
new point and each existing points and lessens 
the performance of the algorithm. 
It is not suited for high dimensional data since 
the large number of dimensions will make 
the KNN to calculate the distance in each 
dimension. 
Need feature scaling 
Not suited to noisy data, missing values and 
outliers

Fuzzy C-mean for medical image clustering

It is considered as a an unsupervised 
algorithm which has been performed 
successfully and employed for 
clustering purpose on medical images. 
It is well suited for overlapped data 
set and comparatively effective than 
k-means algorithm. 
FCM is the most important suited 
clustering techniques for medical 
image segmentation

Need Apriori specification of the number of 
clusters 
Improved results are obtained with lower value 
of β but needs more number of iteration. 
Overlapping generally presents in several grey-
scale medical images for various tissues 
Euclidean distance measures can unequally 
weight underlying factors

Expectation Maximization (EM) algorithm

It is an unsupervised algorithms 
employed for density estimation of 
medical data pixels. 
It is widely employed for fitting 
mixture distributions. 
It is simple to implement. 
It is the most general inference 
algorithms.

Slow convergence.
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reason is that Cognitive Service containers offers greater agility, since they load the right amount of 
kernel resources and run-time code to execute an application in the container, thus leading to flexibility 
among the operating environments. Cognitive Service containers are widely employed in public cloud, 
for example in Red hat’s OpenShift PaaS. The Cognitive Service containers are still evolving technology 
and it still needs major development in the field of security, load balancing as well as trusted connections.

The evolution of virtualization is going to continue for several years since it has found its application 
in almost every field of technology and most important field is cloud computing and mobile devices, its 
evolution has led to the new use-cases for smart phones. As mentioned by Gartner, virtualization in smart 
phones will increase by 60% in upcoming years. Since virtualization can only solve the need for higher 
storage space in smart phones. Most advance operating systems contains high level of functionality, thus 
leading to poor security mess and virtualization solves this challenge, for instance, the virtualization 
provides better security by partitions. There are several challenges encountered in cloud computing and 
distributed applications, few common risks involve virus and malware attacks, intentional attacks, man 
in the middle attack. The most important challenges would be:

• Data Breach: Since large amount of medical data is stored in the cloud, hackers will try to make 
the most of confidential data. This could be resolved by implementing security controls and de-
ploy encryption to secure confidential data.

• Network security: Sometime the leakage of confidential medical data may occur during inter-
connection of devices in a network, to avoid this, reliable transmission protocol such as TCP 
(Transmission Control Protocol) and effective network encryption for secure traffic network.

Figure 9. Microsoft Machine Learning Server for predictive service which can be used for Healthcare
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• Denial of Service attacks: It overpower the resources in your cloud services so that users in your 
cloud services cannot to connect to applications as well as services. This type of attack is more 
common in in a distributed computing condition.

In-order to prevent this attack, one can deploy honeypot tools which monitors and alerts if DoS at-
tacks occurs. Maintaining better security policies which provides better security of data in a network. The 
importance of providing Multi-factor authentication should emphasized and aggrandized, for instance, 
OTP and mobile code can secure data from unauthorized access. Encryption of confidential data as well 
cloud backups of data is encouraged. Software-defined WAN has gained major importance since it is a 
game changer for healthcare industry. The main benefits include easy-to-deploy architecture enabling 
healthcare organisations to deploy over-the-top of any existing networking infrastructure regardless 
of location. Integrating SD-WAN enhances any clinic to quickly as well as seamlessly gain access to 
those applications. However, SD-WAN needs a thorough understanding since it dynamically changes 
often, for instance, several benefits could be attained by integrating SD-WAN with the medical sector 
that drives the technology. Though there are certain difficulties, certain developing countries like India, 
Malaysia, Ghana and South Africa witnessed to improve the healthcare with the SD-WAN technology. 
To enhance the outcomes of the patients, SD-WAN embraces with the healthcare that forms a great 
answer to all healthcare organisations. The interaction among the patients, doctors through the internet 
to the cloud. This process starts with the patients and their visit to the doctor who makes a verification 
of the patient’s details in the e-Health (Cloud) system. The doctor analysis the patient’s health with the 
details provided and offers certain medicine for their health with the possible medication. Through this 
system the interactions could be very soon, and the details of the patients could once again be updated 
in the SD-WAN. In the world of healthcare SD-WAN is said to be an emerging technology and seems 
to be very effective when compared to the current health systems.

Google has developed several applications for healthcare and brining all health-related information 
into their search engine and similar to their mission which is to organize the world’s important informa-
tion such a way that it can be accessed for useful purposes. Google make use of these channels to gather 
image data:

• Google Web browser Search
• Web crawling
• Website analytics

In a recent development of Google’s announcement in smart display for healthcare applications, a 
disputable feature which watches the users continuously, this feature is known as Face Match brought 
by Google Nest Hub Max which employs smart display front-facing camera for providing enhanced 
security during real-time video calls. This Face Match collects photos, texts as well as calendar details, 
the reason for gathering these data so that it provides faster recognition. However, this image collection 
may sound normal for consumers but in the aspect of privacy, Google collects, stores, analyses these 
gathered image and confidential information present in the images are prone to certain hacking. The 
Google Nest Hub Max assists several user profiles through fingerprint log-in. Google’s Face Match enables 
to create face framework and it’s faster than manual log-in. Google provided a statement in defence to 
this controversial feature, stating that face image data are stored as well as processed on Nest Hub Max 
and sometimes retrieves facial data image to aggrandise product experience. Google stated that facial 
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image data stored in cloud storage will be deleted after processing. Other companies consist of privacy 
policies to certain degree, however, if a user allows to collect and process then it will be stored in cloud 
in one capacity or another. For effective data transfer in healthcare, among the various existing routing 
protocols, Destination-Sequenced Distance Vector was introduced which prevents loop free by employing 
the concept of sequence numbers. The concept of sequence numbers is assigned to each route along with 
the recent sequence number. This protocol was introduced for MANETs with extra features which lessen 
traffic minimisation. The forwarding tables consists of entries for all the nodes which are reachable in a 
system. Ad-hoc On-Demand Distance Vector Routing is the enhanced version of Destination-Sequenced 
Distance Vector which allows forwarding tables to reach as well as users for discovery of fresh active 
destination users. Another algorithm is loop-free path-finding which maintains loop-free routing tables 
and updates routing tables frequently based on the topological as well as link-cost. However, employing 
techniques such as maximum hop count, spilt horizon, route poisoning, Hold-down Timers can aggran-
dise routing protocols such a way making the protocols loop-free and effective.

For enhancing security for healthcare related images and sensitive information, HIPAA encryption 
requirements must be followed, hence GPG encryption is a well-suited encryption for this purpose. 
The GPG produces random numbers and GPG needs entropy to do this, therefore the system must be 
kept busy while generating a keypair during keypair generation. The system will be busy and providing 
random number generator enough entropy to produce a random number. If your system display error 
stating the need for more random bytes, it means that your system needs more entropy to produce the 
keypair, therefore open a new shell session and install rng-utils. Generally, the source for the entropy 
could be hardware RNG device and the entropy sink could be a kernel entropy pool which is employed 
for generation of keypair. GPG can support these asymmetric encryption algorithms: RSA, ELGAMAL 
as well as Digital Signature Algorithm. For RSA it needs to be between 1024 to 4096 bits, ELGAMAL 
needs key length from 1024 to 4096 bits while digital Signature Algorithm needs 1024, 2048 as well as 
3072-bit. It employs SHA1, SHA256, and SHA512.

When a healthcare organization expands, the network must support the healthcare organization, there-
fore the original network plan should contain techniques from upgrading the original network. In certain 
case, the healthcare organization may need to include several network hardware devices, of different 
quality, from different manufacturers, as well as different network connection technologies, to connect 
fresh patients. Whenever, a fresh component is included in a network, it may degrade the quality of the 
network too, therefore the network should be designed with utmost care. It best recommended to include 
managed service provider when designing a network. Before designing a network, the on-site technician 
should perform a site survey to determine the where network equipment can be installed in the network.

The number of clients as well as how many network users, printers, and company servers will the 
network types support should be determined, Generally, we should obtain how many users will be 
included in the next 12 months as well as how many network servers the network has to contain. For 
wired plus Wireless Local Area Network, a wireless-only network (802.11x) can be employed. A high-
speed Internet connection DSL router should be employed for faster internet connectivity. The need for 
specific applications such as voice as well as video need extra network device configuration as well as 
fresh ISP services.

As soon as the network is connected to the Internet, it opens physical links which consists of more 
than 50,000 unknown networks as well as all their unknown users. Therefore, Integrated Services Rout-
ers (ISR) should include firewall and other capabilities.
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In artificial intelligence, the evolutionary algorithms by Darwin which are dependent on survival of 
the fittest principle can be considered as optimization techniques. The Darwin’s theory states that the 
fittest individuals in nature have more chance to survive. Similarly, in evolutionary algorithms, there are 
various disciplines present like Evolutionary programming, Evolution strategies, Genetic programming, 
Different evolution and Genetic algorithms. All the techniques share alike characteristics like variation 
and selection operators for solving problems but have been independently developed. The evolutionary 
algorithms are divided based on the solution representation. Swarm intelligence algorithms is another 
technique which is gaining more popularity in multi-modality. In optimization theory, No Free Lunch 
theorem was developed and widely employed and well-developed theorem. According to this theorem, 
every algorithm is equal over a set of possible functions. None of the algorithms could be considered as 
superior according to this theorem. This theorem is applied only to the finite search spaces however it is 
not known that the theorem could be applied to the infinite search spaces. The search algorithms could 
be applied to all finite search spaces with the computer implementations. Swarm Intelligence (SI) is 
concentrated on the insect behaviour that develops meta-heuristics with the finding abilities of the insects. 
This interaction among insects is in the form of the collective Intelligence among the insect colonies. 
This communication system among the insects could be a solution for many scientific problems. Among 
the global Optimization problems there are many SI algorithms in the history. Function optimization 
introduced by (Damodaram, R. and Valarmathi, M. L. (2012)) and many other applications such as 
determining the optimal routes (De Leon, D. (2012). scheduling Deb, K. (2014), data processing in the 
field of biomedical and classification (Deb, K., Pratap, A., Agarwal, S., and Meyarivan, T. (2002)), image 
and data analysis (Deb, K., Pratap, A., and Meyarivan, T. (2001)), and many more utilizes the swarm 
optimization computational modeling inspired by the natural behaviour of swarms. Several other more 
applications developed have received its inspiration from the natural behaviour of various species. Many 
biologists have received their inspiration from these ant colonies, and it had motivated the researchers 
to develop the algorithm based on the ant colony named as the ant colony inspired algorithm. Several 
algorithms such as clustering and continuous optimization as well as the static and dynamic combinato-
rial optimization have been developed by the ant metaphor. These developed algorithm shows several 
similarities based on the ant colony in the nature and they have several advantages during their mecha-
nism by allowing the entire colonies to survive effectively during the evolutionary process (Eberhart, R. 
C. and Shi, Y. (2001).). The collective behaviour of the insects works with the two effective examples 
such as the Cemetery formation and brood sorting. Hunting the prey, predator and prey interaction etc, 
has been the other behaviour of ants observed. The nature could be better understood, and it could be 
better by finding the underlying mechanism with the replication of behaviour of the insects. Moreover, 
we could determine the effective techniques if these natural insect behaviours are applied in the field of 
computer science. Searching, data mining and experimental analysis in data could be best achieved by 
implementing the clustering and sorting model of insects in the computer science.

CONCLUSION

The advancements in healthcare are not implemented in developing countries because of the poor health-
care infrastructure. The solution for this problem is integrate health sensing devices with portable devices 
such as smart phones and deploy them in the cloud. By following this technique, poor people can make 
use of healthcare by employing smart phones which are cheap these days. Deep learning can be explored 
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more in image registration, which can yield interesting results. There are few interesting works which 
focus on predicting results from the image and other approaches deploy reinforcement learning-based 
methods for image registration as on optimal control problem. Several advantages can be derived by 
integrating deep networks for learning representations with registration approaches.

Recent deep learning publications focus on computer-aided diagnosis which is gaining more atten-
tion. We predict that simple deep learning tasks that work effectively in a high workload for healthcare 
doctors will be given priority. However, for advance diagnoses, current deep learning methods which 
predict results are not suited for this purpose.
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ABSTRACT

Artificial intelligence (AI) in medical imaging is one of the most innovative healthcare applications. 
The work is mainly concentrated on certain regions of the human body that include neuroradiology, 
cardiovascular, abdomen, lung/thorax, breast, musculoskeletal injuries, etc. A perspective skill could 
be obtained from the increased amount of data and a range of possible options could be obtained from 
the AI though they are difficult to detect with the human eye. Experts, who occupy as a spearhead in 
the field of medicine in the digital era, could gather the information of the AI into healthcare. But the 
field of radiology includes many considerations such as diagnostic communication, medical judgment, 
policymaking, quality assurance, considering patient desire and values, etc. Through AI, doctors could 
easily gain the multidisciplinary clinical platform with more efficiency and execute the value-added task.

INTRODUCTION

AI plays a vital role in the field of medical imaging systems that deal with the interpretation, image 
processing, data mining, data storage, diagnosis, image acquisition and many more applications. Several 
techniques are involved in the field of AI, which refers to the field of computer science that makes the 
system to perform the task without the necessity of human intelligence by the integration of several 
technologies. A sub-branch of AI is said to be the Machine Learning (ML) technology, which involves 
the system to learn from the occurred data that does not need any explicit programming applied in the 
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field of imaging. An example of AI stages undergone throughout the entire medical imaging system is 
shown in figure1. 

Certain industries should learn from certain platforms that follow their rule in order to maintain their 
person’s safety (e.g. Aviation). Therefore, continuous improvements should be met by the organizations, 
which are found to be the key for maintaining the reliability in healthcare. This roadmap is followed 
and being experimented with the Stanford University Hospital, Thedacare and Stanford Children’s. This 
manages and leads several ways by applying several principles and tools, which were operated in the 
field of healthcare manufacturing process. This relies on dealing with everyday problem by relying the 
development of frontline staff and then the frontline worker gets connected with their purpose of the 
organization(Sharma et al. 2018).

Highly reliable playbook had been designed as a principle that becomes an outcome for the field of 
Indian health care organizations with the quality and the cost problems in the clinic and in the hospi-
tals. At last, the cost effective with the safest system could be the result for every person. The question 
arises whether the health care system could be more reliable than the airline industry? In recent years, 
stakeholders, payers, providers and healthcare consumers have demanded better business outcomes and 
patients care by achieving better reliable performances and organization status. This industry should catch 
with other consumer-based industries and invest with several efforts and resources that could maintain 
a solid track to get operated with the reliable organization model to enhance the patient’s care outcomes 
and business result performance as shown in table 1.

For the practical application, deep learning methodologies are not gullible for the practical plat-
forms but theoretically, they have higher performance criteria of the simple machine learning networks. 
Computer-Aided Diagnosis and detection (CAD) are found to be very familiar among the radiologists 
from the year 1960 that could be used in the examination of chest x-ray and mammography applications. 
At a higher-end level with superior decision making and functionality, AI could be used at a wide range 
to make effective usage of the computational resources. An overview of AI, ML and DL are shown in 
figure 2. This chapter provides a basic use case for artificial intelligence in the imaging world, and how 
can AI tools amend workflows to advance the detection and diagnosis of potentially fatal conditions?

Figure 1. Stages underwent through the medical imaging process through Artificial Intelligence
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WHY DEVELOP USE CASES?

(Wolterink et al. 2016). Another question arises as a fact of finding all those pathological situations and 
conditions, “Is it necessary to deal with that particular case and forms as a worthy solution while it is 
has been solved?”

If the AI algorithm is just used to train a computer in detecting the fingers of a hand from the radio-
graph, then it tends to become unworthy (Vinge, 1993). An alternative for this system would be to use 
the narrow AI system, which deals in identifying every minute scaphoid bone from the hand, thereby 
helping the radiologist in determining any sort of miniature fractures. The classification and segmenta-

Table 1. High Reliability principles for Healthcare

Important principles Care takers behaviour Examples

Failed preoccupations Attitude Physicians and other health care professionals marking the 
correct surgical site

Operational sensitivity System based value practices
Maintaining a good record of the team with the incoming 
and outgoing information and their present situation status 
to enhance the accuracy of the team

Simplification disinclination Meta-cognitive skills Patients admitted at the critical situation and the fellow 
residents should know their roles and responsibilities

Determination for the organization Emotional Intelligence and 
assertion

Nurses have the right to promote their advice to the 
physician regarding their allergies or any other physical 
information, which they might have known before.

Respect the relevant and the qualified 
experts Competency skills and leadership

Patient’s healthcare should be monitored at the regular 
basis by the nurse who had been promoted to monitor their 
regular activities.

Figure 2. Overview of Artificial Intelligence, Machine Learning and Deep learning
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tion process should be integrated with the original part of the system as shown in figure 3, so that the 
initial workflow of the radiologists’ armamentarium will not be disturbed. The algorithm developed 
will be clinically accepted and integrated with the standard workflow only it promotes added value to 
the patient’s care.

USE CASES

Detection of Cardiovascular Anomalies

Detection of disease related to the cardiovascular system could be easily identified by observing vari-
ous structures of heart, which can be treated with the normal medicines or through surgery (Chopra and 
White, 2011). Taking x-rays is the most commonly preferred imaging test, which helps the radiologist 
or the doctors to make the decision quickly with less diagnosis error at certain times. According to 
American College of Radiology Data Science Institute ACR DSI, “the first imaging system preferred 
for the patients coming with the shortness and difficulties in breathing will be suggested to examine 
with the chest radiograph”. Cardiomegaly is considered to be the medical situation in which the heart 
is inflated or enlarged. This condition may vary from person to person. The situation could also lead to 
high blood pressure. Chest radiography is used as an initial tool in determining this situation and also it 
is accepted to be a quick visual assessment done by the radiologist. But in certain cases, this technique 
is found to be inaccurate.

Figure 3. Schematic representation of the AI imaging value chain based on the imaging value chain
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AI plays a role in obtaining left atrial enlargement that refers to the left atrium dilation, which occurs 
due to multiple disease states and also increases the pressure of the left atrium desperately. These include 
valvular heart disease, cardiomyopathies, congestive cardiac failure and congenital cardiac faults. AI 
focuses to obtain the enlargement region from the chest x-rays thereby promoting relevant treatment 
for the patients suffering from cardiac and certain other pulmonary problems (Turing, 1950). Applying 
AI to imaging data helps in detecting carina angle measurement, aortic valve analysis and pulmonary 
artery diameter automatically. AI tools could also be used to determine the muscle thickening in the left 
ventricle wall and it also monitors the blood flow rate from the expansion of synergetic arteries.

This automated process could also avoid certain diagnosis errors, save the interpretation time of the 
doctors and provide a structured quantitative data through the automated flow quantization of pulmonary 
arteries that could be further used for the future studies and risk lamination schemes (Giliker, 2011). 
Data are produced in the form of computerized reports that could be saved and later on considered for 
the verification process thereby saving the human efforts and time. 

Figure 4. Role of AI in the cardiovascular medicine (Johnson et al. 2018) 
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Use of AI in Several Cardiovascular Imaging Modalities

Echocardiography is the highly portable and affordable that is said to be a necessary tool in the clinical 
cardiovascular imaging toolbox (Krittanawong, Zhang, Wang, Aydar and Kitai, 2017). However, the 
system is completely dependent on the operator and the process from data acquisition till the complete 
workflow is an elongated process as shown in figure 4. Machine learning techniques could speed up the 
reporting rate thereby enhancing the accuracy and also interprets digital ‘assistance’ for promoting echo 
images. In the year 1970, patients suffering from ‘idiopathic hypertrophic sub aortic stenosis’, mitral 
valve prolapse and mitral stenosis had undergone M-mode image investigation with Fourier analysis 
that automates the image classification process from the normal one. Currently, the advancement in 
echocardiogram with the diagnosis and segmentation had enhance the reproducibility and feasibility 
of real-time full-volume 3D transthoracic echocardiography to automatically measure the volumes and 
function of both atrial fibrillation and sinus rhythm. The above method also includes the automatic 
segmentation of left and right atrial and ventricular parameters that is said to be hasty and simple and 
also adapted by various vendors (King, 2018).

Computed Tomography (CT) is used in the detection of coronary artery disease (CAD) and also helps 
in analyzing the entire anatomy of heart. Coronary atherosclerosis is a condition that affects the arteries, 
which supply blood to the heart. CAD could be determined with certain techniques that include coronary 
CT angiography (CCTA that uses an iodine-containing contrast material and CT scan to determine the 
narrowing of arteries) and Coronary artery calcium scoring (CACS that evaluates the amount of calcium 
deposit in the valves of the artery muscles). According to Wolterink et al. the dose of the radiation usage 
could be highly reduced for the CACS process if convolutional neural network (CNN) has been trained 
thereby reducing the noise factor. Machine Learning also advances the appraisal of coronary calcium 
and atherosclerotic plaque (plaque deposit is said to be made of cholesterol that builds up in the wall of 
arteries). Manual analysis of such disease is said to be a burden and time-consuming and hence it is not 
practical for the clinical process. With the supervised learning process, CAC could be directly identified 
and the recurrent CNN could be trained to perform the entire automated analysis with high accuracy when 
compared to the manual segmentations. Once the plaques are detected then machine learning process 
could be used for detailed analysis with the help of radiomic techniques (Maes, Collignon, Vandermeulen, 
Marchal and Suetens, 1997). Radiomics deals with the process of supervised machine learning, which 
includes the extraction of radiology image features in a large amount and classifies them subsequently 
in order to obtain predictive performance and diagnosis. Therefore, radiomics is also termed as texture 
analysis (TA) that leverage interpixel relationship among the radiographical images by quantifying them.

Machine learning algorithm could also be used for the detection of stenosis, which is considered to 
be hemodynamically significant (internal carotid artery peak systolic velocity is greater than 125 cm/
sec). This is due to the fact that the specificity of CCTA is small by using visual examination. Deep 
Learning techniques could also be used with the CCTA scan images for analyzing the left ventricle (LV) 
myocardium for the patients suffering from coronary artery stenosis (Zreik et al.). With the multiscale 
convolutional neural network (CNN), segmentation process is carried out in LV myocardium by sub-
sequently encoding it with the unsupervised convolutional auto encoder (CAE). Since LV myocardium 
region is divided in the form of spatially connected clusters and computed statistical encoding, support 
vector machine (SVM) classifier is used for classifying the patients with the extracted features.

Computational fluid dynamics (CFD) method could also be used for the amendment of significant 
CAD, which is said to be the workstation-based algorithm and it takes around 30-60 minutes for the 
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manual extraction of coronary tree. The accuracy of this approached had been improved with the trained 
method that uses 12,000 synthetic 3D coronary models of several anatomies and CAD degrees that 
computes the CT-FFR values based on CFD. Machine learning based approach had been used in training 
the coronary models with the CT-FFR application (Schier, 2018). This CT-FFR model is again trained 
with the Deep learning model that incorporates the extracted features from the coronary tree geometry.

AI has the capability to shift the Magnetic Resonance Imaging (MRI) to the next level. A novel 
method based on the cascade CNN for dynamic MRI reconstruction had been developed (Schlemper 
et al.). Cardiac MRI depends on the under-sampling scan time, however de-aliasing requires complex 
algorithm implementation for obtaining the resultant image. Current prevailing methods depend on the 
sparsity requirement and incoherence among the sparsity and sampling domains, which are known to 
have intense computation (Pluim, Maintz and Viergever, 2003). De-aliasing the images with the generic 
strategy could be done by deep learning methodology easily without any formulation rules.

Practically, AI methodology greatly adapts in dealing with the classification and segmentation pro-
cess in the medical imaging that has been widely adapted by the radiologist. Cardiac MRI had been 
greatly used and it also varies from patient to patient with the scanning time and also depends on several 
parameters, which enforce several challenges in the interpretation and also make necessity for the pre-
processing (Chen et al. 2018). Normalization, orientation alignment and bias correction are the common 
factors required by the AI algorithm before feeding the data into the tool. Quantitative measures are 
mainly evolved in retrieving the present diagnosis criteria, which gives a normal indication and variation 
among the normal and pathologic process obtained from several degrees of the body. These parameters 
are determined from the manual operators usually from the radiologist. Difficulties in the process au-
tomation arises due to the inconsistency of cardiac shape, basal and apical slices, inconsistency among 
several scanners and imbricate among the heart and the background with the noise and fuzzy margins.

Cardiac structures could be obtained by nuclear imaging techniques that includes single-photon emis-
sion computed tomography (SPECT) and positron emission tomography (PET) in case of CT imaging 
modalities that needs the ionizing radiation to obtain the structure of the heart and other surrounding 
membrane (Prior, Brunsden and Hildebolt, 2009). The evaluation of the diagnosis should be done with 
the lowest possible radiation so that it does not cause any harm to the human body. The proposed CNN 
techniques had not been used widely in the field of medical imaging, but it can work with the image 
that had been obtained with the low dose rate, which could be noisy and blurry at certain times. The 
diagnostic accuracy of SPECT myocardial perfusion imaging (MPI) could be enhanced with the machine 
learning approach that is still under study.

Detection of Musculoskeletal Injuries

Patients with any miniature fractures and musculoskeletal injuries may suffer from chronic pain if they 
are untreated and not quickly determined. The constrained mobility and hospitalized elderly persons 
will face a major problem of hip fractures, which are sustained for a long term and also very difficult to 
treat if they persist. Fractures, soft tissue injuries and certain dislocation are difficult to detect but with 
the AI this becomes simple to detect that helps the caretakers and surgeons to have more confident with 
their treatment prospects.

Fractures can sometimes be left and heralded when medical diagnosis is carried out for trauma 
related problem, while it’s imaging is considered to be a primary clinical concern. Example of trauma 
related image diagnosis problem with AI technology includes the analysis of cervical spine fractures 
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if the patient had been reported for neck and head trauma. Very delicate and exquisite variations in the 
human body abnormal could also be detected with the AI imaging tools, which is very difficult for the 
normal diagnostic tools to detect (Lee et al. 2018). This helps the doctor to make variations among the 
condition that requires surgery in case of perpetual instability. AI could also help provide safety measures 
for the patient suffering with hip joint pain in providing sufficient surgery treatment for the replacement 
(Tang et al. 2018). More that 4,00,000 total hip arthoplasties (THAs) having performed in a year and 
patience to arrive for the musculoskeletal radiology have to be there for about 100 examination per day 
for every annual follow-up exams. If the device used for the joint replacement has become stackened or 
the device does not react to tissues then the patients might need an extra orbitant and invasive altera-
tions. However, detecting abnormalities around the site could be quite challenging task. Detecting the 
abnormal trauma condition with the X-ray examination is not sufficient and it requires comparison with 
certain other progressive examinations and the delay. These examinations could also cause delay in the 
treatment of diseases.

Radiologist could also gain advantage in reducing the patient’s risk, false negative rate and also the 
medical legal risk with the involvement of AI tools. Patients under high risk situation could be segregated 
for high serum Cobalt levels and they are moved to MRI imaging for other supplementary analysis.

Neurological disorder disease identification and diagnosis: Amyotrophic lateral sclerosis (ALS) is 
said to be a serious nervous system disease that tends to weaken the muscle and also impact the physical 
condition. ALS is considered to be a death-dealing neurological situation for a patient and there is no 
cure for the disease to be treated (Rueckert et al. 1996). When such situation is identified at the earlier 
cases, then treatment could be provided for the disease to get controlled promoting long term tolerance.

It is necessary to define the situation among PLS and ALS. Primary lateral sclerosis (PLS) falls under 
the category of motor neuron disease, which makes the nerves among the brain to break down slowly. 
PLS also causes a heavy fragility among the voluntary muscles that helps in functioning of legs, hands 
and tongue. Through the proper analysis condition the depth of the disease could be identified. It is the 
work of the radiologist to identify whether the obtained lesions are pertinent or it simply imitates any 
other disease structure that leads to the false positive value, which is assumed to be the most happening 
cases in the field of radiology. In this chapter, the use cases of AI in several medical imaging modalities 
had been explained. Current articles promote the insight of AI integrated with the radiology and more 
than 50% of the articles deals with the data collected from the Computed Tomography (CT) and Mag-
netic Resonance Imaging (MRI). The application mainly concentrated on the cardiac, thoracic, trauma, 
muscle injuries and fractures and finally with the detection of breast cancer. Advances in technology 
arise day by day. An advancement from AI is said to be Machine Learning and other evolution deals 
with the Deep learning is the other evolving technology that is known to be a subset of machine learning 
in AI, which is composed of several networks capable of learning from the obtained data that may be 
unlabeled or unstructured (unsupervised).

Detecting new biomarkers is the main focus in current research area by enhancing the accuracy as 
well as the seed of the diagnosis. Recently valuation in motor cortex that includes Quantitative Sus-
ceptibility mapping (QSM) and manual segmentation consumes more time and also seems to be very 
challenging. Propitious biomarker in the imaging field could be developed by the automation of the 
above methodology with the machine learning techniques. The image relevant to ALS or PLS could be 
obtained by the machine learning algorithm very accurately with the clear indication of susceptible risk 
area provided in the form of a clear image. Efforts of the radiologist will also be reduced by automatic 
report generation thereby reducing the workflow.
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Indication of Thoracic Abnormalities and Condition

Quick actions are required for the patients suffering from pneumonia and pneumothorax, both are said 
to be the dangerous situation that may lead to death of the suffering. AI algorithm also helps in dealing 
with the prime target of certain diseases. If untreated, pneumonia inflames the air sacs in both the lungs 
with the infection caused with the filling of fluids, which can cause issues with the breathing and also 
leads to threaten the life (Holzinger, 2016). The condition of the lungs could be diagnosed for pneumonia 
with the radiology images and helps in differentiating the condition with the bronchitis. If the patient 
is already suffering from cystic fibrosis or malignancies then it will cause difficulty for the radiologist 
to detect the disease by reading the images. Therefore, conventional imaging methods tend to cause 
difficulties in analyzing pneumonia if the patient is already suffering from any sort of lung problems.

If little amount of pneumonia exceeds the dome of the chest below the diaphragm, then it will be 
necessary for the CT scan to be taken that could be difficult for the normal imaging techniques to identify, 
which could be avoided with the use of AI tools and algorithms (Ashburner, 2007). For effective and 
quickest treatment of diseases, AI algorithm promotes speed access to the x-ray images for evidence of 
opacities with the effective diagnosis of pneumonia (Mazura et al. 2012).

Pneumothorax is a condition that occurs when air leaks into the space among the chest walls and the 
lungs. The disease is caused mainly due to the penetrating chest injury (blunt) or certain lung infections 
that causes high risk to the patients, which can be identified with AI when the patients are suspected 
for the disease. This disease introduces air pockets among the chest and the lungs that could also lead 
to trauma or invasive interruption. This condition could be treated at the earlier stage but when left 
untreated could also lead to dangerous situation. AI helps in prioritizing the severity and the type of 
pneumothroaces that might require immediate treatment (Viceconti, Henney, Morley-Fletcher, 2016). 
The patients could also be monitored with the AI tools over time. The main advantage of AI in detecting 
pneumothoraces is that it helps in differentiating the size of the disease from the previous state. Ac-
cording to ACR DSI, “though several use cases are required for the Artificial Intelligence to be tested 
for its efficiency, it appears to be a confident tool in the field of medical imaging”. Disease that might 
to be difficult for the human eye to visualize could be easy for the AI tools in diagnosing and making 
decisions, leading to the betterment of treatment with injuries, diseases and certain other situations that 
may be cured when identified at earlier cases.

Detection of Breast Cancer

Medical imaging system could also be used to detect the colon and breast cancer so that it might be 
helpful for the radiologist to diagnose the disease at the earlier stage. Micro-calcification is a term that 
refers to the tiny deposits of calcium salt in the tissues that could make the imaging methodologies dif-
ficult for the radiologist to detect the tumor cells as malignant or benign. Sometimes the false negative 
results which meant that the disease is wrongly indicated or some missed malignancies would results in 
unnecessary invasive testing or worse diagnosis (Shin, Roth and Gao, 2011). According to ACR DSI, 
“Certain variation could occur due the interpretation of micro-calcifications done by the radiologists 
during the diagnosis period”. The most accurate method which uses quantitative imaging features and 
identifying the micro-calcification by its level could be AI. Thus, AI could decrease the rate of unneces-
sary non-cancerous biopsies.
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Promoting risk scores based on the spreading of tumor cells under the particular region of interest 
could promote informed decisions to get in progress with the treatment or testing. During the routine 
check for colorectal cancer, if polyps are identified (a small clump of cells that surrounds the lining of 
rectum or colon) during diagnosis, and then the patients could have a productive conversion with the 
doctors regarding the condition, as they might lead to cancer if left undetected.

CT colonography (CTC) promotes invasive structural examination at a minimum rate in the rectum 
and colon in order to detect the indication of polyps, high examination time rate could be taken by the 
inexperienced radiologist in detecting the traces of polyps, which might also left unidentified or missed 
traces. The accuracy of detection could be enhanced by the AI that reduces the medical legal risk and 
also the false positive rate for the radiologists. Malignant tumor could be identified easily with the AI 
technology, which could be treated for them from spreading to other cells. Extranodal extension (ECE) 
of cancers could be detected only during the surgery that has poor prognosis.

ECE could be identified with the potential algorithm at the earlier cases that does not lead to the 
surgery, thereby promoting betterment in the treatment lamination. Automatic detection and classifica-
tion of ECE could improve the radiotherapy targeting of nodal basins and also optimizes the treatment 
for post-operative imaging-detected nodal disease (Kohli, Summers and Geis, 2017). AI also helps in 
detecting cancer from several parts that include colorectal, head, neck, cervical and abdomen. The cancer 
outcomes with the minimized morbidity could be promoted by the AI approach, though the approach 
has not yet proven with the real-time outcomes.

The above mentioned use cases requires high understanding and study, in order to test the images 
with the AI tools though the medical images could be readily applied with the Artificial Intelligence. 
Decision making and diagnosis supplementary with AI offers the patients as well as the radiologist in 
having the clear visual insights of the injuries, diseases and conditions, which may be difficult to detect 
with the conventional tools.

Hidden Risks and Dangers

Development of AI products and their use in radiological practice is still in developing stage. In usage 
of machine learning based algorithms in medical imaging, the known and unknown risks are more. It is 
difficult to identify the problems in existing methods compared to the earlier methods with lack of basic 
knowledge in machine learning techniques (Clark et al. 2013). To understand the process and to conclude 
the process whether it is correct or wrong, one should have the basic knowledge on computer science, 
statistics and deep learning. This can also be compared with the basic medical physics knowledge of 
radiologists. For example, in MRI machines and MRI related studies, radiologist’s training is associated 
with physical principles so that the machine learning principles should also be considered in training.

Quality and Validation of Data

In training and testing of data in deep learning, there will be more amount of data needed. To order those 
data in an order, it consumes more computer power and it is labor oriented. Restoring and detecting 
the right data is not easy if it is not managed in good manner. Additionally, it also focuses on volume 
and technical quality of data which is carried out from earlier stage. While training the datasets, some 
abnormalities should be avoided which includes motion artifacts, image noise, beam hardening, partial 
voluming. For example, the algorithm will underachieve if it does not include the contrast phases in 
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detecting hepatocellular carcinoma in CT or MRI. The validation of supervised learning process will be 
based on gold standard (usually a diagnostic test or benchmark that is best available under reasonable 
condition). The algorithm depends on mainly on quality of the gold standard test but there is no complete 
standard for obtaining such gold standard.

Data Security and Privacy

Some privacy, security issues regarding management and interchange of patient-related data should 
not be rejected. Securing patient data is tedious but it should be highly confidential since more smart 
algorithms are there for mining patient information in database and used in mishandling for other mis-
chievous purposes or commercial earnings. The clients have the right to own their data and also have 
the power to make certain modifications, which is considered to be “privacy by design” law. Without 
an AI provider, hospital cannot share data spontaneously by giving patient ownership and control over 
data (Van Leemput, Maes, Vandermeulen and Suetens, 1999). The term confidentiality and privacy are 
related to one and another but they cannot be interchangeable. The right of individuals to have their 
control on their health data and information is referred to be ‘data privacy’. The accountability of the 
trusted data in maintaining privacy is considered to be ‘confidentiality’.

Ethics and AI

Still machine learning approach in medical imaging field is in the developing stage and it requires the 
complete knowledge of the radiologists and physicians regarding AI tools in the upcoming generation 
so that it will avoid the ethical challenges and also promotes awareness in implementing AI with health 
care. When the decisions made by the doctors are mistaken then there arises a question regarding, “Who 
will be responsible for dealing with the fault analysis?” “What if the doctor accepts the diagnosis report 
of a patient that has been produced as a false analysis?” “What if the machine makes life-threatening 
errors due to its malfunctions and causes the death of a patient?” With the help of autonomous AI-based 
systems, transformation could be made in the decision-making field that impacts both the doctors and 
the patients in knowing the disease earlier and also gaining sufficient treatment in the earlier stage (es-
pecially in the cancer diagnosis). The intelligent autonomous based system should be ahead above the 
conventional radiologist system that advances the suitable treatment offered to the patients. Three main 
categories dealing with the machine learning system based on the ethical issues:

• Ethics related to data
• Ethics related to algorithm
• Ethics related to practice

CONCLUSION

The question arises regarding, “Why the radiologist must consider the use cases of AI?” Generally, a 
computer science expert gains the basic knowledge in operating a machine and provides proper training 
for the computers to process images but still they do not have significant knowledge in selecting the 
relevant part for which the study is to be carried out. This knowledge will be completely obtained by the 
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radiologist. Without guidance it is difficult for the experts from the non-medical background to obtain the 
clinically relevant terms, which requires the detection of specified image findings, exact quantification 
of imaging biomarkers, determination and analysis of pathological situation or obtaining the changes 
occurred from the previous study.
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KEY TERMS AND DEFINITIONS

Ambient Assisted Living: AAL provides an effective IoT platform governed by artificial intelligence 
algorithms, thereby satisfying the reliability metric in monitoring patient’s health in their place of living 
in a safe manner. The AAL system includes activity monitoring of patients which is important for patient 
suffering from Alzheimer’s disease, bedsore, diabetes, and osteoarthritis.

Intelligent Information System: An intelligent information system is said to be the set of software 
and hardware that involves the skilled people for the process of decision making and co-ordination 
among the organization.

Machine Learning: A sub-branch of AI is said to be the Machine Learning (ML) technology, which 
involves the system to learn from the occurred data that does not need any explicit programming applied 
in the field of imaging.

Rational Decision Making: Rational decision making is said to be a crucial process unlike several 
other sectors, which offers certain provisions to the community.
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ABSTRACT

Electronic health records (EHR) have been adopted in many countries as they tend to play a major 
role in the healthcare systems. This is due to the fact that the high quality of data could be achieved at 
a very low cost. EHR is a platform where the data are stored digitally and the users could access and 
exchange data in a secured manner. The main objective of this chapter is to summarize recent develop-
ment in wearable sensors integrated with the internet of things (IoT) system and their application to 
monitor patients with chronic disease and older people in their homes and community. The records are 
transmitted digitally through wireless communication devices through gateways and stored in the cloud 
computing environment.
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INTRODUCTION

Healthcare system faces tremendous challenges but with the developments made in the healthcare 
systems, many residents are living a healthy and safe life with the normal health condition in many 
industrialized countries. Several people around the world face severe health condition, among them 
285 million visually-impaired persons are also living worldwide, says the World Health Organization 
(WHO). Though the healthcare reform with their monitoring facility hasn’t yet reached many people, 
within a few upcoming years 32 million newly insured people who face severe trauma also tend to use 
this facility and they could also gain their maximum benefits. According to the information of the World 
report on disability, more than one billion people are found to have a certain disability with 150 million 
schools that are operated to train the disabled children (Renier and De Volder, 2010).

Body-wearable sensor network has increased due to the development made in the wearable embedded 
system technologies with the remote monitoring of human activities and health (Perkins, Da and Royer 
2000). This system improves the quality of life by promoting the promising solution that smooth the 
progress of independent living and even save people from sudden risk (Intanagonwiwa, Govindan, Estrin, 
Heidemann and Silva 2003). Daily physical activities and exercises are all monitored with the simple 
smart phones fixed with the motion sensors or with the help of pedometers. Numerous benefits are gained 
by the use of wearable devices within the home as well as the community. The long term monitoring of 
patient health with the gathering of physiological data could lead to the improvement in diagnosing and 
treating the heart patients (Manjeshwar and Agarwal, 2001). Through this technology, the drawbacks 
of the available technology could be neglected that includes the recording of rare occurring instances in 
the diagnosis. Patients suffering from motion disorder also have a huge impact on clinical management 
in-home monitoring. For instance, the severity of rigidity, bradykinesia, akinesia, and dyskinesia could 
be avoided by monitoring the symptoms of Parkinsonian disease and thereby facilitating medication 
titration (Gietzelt, Wolf, Haux, 2011). It is necessary to provide field monitoring to the patients suffer-
ing from Parkinson disease. But certain technical limitations tend to stop the methodologies adopted 
by the clinical applications. From the year of 1990, researchers tend to work hard in implementing a 
technology adapted towards the growth of in-home monitoring of patients through wireless technology 
and e-textile methods (Malhotra, 2005). For these technologies, small sensors with the operating systems 
dedicated to the miniature-sized devices available with low-power radios had been developed with the 
sensor network. So many miniature-sized devices are used today and they also create a huge impact with 
the growing technologies. Generally, the people with disabilities are categorized with these groups: 1) 
Mobility impairments - persons, who do not have to ability to interact with the physical world, manipulate 
the object and they cannot move freely. 2) Visual impairments – People with low vision ability or they 
could not view anything (Sánchez and Elías, 2007). 3) Hearing impairments – People who face difficulty 
in detecting the sound and they could adapt only sign languages. 4) Cognitive impairments: People suf-
fering from dyslexia, dementia, autism etc. Such people face difficulty in learning, understanding and 
gaining knowledge and also lacks with their perception. Many changes had been determined in the past 
decades for helping the disabled people of our society. Moreover, these standards and legislations bought 
had made many changes with the discrimination made against the disabled people to participate entirely 
with their education, community and employment (Heinzelman, Chandrakasan and Balakrishnan, 2000). 
Several sensor-based devices have been developed to help disabled people, thereby making their lives 
easier. This could be termed as the assistive technology, which guides the disable people in meeting 
their social aspects. This technology does not tend to operate by its own; rather it requires the consider-
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ation of a human. The impact or the outcomes of an assistive device should allow the measurement of 
making a betterment quality of life with the patient and make an impact on the technology used among 
the community of disabled people (Suresh, Udendhran and Balamurgan, 2019). Clinical processes are 
categorized with a high degree of communication among the caretakers and the particular patient. This 
could be highly possible with the integration of the information system that could have a rapid infor-
mation flow from the patient locality to the doctors or the caretakers (Tapu, Mocanu, Tapu, 2014). Yet 
there is a lag in these kinds of information system and the requirement to develop them is blooming in 
these areas. This chapter deals with several sensors based technologies involved in helping the disabled 
people and also for monitoring the patient’s healthcare. Moreover, machine learning techniques that 
are involved in dealing with progress could also be discussed. The main objective of this chapter is to 
promote an idea regarding the sensor-based health monitoring devices with the technologies adopted 
by the system and the way these devices are integrated into an IoT environment with the cloud-based 
storage (Hoang and Chen, 2010).

BACKGROUND

Wearable system with the miniature-sized sensor with the microcontroller-based electronic device plays 
a significant role in today’s technology. The problem arises with the sensing technology is due to the 
data transmission and gathering by the small-sized sensor and an electronic circuit that causes difficulty 
for adapting to a long-term monitoring environment. Recent advancement had made a way, by adding 
up with amplification circuits, radio transmissions and advanced in microcontroller functions.

The circuit allows the system to gather the physiological data and transmit them wirelessly with a 
low-power radio to the data logger system. Micro Electro Mechanical System (MEMS) is the advance-
ment in developing miniature-sized inertial sensors, which had been widely adopted in health status 
monitoring and motor activity systems. The reduction in the size of the sensor could be achieved by the 
batch fabrication process and techniques. Microelectronics tends to achieve an integrated System-on-
Chip facility by adding microprocessor and other radio communication devices under a single circuit 
(Sichitiu, 2004).

E-textile is another advancement that had been bought with the sensing systems and circuits into 
garments. The electrodes could be weaved into the garments of the users at the appropriate positions 
(electrocardiograph and electromyograph) and gather data by printing conductive elastomeric-based 
components on the fabric and sense the resistance to stretch associated by the fabric while the subject 
is making some actions (Akyildiz, Su, Senkorasubramanioam and Cayirci, 2002). Advancement in 
weaving garments with electrodes could improve the technology to print the entire circuit board onto a 
fabric. Sensor networks integrated with the wireless communication protocols could be limited body-
worn or integrated body-worn with ambient sensors. This body-worn sensor system is also known as 
a body sensor network previously, was composed of several wires for transmitting data that should be 
necessarily placed into the pocket of the user (Antiochia, Lavagnini, and Magno, 2004). Moreover, this 
system made a huge disadvantage for not making a long-term monitoring system. This had been fur-
ther advanced with the advancement of Bluetooth, IEEE 802.15.4/ZigBee and other tethering systems. 
Standard IEEE 802.15.4/ZigBee based on the Ultra-wide-band (UWB) impulse radio is said to be a 
high data rate sensor network, which consumes less power and also low in cost. It also produces high 
accuracy with the location estimation. Many monitoring application requires the gathered data to be sent 
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to the hospital server of the nearby locality for analysis. Smart phones and personal computer forms an 
information gateway serves this purpose. Many developed countries have already achieved universal 
broadband connectivity. The monitored data could be communicated from the personal computer or 
smart phones through the internet (Asada et al. 2003). The patient could also be monitored outside the 
home environment with the mobile communication standards (4G and 5G) that promotes pervasive and 
continuous healthcare monitoring facility. Monitoring through smart phones has a huge impact due to 
the growth of market value and it seems to grow annually with 220 million units shipped by the year 
2010 (Rao, Sundararaman, Parthasarathi and Dhatri, 2010). Due to their “ready to use” platform, smart 
phones are generally preferred when compared to the traditional data loggers. Mobiles could also be used 
as an information processing units that are integrated with the GPS tracking system that determines the 
location of the patients in case of emergency situations. The storage could be done in the cloud-based 
platform (Udendhran, 2017).

Sensium is another low power sensor interface that could also be used for monitoring the health of 
the patients. Several parameters such as heart rate, skin moisture, temperature, regular energy disburse-
ment etc, could be monitored by using smart bands fitted with the appropriate sensors. This usage of 
wearable devices helps in enhancing the diversity of the system. Moreover, this system should also be 
sufficient and suitable for the users. Monitoring physical body is necessary and this also envelops the use 
of wearable devices by storing and processing the data collected by those devices. The connection is also 
made among the mobile and the home appliance devices that could disable the TV remote if sufficient 
user does not perform any activity for a period of time (Li et al. 2005). This activity performance is 
monitored by accelerometers and through this progress; the health of the human body could be increased. 
Photoplethysmographic sensor implemented in the form of a ring could be capable of providing the data 
related to the heartbeat rate and also the oxygen content in the blood and the data is transmitted to the 
base station wirelessly (Miao, Djouani, Kurien and Noel, 2012). Moreover, this sensor is also fitted as 
the earpiece and positioned around the outer ear that consists of light-emitting diodes. In-ear sensors 
are capable of transmitting the heart rate data that could be enhanced in the future for monitoring the 
oxygen content in the blood.

Figure 1. Block diagram of biological sensor system
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HUMAN HEALTHCARE MONITORING SYSTEM

A lot of research activities are going on in the field of human health monitoring facilities and the globally 
considered parts are as follows: 1) type of sensor used 2) suitable wireless protocol to be employed for the 
transmission 3) considered health parameter to be monitored 4) Methodology to determine and extract 
the important features 5) development of light-weight, powerful and low-cost sensor modes 6) ability to 
get connected with the mobile devices 7) does not provide any difficulties for the system configuration 
and implementing them with the human body. A simple block diagram of biological system is shown in 
figure 1 and sensor-based data sources and their properties are shown in Figure 2.

Figure 2. Sensor-based data sources and properties (Marschollek et al. 2012)
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The processor collects the raw data from the sensor and then they are displayed and stored based on 
the users’ decision. Normal people use these wearable devices during their regular activities while run-
ning, walking and jogging and the measured parametric values are displayed from the sensors. With the 
help of the wireless data transmitting facility, the data could be transmitted to the central station with 
the help of the transceiver (Karl and Willig, 2003). Most of the data retrieved from the sensor could be 
processed and displayed in the graphical format and based on the complexity the results could be acces-
sible from the remote places through the possible websites. Certain physiological parameters such as the 
heart rate, body temperature, sugar level, blood pressure etc, could be monitored with sufficient sensing 
technologies. Several sensors that are used to determine the human body parameters are as follows:

Accelerometers

Several motion sensors deployed with smart phones and pedometers are the most widely used devices 
to continuously monitor the activities of the patients during their regular physical workout. Sensium is 
said to be the ultra low power sensor that is incorporated with the smart band aims to work well with 
the medical health monitoring systems. Several metrics that includes skin moisture, energy expenditure, 
body temperature, heart rate and other vital human signs could be measured by the smart band-aids. Fitbit 
and BodyBugg are the other technologies that come to wearable devices. But due to the discomforts and 
misplacement of sensors, these technologies find limitations in the pervasive computing society. For 
the optimal validity of data, work is required to overcome several challenges. Ignoring these challenges 
could lead to false physical activity recording and interfaces.

Considering these limitations, accelerometers finds a scope that consumes less power and could be 
implemented easily and also present in several devices. They consume very low power and yield excel-
lent performances. Accelerometers had already been implemented with animals such as rats (Chang, 
Hightower and Kveton, 2009) and cheetahs (Link, 2010) to study their movements and also their be-
havioral patterns. There are 4 major reasons for the implementation of these devices and determining 
the position of the human body.

Adaptability and Usability- Based on the lifestyle, clothing and activities undertaken by the users, 
the pervasive monitoring systems must have the capacity to adapt to the varying location. This system 
promotes a pathway for the software developers for designing smart devices that can adapt to the sur-
rounding environment. Automatic device localization permits smart phones to automatically adapt to the 
user’s requirements. Based on the configuration and their usage the system should adapt to that particular 
circumstance. For instance, if the smart phone is mounted by the user to their left arm position, then it 
could activate the cardiac workout mode.

Accurateness- The patient’s conditional that include ultraviolet exposure, skin moisture and temperature 
are all determined by the Wearable non-intrusive embedded systems and their functioning greatly depends 
on the accurate placement of the position of the sensor. If the temperature of the body is determined then 
each body parts shows a varying temperature such as oral (33°C - 38°C), Rectal (34.5°C - 38°C) and 
Ear (35.5°C - 38°C). For the accurate hypothesis, the sensor should be placed on the particular region 
of the body as it may vary based on the different body location. This could misguide the caretakers or 
the clinicians due to the variation in data.

Communication Optimization- Another wireless communication technology includes Intrabody com-
munication (IBC) that utilizes the human body as a transmission medium (Naik, Singh and Le, 2010). 
There are two different categories under this technology: electric-field IBC (Miluzzo, Zheng, Fodor and 
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Campbell, 2008) and wave-guide IBC (Shah et al. 2008). If the body-wearable sensor networks rely on 
the human body as the transmission medium then it finds a great advantage among the research field, 
but environmental factors and its effect has huge impalpable than the effect it has with the human body. 
Moreover, the human body also has certain deviation with the performance of the radio transceivers. 
This effect may also cause a heavy deterioration with the on-body and off-body communication systems 
performance (Wegmueller, 2007) (Xu, Zhu and Yuan, 2011). According to the quality of the channel, 
the communication power of the wireless device will be controlled by the automatic body localization 
that could have compensation with the negative impact of the body.

Accuracy- The correct orientation and the placement of the motion sensors is highly required for the 
optimal operation of motion and energy expenditure that includes gyros and accelerometers (Misra, Dias 
Thomasinous, 2010). The relation among the device placement and the accuracy could be determined 
by the position of pedometer that could be fitted to any parts of the human body other than the waist, 
as the movement of the users will be projected with variations on the accelerometer. Table 1 shows the 
location of the pedometer having a greater impact with the step count and error estimation.

It is observed that a simple dynamic threshold control technique could have a greater impact on the 
accuracy of the pedometer. Energy expenditure estimation through motion sensing is the other impact 
where the produced accuracy depends on the proper classification of the movement types done by the 
patients and the accelerometer position on the human body. Accuracy of the activity detection highly 
reduces when the patient wears the accelerometer in the foot instead of waist. This is due to the tun-
ing of the device based on the waist motions. This could lead to overestimation or under-estimation of 
patient’s calorie value.

One of the most commonly used motion sensors is the accelerometer that could be used in several 
applications such as game controlling, activity discovery, fall detection, device orientation etc. This 
system could be integrated with the machine learning algorithm that could be comprised of 2 phases: 
unsupervised activity discovery and supervised location estimation. According to (Vahdatpour, 2011), 
the unsupervised technique discovers the activity based on the frequency and consistency during the 
long time interval. Once the activity had been discovered, then supervised classification technique 
could be used for analyzation. In [9], support vector machine (SVM) is used to detect the location of the 
device based on the time interval and frequency properties. The most frequent activity discovery had 
developed an interest in the research community. Two steps are generally considered in the discovery 
of most frequent activity. First, frequent patterns are determined by analyzing the accelerometer data 
separately for obtaining each individual dimension. Binning approach could also be used to determine 
the similar patterns in the single-dimensional accelerometer data. Second, clustering approach is used 
for grouping the classified patterns to form the activity data. SVM approach is used to detect the loca-

Table 1. Pedometer location vs. Step count (Vahdatpour et al. 2011)

Location thigh forearm waist chest Upper arm

Step count 148 181 230 0 177

Error 
( )real estimated

real
−

32% 17% 4% 100% 19%

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



193

Transforming Biomedical Applications Through Smart Sensing and Artificial Intelligence
 

tion of the accelerometer on the human body by analyzing the walking sequence. The impact on each 
step is evaluated by the frequency domain features due to the energy distribution among the foot and 
the floor, which is shared among the entire body. The closer the sensor location from the foot (origin 
of strike for every step) the stronger will be the energy sensed by the accelerometer. The range of mo-
tion in all three directions will be analyzed and evaluated by time-domain features. Certain limbs move 
freely than the other, which is necessarily considered. SVM algorithm first approximates the sensor 
orientation at every time interval of 10s through the DC value calculation by Fourier transformation. 
By considering the consecutive approximations, the total amount of orientation variables is estimated 
for the long duration time series.

Through this technique, the least classification technique could also be determined since on the upper 
extremities it has the capability to mimic the motion characteristics. In the most research study, acceler-
ometers had been used to make a gender differentiation by detecting the hip and shoulder movements. 
Females walk with more pelvic movement and least step width and on the contrary, males move their 
shoulders very often. The gait analysis is less invasive for deploying biometric authentication systems, 
conflicting to other techniques such as fingerprint, voice and iris movement analysis.

Kinect Sensors

Several advanced sensing hardware is incorporated with the Kinect sensors that contain a color camera, 
depth sensor and microphone array, which promotes facial recognition, 3D motion capture of an entire 
body and voice identification capacities. The inside view of the Kinect sensor is composed of an IR 
camera and an IR projector (depth sensor consist of these elements). The depth sensor is of monochrome 
complementary metal-oxide semiconductor (CMOS) and the IR laser acts as a projector. The Kinect 
sensor has an extended usage apart from the gaming technology, which could be used as a sensing 
technology from helping the autism children to guiding the doctors in the operation. This sensor works 
in the structured light principle. The IR laser that acts as a projector is passed through the diffraction 
grating system and it turns into a set of IR dots. This IR dots could be viewed by the IR camera. With 
the triangulation, the 3D image could be constructed if the dot observed in the image could be matched 
with the dot observed in the projector pattern. Normalized cross-correlation technique could also be 
used in comparing the small neighborhoods from the IR image and the projector pattern as the produced 
dot pattern is random. The depth values are encoded with the grey values; if the point is closer to the 
camera, then the pixel will be dark. If the points are too far then the depth value could not be compared 
and computed accurately and if the points are too close then a blind region will be developed indicating 
a necessity for a field of view among the camera and the projector.

At certain cases, if the calibrated value of the IR camera and the projector are not valid, then this may 
lead to inaccurate depth values. This is due to the vibration or heat produced by IR projector during any 
sort of drift or transportation. This could be well answered by recalibrating the Kinect sensors through 
the camera calibration techniques. The depth value depends on the following equation:

Zmeasured = 𝛼Ztime + 𝛽 (1)

Here, α and β are the values determined for the recalibration. Rather than this technique, complex 
distortion model could also be used that follows the same procedure. The feature points of the 3-D coor-
dinate on the calibration card is determined by the recalibration technique with the help of RGB camera 

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



194

Transforming Biomedical Applications Through Smart Sensing and Artificial Intelligence
 

that is said to be known as the true values. Meanwhile, Kinect sensors also promote feature points of the 
3-D coordinates in the IR camera’s coordinate system. The values of α and β are determined by minimiz-
ing the distance among the two set points thereby promoting a rigid transformation among IR and RGB 
cameras. A human body is represented with the number of joints from the neck, head, shoulders and arms 
in the skeletal tracking. The joints are represented in the form of 3D coordinates. The main aim of this 
system is to determine the 3D coordinates of a body with effective usage of resources and permits fluent 
interactivity. As an intermediate process, per-pixel body part recognition has been proposed (Thevenot, 
Toth, Durs and Wilson, 1999). This process could avoid combinatorial search in various joints of the 
human body. Over fitting could be avoided by using deep randomized decision forest classifier while 
classifying numerous images. The classifier could also run separately on each pixel with the Graphics 
Processing Unit (GPU) that could speed up the entire process. Finally, by computing spatial modes of the 
inferred per-pixel distributions with the mean shift could result in the 3D joint proposals. The schematic 
representation of Kinect sensor with the skeletal tracking of various body parts and per-pixel body part 
recognition has been shown in figure 3-5.

Biosensor and Its Application

According to IUPAC, “A biosensor is an integrated self-sufficient device that is capable of promoting 
quantitative or semi-quantitative analytical information with the transducer element, which is directly 

Figure 3. Schematic representation of Kinect sensors (Thevenot, 2011) Source (Thevenot, 2011)
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cooperated spatially with the biological recognition element. A biosensor varies from the bio-analytical 
system that requires reagent for processing. Moreover, a bio probe is different as it should be discarded 
after a single measurement”. A biosensor is composed of 2 main elements:

1)  A bio-receptor for determining the analyte such as antigen, enzyme and complementary DNA, which 
is said to have immobilized sensitive biological element (antibody, probe or enzyme) (D’Souza, 
2001).

2)  A transducer element that is capable of converting a chemical signal into an electrical parameter 
based on the interaction with the bio-receptor. The generated signal intensity will be directly or 
inversely proportional to the analyte concentration.

Based on the signal transduction, the biosensor may be classified as optical, electrochemical (Riv 
and Pedano, 2006), piezoelectric and thermal sensors. The conductometric and potentiometric sensor 

Figure 4. 3D representation of skeletal body parts (Thevenot, 2011) Source (Thevenot, 2011)

Figure 5. Intermediate stage of per-pixel body part recognition (Thevenot, 2011) Source: (Thevenot, 2011)
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comes under the category of electrochemical biosensors (Bilitewski and Turner, 2000). Biosensors are 
widely used in many fields that include medical applications, diagnostic, bioreactors, process control, 
nano technology (Ye and Ju, 2005) (Cai et al. 2003), agriculture, quality control (Bergveld, 1996), bacte-
rial and viral diagnostic etc. Some of the advantages of bio-sensor are as follows(Matrubutham, 1998):

• Extremely practical system
• A short period of response time
• Non-polar molecules could be measured, which is very difficult to be measured with other devices
• Control is said to be continuous and rapid with the biosensors (Wang and Liu, 2011).

A few disadvantages are also possible with the use of biosensors that are as follows:

• Due to the denaturalization, heat sterilization is not possible since the biological materials present 
in the biosensors functions with their natural properties that may be disturbed with the ions, pH 
and temperature.

• At certain cases, certain other molecules could intoxicate the biosensors cell, which has the capa-
bility to diffuse through the membrane.

Cancer diagnosis and treatment had made a huge interest among the researchers due to the disease 
identification, repetition after treatment and death rate. Cancer can occur in 200 evident forms in various 
parts of the human body that includes lungs, stomach, throat, mouth, skin, brain, ovarian, breast, leukemia, 
intestine and colon (Brett and Brett, 1994). The occurrence of cancer may be due to the environmental 
factors and genetic impacts. Some types of cancer could also lead to viral and bacterial infections. In 
medical science, biosensor has the capability to determine the blood glucose level, determine pathogens 
and also helps in detecting and monitoring cancer. The patients’ quality of life could be enhanced with 
the early detection of cancer cells and promoting appropriate treatment at the early stage since when it 
becomes too late in detecting the disease then it may lead to difficulty in treatment that may also lead to 
death. This is possible by measuring the level of protein secreted by the tumor cells and biosensors could 
be able to detect the stages of the tumor (benign or cancerous) (Lambrianou, Demin and Hall, 2008).

Smart Cane

The Central Michigan University’s students developed a device known as Smart Cane, which is portable 
equipment employed with the sensor system that is comprised of an ultrasonic sensor, vibrator, water 
detector, buzzer and finally a microcontroller element that was basically designed to help the visually-
impaired persons. The obstacles present on the path could be determined by the sensor, servo motors and 
fuzzy controller, which could be indicated in the form of vibration or a voice message. The feedback of 
the obstacle’s position is indicated by the servo motors. The ultrasonic sensor will detect the obstacles 
and finally, the decisions will be made by the fuzzy controller to navigate the user (Tiponut, Ianchis, 
Bash and Haraszy, 2011). If the person does not have the hearing ability then a vibrator with gloves 
will provide sufficient vibration as a message. The performance of the vibrator could also be enhanced 
by fixing the motors to each finger, with each one having a specific meaning (Tiponut, V.; Popescu, 
Bogdanov and Caleanu, 2008). The water sensor will not work unless the water level is 0.5 cm apart 
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and the buzzer will also not stop is producing the sound unless the water is wiped and cleaned. Buzzer 
timing could also be adjusted in order to solve certain issues.

Tongue-Placed Electro-Tactile Device (TED)

This device along with the tiny dipole antenna could be used in assisting the partially and completely 
blind persons. Wireless transmission is provided among the TED device and the electrodes through the 
antenna (Dakopoulos and Bourbakis, 2010). The system is mainly composed of three important elements: 
Tongue-placed electro-tactile device (TED), detective cameras attached to the sunglasses and finally a 
host computer. The sensor will be placed through the tongue and the other blocks fitted externally include 
transmission block, central processing unit (CPU) and finally a battery. The sensor placed through the 
tongue is composed of electrode arrange in 3×3 matrix, which produces a distribution of 8 pulses (Liu et 
al. 2010). Every pulse specifies to a direction and the other parts are integrated into the form of a circuit.

A Low Cost Navigation Assistive System (LowCost Nav)

This device helps the visually-impaired people in navigation, which is composed of Raspberry Pi, GPS 
receiver and 3 main buttons to run the system that is located generally in the pocket of the user. For a 
better experience, the device is promoted with the speech and voice recognition device. Magnetic com-
pass and gyroscope are used in the system that calculates the distance among the user and the object. 
The entire navigation process is controlled with the help of Raspberry Pi. Both the LowCost Nav and 
Geo-Coder-US modules are used for generating a pedestrian route. The user could use the microphone 
to feed the address into the system. If the address is already stored then the button should be pressed. 
Once the address is fed to the system, the middle button should be pressed to ensure whether the given 
address is correct or wrong with the help of the database that had been already stored in the system. The 
system has 6 important modules: 1) Loader- forms as the controller of the system 2) Initializer - verify 
with the existing libraries and data 3) User interface - receives the necessary address from the user 4) 
Address query - translates the given address to the geographic coordinates 5) Route query - gets the cur-
rent location of the user from GPS and finally 6) Route transversal - audible instructions are provided 
to the user to reach the desired destination.

Benefits of IoT in Healthcare

The rise of chronic diseases with the increase in the global population has made healthcare services 
expansive as it is in the state of great despair. Health service accessibility is said to be very low with 
the growing population and among the rural areas. Technologies cannot stop the ageing of people but 
it could stop the spreading or increase in the chronic disease. Hospital bills are at a high cost with the 
medical diagnosis. This could be made easier by having access to healthcare in the patient’s home. An 
accurate diagnosis could also abate the need for the hospitalization. The home-centric application of 
healthcare could be highly possible with the Internet of Things (IoT) paradigm (Miao, Djouani, Kurien 
and Noel, 2012). This helps the patient in achieving better healthcare treatment and it forms as a mutual 
hope by making the medical centers to exercise more adeptly.
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Cotemporary Monitoring and Reporting

Real-time monitoring for the patients suffering from asthma, heart attacks, diabetes etc, is extremely 
necessary as it could save lives in case of any emergency medical situations. Smart medical devices 
connected along with the smartphone application could monitor patients at a real-time and with the 
connected devices, the data are collected and the sufficient information is sent to the physician locality. 
According to the study conducted by the Center of Connected Health Policy says that there was a 50% 
reduction in 30-day readmission rate due to the real-time monitoring of patients suffering from heart 
failures (Naik, Singh and Le, 2010). The data collected by the IoT devices are as follows: oxygen, blood 
pressure, weight, sugar level and ECG rate. The data obtained could be stored in the cloud and it can 
be transmitted to the authorized person who could be an external consultant, a health firm, physician or 
the patient’s insurance company, which provides permission to have a look at the occurred data despite 
their time, place and system.

End-To-End Affordability and Connectivity

The patients’ care workflow could be automated by IoT with the healthcare mobility solution and certain 
other technologies with next-generation healthcare amenities. With the help of IoT, several services that 
include machine-to-machine communication, interoperability, information and data exchange could be 
possible that makes the services to be more efficient and productive. Several protocols used for con-
nectivity includes Wi-Fi, Bluetooth LE, ZigBee, Z-wave and other modem protocols that could function 
based on the ailments and illness in patients as well as finds innovation in treating the patients. Moreover, 
unnecessary travels visits can be avoided thereby decreasing the travelling cost and also enhancing the 
planning and allocation with better resource quality.

Diversity in Data with Analysis

If there is no accessibility to the cloud platform, then a large amount of healthcare data obtained in a 
very short duration span becomes hard in managing and accessing them. The data occurring from sev-
eral healthcare devices becomes difficult for the analyzers as well as for the providers. IoT devices can 
report, collect and analyze the real-time data and also negociate the necessity for storing the raw data. 
This could all be possible by cloud computing as this tends to display the final data in the form of graphs 
to the providers. Additionally, the decision-making process becomes easy with the error-less insights 
for the organization to achieve vital healthcare data analytics.

Tracking and Open-Eyed

In the event of life-threatening circumstances, on-time alerts are very crucial. Data are gathered with 
the IoT medical devices and those data are transmitted to the doctors for the real-time tracking and the 
people could receive notifications regarding the body parts in a critical situation through their mobile 
apps and certain other associated devices. Through this facility on-time treatment with the appropriate 
decisions could be provided. Therefore, with the help of IoT real-time tracking and monitoring with alerts 
could be promoted thus enabling hands-on treatment with better accuracy and the patient will also find 
it simple and updated regarding their health situation with the better delivery result.
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Remote Medical Assistance

Healthcare promotes mobility solutions through which the medics can abruptly check the condition of 
the patients and detect the malaise on the go. Through the linked devices, numerous health delivery 
chains are functioning in delivering the medicine to the patient’s locality with the prescription promoted 
by the doctors or with the analysis of malaise-related data.

Research Purposes

Data collected through the IoT devices tend to be very simple when compared to the data when collected 
manually might take make years for analyzation. These data collected could be used as a statistical study 
for the researchers in the medical field. This could not only save the analyzing time but also promoted 
cost-benefits thereby promoting better and bigger medical treatments with the advanced technological 
systems. Moreover, patients could also be satisfied with quality healthcare services. Embedded chips 
are used widely for updating the old and existing devices with IoT based smart devices. The care and 
the assistance for the patients could be higher with the use of embedded chips.

Challenges in IoT and Cloud

Data Privacy and Security

The work of IoT is to capture and transmit data at real-time and store them in the cloud. But, still, many 
IoT devices lack in the data standards and protocols. The data ownership regulation also lacks in ambigu-
ity and all these factors make the IoT devices prone to cybercriminals who could easily hack the system 
and retrieve the Personal Health Information (PHI) from both the doctors and the patients. This creates 
a lack of data privacy as well as security since these cybercriminals could misuse these data by creating 
fake IDs to purchase medical drugs and types of equipment. The worst case of this situation may lead 
to a false policy claim in the name of the unknown patients.

Multiple Devices and Protocols - Integration

Integration of IoT with the healthcare could become difficult if there is a purpose of integrating multiple 
devices thereby causing hindrance. This is caused due to the device manufacturers if they hadn’t reached 
a consensus regarding the communication standards and protocols. Although varies devices are connected 
with the IoT, the variation in the communication protocol causes complication in the data aggregation 
process. The whole process becomes slow by reducing the scope of scalability among the IoT healthcare 
devices with the non-uniformity of the connected devices.

Accuracy and Data Overload

As stated earlier, data aggregation becomes complicated if varying communication standards and pro-
tocols are used. But IoT devices can record billions of data thereby providing vital insights. Due to the 
tremendous amount of data and insights from them, doctors find it difficult to choose the appropriate 
content and also make it challenging for them to make decisions. The complication could increase with 
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the increased amount of devices associated with the system. This could also increase the cost and this 
should be considered in the developing countries. IoT in healthcare is known to have a promising and 
fascinating idea. IoT should tend to cut down the cost to one-tenth that facilitates the developing nation 
to increase the accessibility of this facility during critical situations.

CONCLUSION

In this chapter, sensor-based IoT devices with their benefits and the way they could be integrated with 
the IoT environment are studied in detail. The real-world variables are captured by the smart sensors, 
which are the part of IoT components and these data are in the form of digital streams for transmission 
to a gateway. The built-in microprocessor unit performs the application process with certain algorithms 
that tends to perform filtering, compensation and certain other signal processing and conditioning tasks. 
The microprocessor also reduces the load of data that flows towards IoT and it could also spot produc-
tion parameters that go beyond the accepted values by generating alarms accordingly. This enables 
the operator to take preventive action before heavy damages occur. In certain cases, the data could be 
transmitted by the sensor if they exceed the previous sample values and this facility is determined by 
“report by exception” mode. This reduces the power requirements of the sensors and also reduces the 
loads on the central computing resources. Sufficient battery sources should also be promoted to the IoT 
system to continue its function in case of power failure. Additionally, a probe can also contain 2 sensors, 
which work together for improved monitoring feedback. These devices could be helpful in assisting the 

Table 2. Types of sensors with its functionality

Types of sensors Functionality

Accelerometer based motion sensors

Could be used to detect the position of sensor and movement of the human 
body during activities and exercises, which consume only low power and yield 
excellent functionality. It could be used in several other applications such as game 
controlling, activity discovery, fall detection, device orientation etc.

Kinect Sensors

It promotes 3D projection of a human body or an object, which could be used as 
a sensing technology from helping the autism children to guiding the doctors in 
the operation. The main aim of this system is to determine the 3D coordinates of 
a body with effective usage of resources and permits fluent interactivity. Ease of 
introducing reminder system.

Biosensors

It is an integrated self-sufficient device that is capable of promoting quantitative 
or semi-quantitative analytical information with the transducer element, which is 
directly cooperated spatially with the biological recognition element. It has a bio-
receptor and a transducer element. Based on the signal transduction, the biosensor 
may be classified as optical, electrochemical, piezoelectric and thermal sensors.

Smart Cane
A portable device that is composed of ultrasonic sensor, vibrator, water detector, 
buzzer and finally a microcontroller element, which helps the visually impaired 
persons in detecting the obstacles

Tongue-placed Electro-tactile device (TED)
The sensor placed through the tongue is composed of electrode arrange in 3×3 
matrix, which produces a distribution of 8 pulses. Every pulse specifies to a 
direction and assist the blind people.

A Low Cost Navigation Assistive System 
(LowCost Nav)

This device helps the visually-impaired people in navigation, which is composed 
of Raspberry Pi, GPS receiver and 3 main buttons to run the system that is located 
generally in the pocket of the user
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visually-impaired people and the patients who are suffering from chronic disease. Early detection of 
certain diseases like cancer could also be done with the help of this integrated environment.
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ABSTRACT

Artificial intelligence integrated with the internet of things network could be used in the healthcare sector 
to improve patient care. The data obtained from the patient with the help of certain medical healthcare 
devices that include fitness trackers, mobile healthcare applications, and several wireless sensor networks 
integrated into the body of the patients promoted digital data that could be stored in the form of digital 
records. AI integrated with IoT could be able to predict diseases, monitor heartbeat rate, recommend 
preventive maintenance, measure temperature and body mass, and promote drug administration by hav-
ing a review with the patient’s medical history and detecting health defects. This chapter explores IoT 
and artificial intelligence for smart healthcare solutions.

INTRODUCTION

In certain areas machines could be used for a certain process such as decision making, solving problems, 
learning and face recognition and this is possible with the help of artificial intelligence. The process of 
learning and making self-decisions could be done with the help of AI with the organized and unorga-
nized data. AI is found to be ruling this digital world similar to mobile phones. Evolution in technology 
makes human lives easier and bringing out a new revolution in today world. Example of this advanced 
technology includes the Internet of Things (IoT) as shown in figure 1. Users experience is boosted up 
with the role of AI. The basic question regarding the IoT arises is that, “Why IoT cannot work without 
AI?” and “where and when IoT is required?” IoT is the technology that is composed of the combination 
of several sensors and embedding networks, which helps in data communication and interaction without 
the need for human intervention. The data gathered could be of real-time and these data could be stored 
in the cloud for further analysis.

Exploring Internet of Things 
and Artificial Intelligence for 
Smart Healthcare Solutions
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The huge amount of data gathered with the help of IoT is possible from the varying environment. The 
collective data are converted into an application with the help of AI by the application of data analytics 
to make certain decisions. Therefore, the entire process is based on the collection and processing of data 
that needs an innovative way of implementing AI.

The tenability of big data had been concluded recently, which seems to be very large and incomparable. 
This could be unlocked with the combination of IoT with AI. According to Deloitte, the combination of 
AI and IoT claims to hit the market in the near future since it had already been through implementation 
in several markets. Several companies use the combination of AI-based IoT heads up the competitive 
industries with their speedy data analysis and intelligent reasoning. IoT devices are capable of transmit-
ting millions of data that may be or may not be required for certain aspects of analysis as shown in figure 
2. AI technology enhances this process by managing the IoT devices with its ultimate processing and 
learning abilities that are made possible with the powerful subset known as Machine learning .

IoT is said to be known as the data “supplier” and machine learning is called as data “miner”. The 
main aim of machine learning is to predict data (Udendhran, 2017). The first process involved in machine 
learning is to refine the data supplied by the IoT. Numerous data arises from several sensors implemented 
under the IoT platform in varying environments. The correlation among the data is identified with the 
machine learning process and its main task is to mine the necessary data by having meaningful insights 
from those occurred variables and transit them for further analysis (Sharma et al. 2018). The traditional 
way of data analytics includes the gathering of past data, report generation and finally produce a result 
with data processing. Prediction is the main process that arrives with the desired outcome and searches 
interactions among the input variable in order to meet specific criteria (Amini, N et al 2011). 

Figure 1. Popularity of Internet of Things
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Once the data is transformed into actionable and valuable information, then big data comes into the 
part. This is not possible with the paper and pen records maintained manually.

AI plays a main role at this stage where the data is collected, and the meaningful extracts are ob-
tained by data analytics. The similar patterns are revealed by AI once the data is fed and produces more 
informed decisions that could be done either with the help of humans or machines. Recently, business 
organization are trying to collaborate IoT with AI that tends to decrease the cost with the better user 
experience and also opens up a new pathway to these organizations(Chopra and White, 2011). In this 
process, the observer will promote the specific input data regarding the trigger element leading to the 
AEMs on the daily basis. This information will be reviewed by the doctors at a particular period of time.

Machine learning is necessary to manage certain situations occurring in IoT applications. When an 
error occurs in a device at an unusual situation then it is required to know whether it needs s human as-
sistance or to respond automatically. Obviously, it needs intelligent learning with the decision-making 
capacity in order to make the proper decision in that particular situation. This is used as a process by 
Google with the RankBrain algorithm. Deep learning is used to detect the type of error and once the solu-
tion is obtained then this could function at a real-time without the need for human intervention (Chen. L 
et al. 2018). Smart meters for healthcare building are specially designed with sensors integrated into the 
IoT environment and banded in the smart grid system to upload and record the data related to electricity. 

Figure 2. Applications of Internet of Things

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



208

Exploring Internet of Things and Artificial Intelligence for Smart Healthcare Solutions
 

The sensors function in real-time with the bidirectional data flow and the data are collected with the 
relevant information that includes frequency among the various types of equipment and applications. 
Machine with AI learns from the obtained data and make a prediction regarding future events, which 
is known as the predictive analysis. This could enhance the benefit of IoT and also increases its usage 
among several manufacturing industries.

AI integrated with the IoT network could be used in the healthcare sector thereby improving the 
patient care. The data obtained from the patient with the help of certain medical healthcare devices that 
includes fitness trackers, mobile healthcare applications and several wireless sensor networks integrated 
into the body of the patients promoted digital data that could be stored in the form of digital records as 
shown in figure 3. AI integrated with IoT could be able to predict diseases, monitor heartbeat rate, rec-
ommend preventive maintenance, temperature, body mass and promote drug administration by having 
a review with the patient’s medical history and detecting health defects. Accurate prediction done with 
the weather report helps the farmers in harvesting and farming their lands. The schedule maintained by 
the airplanes or trains entirely depends on the weather forecasting.

Based on the expected weather events, certain business runs by accurately maintain their resources 
by employing labor. Artificial Intelligence could be highly used in predicting weather conditions. AI 
utilizes the data that are obtained from past predictions with the actual outcomes.

By making a comparative analysis with the past predictions and obtained outcomes, the present oc-
curring events and its capacity could be improved. This enhances the accuracy with better predictions 
in the future. The data is fed in the form of an algorithm that needs to be quantitative and qualitative. 
This makes the process to be more effective with future predictions (Udendhran R and Balamurugan 
M, 2020). Data is shared among the sensors as well as the higher end computer systems. Information 
is extracted from a device with the help of AI. Before transmitting that information, it is necessary to 
analyze and summarize the data. AI does the following process thereby reducing a large amount of data 
to the sufficient one thus promoting scalability. PSM (Practical Software and Systems Measurement) 
involves in the project management purposes for software measurement and is said to be a systematic 
information-driven approach. This was developed in the year 1994 and this had been sponsored by the 
US Army and US Department of Defence. This methodology has been accepted by several industries 
and US government organizations for the approach of managing the software-intensive system develop-
ment projects. In the year 2001, the PSM process was published as the international standard ISO/IEC 
15939:2007. The administrative data review, patient care observation, self-reporting, medical record 
reviews, clinical surveillance and the one-stage and the two-stage chart reviews are the most documented 
approaches. All these methods have their own advantages as well as their drawbacks based on their usage 
in the organizations with the available data (Holzinger A, 2016). 

HEALTHCARE SUSTAINABLE MANAGEMENT

In the 21st century, recent success in healthcare sustainable building industry has gained major impor-
tance and the important goals of healthcare sustainable building design are:

• Employing non-renewable resources efficiently
• Safeguarding human health residing in building as well as lessening waste that negatively impacts 

the environment.
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In order to provide sustainability, Green star Rating Tool which is a certification system evaluates the 
sustainability level in buildings. The evaluation process is based certain criteria such as energy, water, 
and materials. However, this widely employed tool does not provide parameters needed to implement fire 
safety but experts in fire protection industry have highlighted the greater fire safety risks, for instance 
atria allows more natural light, but can increases fire hazards because of the smoke which can spread 
everywhere in a faster way. In-order to make energy efficient buildings, particular type of insulation is 
employed for aggrandizing the structural support for thin steel walls, but this certain type of insulation 
can easily melt due to the high heat caused by fires which weakens the structural integrity of the build-
ing. If the structural integrity is weak, it can result in collapse of the healthcare sustainable building and 
cause negative impacts on the environment. Therefore, few healthcare sustainable building features can 
lead to fire hazards, for instance fire-extinguishing elements such as halogen gases can be dangerous 
to the ozone layer. Fire safety experts encourage effective collaboration between healthcare sustainable 
building and fire safety industry when constructing a building, instead of including regulations and 
requirements to enforce strict policies. It is important to collaborate early in the building design process 

Figure 3. Internet of Things and Intelligence in smart Healthcare Solutions
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so that it will be easier to sort out disagreements since many healthcare sustainable building experts 
mention that t is much easier to change a building in its starting phase and create effective solutions. The 
following computer networks can be employed for implementing a sustainable hospital management:

• Unshielded twisted pair:(UTP): UTP is a widely employed cable and it is well suited for this 
purpose. It uses a high-speed cable and the cable contains four pairs of wires inside the jacket 
in which each pair is twisted such a way that the number of twists per inch varies so that it can 
preclude interference from adjacent pairs as well as other electrical devices. Higher the twisting, 
greater the supported transmission rate as well as cost per foot. The standards for the Unshielded 
twisted pair (UTP) can be found at EIA/TIA (Electronic Industry Association/Telecommunication 
Industry Association) which contains six groups of wire.

• Network Diameter: A hierarchical network topology is recommended for the given problem and it 
is important to consider the network diameter, therefore diameter is a measure of distance, how-
ever, in our case, we will measure the number of devices in which a packet has to cross to arrive 
at its destination. It is recommended to lower the network diameter low for predictable latency 
between devices. Degree of latency would be produced by each switch as well as each switch 
should compute destination MAC address of the frame, check its MAC address table, and forward 

Figure 4. IoT Communications in multi-domains

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



211

Exploring Internet of Things and Artificial Intelligence for Smart Healthcare Solutions
 

the frame out the appropriate port. In the three-layer hierarchical approach, network diameter can 
predict the number of hops between the source as well as destination devices.

• Bandwidth Aggregation: Bandwidth aggregation considers the particular bandwidth needed for 
each part of the hierarchy. In our case, link aggregation should be created which can support mul-
tiple switch port links to be integrated for greater throughput between switches. For this purpose, 
EtherChannel by Cisco which is a proprietary link aggregation technology can be employed.

• Redundancy: Deploying redundant links can increase the cost. In cost effective healthcare man-
agement, it is unlikely to deploy redundancy at the access layer considering the cost as well as 
limited features in the devices, however, if needed redundancy can be created and integrated into 
the distribution as well as core layers of the network.

A sustainable building is the design philosophy with the physical end product to enhance the buildings 
performance by improving the resource efficiency in the complete lifecycle of a building (from construc-
tion, operation till demolition). The measure of these performances could be obtained by international 
environmental performance-rating systems for buildings. The utilization of materials is one key view-
point that must be viewed as while developing supportable structures. There is a huge discussion about 
which materials will make minimal measure of harm nature over the long haul. The recognized rating 
systems include LEED adapted by US, Building Research Establishment Environmental Assessment 
Method (BREEAM) adapted in UK and Green Star adapted in Australia. The goal of all these recognized 
rating systems is similar; to maintain a sustainable environment in areas prone to waste, water, pollu-
tion and energy. If there is a maximum building score is then the design is said to be more sustainable. 
Moreover, a sustainable building is said to have a positive social impact on the local environment. More 

Figure 5. IoT Architecture
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than a conventional designed building, a sustainable building contains longer lifespan, promotes social 
amenity, considers societal needs, maintains heritage and promotes proofing to the building at the future.

Fire has been characterized into five unique classes dependent on its source and how it tends to be 
contained inside a structure. These classes include:

• Class A: This fire includes normal ignitable materials, for example, paper, wood and materi-
al fibre. This class of fire can be extinguished by cooling, covering or wetting of the structure. 
Likewise, dousing specialists can be utilized to annihilate the fire.

• Class B: These are fires which include combustible fluids, for example, fuel, thinners, oil-based 
paints and oils. To kill this kind of fire, Extinguishers, for example, carbon dioxide, dry concoc-
tion and hydrogenated specialist types can be utilized.

• Class C: This sort of flames includes the consuming of electrical gear, where a non-leading vapor-
ous clean specialist or covering operator is expected to put off the fire.

• Class D: These are fires which occur because of the ignition of metals, for example, magnesium, 
sodium, potassium, and aluminium. Uncommon dry powder dousing operators are required for 
this class of fire to be annihilated.

The hazards caused due to the fire are broadly classified from the prescriptive of the codes and 
standards that are initiated in a very specific manner along with the installation of the fire protection 
system suitable for the particular situation. These systems are initially designed and tested before they 
are bought under the application performance. There are several benefits by the Prescriptive codes and 
standards since they are very easy for the enforcement and application. Additionally, the building that 
are constructed with the Prescriptive codes and standards tends to manage well during the fire situation 
and have a good history of performance. But they do not guarantee for standard level of safety with the 
cost privilege. For instance, store that are bought under the classification of mercantile occupancies, 
with one side of the store selling the greeting cards and the other part with the liquor bottles tends to 
adapt the same protection guidance but the fire hazard happening at both the shops could be different.

From the above situation, it is known that the whole building should be necessarily considered for 
implementing the fire safety that is promoted by the “Performance-based design” tool. “Performance-
based design” is an engineering approach to fire protection design that depends on the following factors:

• Based on the essential fire safety objectives and goals
• The fire scenario consideration and analysis
• Based on the performance criteria, engineering tools and methodologies, the quantitative mea-

surements are generated with the sufficient fire safety objectives and goals.

Fire safety objectives of a building could be obtained by considering the performance-based design. 
Environment protection, property protection, life safety and mission continuity are all included in these 
objectives. Occupational Safety and Health Act, U.S. Department of Labor in the year 1970 states that 
“standards developed under the act are enforced to promote safety to the working men and women; by 
providing sufficient information, research, training and education regarding the occupational safety and 
health; to promote a healthy working situation and condition for the people living in the state”. Through 
this sufficient information could be obtained by the firefighters to interact the building at the case of any 
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emergency situations. The combined efforts made by the code officials, designers and related stakehold-
ers promote a safe workplace for the fire-fighters.

The building codes set a minimum requirement for the fire safe structures to be designed and con-
structed. This works in setting up an optimum safety and economic feasibility thereby promoting a safe 
environment for the healthcare. Building codes are generally categorized as two types:

Specification or prescriptive codes- This explains in detail regarding the building components, as-
sembling the structure as well as the size and the shape of the components used under construction 
to promote a safe environment. Certain criteria are set for the objectives to be reached; these criteria 
should be generally reached while the builders try to choose the components and materials for building 
the construction.

Building codes plays a vital role in promoting safety to the structure and also in the earthquake 
condition. Recently, building codes includes minimum requirements as structural stability, ventilation, 
built-in safety equipment, fire resistance, sanitation, lightning and means of egress (Giliker P, 2011). 
Additionally, building codes also involves in establishing the area and the height criteria for the building 
in order to prevent and protect the structure from fire based on the intended usage. These requirements 
could vary based on the types of occupancy from one tenancy to the other. Moreover the codes also 
includes 1) provisions for automatic fire suppression system 2) necessity for avoiding the flame spread 
with the interior design 3) enclosure of vertical openings such as pipe chases, stair shafts and elevator 
shafts and finally 4) promoting an exit pathway during the fire hazard.

LEVERAGING AI AND UBIQUITOUS COMPUTING FOR SMART HEALTHCARE

Because of decreasing birth rates and late deployment of advanced healthcare technologies in developing 
countries, integrating new technology with existing infrastructure can assist poor people to employ smart 
healthcare solutions, in most developing countries smart grid technology exists, therefore it is simple 
to integrate it with artificial intelligence for deploying smart healthcare solutions as shown in figure 5. 
Based on the effectiveness of IoT and Ubiquitous computing, an intelligent information system is said to 
be the set of software and hardware that involves the skilled people for the process of decision making 
and co-ordination among the organization as shown in figure 6. HIS system had been mainly designed 
in governing the operation carried out in the healthcare organizations such as the clinic, patient regis-
tration, activities regarding the administration, financial aspects and communication. There are several 
categorizations under HIS that are totally combined in managing the hospital administration and patient 
care. In this system, healthcare data storage with the information analysis is done systematically. These 
data collected by the HIS is classified into three main categories: 1) clinical information that are done 
during the patients visit to the hospital 2) administrative information and 3) external information. These 
include the data regarding the health facilities, household surveys, and administrative data, national 
health accounts (NHA) and health researches and civil registrations. This could have access to the health 
information system by describing the situations and trends followed in the healthcare unit. Further, these 
situations could be thoroughly analysed and could be helpful in planning facility, co-ordination and in 
decision making.

One of the recent concepts among the decision making involves the use of information systems since 
this information system increases the facility in the exchange of data among the users.The information 
system is used by the people and the organization to organize process, collect and distribute data. Through 

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



214

Exploring Internet of Things and Artificial Intelligence for Smart Healthcare Solutions
 

this process, quality information could be received that helps in taking the rational decisions in order to 
meet the needs of the customers. Rational decision making is said to be a crucial process unlike several 
other sectors, which offers certain provisions to the community as shown in figure 7.

Moreover, fast increase in the medical data leads to the categorization of healthcare from the discovery 
of drugs, evolution and increase in spreading of diseases, medical histories, exposure of patients to the 
environment, etc. This fast growing data is necessary to have an effective management to increase the 
health service delivery quality and the increase in the medical data had led to several challenges that 
had been faced by the hospitals in managing the information systems, which is sufficiently necessary to 
utilize the medical data for the rational decision-making process as shown in figure 8.

A community-based smart rehabilitation system is employed for sharpening as well as rejuvenating 
the functional abilities which enhances the physiological care. These systems should interact conveniently 
apportioning of medical resources based on the requirements of the patient employing IoT based reha-
bilitation system with an ontology-based automating technique as shown in figure 9. 

The pulse oximeter or oxygen saturation device is employed to monitor as well as analyze the patient’s 
oxygen saturation which follows a non-invasive pattern based on metrics as shown in figure 9. These 
devices are expensive but after the advent of artificial intelligence and internet of things, most healthcare 
devices and applications (Wolterink et al. 2016).

Figure 6. Interaction among the healthcare actors and with the healthcare information system (HIS)
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The recent success of these techniques led to major advancements in medical image processing 
applications as well as medical sensors for healthcare applications, for instance advance blood oxy-
gen devices and heart rate monitoring devices are integrated with sensors and automated for effective 
healthcare management.

CONCLUSION

So far, it is said that the combination of healthcare imaging with the information system falls under the 
category of healthcare information system. Moreover, at the present scenario, certain domain such as 

Figure 7. Elements in a Smart healthcare Solutions

Figure 8. IoT Components
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Ubiquitous computing, Big Data, Cloud Computing, M-Commerce etc, plays a major role in this field. 
They form the integrated part of the healthcare organization systems. Various studies had been adapted 
regarding the healthcare information systems. Several researchers have followed the information system 
and they had developed this information system in many healthcare institutions and showed their benefits 
to the wide range of stake holders.
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KEY TERMS AND DEFINITIONS

Data Supplier and Data Miner: Internet of things is said to be producer of data while machine 
learning is said to be data miner since it processes and analyzes the data produced from internet of things.

Intelligent Information System: An intelligent information system is said to be the set of software 
and hardware that involves the skilled people for the process of decision making and co-ordination 
among the organization.

Rational Decision Making: Rational decision making is said to be a crucial process unlike several 
other sectors, which offers certain provisions to the community.

Sensor-Cloud Infrastructure: Sensor-cloud infrastructure could be a technology that integrates 
cloud techniques into the WSNs. It provides users a virtual platform for utilizing the physical sensors 
in a clear and convenient approach.

Ubiquitous Computing (UbiComp): Ubiquitous computing (UbiComp) is characterized by the 
use of small, networked and portable computer products in the form of smart phones, personal digital 
assistants and embedded computers built into many devices, resulting in a world in which each person 
owns and uses many computers.
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ABSTRACT

The global market for IoT medical devices is expected to hit a peak of 500 billion by the year 2025, 
which could signal a significant paradigm shift in healthcare technology. This is possible due to the 
on-premises data centers or the cloud. Cloud computing and the internet of things (IoT) are the two 
technologies that have an explicit impact on our day-to-day living. These two technologies combined 
together are referred to as CloudIoT, which deals with several sectors including healthcare, agriculture, 
surveillance systems, etc. Therefore, the emergence of edge computing was required, which could reduce 
the network latency by pushing the computation to the “edge of the network.” Several concerns such as 
power consumption, real-time responses, and bandwidth consumption cost could also be addressed by 
edge computing. In the present situation, patient health data could be regularly monitored by certain 
wearable devices known as the smart telehealth systems that send an enormous amount of data through 
the wireless sensor network (WSN).

INTRODUCTION

The large amount of generated healthcare data could be stored in the cloud environment maintaining 
their privacy that could be recommended to be viewed only by the concerned users. The physiologi-
cal data could be obtained by the combined machine learning and signal processing modules in the 
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traditional telecare systems. Machine learning algorithms are designed to run on the powerful servers. 
The connectivity problem faced by the IoT devices could be answered by the edge computing thus 
maintaining its efficiency even though the connectivity is poor. Several benefits are impacted with the 
edge computing technology (Ali Hassan Sodhro et al. 2018). First, the workload could be reduced for 
the medical experts by prioritizing the important task at the top level thereby managing the collected 
data. The second will be enabling the healthcare facility all over the remote area, where these facilities 
falls behind. For instance, a truck outfitted with the edge computing devices could visit certain remote 
villages and promote healthcare facilities by connecting the patient to the telehealth services (A. Tanaka 
et al. 2016). The third advantage is to stimulate the advancement of medical technology. Opportunities 
will be more with the enormous collection of data. Edge computing involves in managing and labeling 
the data in an efficient and uniform way that makes the data to be shared securely making the process 
easier (Á. Alesanco and J. García, 2010). Mining of data could also be made simple for the researchers, 
which was said to the difficult task in the past era. The greatest impact of edge computing will be the 
treatment of chronic diseases by monitoring the collected data (A. Monteiro et al. 2016). Certain disorders 
such as diabetics and congestive heart problems could be monitored continously with the combination 
of 5G cellular networks along with the IoT by in-home monitoring of patients. This chapter presents the 
state-of-the-art edge computing and machine learning techniques, which can enhance the biomedical 
applications (Bellman R. 1957).

BACKGROUND

The development in the Internet of Things (IoT) and mobile usage has found a profound impact in the 
enhancement of cloud storage. Hyperscale data centers had been created due to the accelerated data center 
traffic that has been created by the increased usage of cloud computing environment (B. M. C. Silva et 
al. 2015). The data storage capacity should increase significantly due to the growth of IoT based applica-
tion, which plays a major role in Smart city, Healthcare and Industries. According to the prediction done 
by the Cisco Global Cloud Index, the workload created by the cloud environment will be increased by 
94% and the traditional data center will be just 6% by the year 2021(B. Mei et al. 2015). Certain impacts 
limit the blooming cloud infrastructure and reduce its flexibility that is as follows:

1.  Latency/Determinism: The time delay created among the interaction of IoT devices and the cloud 
is known as latency. Certain industries like Electronics Health Records (EHR) and Telemedicine 
has a major concern with the latency requirements and this impact must be concerned essentially.

2.  Data/Bandwidth: According to Statistics, the installation of IoT devices could increase by 31 bil-
lion worldwide by the year 2020. In generating the medical records, at least 15-20 devices should 
be connected at each patient’s bed, which increases the data rate. This causes a limitation in the 
network bandwidth, overpowering the cloud and also increases data traffic.

3.  Privacy/Security: According to IBM data breach study, the security and the privacy of each pa-
tient’s data in the healthcare line could be affected due to the increased data breach cost, which 
will be about $480 per patient and this cost could be three times the data cost of other industries.

Edge computing is highly advantageous as the data could be processed and filtered, thereby sending 
only the useful data to the cloud (C. Orwat et al. 2008). This facility brings the cloud computing to the 
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EDGE of the network. The drawbacks mentioned above in the cloud infrastructure will be eradicated 
by the edge computing. According to a study conducted by Grand View Research, Inc., the global edge 
computing market size is estimated to reach USD 3.24 billion by the year 2025. CloudIoT makes cognitive 
healthcare framework possible along 5G (R. Dawson and P.W Lavori, 2004). This facility finds a major 
impact in the medical application, reaching human lives anywhere at the world. The development of Smart 
cities promotes cutting-edge technologies in the medical line and in fact emotion recognition module 
embedded into a framework is also made possible (Dr. S. Mohan Kumar and Darpan Majumdar, 2018).

EDGE COMPUTING IN SMART HEALTHCARE SYSTEMS

All IoT devices and wireless devices like Wearable Sensors, Hospital Monitors are connected to the edge 
nodes with low latency and some other devices directly connected to the cloud which leads high latency 
(E. Topol, 2013). Emergency Alert and medical Storage Files are connected to the Cloud and all these 
are comes under Edge of Network as shown in the above figure 1.

Figure 1. Edge Computing in Smart Healthcare Systems
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INTEGRATING EDGE COMPUTING AND MACHINE 
LEARNING FOR HEALTH CARE APPLICATION

In hospitals, a cloud infrastructure of Azure IoT Edge gateway (Linux server) could be registered with the 
Azure IoT Hub. Pipeline could be configured in the form of JSON file in the IoT Hub. For instance, the 
communication among the devices could be done with the data ingest container and the ML model shows 
the output (E. MacIntosh et al. 2016). The right container will be chosen from the container register that 
is handled by the edge devices, which is deployed by the JSON edge configuration file. Apple Company 
also introduces their version of AI integrated smart phone in iPhoneX with the new A11 Bionic chip (E. 
A. Oladimeji et al. 2011). Probably, many smart phones had been implemented with the AI technology, 
especially for the speech recognition, which enables digital assistants.

Moreover, this technology had been empowered by the cloud environment. In future, neural engine 
with several machine learning algorithms will be implemented in the smart phones and this heads the 
industries to the higher level (Frank Alexander Kraamer et al. 2017). Asserts leading to the misuse of 
cloud should be considered at the premature state. However, AI leads the way and has a real impact on 
everyday’s life. Increase in the process tends to adapt the latest technology and this could also lead to 
cost savings with the role of edge technology with the decreased latency (G. J. Mandellos et al. 2009).

In healthcare application, a good IoT framework should intelligently prioritize and use the network 
resources with the trusted and secure channel. This could be possible by effectively preprocessing the input 
data retrieved from the sensor nodes. This could be done by connecting the leaf devices with the cloud 
servers at the back-end. These cloud servers has the capability to access heavy computational resources 
from which the incoming data could be prioritized and sends the information to the end point device.

The signatures could be extracted from the incoming data with the data mining and machine learn-
ing concepts applied at the back-end. Thus with the captured data, the medical interpretation could be 
made. The health condition data of the patient will be displayed at the front-end. In this concept, edge 
computing plays a role in avoiding the high latencies of decisions in cloud.

The computations will be done at IoT or at the “edge” of the network rather than making every deci-
sion at the cloud environment. Several sensor nodes such as ECG, EMG, EEG, Temperature and SPO2 

Figure 2. IoT model for health care

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



223

The Pivotal Role of Edge Computing With Machine Learning and Its Impact on Healthcare
 

sensors could be integrated with the Leaf Node or IoT End Point that in turn communicates with the 
back-end server, which is shown in the figure 1. IoT protocols such as MQTT, CoAP are used in the 
communication of IoT End Point with the back-end server. The backend server helps in the performance 
of intensive tasks computation.

The main focus will be with the edge computing that could send notifications to the IoT End Point, 
which is managed by the MQTT client. On the other hand, the cloud environment supports the MQTT 
server, thereby creating a transport protocol that leads to the IoT End point and the data server commu-
nication. As mentioned earlier, for the real-time data analysis, cloud computing will not the sufficient 
environment due to the high network latencies (Anagnostopoulos et al. 2015).

This extends the idea to the edge computing architecture, where the edge point device guides the 
computation of the endpoint device through the data collected from the cloud servers. The bill gets fixed 
by the MQTT protocol. Instead of IoT protocol, CoAP could also be used in this process. The main role 
of this infrastructure is to combine the machine learning concepts along with the IoT and cloud and 
thereby concentrating on the edge computing techniques in the healthcare domain.

DEMYSTIFYING IMAGE PROCESSING IN HEALTHCARE

Image processing concept plays a major role in the healthcare industries. Strategies based on the Adap-
tive intervention had found its way in detecting breast cancer with the mammography screening test 
and also with the treatment of AIDS (J. Sametinger et al. 2015). But there is a scarcity of randomized 
trials that have employed dynamic treatment protocols, due to the historical lack of theory for the design 
and analysis of such a trial. The issues of sample size calculations with the randomization have been 
dealt recently with the better insights. The Bayesian framework discussed in deals with the multicenter 
design considerations and adaptive randomization of sequentially randomized trials (S.E Kahou et al. 
2016). Sequentially randomized trials within the person mental illness and its theoretical innovations are 
dealt in and regarding cancer. With certain trials, these protocols are not considered to be sequential in 
nature but are rather considered to be a separate trial. Sequential decision problem are handled with the 
conventional backwards induction method, which is also known as Dynamic Programming (K. Wac et 
al. 2009). All the covariates of longitudinal distribution should be necessarily modeled in the dynamic 
regimes context. Treatment could be recommended incorrectly with the misspecification of the distribu-
tion due to the limited knowledge of this model. Methods do not have any such type of limitations. The 
time-varying covariates are adjusted with the optimal treatment discontinuation time through causal 
approaching. Analyzing sequentially randomized trials has been done in with the likelihood-based ap-
proach for the optimal regimes prostate cancer regions (K. Xu et al. 2016). Here the probabilities are 
taken from the information collected from the patient.
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RECENT ADVANCEMENT IN MACHINE LEARNING

DISEASE IDENTIFICATION AND DIAGNOSIS

The major role played by the machine learning is to detect the disease through the image processing 
techniques, which could be very hard through the normal diagnosis. This disease could be anything like 
genetic disorders or cancers that is very difficult to be diagnosed at a very initial stage (K. Zhang et al. 
2016).

Integration of cognitive computing with genome-based tumor sequencing done at IBM Watson Ge-
nomics is the very best example through which fastest diagnosis could be done. Therapeutic treatments 
are done with the AI based bio pharma followed by Berg in oncology (P.W Lavori, 2000). Moreover 
P1vital’s PReDicT (Predicting Response to Depression Treatment) aims in promoting normal clinical 
conditions for the disease diagnosis and treatment.

DRUG DISCOVERY AND MANUFACTURING

Drug discovery process at the early-stage is one of the primary applications of machine learning. Preci-
sion medicine and Next-generation sequencing are certain R&D technologies included with this tech-
nique that could determine another alternative approach for the treatment of multiple diseases (L. M. 
Vaquero and L. Rodero-Merino, 2014). Unsupervised learning is a technique of machine learning that 
could identify patterns in the given data without providing any predicted output. Microsoft developed 

Figure 3. Applications of Machine Learning in Healthcare
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project Hanover that uses certain machine learning techniques with the AI technologies, which takes 
multiple initiatives in treating cancer as well as prescribing drugs for AML (Acute Myeloid Leukemia) 
(L. Catarinucci, 2016).

DIAGNOSING MEDICAL IMAGES

Computer vision is said to be a successful technology that works with the combination of Deep learning 
and machine learning. Image analysis had been done in Microsoft with the initiative technique called 
the Inner Eye mainly developed for the diagnosis of diseases with the images (S.A. Murphy, 2004). Due 
to the huge growth of medical data, machine learning plays its role in diagnosing the disease from the 
medical images with the role of AI.

SMART HEALTH RECORDS

Due to the update of technology, the maintenance of up-to-date medical reports could be highly possible 
with the special algorithms implemented for the data entry process. But still medical data entry takes time 
thereby increasing complexity (R. Bellman, 1957). This could be highly reduced with the machine learn-
ing techniques thereby producing high efficiency, saving cost, reducing computational time and effort.

The techniques such as ML-based OCR recognition and vector machines steps into the document 
classification methods and finds its place in machine learning-based handwriting recognition technology 
in MATLAB and Google’s Cloud Vision API (G. Muhammad et al. 2014). MIT advances their develop-
ment process to the next generation by stepping into the machine learning based tools that helps in the 
suggesting the clinical treatment with the diagnosis.

CROWD SOURCED DATA COLLECTION

In the healthcare field, crowd sourcing is found to be a rage due to the numerous amounts of medical data 
uploaded by the people and that helps the researchers and caretakers with the plenty of information. This 
type of real-time health data produces high consequences in such a way medicine will be apparent down 
the line (M. S. Hossain and G. Muhammad, 2015). Machine learning based face recognition had been 
developed in Apple’s Research kit that helps with the treatment of Asperger’s and Parkinson’s disease.

IBM had made a partnership with the Medtronic for obtaining a real-time diabetes and insulin data 
with the crowd sourced information. Due to the development of IoT and mobile technologies, several 
researches had been carried out with the obtained crowd sourced data and also enhanced is done with 
the tough-to-diagnose cases data.

OUTBREAK PREDICTION

The combination of machine learning along with the AI based techniques had been implemented today 
for the epidemics prediction all around the world. Numerous data had been collected from the satellites, 
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website information, social media etc, and researchers and scientist also have huge access to them all. 
From malaria till the impact of certain chronic disease identification and prediction could be done by 
the artificial neural networks through the obtained information.

This is extremely necessary for third-world countries that lacks with the medical and educational 
systems. ProMED-mail is the best example of this type, which is an reporting platform based n the in-
ternet that monitors the emerging diseases and the evolving ones and also promotes data at a real-time 
as shown in the figure 4.

SMART e-HEALTH GATEWAYS AT THE EDGE OF 
HEALTHCARE MONITORING SYSTEMS

In Smart e-Health Gateways healthcare monitoring systems the Sensor Network monitor the patient 
body temperature, Blood pressure, Heart rate and monitor the sleep time of the patient. These sensed 
data’s are sent to the gateway. The Gateway is then process the data and do data filtering and mining, 
give location notification of the patient and these processed data’s are sent to Internet for data storage, 
data analytics, decision making and medical caregivers interface as shown in the figure 

Figure 4. Fog Computing in Healthcare IoT
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COMPONENTS OF IoT BASED HEALTHCARE MONITORING SYSYTEM

Here the Medical Devices and Hospital Rooms are monitored by Smart e-Health Gateways. And the Smart 
e-Health Gateways are fixed at each rooms by connecting sensors and formed Mesh-based Wireless Sen-
sor Network which is used to sense the data and fetch information from the patients is shown in figure 6.

Figure 5. Smart e-Health Gateways at the Edge

Table 1. Merits and Demerits of Edge Computing in Healthcare

Merits Demerits

Provides telemedicine and Remote patient monitoring. Need more security measurements to keep the patient health record 
safely.

Machine-to-machine communication or machine –to-human 
interaction. Remote health monitoring only in smart cities.

It delivers applications and services to remote area by the use 
of data center locations.

Should increase the bandwidth capacity to the data center for fastest 
delivery of the medical services.

Smart sensors monitors the ill patients accurately. Sometimes the range of the sensor for sensing the patient become 
collapsed due to long distance.

Virtualization technology brings the patients closer to the 
doctors. Virtualization monitoring needs to bring more attention to the patient.

Telemedicine programs brought special care for the patients. All suburban areas needs the telemedicine program.

Simple and Flexible to use Limited number of services

It is powerful to use Sometimes fails practically

Highly efficient and secure healthcare monitoring Third party auditor requires for do operation

Very easy to use and secure There are some challenges to secure healthcare monitoring

Data can be maintained privately Not to resolve all issues

Easy Monitoring system Sometimes it fails
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EDGE COMPUTING BASED APPLICATION FOR 
HEALTHCARE IMAGE PROCESSING

The integration of several smart systems along with the smart healthcare falls into the category of smart 
cities. This successful endeavor is possible only with the combination of cloud computing along with 
the edge computing process. The resources and the process are assigned with the proposed healthcare 
system that comes out with the perfect workflow and pool of resources. The completion of the assigned 
task will be notified by its own edge nodes for every resource. Then the cloud environment plays a role 
in reassigning the resources with the scheduling algorithm. Rather than the regular client-server com-
puting, cloud computing is found to be more effective, reliable and it is also said to be faster. Cloud also 
supports the fault tolerance policies and hence the workflow will also be ensured.

The cloud-fog based workflow system had been presented in figure 7. The software related to the 
workflow and the databases are stored in the cloud and on the other hand assigning the task with the 
completion of task notification will be send from the edge node to the cloud infrastructure. Tablet and 
cell phones acts on the edge node, which are said to be the resources of the smart devices. When the task 
assigned is accomplished by the resource then the respective notification will be send by the edge node 
to the cloud that the particular resource is available at the pool for it to be re-assigned. 

The communication mode among the medical team and the cloud in the base station is shown in the 
above figure. This communication is said to be mobile and wireless. In this level, the edge and fog are 
found to be alike. The fog and the edge computing push the computing and processing capabilities closer 
to the originated place of the data. In the above framework, the data is found to be closer to the smart 

Figure 6. IoT Based Healthcare Components
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healthcare workflow. The resources are categorized as consumable and non-consumable according to 
the above framework. The resources is said to be consumable if it expires by time; else it is said to be 
non-consumable. Non-human resources such as equipments, machines etc, are said to be consumable 
resources. On the other hand, humans are the best example of non-consumable resources.

The process carried out in both the cloud and the edge mode is presented in figure 8. In the cloud 
mode, scheduling occurs and all the assignments in done at the edge mode.

CONCLUSION

Fog severs as a new architecture for control, computing, storage and networking that brings the end 
users very closer to the technologies. Moreover, decentralization is also achieved at the edge of the net-

Figure 7. Cloud-fog based workflow system
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work. Due to the increasing use of wearables (sensor devices), enormous amount of data is generated. 
The data related to healthcare could be in the form of numerical format or images. In case of images, 
the affected regions are identified and with the help of machine learning algorithms, classification and 
preprocessing is done based on the types of diseases. With the help of the clinical procedures, the data 
gets assisted by the cloud and the fog services. This large pool of data serves as a huge benefit for the 
IoT healthcare. Egde computing techniques could be involved in reducing the latencies produced by the 
cloud computing environment. Moreover, with the combination of these technologies, healthcare could 
be highly benefitted, thereby reaching people at every corner of the world.
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KEY TERMS AND DEFINITIONS

Cloud IoT: It integrates cloud computing and Internet of Things to alleviate the quality of service in 
healthcare organizations and improve the medical facilities in clinics. And do interaction among medi-
cal staff and general practitioners.

Edge Computing: Due to long distance causes number of risks factors. It may cause bandwidth 
congestion and network latency. To concern these things, foremost all healthcare organizations moves 
forward to edge computing, which analyze the data and send it to the nearby system situated at cloud.

Healthcare Applications: A good IoT framework should intelligently prioritize and use the network 
resources with the trusted and secure channel. This could be possible by effectively preprocessing the 
input data retrieved from the sensor nodes. This could be done by connecting the leaf devices with the 
cloud servers at the backend.

Image Processing: Image processing concept plays a major role in the healthcare industries. Strategies 
based on the Adaptive intervention had found its way in detecting breast cancer with the mammography 
screening test and also with the treatment of AIDS.

IoT Edge Gateway: It can generate and exchange data within single framework. It offered Remote 
patient monitoring system which reduces the time duration.

Machine Learning: The major role played by the machine learning is to detect the disease through the 
image processing techniques, which could be very hard through the normal diagnosis. This disease could 
be anything like genetic disorders or cancers that is very difficult to be diagnosed at a very initial stage.

Telehealth Service: For instance, a truck outfitted with the edge computing devices could visit certain 
remote villages and promote healthcare facilities by connecting the patient to the telehealth services.
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ABSTRACT

As a decorative flower, marigolds have become one of the most attractive flowers, especially on the so-
cial and religious arena. Thus, this chapter reveals the potential positive resultants in the production of 
marigold through neuro-fuzzy-based smart irrigation technique in the static-clustered wireless sensor 
network. The entire system is sectionalized into clustering phase and operational phase. The clustering 
phase comprises three modules whereas the operational phase also includes three primary modules. 
The neuro-fuzzy term refers to a system that characterizes the structure of a fuzzy controller where the 
fuzzy sets and rules are adjusted using neural networks iteratively tuning techniques with input and 
output system data. The neuro-fuzzy system includes two distinct way of behavior. The vital concern of 
the system is to prevent unnecessary or unwarranted irrigation. Finally, on the utilization of multimodal 
image analysis and neuro-fuzzy methods, it is observed that the system reduces the overall utilization 
of water (~32-34%).
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INTRODUCTION

In India, marigold is one of the most commonly grown flowers and used extensively during religious 
and social functions in various forms. Based on the cultivation report (Sujitha & Shanmugasundaram, 
2017), the southern state namely Tamil Nadu which ranks number one among the marigold produc-
tion, that covers 6733 hectare with an estimated production range of ~100995 tonnes annually, and the 
productivity ranges around 15 tonnes/hectare. Most of the time, the marigold flowers are intentionally 
grown as decorative crops that could be marketed as loose flowers or ornamental garlands for specialty 
usage. It is also one of the prominent instinctive origins of xanthophylls as an artificial additive to 
brighten poultry skin and egg yolks (Sujitha & Shanmugasundaram, 2017). Apart from these usages, 
the most part of the flowers also being used efficaciously for commercial dyestuff fabrics (Sujitha & 
Shanmugasundaram, 2017). High necessities of marigold flower either as a extracted products or as cut 
flower is always peak in most of the developed and developing countries (Italy, Taiwan, South Korea, 
Japan, UK, Mexico, Spain, United States). Hence, exportation of marigold flower plays a crucial role in 
the uplift of farmer’s economy. Although the entire cultivation of flower is systemically exercised in an 
open field environment, still the irrigation process lacks the regulated and efficient utilization of water 
which is the firm demand for the raise in yield.

Smart irrigation is rightfully became a crucial practice of modern days agriculture. For majority of 
the cropping strategies especially in arid and semiarid regions require an efficient and systematical ir-
rigation system to yield the maximum production, and to elevate the socio-economic condition. Beside 
linear-movable irrigation systems, Self-propelled centre pivot systems are commonly applied to irrigate 
the agri-field quite systematically; however, crucial variances in soil properties and water availableness 
exist all over the fields (Crow & Wood 2003). Automated irrigation systems are efficient to irrigate 
plants to an appropriate level for a normal growth of plants. Conventional method results in the reduc-
tion of productivity and energy.

The modern techniques of Neuro-fuzzy have found application in almost all the fields. The “Neuro-
Fuzzy” term entails a kind of system characterized for a similar structure of a fuzzy controller where 
the fuzzy sets and rules are adjusted using neural networks tuning techniques in an iterative way with 
input and output system data. The system includes two distinct way of behavior. In the first phase called 
learning phase, it behaves like neural network that learns its internal parameter. In the second phase 
called the execution phase, it behaves like a fuzzy logic system.

Neural-fuzzy networks are often referred as connectionist models that are trained as neural networks, 
but their system is structurized as a fuzzy rule interpreter to obtain an unambiguous, crisp resultant. 
A Neuro-fuzzy inference system comprises a set of linguistic rules and an inference operation that are 
substantiated or aggregated with a connectionist framework for better adaption.

The neuro-fuzzy controller which is developed can determine the quantity of water required by plants 
in well defined depth using sensor nodes such as soil moisture sensor, humidity sensor and temperature 
sensor. Automatic irrigation scheduling system can be used to supply the water automatically based 
on the measurements specified through sensors. Sensors fixed in the field are used to ensure the water 
level in the soil. A solution to the problem of excessive supply of water can prevent damage of crops.

The combined analysis of multi-images of the same specimen adopted in various imaging modalities 
is typically used to acquire more selective information about the flower growth progress than is poten-
tially analyzed from just a single modality. Thus, after the successive execution of operational phase, 
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to analyze the growth progress of marigold flower; Non- Subsampled Contourlet Transform (NSCT) is 
employed for fusing multi-modal images (L. da Cunha et al., 2006).

The proposed neuro-fuzzy based smart irrigation technique in precision agriculture of marigold 
cultivation is addressed in Section 2 of this chapter. The complete evaluation of smart irrigation system 
based upon the multimodal image analyzing is also discussed in Section 3. Justifiable and reasonable 
conclusion and the future research work of this proposed technique is discoursed in the Section 4 of 
this chapter.

PROPOSED SMART IRRIGATION SYSTEM

To study the effect of smart irrigation system, the demonstration and research analysis was carried out 
in marigold crop field at Hosur region in Tamil Nadu state of India, which is located at the longitude of 
77.8597148 and latitude of 12.7499988. The proposed smart irrigation system will collect temperature, 
soil moisture and humidity data from the marigold farming environment through deployed WSN in each 
hourly basis with respect to the current time stamp. Soil moisture evaporation rate depends on the above 
parameters. These parametric values are sensed by corresponding wireless sensors node and further the 
real-time data are processed through neuro-fuzzy system. Based on the final resultant of the process the 
irrigation procedures are carried out. The entire block diagram of the process is described in Section 3.1.

Process Flow of the System

The process flow of the proposed system is depicted in the figure 1, apart from that the internal process 
of the neuro-fuzzy schema is shown in figure 2. Initially, all the sensed data from the layer 1(temperature 
value, current soil moisture value, and present humidity value) were collected and provided as input 
parametric value to the Layer 2 part of neuro-fuzzy system for Fuzzification process. Then several fuzzi-
fied values are treated with well framed rule-base in layer 3 which produces a specified output fuzzified 
values to each of the input fuzzified value set in layer 4. Finally, to obtain a crisp output; a defuzzification 
methodology is applied on those output values in layer 5.

Clustering Phase

System Model

The following parameters are considered in the demonstrative analysis. (1) Temperature sensor, humidity 
sensor, and soil moisture sensor are considered for monitoring and irrigation process. In this experimental 
demonstration one hectare of marigold crop field is chosen and nodes are dispersed randomly in a 100 
× 100 square unit of that region following a uniform distribution. (2) Base station is fixed in the centre 
of the experimental field and all the nodes after their deployment send join messages to the base station 
containing their local information such as location coordinates, energy status, and neighboring node details. 
(4) The base station (BS) is a node with no energy constraint and enhanced computation capabilities.
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Cluster Formation and Cluster-Head (CH) Selection Module

Without the involvement of separate algorithm for clustering, BS forms the static clusters based on 
the horizontal and vertical lines that are originated from fixed coordinates which is refereed as Cluster 
Segregation Point (CSP). Thus, approximately four cluster zones namely UL, UR, LL, and LR zones 
are formed which is depicted in figure 3.

Since all the nodes in the network are of homogenous type, each and every parametric values and 
processing capabilities are also found to be same. Thus, initially, a randomized node which is very close 
to the CSP is chosen as Cluster Head (CH) in each zone. After this, all the Chosen CHs broadcast its 
selection information as an advertisement messages to all other non-CH nodes within their zonal range 

Figure 1. Block diagram of WSN based Smart Irrigation Schema

Figure 2. Block diagram of Neuro-fuzzy inference Module

 EBSCOhost - printed on 2/9/2023 7:59 AM via . All use subject to https://www.ebsco.com/terms-of-use



241

Neuro-Fuzzy-Based Smart Irrigation System and Multimodal Image Analysis in Static-Clustered WSN
 

of the network. The non-CH nodes which receives the advertisement message, replies to the correspond-
ing CH along with their essential information like location coordinates, and current energy status. Now 
each CH node estimates the distance of all the cluster heads from its current coordinates.

Data Transmission Scheduler Module

The proposed scheme employs conventional TDMA (Falconer et al., 1995) technique for synchronized 
data transmission. The selected CHs in each zone allocate data transmission slots to all nodes within the 
cluster zone. Thus, except slot_0, the odd numbered slots to all of its non-CH nodes for data transmission 
whereas all the even numbered slots are assigned to itself. During the broadcast of slot allocation, all 
CHs embed its local time to all non-CHs for synchronization purpose. Hence, through this procedure, 
the proposed scheme prevents collision and enables traffic-free communication. At the session of slot_0 
all the non-CHs nodes adjust its local clock to the timestamp of CHs. Figure 4 shows the sample slot 
allocation strategy.

Operational Phase

Sensing Module

The initial part of operation phase involves sensing module that further comprises soil moisture, tem-
perature and sensor modules. Here, BE-000030 Xcluma Soil moisture sensor module is utilized. Soil 
moisture module is most sensible device, usually employed to monitor the moisture cognitive content 
of the soil. In other words, it assesses the volumetric cognitive content of water present in the soil and 
denotes the moisture measure in terms of voltage. It also has the tendency to provide both analog and 
digital resultants. Most of the analog output measures are in term of percentage mapped between the range 
of 0 and 100. Figure 5.a, depicts the sample device of BE-000030 Xcluma Soil moisture sensor module.

Figure 3. Cluster Formation
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Next, DHT11 Humidity and Temperature Sensor are employed for further investigation that yields 
calibrated digital outcomes. It can be interfaced with any microcontroller like, Raspberry Pi, Arduino, 
etc. and renders instantaneous outcome. Moreover, it is a low cost temperature and humidity sensor 
which enables long term stability and high reliability. Figure 5.b, depicts the sample device of DHT11 
Temperature and Humidity Sensor Module.

Low-Cost Controller Module

To adapt low cost experimental setup, we preferred Raspberry Pi 3 Model A+ as low-cost controller 
module which is smaller in size that can be utilized for multi-utility purpose. This device weighs around 
29g which simplifies the programming platform (especially Python) for developing applications and 
very easy to compute. It comprises 64-bit quad core processor executing at 1.4 GHz, 5 GHz WLAN, 
4.2V Bluetooth, and 2.4 GHz dual-band. Figure 6, represents the sample of Raspberry Pi 3 Model A+ 
low-cost controller module.

Neuro-Fuzzy System

The major part of the operation phase includes the computation part of Neuro-fuzzy system which is 
always referred as learning machine that further determines the parameters of a fuzzy system (i.e., fuzzy 
sets and rules) by tapping estimated methodologies from neural networks. Developing neuro-fuzzy infer-

Figure 4. Data Transmission Scheduling

Figure 5. (a) Soil Moisture Sensor Module; (b) Temperature and Humidity Sensor Module
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ence systems involves both the cognition and the evolving inference mechanisms, and samples regularly 
vary in time. For the better understanding purpose of this system, table 1 explores relevant and essential 
studies of the system to the maximum extent.

Comparative Study of Relevant Neuro-Fuzzy Inference Module

Neuro-Fuzzy Inference Module

The entire computational block diagram of Neuro-Fuzzy system is depicted in figure 7 where Layer 1 
consists of sensor nodes which senses the values and is known to be the sensor unit. Layer 2 comprises 
all the input membership functions that perform fuzzification. Layer 3 is rule based inference system. 
Layer 4 exhibits all of the output membership functions and layer 5 referred as output layer or defuzzi-
fication unit that provide crisp resultant.

Here, Layer 3 executes an AND operation which is computed as the (min) function on the inflow 
activation measures of the membership function nodes. Moreover, the implemented membership func-
tions are of triangular type. An OR operation is manipulated in Layer 4 that are calculated as the (max) 
function. This (max) functions are computed to the weighted activation values of the rule nodes con-
nected in that layer.

Oy4L = max{Ox3L∙wx,y} (1)

where, Oy4L is the activation of the yth node of layer 4.

Membership Function

A Membership Function (MF) is defined as a curve that characterizes the fuzzy set by attributing the 
corresponding degree of membership or membership value for each element. It deals with the mapping of 
input values to a membership value between the unit interval 0 and 1. The initial step of fuzzification is to 
define the fuzzy set which contains linguistic variables, linguistic terms with the degree of membership 
ranging from 0 to 1. Most commonly, the elements are described between entirely belonging to the fuzzy 
set and entirely not belonging to the fuzzy set because each set does not constitute a crisp, unambiguous 
boundary. Herein, to regulate the smart irrigation, membership function like temperature, soil moisture, 

Figure 6. Raspberry Pi 3 Model A+
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and humidity are considers as linguistic input variable to neural network. Low (L), Optimal (OP) and 
high (H) are applied as linguistic terms, and mapped with different ranges of parametric values. Table 
2 represents the membership function mapped with different sets of linguistics terms.

Table 1. (Ravi & Prasad, 2010)

Methodology
Parameters

Learning Algorithm No. of 
Layers Purpose Area of Utilization

Adaptive Neuro Fuzzy Inference System 
(Jang R, 1992) Back-propagation One

· Ensures that each 
linguistic term is 
represented by only one 
FS. 
· One of the best tradeoff 
between neural and 
fuzzy systems, providing 
smoothness, due to 
the FC interpolation, 
adaptability, due to the 
NN Back-propagation. 
· Strong computational 
complexity restrictions.

· Agricultural economic 
variables forecasting. 
· Automatic control and 
signal processing.

Generalized Approximate Reasoning 
based Intelligent Control 
(Bherenji & Khedkar, 1992)

Gradient descent 
and reinforcement 
learning

One

Provides a well balanced 
method for combining 
the well qualitative 
knowledge of human 
experts in terms of 
symbolic and learning 
strengths of ANN.

Cart-pole balancing 
system.

Fuzzy Adaptive learning Control 
Network 
(Lin CT & Lee CSG, 1991)

Unsupervised and 
gradient descent Two

· Provides a framework 
for structure and 
parameter adaptation for 
designing neuro-fuzzy 
systems. 
· Able to partition the 
input and output spaces 
and then find proper 
fuzzy rules and optimal 
membership functions 
dynamically.

· Pattern Classification. 
· Control Engineering.

Neuro-Fuzzy Control 
(Nauck & Kruse, 1997)

Reinforcement and 
Back-propagation 
learning

Two

NEFCON can be used to 
learn an initial rule base, 
if no prior knowledge 
about the system is 
available or even to 
optimize a manually 
defined rule base.

· Control for Flexible 
Robotic Arm 
· Tracking of Aircraft 
and Ground Vehicles.

Self Constructing Neural Fuzzy 
Inference Network 
(JC Feng & LC Teng, 1998)

Supervised and Back-
propagation One

· Sequential learning 
scheme is of on-line 
operation. 
· To provide an optimal 
way for determining the 
consequent part of fuzzy 
if-then rules during the 
structure learning phase.

Control, 
communication, and 
signal processing.
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The fuzzy set is characterized by different forms of membership functions like trapezoidal, linear, 
triangular singleton Gaussian or piecewise, etc (Nguyen HT, 1995). The research work utilizes trapezoi-
dal MF which efficiently fuzzifies the uncertain, limited input parameters. Figure 8a, b, and c represent 
the trapezoidal MF for the linguistic variables temperature, soil moisture and humidity respectively. 
Furthermore, the fuzzy sets of three linguistic variables are formulated in the Equation (2) to (10).
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Figure 7. Computational Block diagram of Neuro-Fuzzy System

Table 2. Membership Function Table

          Membership Function
          Linguistic Terms

          Low(L)           Optimal (OP)           High(H)

          Temperature (in oCelsius)           1 – 12           15 - 28           >30

          Soil Moisture (in pH)           0 – 4.0           5.0 – 7.0           >7.5

          Humidity (%)           0 – 50           65 – 80           >85
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Figure 8. Membership Function of (a) Temperature, (b) Soil Moisture, and (c) Humidity
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The systematical smart irrigation procedure is exclusively associated with distinguished “rules”. The 
experimental research work employs Mamdani rule inference method in neuro-fuzzy inference module. 
Here, the rule base exhibits a simple “IF ‘a’ is X Then ‘b’ is Y” approach (Karthick Raghunath & Thiru-
kumaran, 2019). Here, the combination of three input variable intends to frame 27 rules that are depicted 
in the figure 9. Eventually, the each and every rules are classified for training purpose and resultants are 
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determined for decision-making during irrigation procedure. The type of irrigation facilities that are to 
be opted as per the results of the rules are represented in the table 3.

Multimodal Image Analyzing

Multimodal image analysis is referred as the combined investigation of multiple images of the same in-
stance gained from various imaging modalities is generally employed to acquire more data or knowledge 
about the selected instance than that are possible from a individual modality.

To identify the infected plants (due to flower bud rot or powdery mildew or inflorescence blight or 
damping off or leaf spots and blight) and to overcome from the effects of predictable marigold plant 
disease, employing multimodal image analysis system is found to be essential. Majority of the mari-
gold crop diseases happens due to fungal agametes. To be preventive from such a kind of scenario is to 
adapt an efficient multimodal image analysis system for optimal irrigation which avoids or prevent crop 
from fungal agametes. Sometime identifying and removing the infected crops may also aid in limiting 
the dispersion of disease effects. For the precise identification of such crop again demands an essential 

Figure 9. Rule Mapping
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multimodal image analyzing system. Thus, Imote2 is utilized to regularly capture the images of the crops 
during its entire farming tenure. Further, the captured images are imposed to a multimodal image fusion 
methodology namely Non-Subsampled Contourlet Transform (NSCT) (L. da Cunha et al., 2006) which 
provide much detailed information regarding the current status of the crop for precise and better analysis.

The general NSCT-based image fusion access comprises the following sequence of steps:

Initially, for each scale and each direction it is essential to acquire and band-pass directional sub-band 
coefficients and low-pass sub-band coefficients. So, NSCT is performed on captured image source to 
obtain those coefficients. Later, several required fusion rules are applied to choose NSCT coefficients 
of the processing image. Eventually, inversed NSCT is applied to the chosen coefficients and as a result 
the fused image is obtained. Figure 10 showcases the process flow of NSCT.

Table 3. Rule classification and resultant

          Rule Classification           Resultant

          R1, R2, R3, R4, R5, R6, R10, R11, R12, R13, R14, R15           Low Flow 
          (micro spray, drip lines, or drip emitters,)

          R7, R8, R9, R16, R17, R20, R23           Moderate Flow 
          (rotor, fixed spray, soaker hose, or bubbler

          R18, R9, R21, R22, R24, R25, R26, R27           High Flow 
          (Subsurface)

Figure 10. Schematic pictorial representation of NSCT
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PERFORMANCE ANALYSIS OF PROPOSED SYSTEM

Evaluation of NSCT Approach

Figure 11 show that the NSCT formally recovers maximum edge contents of the captured images. The 
betterment of the technique can be studied from figure 11.a, where the marigold leaves are mostly prone 
to leaf spot which has to be monitored for proper countermeasures. Thus, the collections of different 
images are further denoised to enhance the quality of the image. These enhancements provide detailed 
information which is essential for feature extraction and for future analysis. Similarly, from figure 12, 
the collection of images of marigold flowers which are affected by the flower spot are denoised and 
then enhanced the image in reconstruction (especially around the petals). For the reconstruction process, 
the noise standard deviations and noise variance of the collected image are estimated. Eventually, the 
maximum magnitude and mean of respective coefficient in all sub-band directions are computed and 
classified those levels into strong or weak edges. Thus the local adaptive shrinkage in each sub-bands 
are performed including threshold as (L. da Cunha et al., 2006),

Figure 11. (a) Original image of marigold leaf affected by ‘leaf spot’, (b) Denoised with NSCT, and (c) 
Enhanced image by NSCT

Figure 12. (a) Original image of marigold flower affected by ‘Flower Spot’, (b) Denoised with NSCT, 
and (c) Enhanced image by NSCT
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T i j U i j ui j, , ,,

/� � � ��
� �

� �2  (3.1)

where, σ(i,j,u) represents the uth coefficient variance at ith directional sub-band of jth scale. �U i j,� �

2  denotes 

the noise variance at direction i and scale j.

Evaluation of Smart Irrigation System

Marigold crop was farmed in the observational plot during 22 November 2018 to 30 February 2018 at 
the 12.7499988 Latitude and 77.8597148 Longitude of Hosur, Tamil Nadu. The observations are fully 
inspected based on the implementation proposed smart irrigation system and the resultants are compared 
with the absence factors of proposed system. Figure 13 represents the experimental plot along with the 
physical properties of the plot.

After some of the biometric examinations for around 100 days, this research marks a unique identi-
fication of systematical irrigational system that shows the betterment of applying the proposed system. 
It’s been recorded that around 185.5 mm of water is supplied to the crop throughout the farming period 
that is around 10% addition water consumption by the crops is reduced. The observations carried out or 
measured with respect to the plant spread, plant height, number of branches and minimum and maximum 
number of flower diameter, and flowers per plant.

The obtained results are compared with results of smart irrigation in absentia scenarios. The resultants 
denoted in the figure 14, 15, 16, 17 shows that the imposed system not only enhanced the production but 

Figure 13. Experimental Plot of Marigold farming
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also the productivity of the crop. Moreover, the cultivators gain the knowledge regarding degradation or 
disease factors of the plant through effective multimodal image fusion techniques.

It was observed that average flower yield per plant is 0.6 kg for the experimental plot adopted smart 
irrigation system, and 0.4 kg for normal flower cultivation plot (without smart irrigation system). Eventu-
ally, the production of quality flower per hectare was found to be around 21.5 tons which is approximately 
20% higher than with normal flower cultivation procedures.

Figure 14. Comparative measurement and analysis of Plant height

Figure 15. Comparative measurements and analysis of Number of Branches
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CONCLUSION

Figure 16. Comparative analysis of Plant dispersion

Figure 17. Comparative analysis of plant parameters like flowers per plant and flower diameter
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For growing marigold, the neuro-fuzzy smart irrigation system outperforms the normal farming system 
in terms of water use efficiency, production, and productivity. Utilization of multimodal image analysis 
technique for monitoring and identification of diseases in the early stage prevents the degradation of 
productivity and provide prior information to the cultivators. It was also exposed that all the biometric 
parameters are experimented as per the demands and evaluated with the resultant of the normal farming 
procedures. The Comparative resultants were found to be higher with smart irrigation system. It was 
also observed that the average flower yield per plant is 0.6 kg for farming supported by proposed system 
whereas it is 0.4 kg in case of normal farming. Likewise the productivity of flower/hectare was 21.5 tons 
for farming aided by smart irrigation system while it is 17.54 tones for normal farming. Yield was 20% 
higher, and utilization of water was 34% less compared to the normal farming procedures.
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ABSTRACT

The recent researches show that cement mortar containing eggshell as a partial replacement of sand 
contained radiation absorption property. In these cement mortar samples, 5%, 10%, 15%, and 20% by 
mass of sand was replaced by crushed eggshells, and there was increase in radiation absorption. The 
result also showed that using eggshell as a partial replacement for sand leads to decrease in compres-
sive strength of the cement mortar. Waste of any kind in the environment when its concentration is in 
excess can become a critical factor for humans, animals, and vegetation. The utilization of the waste 
is a priority today in order to achieve sustainable development. So, we have planned to increase that 
compressive strength by means of using seashell as a partial replacement for cement. The main objective 
of the project is to maintain radiation absorption by means of using eggshell along with seashell as a 
partial replacement for cement to increase the compressive strength.

INTRODUCTION

Waste of any kind in the environment when its concentration is in excess can become a critical factor 
for humans, animals, and vegetation as stated by (Dr.Amarnath Yerramala, 2014). The utilization of the 
waste is a priority today in order to achieve sustainable development. In this developing world, many 
countries are going to face the severe environmental problems due to the rapid population growth. Nowa-
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days, Indians are generating waste products at a rather alarming rate. It is much faster than the natural 
degradation process and they are using up resources at a speed exceeding the rate these materials are 
being replaced (Amu, O.O., A.B. Fajobi and B.O. Oke, 2005). As a way to disposal the waste, we need to 
recycle it to become useful product for the Indians. Despite the massive amount and complexity of waste 
produced, the standards of waste management in India are still cannot able to control waste generation 
rates and its composition, disposal of municipal wastes with toxic and hazardous waste, indiscriminate 
disposal or dumping of waste and inefficient utilization of disposal site results in severe health hazards 
to both humans and animals. To reduced this problems the waste product such as oil palm shell, fly ash 
and bottom ash are being used in construction industries as an additional material or replacement of the 
material in the concrete to decrease the cost while reducing the amount of waste.

The construction industries are searching for the alternative product that can increase their profit 
and in the same time can be an environmentally friendly material (ASTM Annual Book of Standards, 
2004). The conversion of waste obtained from agricultural processes into biocompatible materials 
(biomaterials) used in medical surgery is a strategy that will add more value in waste utilization. This 
strategy has successfully turned the rather untransformed wastes into high value products. Eggshell is an 
agricultural waste largely considered as useless and is discarded mostly because it contributes to pollu-
tion. This waste has potential for producing hydroxyapatite, a major component found in bone and teeth. 
Hydroxyapatite is an excellent material used in bone repair and tissue regeneration. The use of eggshell 
to generate hydroxyapatite will reduce the pollution effect of the waste and the subsequent conversion 
of the waste into a highly valuable product. In this paper, we reviewed the utilization of this agricultural 
waste (eggshell) in producing hydroxyapatite (ASTM C 642–82, 1995). The process of transforming 
eggshell into hydroxyapatite and nanohydroxyapatite is an environmentally friendly process. Eggshell 
based hydroxyapatite and nanohydroxyapatite stand as good chance of reducing the cost of treatment in 
bone repair or replacement with little impact on the environment (ASTM C 642–82, 1995).

Chicken’s egg is one of the waste materials that contribute lot to the environmental problem. Eggshells 
are available in large quantity due to their large consumptions majority of them are by products from 
other processes or natural materials (Bonavetti, V., Donza, H., Menédez, G., Cabrera, O and Irassar, 
E.F, 2003) . The major benefit of egg shell is its ability to replace certain amount of fine aggregate and 
still able to display fine aggregate property, thus reducing the weight of concrete, where seashell can be 
used as a replacement for cement to a certain amount because of its cementitious properties. The use of 
such by products in concrete construction not only prevents these products from being land-filled but 
also enhances the properties of concrete in the fresh and hardened states. Crushed Eggshell obtained 
by crushing the shells using the crusher has been established to be good partial replacement for fine.

Background of Study

Agricultural waste is any waste being generated from different farming processes in accumulative 
concentration. Adequate utilization of agricultural waste reduces environmental problems caused by ir-
responsible disposal of the waste. The management of agricultural wastes is indispensable and a crucial 
strategy in global waste management. Waste of any kind in the environment when its concentration is in 
excess can become a critical factor for humans, animals, and vegetation. The nature, quantity, and type 
of agricultural waste generated vary from country to country. The search for an effective way to prop-
erly manage agricultural waste will help protect the environment and the health quality. For sustainable 
development, wastes should be recycled, reused, and channelled towards the production of value added 
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products. This is to protect the environment on one side and on the other side to obtain value added 
products while establishing a zero waste standard. The utilization of the waste is a priority today in order 
to achieve sustainable development (Markle Foundation, 2003) .

One way that adds great value to agricultural waste is its utilization as a biomaterial used in medical 
surgery and therapeutics. The production of biocompatible material or biomaterial from agro waste has 
added a different dimension to the utilization of agricultural waste for value added product. This is possible 
because some of this waste contains active compounds that have value in medical applications. This is a 
novel practice that is expected to have value in medical sciences. Most researches on agricultural waste 
focused mainly on its energy potentials or its use as effective chemical feedstock and as renewable raw 
materials because of its abundance, its cheap availability (Markle Foundation, 2003) . This conversion 
into valuable products or energy sources is carried out by microorganisms or their components. Many 
agricultural wastes were reported to be effective feedstock in making useful products. The waste is readily 
available and cheap. Agricultural waste has been proven to serve as a good replacement option which 
can be used as biomaterials in therapies that replaces bone for the growth of osteoblasts. Avian eggshell 
is an agricultural waste that received attention and has the potential of being used in medical and dental 
therapy. The use of other wastes as biomaterials has also been reported.

The development of biomaterials for bone tissue replacements has increased and attracted a lot of 
interest due to the rise in the number of patients that requires bone replacements, especially in those 
suffering from bone cancer, trauma, and ageing. The biomaterials must be biocompatible with sufficient 
mechanical strength to support the weight of human body before being used as bone implants.

This paper will give an insight into utilization of avian eggshell, an agricultural waste, to produce 
hydroxyapatite. Eggshells remain largely unutilised and untransformed as they are discarded wrongly. 
These shells are made up of calcium carbonate that can be used to produce hydroxyapatite, the major 
inorganic part in bones which is used in bone and dental therapy (Metzger and Fortin, 2003) .

From the previous research, the eggshell had been found as a good material to be an additive material 
or replacement material in the concrete (Mitchell, 1999). The eggshell can be found easily and it also 
found that have good strength characteristic when mixed with the concrete (Wise, 2003)). Eggshells 
are agriculture waste materials generated from chick hatcheries, bakeries, fast-food restaurant among 
other which can litter the environmental and consequently constituting environmental problem or pol-
lution which would require proper handling. The uses of eggs are very high in the food making process 
and the waste of eggshell is usually disposed in landfills without any pre-treatment since it is normally 
useless. The US food industry generates 150,000 tons of shell waste a year. The disposal methods for 
waste eggshells are 26.6% as fertilizer, 21.1% as animal feed ingredients, 26.3% discarded in municipal 
dumps, and 15.8% used in other ways. Many landfills are unwilling to take the waste because the shells 
and the attached membrane attract vermin. Together the calcium carbonate eggshell and protein rich 
membrane are useless.

Recent inventions have allowed for the egg cracking industry to separate the eggshell from the egg-
shell membrane. The eggshell is mostly made up of calcium carbonate and the membrane is valuable 
protein. When separated both products have an array of uses. Scientifically, seashells known that it is 
mainly composed of compound of calcium which is very similar to cement. Literature has shown that 
the eggshell primarily contains lime, calcium and protein where it can be used as an alternative raw 
material in the production of wall tile, concrete, cement paste and other. Therefore, the use of eggshell 
in the concrete can decrease the cost of raw material and can give a profit to the construction industries 
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while saving the environment. Therefore, eggshell can be used to reduce the cost of construction and 
produced as a new material in developing the construction industries.

MATERIALS

Ordinary Portland Cement

The raw materials used for manufacture of Portland cement are calcareous materials, such as limestone 
or chalk, and argillaceous materials such as shale or clay. The process of manufacture of cement con-
sists of grinding the raw materials, mixing them intimately in certain proportions depending upon their 
purity and composition and burning them in a kiln at a temperature of about 1300 to1500ºC, at which 
temperature, the materials sinkers and partially fuses to form nodular shaped clinker. Ordinary Portland 
cement (OPC) 53 grade cement was used for all mortar mixtures. The chemical composition of the 
crushed eggshell is shown in Table 1.

CHEMICAL COMPOSITION

Sand

Sand is a naturally occurring granular material. It is defined by size, being finer than gravel and coarser 
than silt. Sand can also refer to a textural class of soil or soil type; i.e. a soil containing more than 85% 
sand-sized particles by mass. The composition of sand varies, depending on the local rock sources and 
conditions, but the most common constituent of sand in inland continental settings and non-tropical 
coastal settings is silica (silicon dioxide, or SiO2), usually in the form of quartz (Hawkins, P., Tennis, 
P. and Detwiler, R 2003) .

ISO 14688 grades sands as fine, medium and coarse with ranges 0.063 mm to 0.2 mm to 0.63 mm 
to 2.0 mm. In the United States, sand is commonly divided into five sub-categories based on size: very 
fine sand ( 1¤16 –  1¤8 mm diameter), fine sand ( 1¤8 mm –  1¤4 mm), medium sand ( 1¤4 mm –  1¤2 
mm), coarse sand ( 1¤2 mm – 1 mm), and very coarse sand (1 mm – 2 mm). These sizes are based on the 
Krumbein phi scale. Ennore standard sand passing through 4.75mm sieve was used for all mortar mixtures.

Table 1. Chemical Composition of Cement

    COMPONENTS     %

    Lime (CaO)     60 – 63%

    Silica (SiO2)     17 – 25%

    Alumina (Al2O3)     03 – 08%
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Eggshell

Fresh eggshell consists of a typically three-layered structure; the foamy cuticle layer on the outer surface 
resembles a ceramic; the middle layer is spongy; the inner layer consists of lamellar layers. It represents 
almost 11% of the egg total weight. Calcium carbonate (calcite) is the main component in eggshells and 
is the major inorganic substance found in an egg and it makes up about 94% of chemical composition 
of eggshell.

Aggregates passing through 4.75 mm sieve and predominately retained on 75 µm sieve are classi-
fied as fine aggregate. Finely grinded eggshell is used as fine aggregate is used as a partial replacement 
for fine sand. The main ingredient in eggshells is calcium carbonate (the same brittle white stuff that 
chalk, limestone, cave stalactites, sea shells, coral, and pearls are made of). The shell itself is about 
95% CaCO3 (which is also the main ingredient in sea shells). The remaining 5% includes Magnesium, 
Aluminium, Phosphorous, Sodium, Potassium, Zinc, Iron, Copper, Ironic acid and Silica acid. Eggshell 
has a cellulosic structure and contains amino acids; thus, it is expected to be a good bio-sorbent and 
it was reported that large amounts of eggshells are produced in some countries, as waste products and 
disposed in landfills annually.

The following are some of the advantages of egg shell

1.  Considerable reduction in alkali-silica and sulphate expansions.
2.  Meets the most stringent environmental regulations nationwide.
3.  Ideal for painting in occupied spaces.
4.  Excellent durability and washable finish.
5.  Resist mould and mildew on the paint film.
6.  Saves money; less material required.
7.  Meets strict performance and aesthetic requirements.

The eggshells are collected and cleaned properly. The cleaned eggshells are finely grounded and 
sieved. The crushed eggshell passing through 1.18mm and retains on 600µ is used as a partial replace-
ment for sand.

The chemical composition of the crushed eggshell is shown in Table 2.

Table 2. Chemical Composition of Eggshell

  COMPONENTS   %

  Calcium carbonate   95

  Magnesium   0.8

  Calcium Phosphate   0.8

  Organic Materials   3.4
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SAMPLE PREPARATION

Preparation of Cement Mortar

In the preparation of cement mortar cubes, cement conforming with IS 3535-1986, standard Ennore sand 
conforming to IS: 650- 196, Eggshells and Seashells were used. The practical work is done based on the 
“BS EN 1015: Methods of test for mortar for masonry”, the formula therein has been used to calculate 
manually. Initially the mix is made by taking the regular quantity of cement and sand which is of CM 
mix ratio 1:3 for a 7.1cm x 7.1cm x 7.1cm cube. The quantity of cement and sand taken are 200 g and 
600 g respectively with water cement ratio as 0.5 which is 100 g weight of cement. The cement is of 
OPC 53 grade and the sand is of the size passes through 4.75mm sieve and retains on 2.36mm is used.

Preparation of Ordinary Cement Mortar Sample

The practical work is done based on the “BS EN 1015: Methods of test for mortar for masonry”, the 
formula therein has been used to calculate manually. In manual mixing, OPC of 53 grade and sand is 
mixed. A depression is then made in the middle of mix and required amount of water is added. Then 
the mixture is mixed well. The resultant mix should be consumed within 30 minutes from the instant 
of adding water to the mix.

Preparation of Cement Mortar Sample Containing Eggshell

In the preparation of cement mortar sample containing seashell, cement conforming to BS EN 1015, 
standard sand and eggshell were used. The sample names, the mixing ratios and the materials used are 
given in table 3. While preparing the sample mortars, 5%, 10%, 15% and 20% [2] by mass of sand was 
replaced by crushed eggshells. The materials are weighted accurately and mixed properly, and then 
compacted by using the vibrating machine for 2 minutes. The 3 no’s of samples were allowed to set for 
a day, after which the samples were taken and kept in the curing tank for the period of 7 days and 28 
days. After the 7 days and 28 days of curing, samples were taken from the curing tank and dried. Next 
the cube sample is tested for its compressive strength by using the CTM of 200 ton and their correspond-
ing values were noted.

Table 3. Mix proportion of cement mortar containing eggshell

SAMPLE NAME
MORTAR COMPONENTS

CEMENT (g) SAND (g) EGGSHELL (g)

M 200 600 -

ME1 200 570 30 (10%)

ME2 200 540 60 (10%)

ME3 200 510 90 (15%)

ME4 200 480 120 (20%)
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MIX PROPORTION

The mix proportion of cement mortar sample containing eggshell is indicated in Table 3,

Compressive Strength of Cement Mortar

Compressive strength of cement mortar samples were determined (A. J. Olarewaju, M. O. Balogun and 
S. O. Akinlolu 2011). The compressive strength of the cement mortar sample was tested by means of 
using the Compression Testing Machine (CTM) of 200 ton.

The compressive strength of cement mortar samples is shown in the following Figure 1,

DISCUSSION

28-day compressive strength of mortar samples are given in Figure.1.

Compressive Strength of Cement Mortar Containing Eggshell

From the Figure.1, it shows that increase in percentage of eggshell results in decrease in compressive 
strength of cement mortar and decrease in self weight of cement mortar. The 28-day compressive strength 
of cement mortar sample containing Eggshell is shown in Table 4.

Figure 1. Compressive strength of cement mortar sample containing Eggshell
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COMPARISON OF WEIGHT OF ORDINARY CEMENT MORTAR 
WITH THE CEMENT MORTAR CONTAINING EGGSHELL

Comparison of weight of ordinary cement mortar with the cement mortar containing eggshell shown 
in the Figure 2, we can conclude that the increase in percentage of eggshell results in decrease in self 
weight of cement mortar. Hence the eggshell can be used as partial replacement of sand in the place 
where the light weight cement mortar with permissible compressive strength is required.

CONCLUSION

The addition of eggshell as a partial replacement of sand results in decrease in compressive strength 
of cement mortar. But the advantage of using eggshell was that, the increase in percentage of eggshell 
results in the decrease in self weight of cement mortar. Also, the chemical composition of eggshell 
have a property to resist the radioactivity to the certain extent, hence it can be used for radiotherapy 
rooms, nuclear reactors and in the buildings where the radioactive materials are used. In future, the ce-

Table 4. Compressive strength of cement mortar containing Eggshell

SAMPLES NAME AVERAGE ULTIMATE LOAD (kN) COMPRESSIVE STRENGTH 
(N /mm2)

M 277.10 54.97

ME1 244.84 48.57

ME2 228.41 45.31

ME3 213.23 42.3

ME4 194.08 38.5

Figure 2. Comparison of weight of ordinary cement mortar with the cement mortar containing eggshell
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ment mortar containing eggshell can be used for paver blocks, radioactivity resisting bricks and other 
biomedical applications.
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