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Foreword
by EugEnE V.  Koonin

“In this world nothing can be said to be certain, except death and taxes.” 
The second part of this famous quip by Benjamin Franklin, obviously, ap-
plies only to us humans. The first part is more general, we know full well 
that all animals die, and so do plants, even if some, like redwoods, live 
incredibly long by our standards. However, this is where most people to 
some extent familiar with biology, and as far as I know, even most biol-
ogists draw the line: complex, multicellular organisms inevitably die but 
simple, unicellular ones, such as protists (unicellular eukaryotes) and bac-
teria, are thought to be, at least, in principle, immortal. Surely, the unicel-
lular life forms perish massively, being killed by viruses, predators, starva-
tion, and all kinds of adverse environmental factors. The common belief, 
though, is that they are not doomed to die in the same sense multicellular 
organisms are. In The Evolutionary Origins of Life and Death, Pierre Du-
rand outlines a dramatic change to this perspective by synthesizing the 
discoveries in biology over the last two decades that compellingly show 
that most if not all unicellular life forms possess molecular mechanisms 
for programmed cell death (PCD). The existence and importance of PCD 
(often also called apoptosis, particularly in animals) in multicellular or-
ganisms is well known (in 2002, Sydney Brenner, H. Robert Horvitz, and 
John E. Sulston were awarded the Nobel Prize in Physiology or Medicine 
for the discovery of genes responsible for apoptosis in animals). Indeed, 
in animals and plants, PCD is essential for defense against pathogens, 
elimination of cells with impairments of the division cycle, and some de-
velopmental processes. Abrogation of PCD by somatic mutation leading 
to cell immortalization results in cancer. However, conventional thinking 
predicates PCD on multicellularity and separation of germline and soma: 
some somatic cells are sacrificed to benefit the organism as a whole. From 
this perspective, PCD in unicellular organisms appears puzzling, even par-
adoxical: what might be the benefit for a single cell organism to kill itself?
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v i i i  f o r e w o r d

To explain PCD in unicellular life forms, a major shift in our under-
standing of evolution is required: group selection, i.e., selection that af-
fects ensembles of individuals, must be recognized as a key evolutionary 
mechanism. If group selection is ubiquitous, so should be PCD: an en-
semble of cells will benefit from some of its members sacrificing them-
selves to prevent the spread of infection or to provide nutrients at times 
of starvation. Should this be the case, one would have to conclude that 
there are no strictly unicellular life forms but rather a continuum of co-
operation between cells, a striking realization in itself.

Group selection (also often referred to as inclusive fitness, a more tech-
nical term) has been for many years and remains a hotly debated subject 
in evolutionary biology. Some prominent theorists flatly deny the very 
existence of this phenomenon. And yet, the tide is turning, with multiple 
lines of empirical data and theoretical argument converging to show, be-
yond reasonable doubt, that group selection is one of the defining factors 
in the evolution of life. Indeed, in Durand’s book, group selection emerges 
as a common denominator that unifies the origins of life and death, no 
less. The earliest steps in the evolution of life cannot be modeled or even 
reasonably imagined without selection affecting collectives of replicators, 
that is, without the emergence of group selection. Furthermore, as dis-
cussed at some length in the book, the evolution of life is punctuated by 
evolutionary transitions that involve changes in evolutionary individu-
ality, or in other words, transitions to new levels of selection (origin of 
multi cellular life forms is the most obvious case in point, and it occurred 
on multiple occasions in evolution). But, then, the same force that drove 
the evolution of life, from its inception, promoted the evolution of PCD, 
perhaps, concomitantly with the origin of the first cells, or at any rate, 
shortly after. At later stages of evolution, PCD itself promoted the evo-
lution of complex organisms. The complete theory of group selection re-
mains an unresolved task, but Durand presents a simple but powerful 
mathematical framework, based on the Price equation, to analyze this 
crucial evolutionary phenomenon.

I think The Evolutionary Origins of Life and Death will be an eye opener 
for many readers, biologists, and others interested in visiting the fron-
tiers of today’s conceptual thinking on evolution. This book, compact and 
simple but densely packed with information and ideas, presents the new 
edifice of evolutionary biology, a vibrant, progressing field that goes far 
beyond the confines of neo- Darwinism.
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Preface

This book deals with the origins and evolution of the first “living” mo-
lecular systems and the first “dying” cells. I have purposefully placed the 
“living” and “dying” entities in quotation marks because their definitions 
are not as clear as we would like them to be. Furthermore, a detailed ex-
amination of how the two phenomena originated and evolved reveals that 
they are not always oppositional. They not only share some fundamental 
processes that facilitated their origins, but also exhibit coevolutionary fea-
tures as more complex forms of life emerged.

With the advances and consolidation of research in the origins of life 
and cell death fields, as well as a general interest in these subjects, the time 
is right to organize these two areas into a single book. I hope that the sub-
ject material and integration of work and ideas from disparate disciplines 
will be a source of interest to a variety of researchers, academics, and 
scholars ranging from fundamental scientists in biology, physics, chemis-
try, evolution, and philosophy to students and perhaps even the lay public 
with a background and interest in natural history. Many of the recent ad-
vances (for example, the genomic and experimental systems) and the in-
tegration of this information into syntheses of life and death, have not yet 
found their way into general and evolutionary biology textbooks. I hope 
the syntheses presented at the end of each part will be useful for tertiary 
students. Most of the chapters should be accessible to those with a basic 
but sound knowledge of general biology and natural history. There are, 
however, a few sections and chapters that require much more detailed 
knowledge of cell and molecular biology or evolutionary theory (for ex-
ample, chapters 6 and 13). For the non- specialists, these can be glossed 
over or even ignored without interrupting the flow of the book or im-
pacting other chapters. At the same time, there may be some sections that 
more expert readers may find frustratingly simple. These are necessary to 
appeal to a more general science audience and I ask for your indulgence. 
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The section at the very beginning, “An introduction to the scientific study 
of life and death,” will orientate the reader and provide a sense of the level 
of biological knowledge required to follow and, hopefully, enjoy the con-
tents of this book. It also serves to highlight the motivation and reasons 
for writing this book. For non- academics or those without sufficient back-
ground in biology, the three main ideas in this book can still be appreci-
ated by reading the three most important chapters. These are chapter 7 
(a synthesis for the origin of life), chapter 14 (a synthesis for the origin 
of death), and chapter 16 (an explanation for how more complex life and 
death coevolved).

The reference list is extensive, and I have attempted to be as accurate 
and appropriate as possible. One of my gripes in science and philosophy, 
is that the most appropriate references are often not the ones cited. This 
happens all the time, especially by those at the early stages of their careers, 
when it is more convenient to attribute discoveries or advances to publica-
tions in high- profile journals or simply to those frequently cited by the re-
search community (see also additional notes 3.2). I cannot claim to get this 
aspect right all the time— one needs a thorough knowledge of the history 
of science for that— but I have made every attempt to be as accurate and 
fair as possible. The references should be a helpful resource for those with 
a deeper interest, particularly students and academics who may wish to 
engage further with the subject material. I have to state upfront, however, 
that there is an enormous number of excellent publications in the origins 
of life and cell death fields. In many instances, I could easily have cited 
other contributions, but chose the ones I have because I am familiar with 
them. It is quite simply impossible to do justice to the many individuals 
who have made valuable contributions. I apologize for these omissions in 
advance. To offset some of this limitation there are further acknowledg-
ments and references in the additional notes at the end of the book. I have 
also used these additional notes to make the reader aware of related issues 
or to mention alternate views that are in conflict with my own.

I was encouraged to think about this book during my time as a vis-
iting scholar attending the program “Cooperation and the Evolution of 
Multicellularity” and conference “Cooperation and Major Evolutionary 
Transitions” at the Kavli Institute for Theoretical Physics, UC Santa Bar-
bara, USA, in 2013. I am very grateful for my time there, which was sup-
ported in part by the National Science Foundation under grant no. NSF 
 PHY- 1125915. One is rarely afforded the privilege of immersing oneself 
completely in such an intellectually stimulating environment without the 
responsibilities of everyday university life. This indulgence allowed me to 
interact with others from diverse backgrounds and helped crystallize some 
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of my own thoughts concerning the origins of life, death, and complexity. 
I am grateful to the organizers of that workshop (especially Greg Huber), 
and my interactions with Irene Chen, Eugene Koonin, Niles Lehman, Mi-
chael Lynch, David Queller, Joan Roughgarden, and many others were 
particularly encouraging. I thank Aurora Nedelcu and Armin Rashidi for 
many discussions concerning cell death, and Nisha Dhar, who conducted 
her PhD research on the origin of life in my research group. I pay special 
tribute to Rick Michod, with whom I spent an enriching postdoctoral 
fellowship in 2009/2010 at the University of Arizona, something that I 
valued greatly. I thank the editorial and publishing staff at the University 
of Chicago Press, especially Rachel Kelly Unger, Michaela Luckey, Scott 
Gast, and Christie Henry (who has since moved to Princeton Univer-
sity Press), for their enthusiasm and patience. I have received many help-
ful comments from other scientists and philosophers. I am particularly 
grateful for the discussions and feedback I have had from Troy Day, Sue 
Dykes (who also proofread the book), Eugene Koonin, Kevin Laland, 
Rick Michod,  Aurora Nedelcu, Samir Okasha, David Penny, Grant Ram-
sey, Santosh Sathe,  Sonia Sultan, Stuart Sym, and several anonymous re-
viewers. I appreciate the significant contributions of Nisha Dhar, Rick 
Michod, and Grant Ramsey to four of the chapters (please see my ac-
knowledgments to them at the beginning of the relevant chapters). These 
chapters would have been much poorer without them. At the same time, 
any errors are mine alone. I am grateful to Eugene Koonin for the foreword 
and Viktor Radermacher for the figures in chapters 7 and 14 that capture 
my proposed syntheses for the origins of life and PCD. In addition to the 
NSF funding that covered my time at the Kavli Institute, I appreciate the 
funding and support received from Bruce Rubidge, director of the Centre 
of Excellence in Palaeosciences, and Marion Bamford, director of the Evo-
lutionary Studies Institute, both at the University of the Witwatersrand. 
I am grateful for the support of friends and family, particularly Matthew 
McKay. And, of course, Donald.

PMD, 2020
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An introduction to the scientific  
study of life and death

The origin of life and its inevitable association with death is one of the 
most intriguing and enigmatic areas in all of biology. There has always 
been an abiding interest among scientists, academics, and the lay public 
in the driving forces and mechanistic processes by which life arose on 
Earth. What constitutes the beginning of life is still very much debated, 
but what is clear is that molecular life, or at least a collection of compart-
mentalized molecules that together encompass a program for the proper-
ties that are associated with life, existed long before cells as we know them 
today emerged. Once a system with the features that we associate with life 
existed, it would have been possible for such a system to die. Death may 
have occurred in many ways, but at this early stage death was almost surely 
the result of aged and damaged molecules or accident. What is surpris-
ing from an evolutionary perspective is that a new way of dying evolved. 
One that is active and non- incidental. One supported by a genetic pro-
gram. The characteristics of the very first forms of programmed death 
are unknown. But what is clear is that from the time that single- celled 
life existed (and certainly long before multicellular life arose), there was 
a programmed form of cell death. This book deals with the evolution of 
this form of programmed death in the world of single- celled organisms.

An investigation of the origin and evolution of life focuses on the se-
lective pressures that promote life— the selection of traits that stabilized 
the first living systems and allowed them to evolve. But a study of the 
evolution of death (in this book the reference to death is in the context 
of unicellular organism unless specifically indicated otherwise) seems, at 
first glance, a peculiar endeavor. When a genetic program for death in uni-
cellular organisms was uncovered in the latter half of the twentieth cen-
tury it puzzled evolutionists. Why would unicellular organisms harbor a 
suicide- like genetic program, for surely natural selection would not favor 
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such an obviously lethal trait? The phenomenon of what became known 
as programmed cell death (PCD) was first discovered in multicellular or-
ganisms, where it is part of organism ontogeny and tissue homeostasis. 
But its observation in unicellular organisms raised all sorts of intriguing 
questions. Despite this counterintuitive finding (since in unicellular or-
ganisms death of the cell equates to death of the organism), many of the 
genetic and protein elements of the PCD molecular machinery have now 
been identified in diverse unicells and an argument can be made that PCD 
is almost as old as cellular life itself.

Why and how two of the most foundational biological innovations (life 
and cell death) emerged, and how they are connected evolutionarily and 
mechanistically, are the subjects of this book. The why question deals with 
ultimate causality: the explanation of origin and evolution in terms of se-
lective pressures, adaptation, and non- adaptive events. The how question 
deals with proximate causality: the mechanisms by which the processes 
occurred as revealed by biochemistry, molecular and cell biology, and re-
lated disciplines. To students and non- experts, it is worth cautioning that 
the two questions can easily be confused, and many evolutionists will be 
quick to point out this error.

Life and death are philosophically and conceptually connected; the 
one exists in the absence of the other. The two terms are typically used 
to describe two mutually exclusive states in biology. Thus, a living entity, 
whether a single organism or a complex biological ecosystem, can be alive 
only if it is not dead and vice versa. This was certainly the case at the or-
igin of life and death. However, as the subject is explored further, and as 
more complex life (like groups of interacting cells) emerged, it becomes 
clear that life and death processes are not always oppositional. They ex-
hibit some coevolutionary features. In multicellular organisms, cellular 
death may, for instance, serve to promote the life of the organism of which 
they are a part.

This book is structured around three main ideas. Part 1 deals with our 
understanding of the first living molecular systems and proposes a synthe-
sis that integrates the evolutionary, theoretical, computational, and bio-
chemical knowledge of the origin and evolution of life. Part 2 investigates 
the origin and evolution of PCD and culminates in a synthesis of how a 
genetic program for death may have evolved in unicellular organisms. The 
third main “big idea” for this book is in part 3, which reveals how cellular 
life and PCD coevolved en route to more complex life forms. One of my 
aims has been to integrate much of the current information from dispa-
rate disciplines. These include philosophy of biology, theoretical biology, 
molecular biology and biochemistry, cell biology, genomics and compu-
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tational biology, and of course evolutionary theory, which is the central 
organizing framework around which all of biology is structured.

Part 1: The origin of life

The field of biology has reached a point where a broad explanation for 
the origin of life is within our grasp. Of course, significant gaps remain 
and seeking a definitive explanation is likely never going to be realistic; 
but a crude step- by- step account of how it could have happened is cer-
tainly possible. Part 1 begins by examining practical philosophical and 
conceptual considerations of what life is (chapter 1) and the fundamen-
tal differences between the abiotic and biotic worlds (chapter 2). What is 
the quintessential feature of life and how does one capture it philosoph-
ically, theoretically, and empirically? The theoretical underpinnings for 
life’s origin are covered in chapter 3 and include the theory of hypercycles 
and quasispecies, group selection models, contributions from the fields 
of genomics, phylogenetics, and bioinformatics, as well as the enduring 
concept of Gánti’s chemoton. Chapter 4 introduces the chemistry of the 
first biologically relevant molecules starting from the generation of nu-
cleobases, sugars, and nucleotides through to the passive chemical repli-
cation of small RNA molecules. The emergence and enzymatic replication 
of the first replicators is covered in chapter 5. The empirical evidence and 
the explanatory gaps for the emergence of complex replicating molecules 
are highlighted. Chapter 6 discusses the origin of life as an evolutionary 
transition in individuality. The concepts of the levels and units of selec-
tion as well as issues concerning group selection are introduced. These are 
discussed again in part 2 (especially chapter 13) and given a more infor-
mal treatment in the additional notes. Chapter 6 explains how groups of 
replicating networks became functionally integrated and formed the very 
first proto- genomes. The basic features of all of life are traced back to these 
original collections of molecules. The first six chapters lay the foundation 
for the final chapter in part 1 (chapter 7), which is the first main aim of 
this book. It integrates the disconnected information from different dis-
ciplines and proposes a synthesis for the origin of life.

Part 2: The origin of death

Before the turn of the last century there was the widespread belief that 
single- celled organisms were immortal and that death in unicellular life 
was secondary to external factors like nutrient depletion, physico- chemical 
damage, predation, or the accumulation of metabolic waste products with 
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4  i n t r o du c t i o n

subsequent loss of viability. A genetically encoded obligatory death pro-
gram like PCD was considered a hallmark of multicellular life. However, 
in the latter decades of the last century, a PCD- like phenotype was ob-
served in diverse unicellular organisms. What started as a minor curios-
ity become a fundamental problem in biology. The existence of death in 
unicells was described as “a beautiful evolutionary problem” (anonymous 
National Institutes of Health grant reviewer, 2013), “enigmatic,” “counter-
intuitive,” “confusing,” or simply an “anomaly.” Part 2 focuses on this evo-
lutionary conundrum. Chapter 8 introduces the phenomenon of death 
and considers the applied philosophy and terminology of different forms 
of death. Chapter 9 illustrates the phenotypes of death in unicellular or-
ganisms. The ultrastructural changes are used as a tool to explain the pro-
cesses by which unicellular organisms die in a programmed way. A range 
of organisms are used as examples, including prokaryotes and photosyn-
thetic and non- photosynthetic eukaryotes.

Chapter 10 details the mechanisms of PCD as well as the measures 
of PCD in different microbes. All the major crown groups of unicellular 
organisms contain elements of PCD and the evolutionary relationships 
between lineages are used to explain the ancient origins of death. The ex-
perimental and theoretical evidence for PCD as an adaptation is discussed 
in chapter 11. The arguments describing PCD in unicells as a non- adaptive 
process are provided in chapter 12. Chapter 13 introduces the issue of mul-
tilevel selection theory, which is a central issue if we wish to understand 
and capture the concepts of PCD in unicells. Has PCD been selected for, 
and if so how? Chapter 14 concludes part 2 with the second main aim of 
this book, which is a synthesis for the origin and maintenance of PCD in 
the unicellular world. The reader is taken through the putative steps from 
the ancestral state of immortality or death by accidental means, to the 
current observations that inform our understanding of what PCD in uni-
cellular organisms fundamentally is.

Part 3: Origins of life and death, and their coevolution

The syntheses of the origins of life and death reveal that they are not 
always oppositional. They also share some evolutionary processes like evo-
lution by group selection, which has been one of the most contentious 
debates in all biology. Despite its controversial history, it seems that group 
selection processes were essential for the evolution of the two most fun-
damental events in all of biology. Chapter 15 highlights the essential and 
unexpected role that group selection played and places this in the context 
of the history of group selection theory. Chapter 16 is the third main moti-
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vation for this book and examines the coevolution of PCD and more com-
plex life. It has become clear that in some circumstances PCD is essential 
for sustaining life. In other instances, it appears that PCD has played a role 
in the emergence of complex microbial communities, sociality in the uni-
cellular world, and multicellularity.
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Part onE

The origin of life
The only thing I know for certain about how life began, is that it did.
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1
Philosophical considerations 

and the origin of life

Attempts to understand the origin of life and the history of living systems 
have had a profound impact on human thought and civilization. The ques-
tion of life’s origin has possibly been a part of human curiosity from the 
very beginning, from the time that consciousness in our primate ancestors 
had evolved to a point where they could pose such conceptual questions. 
It is an endeavor that has intrigued seasoned philosophers, scientists, and 
other academics as well as the lay public in equal measure. Before and 
during the Age of Enlightenment and into the modern scientific era, an 
explanation for life was proffered by thinkers of the time. Every ancient 
culture and civilization to the more recent monotheistic Judeo- Christian- 
Islamic traditions had, or still has, their own version of events (fig. 1). 
In the Western tradition of philosophy, the ancient Greeks (although it 
should be remembered that philosophy pre- dates ancient Greek civiliza-
tion [for example, van de Mieroop 2015]) attempted explanations based 
on reason even without any of the mechanistic knowledge that we have 
today. In the pre- Socratic era, Thales the Milesian (639– 544 BC) and his 
student Anaximander of Miletus separated rational thought and obser-
vation from theology with the aim of explaining natural phenomena in 
a reasoned way (see chapter 6 in Finley 1963). Scientific methodologies 
brought about an empirical examination of life’s origins. While it is un-
likely that the puzzle of life’s origins will ever be answered definitively, 
the field has reached a point where a reasonable explanation, albeit crude 
and with many gaps, is possible. The hypotheses are testable and rooted in 
our knowledge of biochemistry, geochemistry, physics, mathematics and 
theoretical simulations, molecular and evolutionary biology, and philos-
ophy. The aim of this book is to integrate much of what is known about 
the origin of life from these diverse disciplines and to present and discuss 
one of the likeliest ways in which life could have arisen. The final chapter 
of part 1 (chapter 7) is a synthesis of the ideas and empirical studies dealt 
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with in the first six chapters. But before exploring the theoretical and ex-
perimental advances it is worthwhile considering what is meant by life 
and living systems.

What is life and is it important to have a definition?

Szostak argues that “attempts to define life do not help to understand the 
origin of life” (Szostak 2012). It is probably true that a definition per se will 
not help us understand its origins; however, having some idea of what is 
being referred to when speaking about the properties and constituents of 
the earliest forms of molecular or cellular life is still helpful. Even if defin-
ing life does not help with a mechanistic understanding of life’s origins, 

Fig. 1. Cultural accounts of life’s origin. Creation myths have had a profound impact 
on human civilization and cultural evolution. All known, past and present, civiliza-
tions proffered some or other account of how life (humans and all living things) began. 
The creation myths are sometimes focused on the universe and all life contained in it 
(example A). In other instances (example B), the creation myth focuses only on hu-
mans and animals. The myths appeal to the idea that before life as we know it existed, 
there were supernatural entities (a god or gods, or animals) that created the universe 
of life. Five creation myths are illustrated. (A) Nun, god of the waters of chaos, lifts 
the barque of the sun god Ra (represented by both the scarab and the sun disk) into 
the sky at the beginning of time (artwork created c. 1050 BC); (B) The Haida peo-
ple’s creation story explains how the Raven opened a giant clam from which humans 
emerged (sculpture by Bill Reid [1920– 1988] in the University of British Columbia 
Museum of Anthropology); (C) In Norse mythology Odin and his brothers Vili and 
Ve slew the god Ymir and created the universe and everything in it from his corpse (il-
lustration by Lorenz Frølich [1820– 1908]); (D) Artwork by Michelangelo (1475– 1564) 
in the Sistene Chapel illustrates the Judeo- Christian- Islamic myth of Adam’s creation 
by God; and (E) Shinto gods Izanami and Izanagi created islands from water droplets. 
Living on the islands Izanami produced many offspring, which included more islands, 
deities, and humans (painting by Kobayashi Eitaku [1843– 1890]).
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definitions of what we mean by a living system will at least help opera-
tionalize some of the questions (Bich and Green 2018) and contribute to 
a philosophical and conceptual appreciation of the transition from non- 
living to living systems (Knuuttila and Loettgers 2017; Mariscal and Flem-
ing 2017). At the same time, while a consideration of what is meant by life 
is helpful it should not (as all philosophy should not) stray too far from 
common sense— a criticism that is sometimes (perhaps unfairly) aimed 
at theorists and philosophers.

The abiotic- biotic boundary is discussed in detail in chapter 2. For the 
moment, an appreciation of what is meant by the “origin of life” is neces-
sary because it means different things to different people (see the editorial 
introductions and references in the special issues, Walker, Packard, and 
Cody 2017, and Gayon et al. 2010). There are numerous definitions and 
concepts of what, if anything, distinguishes the living from the non- living 
world (table 1 in Prud’homme- Généreux 2013). Different disciplines have 
their own perspectives ( Jeuken 1975; Mariscal et al. 2019), and debates 
aimed at answering the question “what is life?” usually end in a stalemate. 
None of the concepts of what life is satisfies everyone (Popa 2004), which 
as we shall see reflects the consensus that life’s origin cannot be captured 
by a substance or event. The abiotic- biotic transition was a process, not 
a moment in time, and the biomolecules that gave rise to life were chem-
ically dynamic. Basic or pure (as opposed to practical or technical) phi-
losophers are interested in the very notion of what life fundamentally is, 
its nature and what it means (Farley 1986; Kolb 2016; Ruse 1997). This is 
usually quite distinct from the interests of biologists (although the dis-
tinction itself is a philosophical question), which includes evolutionary 
biology and the mechanistic disciplines, each of which focuses on what 
it considers to be the most essential element of life. Astrophysicists, geo-
physicists, and biochemists are acutely aware of the importance of chem-
ical and electromagnetic energy in the early reactions and may, for ex-
ample, claim that life began by superflares (Airapetian et al. 2016). Of 
course, what is meant is that the energy required for life- giving chemical 
reactions may have come from solar radiation. On their own these were 
just physical or chemical phenomena. Protein biochemists may claim that 
life began by the formation of amino acids (Carter and Wolfenden 2015), 
but again amino acids or short peptides are not living although they form 
part of life and may have been essential for life to begin. To a cell biolo-
gist the organizational structure is the important component and life’s or-
igin may become interesting to them only once the earliest cells existed, 
concluding that archaea- like organisms were the first forms of life. But of 
course, others will want to know where the cells came from. In the absence 
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of cells, a geneticist would want to see some form of replicating hereditary 
material and consider this material living regardless of whether it existed 
in cell- like compartments or not. An evolutionist is focused on processes 
like natural selection, which certainly captures a fundamental feature of 
living systems. But the purely evolution- based conceptual definitions can 
run into problems when more mechanistic questions are asked about the 
kinds of molecules present at the very beginning of life. Disparate fields 
agree to disagree and usually settle on a list of criteria or components that 
define living systems.

The question can be raised: is it even helpful thinking about the philo-
sophical and biological questions of what life is and how it arose? (Szos-
tak 2012). I think so, yes, even if it is much easier to pose the questions 
than provide the answers (Durand and Michod 2011). Not having satisfac-
tory answers, does not mean that important insights will not emerge from 
the discussion. Even when considering the most fundamental concepts 
in biology, like the “species concept,” there is no definition that is univer-
sally agreed upon (Hey 2006). There are still new definitions emerging to 
determine what constitutes a species (Thackeray and Dykes 2016; Thack-
eray and Schrein 2017; Stat et al. 2012). In the end, researchers often select 
a definition that is most appropriate for the questions they pose. That is 
the nature of biology. Boundaries are seldom discrete and exceptions to 
the rule are common. One can argue that the absence of a definitive spe-
cies concept has actually aided speciation studies by highlighting the im-
portant elements. As with all living things, speciation is a process, not a 
discrete event (Thackeray and Schrein 2017). And so it is with life’s origins 
(and the origin of death— see part 2). Even if there is no agreeable solu-
tion to the question “what is life?” thinking about the answer encourages 
an appreciation of the important components, processes, and features and 
helps formulate testable hypotheses (Bich and Green 2018).

Broadly speaking, two groups of origin of life biologists have emerged 
(the purely philosophical approaches are not considered here; see chap-
ter 2): those focusing on “metabolism first” and those insisting on “repli-
cation first” (Lazcano 2010). The debate between proponents of metab-
olism and those of replication continues unabated with both approaches 
subject to criticism (Pross 2004). Understandably, replication first is fa-
vored by evolutionists since there can be no evolution without reproduc-
tion. However, the replication first proponents are not without their crit-
ics, particularly those who claim that without taking into account early 
metabolism, theoretical and laboratory studies are rendered meaningless 
(Shapiro 2000). Replication requires energy and nucleotide monomers, 
which could only have emerged through metabolic reactions. Without in-
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cluding these metabolic considerations, there is no way of knowing many 
of the biochemical features of replicators and modeling their dynamics 
can be unhelpful if the biochemical constraints are not taken into account. 
The questions concerning replication are discussed in more detail later, 
but it is worth considering briefly the metabolism first scenario to high-
light some of the important biochemistry.

The case for metabolism first focuses on the generation of energy- rich 
organic compounds and information molecules that were essential for life. 
The argument is that metabolism must have existed prior to replicating ca-
pabilities since the information molecules like ribonucleotides as well as 
the energy compounds required to polymerize them could have emerged 
only via metabolic processes. The proposition is that metabolic reactions 
emerged spontaneously and at some subsequent stage a nucleotide- based 
replicative capability was incorporated into the existing system (Shapiro 
2007). Metabolic reactions like the formose reaction (first described by 
Alexander Butlerov) (Leicester 1940) or a reverse Krebs cycle (the Krebs 
cycle is a source of chemical energy for molecular biosynthesis and poly-
merization) can be driven by mineral catalysts (Orgel 2000; Wachters-
hauser 1990), although critics claim the likelihood of this happening was 
remote (Orgel 2008). The iron- sulfur world hypothesis proposes that the 
first cells were enclosed in microscopic metal casings, which served as 
catalysts for biochemical reactions and at the same time concentrated the 
reactants and products in space and time. There is some evidence to sup-
port this; the discovery of iron- sulfide bubbles in the deep ocean pro-
vides a possible environment where such a system could have occurred 
(Miller and Bada 1988; Russell and Hall 1997). It is suggested that the 
spontaneous metabolic synthesis of lipids in such bubbles permitted the 
escape of lipid- enclosed cells from their metal origin and eventually gave 
rise to the earliest prokaryotes. Supporting this hypothesis is the obser-
vation that  bacteria and archaea have membranes composed of different 
types of lipids, suggesting that they emerged independently from com-
partments like the proposed metal cells (see fig. 1 in Koonin and Martin 
2005). Furthermore, the thermophilic archaea and bacteria that thrive on 
sulfur, methane, and hydrogen are at the root of the evolutionary tree and 
are commonly found near the hydrothermal vents that mimic the condi-
tions proposed by the iron- sulfur hypothesis.

The value of the metabolism first hypothesis lies in the fact that it draws 
attention to the important chemical processes like the spontaneous gener-
ation of energy- rich molecules, which had little to do with the replication 
process itself but were essential for life to begin. So, excluding the metab-
olism first component limits the replication first explanations. Modes of 
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replication that do not take into account the chemical environment are 
often unrealistic and investigating them theoretically is sometimes a tech-
nical pursuit without bringing us any closer to what actually happened. At 
the same time, without replication there is no population on which evo-
lution can act. In order for evolution to occur, a population of replicating 
individuals (for further reading on individuality see Buss 1987; Goodnight 
2013b; Santelices 1999) is required, and excluding heritability and replica-
tion makes no sense when considering the origin and evolution of life (ad-
ditional notes 1.1). The truth is that while researchers may focus on  either 
metabolism or replication, the two processes coevolved.

Returning to the issue of a definition of life. To assist with generating 
testable hypotheses, the most helpful definitions have often been those 
that are specific to a particular question. For example, the working defi-
nition settled upon by one group of origin- of- life scientists appears cus-
tomized to the questions they ask. To understand the origin of life, they 
state that life is “a self- sustaining chemical system that can evolve by Dar-
winian evolution” (see the foreword in Joyce 1994), which is helpful in-
sofar as one wants to understand life’s origin in these terms. “Darwinian 
evolution” refers to natural selection and definitions like these are clearly 
useful. Natural selection is one of the organizing principles in biology (for 
the original publications by Darwin and Wallace see Darwin 1859, Darwin 
and Wallace 1858) and the above definition allows one to operationalize 
the problem and develop testable hypotheses. But definitions like these 
can also be limiting because they explicitly exclude evolution by means 
other than natural selection (see additional notes 1.2), which also played 
a role (Denny and Gaines 2002; Koonin 2011; Lynch 2007; Ramsey and 
Pence 2016). The above definition is tailor- made for the model system 
employed in this instance, and studying the origin of life in the terms 
employed in the definition will always answer only part of the question 
(the logic of definitions and terminology and how they impact interpre-
tations of causality in evolution is dealt with in greater details in chapter 
6 and additional notes 6.4). Furthermore, one can never be sure whether 
developing a chemical system in the laboratory that fits with the defini-
tion is more a technical feat than a true representation of what happened. 
Perhaps this was one of the reasons why Szostak made the point that at-
tempts to define life will not help understand its origin.

At the other end of the scale, definitions may be accurate but at the 
same time too general and not very helpful to experimentalists. The state-
ment, for example, that something is living if it has a life history must be 
true and is useful in the sense that one can measure life history traits; but 
the logic is circular. I am partial to the argument that life is an emergent 
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phenomenon (see additional notes 1.3). This abstraction is, as discussed 
later (chapter 2), inclusive of many of the properties associated with life, 
but admittedly it is not a definition that is particularly helpful should one 
wish to operationalize the quantifiable aspects of “emergence.” It may cap-
ture a quintessential component of life but gives no idea of how to inves-
tigate the problem (but see Hogeweg and Takeuchi 2003; Takeuchi and 
Hogeweg 2009). Furthermore, while life is an emergent property, not all 
emergent properties are living. Nevertheless, the property of emergence 
is certainly one way of capturing life’s origin and features in the synthesis 
presented in chapter 7.

How, then, can we avoid being paralyzed by the limitations and incon-
sistencies when thinking about what life is? A useful approach is to accept 
that, as with almost everything else in biology, the origin of life was a pro-
cess. Pluralist approaches and integrating information from different per-
spectives are necessary to appreciate the process fully (see for example, 
Dieckmann and Doebeli 2005; Gontier 2015). To study it, one needs to 
appreciate the important properties and minimum component parts that 
make the system functional. None of these on their own is sufficient, but 
each is necessary. Penny provides a useful framework for interpreting the 
concept of life and asking questions about how it began (Penny 2005). 
He makes the point that it is easier to understand life in terms of prop-
erties rather than definitions, the important elements being an energy 
source (and energy gradient), basic biochemical reactions driven by the 
energy gradients, organization (membranes, compartmentalization, and 
separation from the external environment), and self- reproducibility (ge-
netic heritability, information transfer, evolvability). The process that de-
fines life comprises these components.

For the remainder of part 1 it is important to provide some context. 
All the contributions concerning the philosophical, biochemical, phys-
ical, and molecular biology nature of life’s origin are important, but the 
evolutionary questions are what percolate through the chapters that fol-
low. From a mechanistic point of view, all the component parts that are 
mentioned as being a part of living systems, are essential. There is strong 
evidence that metabolism, replication, energy gradients, compartmental-
ization of biomolecules, and structures (cellular or otherwise) are all part 
of the process and essential to understand the mechanisms by which life 
emerged. The quintessential feature, however, is the process that gave rise 
to life (the emergent property) rather than discrete events or whether one 
type of substance was more important than another. At the same time, 
the evolutionary process must be rooted in what we know about the early 
chemistry. This is an important consideration, since without relevance 
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in the material world, the theoretical and evolutionary studies can be-
come mathematical and conceptual feats rather than practical solutions, 
sometimes leading to situations like Zeno’s paradoxes. In addition, one 
must also consider the most parsimonious explanation, which is why the 
RNA world hypothesis, developed initially by Carl Woese, Francis Crick, 
Leslie Orgel, and others (for recent reviews see Higgs and Lehman 2015; 
 Robertson and Joyce 2012) and which has been adopted and expanded 
by many other researchers, is the model system discussed in most detail 
(chapters 4– 6, see also additional notes 1.4).
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The biotic world

What are the fundamental differences between the biotic and abiotic 
worlds? Detailing some of these differences is important for the interpre-
tations of the origins and evolution of life and death— the back and forth 
transitions between the first living and non- living systems. At face value, 
the difference seems obvious. Living material has hereditary properties, 
grows, and reproduces, while non- living substances do not. I have heard 
some non- life scientists argue that salt crystals do grow and produce more 
copies of the crystalline structure, but there is no meaningful hereditary 
component or active replication process that allows them to evolve by 
natural selection (additional notes 2.1). These fundamental differences 
between the living and non- living worlds have been widely discussed in 
natural philosophy (Deplazes and Huppenbauer 2009; Huneman 2015). 
At the same time, however, both living and non- living materials are re-
ducible to atoms and molecules and the interactions between them. Life 
is made of the same matter as non- living material and both are subject to 
the same chemistry (the laws of thermodynamics, etc.) and physics (the 
laws of motion, quantum mechanics, etc.). Due to the living and non- 
living worlds being composed of the same materials, it is frequently ar-
gued that there are no fundamental differences between life and non- life. 
They are both reducible to the same sorts of things even though some of 
their properties may differ. In my opinion, however, the more important 
question one is compelled to ask is this: are there additional laws that 
apply to systems and phenomena in the biotic world that do not have any 
relevance in the abiotic one? In other words, are there properties or phe-
nomena that occur in the living world that are not adequately captured 
by the laws of chemistry and physics?

Methodological reductionism sensu stricto presents a framework in 
which all material (regardless of whether it is living or not), its properties 
and associated phenomena, can ultimately be explained by the simplest 
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component parts, reducing the entity of interest in a stepwise fashion 
and providing explanations for the simpler components (Fang and Casa-
devall 2011). The entity of interest is reduced in a stepwise fashion until 
the simplest parts are reached. Phenomena attributed to the simplest parts 
are used to explain those of the more complex entity. The claim is that if 
there is a thorough understanding of the atomic components and the in-
teractions between them, the information will also explain the properties 
of their collectives (“atomic” is used here in the etymological sense and 
refers to the irreducible components, whatever they may be, that can-
not be dissected any further). This approach has been successful in the 
physical, chemical, and biological sciences. However, many philosophers 
and scientists argue that while there is no doubting the success of this 
approach, there are some properties, particularly in living systems, that 
defy this methodology (Dupré 2010). In some instances, it comes down 
to a question of the language used by the researchers, but there are strong 
arguments to support the notion of irreducibility. Later in this chapter, 
these arguments will lead to a more significant claim that there are in-
deed, rules, laws, or principles (see additional notes 2.2 for terminology) 
that capture aspects of the living world and which have no meaning in 
the purely physico- chemical one. There are biological principles that ex-
plain the phenomena we associate with life and that are not meaningfully 
explained by the fundamental laws of physics and chemistry. At the out-
set, it is important to state that the claim in this book is not that there is 
anything supernatural about life, although there is a vast body of work in 
pure philosophy that argues for theological interpretations of life (for ex-
ample, Platinga 1978). In other words, my claim is not that life falls out-
side the laws of nature. Life is made up of the same matter that makes up 
non- living things and is subject to the same laws of physics and chemis-
try (Oparin 1953, see also additional notes 2.3). Any principles in biology 
cannot override or contradict the laws of physics and chemistry. For sci-
entists there is no confusion. The point is that the reductionist approach 
does have limitations, and these are noteworthy when studying biology 
and particularly relevant when trying to distinguish biota from abiota (for 
opposing views see Fox Keller 2010; Dupré 2010). Emerging out of the dis-
cussion in this chapter is the claim that there are phenomena and prop-
erties of  l iving systems (especially when examining them from the point 
of view of evolutionary biology) that are not adequately captured and 
described by the laws of physics and chemistry (Wolf, Katsnelson, and 
Koonin 2018).

At some stage in the future, the formulations describing the physical 
world may be extended to include biological phenomena. In fact, some 
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researchers explicitly attempt to formulate the “physical principles of bi-
ological evolution” (Katsnelson, Wolf, and Koonin 2017), but as things 
stand, our understanding of biology is not sufficiently captured by phys-
ics and chemistry. It is propitious to provide examples of the properties 
and phenomena that support this argument since the über- reductionists 
sometimes dismiss this as fanciful or outlandish. There are two aspects 
that are central to the claim that there are additional biological principles 
necessary to capture the living world adequately. The first is the notion 
of emergent properties and their role in understanding the evolution of 
complexity. Emergent properties themselves are not unique to biology but 
they are particularly relevant to life because the properties that emerge in 
living systems lead to processes and phenomena that do not occur in abi-
otic systems. The second is the notion of functionalism, that a meaning-
ful interpretation of the phenomena that arise from life’s emergent prop-
erties is not achievable by applying the physical and chemical laws alone.

Emergent properties and living systems

As the word suggests, emergent properties emerge either from the inter-
actions between the component parts or as a result of the number or types 
of components (Humphreys 1994). The property of interest exists only 
because of the number or kinds of elements and the relationships between 
them in the system. Separating out the component parts and manipulat-
ing them experimentally to investigate them in isolation may destroy the 
property of interest. One of the commonly used examples taught rou-
tinely in basic chemistry classes to explain the concept of emergence per-
tains to non- living material. Hydrogen and oxygen are covalently bound 
to form a water molecule, which exhibits polarity. Molecular hydrogen 
(H2) and oxygen (O2) are non- polar, so reducing water to its component 
parts eliminates polarity, which is key to explain the properties associated 
with water. At the same time, a single water molecule in isolation does 
not exhibit the physical properties of collections of water molecules. To 
study the flow dynamics of water, for example, requires many water mol-
ecules. This is not only essential to study them experimentally (isolating 
one water molecule is a challenge), but the interactions between the mol-
ecules are what impart the property of interest— in this case flow. The 
two properties discussed here (polarity and flow) demonstrate the kinds 
of phenomena that arise from collectives. In the first example, polarity is 
the property that emerges in the new entity formed by combining two 
components (hydrogen and oxygen). Polarity is emergent. In the second 
example, the flow properties emerge because of the nature of the aggre-
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gate. The property is aggregative. This distinction between properties that 
result from emergence and aggregation (Thompson 2000) will be noted 
in some of the biological examples used later.

Emergent properties are necessary for living systems to evolve. When 
genes were first discovered as the basic functional unit of DNA it was as-
sumed that the flow of information from the gene to RNA and protein 
would neatly account for all traits or phenotypes. It quickly became ap-
parent that the genotype- phenotype correlation was not 1 to 1 and that in 
most instances there was not a simple causal chain of molecular events 
from the genetic code to the phenotypic trait (Hull 1974). Complex traits 
can be traced back to genes or genetic regions, but the connection is nei-
ther absolute nor definitive. Of course, there are monogenic traits. The 
sickle cell disease phenotype in humans, for example, is explained by a 
single genetic disorder and the causal chain of events between genotype 
and phenotype is clear. Reductionism works well in cases like this, but 
for most phenotypes that is not the case, and Heng’s genome- centric ap-
proach is in most instances more appropriate than the gene- centric one 
(Heng 2009), especially now that it is known that so many phenotypes are 
integrated at a genetic level (Boyle, Li, and Pritchard 2017). Furthermore, 
the more complex the trait the more convoluted the genotype- phenotype 
relationship. In fact, in many cases the causal relationship between the 
genotype and phenotype is not known and only associations are pos-
sible. An enormous number of GWAS (genome- wide association stud-
ies)  projects have re- enforced this. GWAS have been used to investigate 
an array of organism traits and have become the order- of- the- day meth-
odology to investigate the genetics of complex human diseases. In most 
cases, there is an association between the phenotype and chromosomal 
regions, single- nucleotide polymorphisms, and allelic and copy number 
variants. Usually, the findings are statistical correlations and the genotypes 
associated with the trait are neither necessary nor sufficient.

How should one approach the genetic basis of complex traits? The an-
swer lies in our understanding that the genotype is relevant only because 
of the context in which it finds itself. The co- occurrence of other genetic 
regions, as well as epigenetic regulation, environmental influences, and 
the dynamic interactions between protein molecules, all contribute to the 
phenotype. As discussed earlier using the examples of polarity and flow, 
the phenotype can be an emergent or aggregative property. It is the result 
of the collective and the interactions between its components and can-
not be quantified purely in terms of its component parts (but see addi-
tional notes 2.4). There is nothing mysterious about emergent properties, 
although the philosophical analyses of what they fundamentally are and 
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their significance in the natural word are compelling (see the example of 
consciousness below). They are natural phenomena that occur as a re-
sult of the interactions between biomolecules, which are subject to the 
laws of physics and chemistry (for a philosophical review of emergence 
see Vesterby 2011). A clear demonstration of the relationship between 
the physico- chemical properties of matter and the emergent properties 
of life was achieved by freezing brine shrimp at temperatures near abso-
lute zero and resuscitating them by slow thawing (Skoultchi and Moro-
witz 1964). This experiment elegantly illustrated that all the information 
for life is stored in the configuration of matter— atoms, molecules, and 
interactions between them. However, the properties we associate with a 
living brine shrimp (movement, respiration, metabolism, reproduction, 
etc.) are the result of the collective and the interactions between compo-
nents. The properties could not be reduced to individual atomic, molec-
ular, or cellular structures. The issue is that emergent properties in living 
systems are often inaccessible to the current reductionist approach. Life is 
a natural property of matter. It is not exempt from the laws of physics and 
chemistry, but to fully appreciate it one needs additional tenets.

Functionalism in biology

Related to emergence is the notion of functionalism, which distinguishes 
living and non- living. (Autonomy and organization are sometimes in-
cluded in definitions of life and functionalism, but this is not explored 
here. For further reading see Ruiz- Mirazo and Moreno 2012; Moreno Ber-
gareche and Mossio 2015.) In biology, functionalism refers broadly to the 
idea that what makes something living is the way it functions, where the 
function is derived from a mechanism and is governed largely by natural 
selection (Huneman 2013). Examples of biological functionalism are re-
production, metabolism, behavior, and consciousness. Brute matter ex-
hibits no such functionality. Functions that separate biota from abiotic 
matter may include any phenomenon or trait that evolves, from molecu-
lar pathways to cellular activities and organismal properties like respira-
tion, digestion, etc. At the origin of life, the hypercycles and collections 
of ribozymes discussed in the next chapter are good examples of biolog-
ical functionalism. In some respects, functions may appear to have pur-
pose (i.e., to be goal- directed), or at least that is how they were some-
times  described. For example, the statement “the function of the heart 
is to pump blood” implies that the end- goal of pumping blood was why 
the heart emerged. Teleological explanations like these use future, goal- 
directed processes to explain present traits. Prior to the major advances  
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in evolutionary theory, the early philosophers like Plato, Aristotle, and 
others frequently used teleological arguments to explore the functionality 
that distinguished life from non- life (Ariew 2002). Following the progress 
made by Lamarck, Darwin, Wallace, and others, evolutionists (Mayr 1974) 
and philosophers (Kant 1996) rightfully found this language problematic, 
primarily because it implies backwards causation. Biological functional-
ism, which is sometimes found at the core of discussions about what is liv-
ing, has, subsequently, become part of a much larger philosophical debate 
on functionality, like the philosophy of mind (Wouters 2005). Perhaps 
the most wholesome example of biological functionality is consciousness 
and the mind- body problem. This example is worth further consideration 
because it touches on all the aspects related to functionalism that are fre-
quently used in debates concerning the abiotic- biotic divide.

Much of the thinking around the mind- body problem traces back to 
Descartes and his critics (Descartes 1642) (for a literal translation see 
Heffernan 1990). In its simplest form, the mind- body problem concerns 
questions about what mental and physical states are, and what the rela-
tionships are between them. At the center of the debate lies the phenom-
enon of consciousness. As Nagel states: “Consciousness is what makes 
the mind- body problem really intractable” (Nagel 1974). Consciousness 
is an example of an emergent property in the living world (as opposed to 
the example of water molecules in the physico- chemical world, discussed 
above) and at some level or another includes most, if not all, aspects of 
the abiotic- biotic divide. Related to the phenomenon of emergence, con-
sciousness also exhibits a new level of complexity that can be selected for 
by natural selection (natural selection is itself a feature of the biotic world, 
discussed below). In other words, consciousness is an evolutionary tran-
sition (Maynard Smith and Szathmáry 1995). In addition, consciousness 
is an example of biological functionalism, where the function has been 
selected for as opposed to consciousness itself being the goal (teleolog-
ical reasoning). Finally, while consciousness can be studied objectively 
through observation, it has the added quality of subjectivity, which does 
not exist in the abiotic world. Qualia are the individual instances of a 
subjective, conscious experience that not only are a feature of living or-
ganisms but are unique to individual living organisms (Nagel 1974). All 
these  features (emergence, increased complexity, functionality, targets of 
natural selection, evolutionary transitions, qualia), are embodied in the 
example of consciousness, and are hallmarks of the abiotic- biotic divide.

The notions of emergence, complexity, and functionalism support the 
claim that additional principles are required to investigate living systems. 
Additional support comes from the very definitions of life. An example is 
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the NASA working definition of life referred to in chapter 1, which states 
that “life is a self- sustaining chemical system capable of Darwinian evo-
lution” (foreword in Joyce 1994). Although this definition is not entirely 
satisfactory (discussed in chapter 1), it does make the important point 
that the process of evolution (in this case limited to Darwinian evolution 
or natural selection) is what distinguishes the living from non- living. The 
author implies that chemistry alone cannot account for our understand-
ing of what life is. The principle of Darwinian evolution, one of the orga-
nizing principles in biology, is also required. Associated with the process 
of evolution are concepts like fitness, adaptation, natural selection, non- 
adaptive evolution, complexity, and many others (Sober 2006; Scheiner 
and Mindell 2020), none of which are adequately appreciated by the first 
principles approach of physics and chemistry (additional notes 2.5).

Two major laws (or principles) in biology

What are the laws or principles in biology that capture the essential fea-
tures of living forms, and not found in non- living material? There are at 
least two, and probably more, very general principles that are necessary to 
investigate the origin and evolution of life. The first is the principle of natu-
ral (including sexual) selection. Lewontin’s conditions explain that when 
there are reproducing units (see additional notes 2.5) that have heritable 
variation in fitness, the units will evolve by natural selection  (Lewontin 
1970). This is not to say that natural selection is the only process in evolu-
tion, for there are others like genetic drift. But when units within a popu-
lation are reproducing and they have heritable traits that vary in their ef-
fects on fitness, there will be evolution by natural selection. The reason this 
first principle is such a distinguishing feature of life is because it so clearly 
does not exist in non- living systems. Not only does natural selection have 
no meaning in the abiotic world but the phenomenon of natural selection 
itself emerges out of the collective. Natural selection is itself an emergent 
phenomenon because measures of fitness are only ever meaningful when 
one considers them in relation to others in the population. The concept 
of fitness is a relative one. Using the number of offspring (this is often 
the most direct way) as a measure of fitness: if one unit produces two off-
spring and a second unit produces four, one would say the second is fitter 
than the first, all else being equal. If there is only one unit and nothing 
with which to compare it, there is no way of knowing just how fit the unit 
is, at least not until there are others in the population.

The second principle in biology that differentiates biota from abiota 
concerns the concepts of emergence, complexity, and functionalism in-
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troduced above. The term complexity is, as with so many other terms in 
evolutionary biology, loaded with different meanings, contexts, and in-
terpretations (Adami 2002). It is used intuitively here. There is a funda-
mental difference in the complexity of living and non- living material. In 
the latter, elements, molecules, and compounds are more, or less, com-
plex because of their chemical structures and the interactions between 
them. This is also applicable to living systems (as mentioned above, life 
is ultimately made up of the same elements and compounds as non- life), 
but in the biotic world complexity takes on additional meanings. One of 
these is that the living world is comprised of hierarchical levels of orga-
nization (Maynard Smith and Szathmáry 1995). Due to their functional-
ity, new kinds of more complex biological units of life emerge from less 
complex ones. Groups of genetic elements formed genomes, which are 
compartmentalized in prokaryote cells. In the Proterozoic eon eukaryotes 
emerged from the cooperation between different types of prokaryote an-
cestors. Unicellular eukaryotes gave rise to groups of cells and eventually 
multicellular life, some of which, like the hymenopteran and isopteran in-
sects, are organized into obligatory eusocial communities. The hierarchi-
cal levels are formed by units at the lower level, for example prokaryote 
cells, cooperating to form a new kind of functionally integrated unit, like 
the  eukaryote cell. This kind of transition in complexity does not occur in 
abiota. The history of this increasing complexity on a macro- evolutionary 
scale is unique to living systems and appreciating it fully requires more 
than a reductionist methodology.
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The theory of life’s origins

Theoretical studies (here I include anything that is not “wet laboratory”– 
based work, such as philosophy, mathematical models, computational 
simulations, genomics, and bioinformatics) of life’s origins have a rich 
history. Despite the advances, there has been a noticeable disconnect 
between the goals and findings of theorists and empiricists (Radzvila-
vicius and Blackstone 2018). Theorists have concentrated on philosoph-
ical, mathematical, and fundamental evolutionary questions while the 
empiricists have focused on the mechanistic issues. Consequently, there 
have been ground- breaking advances in the mathematical and computa-
tional areas that have largely been ignored by experimentalists and not 
tested empirically. The corollary is also true: wet- laboratory experiments 
are sometimes developed that are out of keeping with the theoretical im-
peratives. In many cases, it may not be possible to test many of the theo-
retical predictions empirically in the laboratory, possibly because they are 
intractable to experimental manipulation or a reductionist approach. De-
spite these limitations, theoretical studies have provided answers to some 
of the key questions and there have been a great number of very significant 
contributions. In this chapter some of the broad areas in which theoret-
ical insights have made important advances are discussed. These include 
(i) the theory concerning replicators and replication errors, (ii) issues of 
group selection at the origin of life, and (iii) the importance of compart-
mentalization and the concept of the simplest theoretical living system. 
Metabolism, as discussed earlier, was key for the maintenance of the first 
living system by generating important biomolecules, but the focus here is 
replication since it is at this point when birth and death rates existed and 
natural selection and life history evolution began (Michod 1983). From an 
evolutionary standpoint, replication is the central issue and metabolism 
will be discussed further only insofar as it affects reproduction. In addi-
tion to the three issues above, a discussion of some of the philosophical 
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questions as well as the advances made from genomic and bioinformatics 
analyses is warranted to compile a synthesis for life’s origin.

The error catastrophe problem

At the very beginning, long before cells existed, there were only replicating 
molecules like the RNA polymers discussed in the next few chapters. The 
accuracy or fidelity of the replicative process presented a special problem. 
The replication of genetic material is never perfect, and copies would not 
have been identical. This, itself, is not necessarily problematic— errors 
in replication give rise to the variation that occurs in populations and 
is the material for evolution by natural selection— but at the origin of 
life, the fidelity of replication was prohibitively poor. The reason for this 
is that the very first replicative mechanisms would not have involved the 
current- day protein enzymes that exhibit high- fidelity copying of nucleic 
acid (DNA and RNA) sequences. Proteins (at least as we understand them 
today) did not yet exist. The inefficient copying mechanism prior to en-
zymatic catalysis became known among theorists as the error threshold 
problem and constitutes one of the most puzzling questions in the study 
of the origin of life. It is thought that the error threshold limited the size 
of the first self- replicating molecules (replication would have occurred 
passively via base- pairing between strands; fig. 2) to short polymers much 
fewer than 100 nucleotides. Even the earliest living systems, however, re-
quired much longer molecules to develop the necessary genetic poten-
tial for life to become sustainable. This problem is handled in living cells 
by enzymes that replicate nucleotide polymers with great accuracy, and 
repair mutations when they occur. The large polynucleotide molecules 
must, of course, encode the very enzymes that replicate them and therein 
lies the problem, which was explored theoretically by Eigen and others 
(Eigen 1971; Eigen and Schuster 1977). The upshot of this became known 
as  Eigen’s paradox: without protein enzymes the maximum size of a pas-
sively replicating molecule that maintains sequence fidelity is less than 100 
base pairs, but a polymer of much more than 100 nucleotides is required 
to code for enzymes.

This chicken- and- egg question (one of many in biology) has, to some 
degree at least, still not been answered entirely, although there are ways 
proposed of getting around the problem (see below and chapter 5). Un-
derstanding how the problem of genetic deterioration and extinction due 
to the poor quality of replication was overcome, has been a contentious 
issue. Some of the first work to address this impasse was that of Eigen 
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and Schuster (Eigen and Schuster 1977) who found that, mathematically 
at least, it was possible for the issue to be addressed by populations of 
quasispecies (additional notes 3.1). In this scenario, the error rate is so 
high and the mutation back and forth between parent- offspring states so 
likely that the fitness of individuals in the population becomes almost ir-
relevant. Even if a particular mutation is detrimental, it does not have any 
lasting effect because that genotype’s offspring are never accurate copies 
with the same fitness. In effect, the fitness of the population becomes the 
central issue. The replicative potential of the population of molecules as 

Fig. 2. Hypercycles and the evolution of complex molecular systems at the origin of 
life. The schematic (modified from Durand and Michod 2010) indicates how complex 
molecular systems may have evolved. (a) Pre- biotic molecules give rise to polymers. 
(b) At first polymers would have replicated passively, but due to their secondary struc-
tures and their interactions, catalytic functions like replication could emerge. (c) In 
a population of catalytic molecules there was variation in fitness (the catalytic mole-
cules are shown here as single molecules, but in reality, they were groups of interacting 
molecules, called LRUs or lower- level replication units; see chapter 6). (d) Replicators 
can reproduce themselves (indicated by *) but can also promote the replication of oth-
ers (arrow), which is the basis for a hypercycle. (e) Different hypercycles exhibit dif-
ferent properties and if the conditions are right, compete against each other. (f) More 
integrated, complex biomolecules emerge from functionally integrated hypercycles.
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a collective becomes much more important than that of the individuals 
within the population. Within a particular group of quasispecies there is 
a “master” replicator with a cloud of related individuals (the intensely de-
bated question of group selection at the origin of life is covered in chapter 
6 and given a more detailed treatment in chapter 13 in part 2). In Eigen’s 
mathematical argument the connectedness of the population of quasi-
species becomes the important factor and the fidelity of the genotype is 
encapsulated by the population rather than individuals. The distribution 
of quasispecies in the population helped solve the question of survivabil-
ity in the face of high mutation rates. In other words, the quasispecies 
concept overcame the error catastrophe problem by allowing natural se-
lection to act at a population (or group) level. One of the limitations that 
emerged from this concept, however, was the amount of genetic infor-
mation that could be contained within a population of quasispecies with 
polymer lengths <100 nucleotides. There was insufficient genetic poten-
tial for the more complex molecules that were important for life to evolve. 
Eigen and Schuster addressed this second issue with the theory of hyper-
cycles (Eigen and Schuster 1977).

The hypercycle model consists of a cycle of altruistic molecules where, 
in addition to copying themselves, the replicators promote the replication 
of others (fig. 2). All the molecules are linked such that each of them cat-
alyzes the creation of its successor, with the last molecule catalyzing the 
first one. In such a manner, the cycle reinforces itself and the result is a 
new level of self- organization that incorporates both altruistic (replicating 
others) and selfish (replicating self) behavior. The coexistence of many 
genetically unrelated molecules makes it possible to maintain a high ge-
netic diversity in the population, which is one of the proposed solutions 
to the problem of limited genetic potential. Moreover, it has been shown 
that hypercycles originate naturally and that incorporating new molecules 
can extend them, including more and more genetic information. Hyper-
cycles, if the conditions are right, are also subject to evolution and can 
undergo a selection process. As a result, not only does the system gain in-
formation (by increasing in size), but its information content and fitness 
can be improved (by natural selection). Over time, more complex hyper-
cycles with more members emerge without the need for them to encode 
large enzymes themselves. The theories of quasispecies and hypercycles 
were instrumental in developing a system for addressing the problem of 
replication error and genetic diversity. There are other, and possibly more 
likely, scenarios for solving this problem (see the next section), but his-
torically the works of Eigen and Schuster stand out as a major conceptual 
and theoretical advance.
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The selection of molecular collectives

The second broad area in which significant theoretical advances contrib-
uted to our understanding of the origin of life is the field of group selec-
tion and group dynamics. As alluded to above, group selection has been 
(and remains) an intensely debated topic (Borrello 2005; Eldakar and Wil-
son 2011; Sober 2009). Sometimes the issue is simply a question of seman-
tics because different researchers sometimes mean different things (West, 
Griffin, and Gardner 2007) (chapter 13). However, its explanatory poten-
tial for some of the major events in the history of life on Earth cannot be 
ignored. This is the case for life’s origins in the RNA world hypothesis (the 
RNA world, discussed later, is a hypothetical one that holds great appeal 
for researchers because of its parsimonious nature). At some stage before 
integrated molecular networks, chromosomes, or genomes existed, there 
were the replicators above that formed clouds of quasispecies and compo-
nents of hypercycles. There was always the risk of this system collapsing, 
however, because of parasitic invaders. The presence of exclusively selfish 
molecules that invest only in their own reproduction and do not assist the 
replication of others would have caused the entire hypercycle to collapse. 
To overcome this, the hypercycle needs to be resistant to invasion by par-
asitic molecules. One way to achieve this is by compartmentalization (the 
third major theoretical advance discussed in the next section) or by al-
lowing for a situation where groups or populations of molecules (hyper-
cycles or otherwise) compete against each other. A group with parasitic 
elements is less fit than one without and, under the right conditions, over 
time a group of molecules could become resistant to molecular parasites, 
functionally integrated and eventually indivisible as a unit of selection. 
Such a system has been captured theoretically by group selection models, 
such as those developed by Michod (Michod 1983, 1999) and Szathmáry 
and Demeter (Szathmáry and Demeter 1987). Using the Stochastic Cor-
rector Model (SCM) as an example (Szathmáry and Demeter 1987), the 
molecules (or templates, as they are referred to in the model) are not rep-
licatively connected. They are, however, grouped into protocells and their 
functions contribute to the fitness of the protocell. Although the tem-
plates can compete for resources, the necessary conditions exist so that se-
lection between groups overrides competition between templates within 
groups. Protocells with optimal proportions of different templates are fit-
test and dominate the population. The SCM protects against the problem 
of invading parasites because replication between templates is not con-
nected and groups are structured in protocells. The group selection basis 
for the SCM highlights one of the important theoretical advances that 
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permeates through so many of the concepts and models in the origin of 
life field. Irrespective of how the origin of life problem is investigated the-
oretically, at some stage when life first emerged there was almost certainly 
selection at the level of groups (the term group is used generically and may 
be protocells comprising replicator templates, structured populations of 
hypercycles, or clouds of quasispecies).

Compartmentalization and the chemoton

Selection at the level of populations, groups, or clouds of quasispecies was 
one of the key events required for life to take hold. However, one of the 
issues that arises when group selection is invoked is how the groups are de-
fined or structured. It was realized very early that population structure was 
an important aspect (Michod 1983), and in many of the theoretical mod-
els, group structures are either assumed implicitly or explicitly defined. 
In the quasispecies concept, groups are clouds of sequences related to the 
“master” sequence. In hypercycles, the groups are replicatively connected 
molecules, and in the SCM, groups are structurally compartmentalized. 
Water droplets (Towe 1981; Woese 1980) or microscopic rock crevices (van 
Holde 1980) could have formed the basis for population structures and the 
adsorption to mineral surfaces may have been important for the earliest 
ribozymes to find templates in the immediate neighborhood (Ferris and 
Ertem 1993). The SCM makes use of the lipid world scenario (Segre et al. 
2001) to create boundaries between vesicles (protocells) as a way of struc-
turing groups (Szathmáry 2006). Iron casings (Miller and Bada 1988; Rus-
sell and Hall 1997) or gas bubbles (Morasch et al. 2019) could have served 
similar functions. Compartmentalization is the generic terminology that 
loosely refers to the segregation of molecules into population or group 
structures. As indicated, there were many reasons for this important de-
velopment, including clustering of related genotypes, protection against 
molecular parasites, increasing the concentrations of substrates and prod-
ucts for enzymatic reactions, and enforcing cooperation between replica-
tors. Recent work has suggested that physical compartmentalization may 
not have been as important as initially thought. Ribozymes may associate 
with each other in a coevolutionary process without the need for physical 
structures to define the populations or groups on which natural selection 
could act (Levin, Gandon, and West 2020). The upshot, however, is that 
molecular collectives were still selected for, whether they were structur-
ally isolated or functionally integrated.

One of the earliest conceptualizations of what the simplest compart-
mentalized living system might have comprised was the idea of a “chemo-
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ton” developed by Gánti (Gánti 1975, 2003a, b). The chemoton (fig. 3) is an 
abstract model that captures the idea of the simplest living protocell. It has 
an enduring appeal for origin of life researchers (Griesemer 2015) because 
it brings together many of the philosophical, mathematical, and evolution-
ary questions regarding metabolism, hereditary, and replication issues, as 
well as compartmentalization into a fluid chemical system. The chemoton 
delivered a chemical perspective on the organization and cyclic stoichio-
metric relations of a simple biological system and while it is divorced from 
many of the theoretical data discussed above, it highlights the importance 
of compartmentalization of the genetic and metabolic features required 
for early life to begin. Cycle stoichiometry is a feature of biochemical sys-
tems and Gánti used his extensive knowledge in this field to describe the 
kinetics and dynamics of a chemically active, self- reproducing system. The 
chemoton satisfied what Gánti called the “absolute life” criteria (unity, 
information capacity, program control, metabolism, and an inherent sta-
bility) and the “potential life” criteria (reproduction, hereditary change, 
and evolution). It comprises three basic autocatalytic chemical compo-

Fig. 3. The chemoton. The chemoton, an abstract protocell developed by Gánti, in-
cludes the three essential components of a living system. These are metabolic and 
hereditary components and membrane biosynthesis, which is important for com-
partmentalization. The components are stoichiometrically connected and form a 
chemically sustainable model cell with emergent properties capable of reproduction 
and evolution by natural selection (Gánti 1975, 2003a, b). Figure redrawn and modi-
fied from various sources (for example, Bich et al. 2015).
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nents: an information- carrying hereditary system and a metabolic system 
enclosed in a membrane. These three components were combined stoi-
chiometrically to form a self- replicating auto catalytic cycle, which pro-
vided a welcome conceptual bridge between chemistry and evolution. 
The chemical cycle has become a heuristic for evaluating many, if not all, 
of the biochemical origin- of- life questions. At the same time, the repro-
duction and hereditary nature of the information- bearing chemoton are 
not contrived. These features, so necessary for its evolution, are emergent, 
self- organizing properties that were not built into the model and are fun-
damental to cellular life (Wedlich- Soldner and Betz 2018; Wolkenhauer 
and Hofmeyr 2007).

The hereditary information, and the preservation of its integrity, is one 
of the core elements common to all the theoretical insights, and the hered-
itary nature is one of the essential criteria in any of the conceptualizations 
of the first living system that evolved by natural selection (see Lewontin’s 
conditions in chapter 2). Developments in the fields of computational 
biology and bioinformatics provide unprecedented access to the heredi-
tary material of life, and the contributions from these fields should be in-
tegrated into the models and discussions of life’s beginnings.

Evolutionary genomics and computational simulations

One of the distinguishing features of the contemporary era in biology 
is the generation and analyses of massive amounts of genomic data. The 
vast amounts of data and sophisticated computational and mathemati-
cal methodologies for analyzing them have allowed biologists to exam-
ine features of the earliest putative genomes that were previously inac-
cessible. It is generally accepted that, since all cells use the same D- sugars 
and L- amino acids, share homologous ribosomal genes, have the same 
basic genetic code, and synthesize proteins via the same mechanisms, all 
life forms share a common ancestor(s). The comparative analyses of ge-
nome data assist with tracing this ancestry all the way to the earliest liv-
ing organisms.

In a paradigm- shifting analysis, Woese and others compared the se-
quence data of ribosomal genes, some of the most slowly evolving and 
ancient of all genes, and found that all life on Earth emerged from two 
fundamentally different kinds of prokaryotes, the archaebacteria and the 
eubacteria (sometimes referred to as the true bacteria) (Woese and Fox 
1977). Prior to Woese’s works the evolutionary relationships between ar-
chaebacteria and eubacteria were unclear. He (additional notes 3.2) dis-
covered that the two divisions of prokaryotes are phylogenetically dis-
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tinct. The genetic differences, the presence of biochemically unrelated 
lipids (isoprene ethers or fatty acid esters) in their cell membranes 
(Wachters hauser 2003), and the enzymatic pathways involved in archae-
bacterial and eubacterial membrane biogenesis are non- homologous. The 
proteinaceous components of the cell walls of archaebacteria and eubac-
teria share even less chemical similarity. The marked differences in these 
two groups of organisms suggest that the very earliest cells may have been 
quite different from the kinds of prokaryotes we see today. If the assump-
tion is made that the archaebacteria and eubacteria evolved from a com-
mon ancestor, an examination of the similarities between members in 
the two kingdoms of bacteria gives us a glimpse of what the last univer-
sal common ancestor (LUCA) may have looked like. Of course, an awful 
lot happened between the first replicators and groups of integrated mol-
ecules and the emergence of LUCA (chapters 6 and 7), but the discov-
ery that the two prokaryote kingdoms evolved from some other kind of 
ancestral organism that was at the root of the tree of life was, at the time, 
a stunning revelation. What was this ancestral organism and is it possible 
to identify any of its characteristics? A closer examination of what the pu-
tative LUCA may have been, yielded some surprising results.

The field of genomics provides the molecular sequence data used to 
recapitulate the evolutionary histories of the archaea and eubacteria. It 
also presents an opportunity to ask even more fundamental questions 
about the genomic origins of the very first cellular organisms. Koonin and 
others have investigated whether comparative genomic data are able to re-
solve the origins of the very first organism with a rudimentary genome. 
They asked whether it is possible to characterize the primitive genome of 
LUCA (Koonin 2003, 2009; Koonin and Martin 2005; Koonin, Wolf, and 
Puigbo 2009). Some profound insights emerged. Looking at the phyloge-
netic consistency of NUTs (nearly universal trees are phylogenetic trees 
that contain all the orthologous gene clusters of a representative sample 
of the prokaryote genomic data), it was found that although the topolo-
gies of NUTs exhibit variation, they cluster in the region of a consensus 
tree. NUTs do indeed converge on a centroid, which represents the hypo-
thetical root of the tree of life (ToL) and support the concept of a LUCA. 
That said, the topologies of trees for prokaryotic genes are so diverse that 
it is more appropriate to describe the evolution of bacteria and archaea as 
an FoL (forest of life) (Koonin, Wolf, and Puigbo 2009) in which a cen-
tral trend can be discerned, rather than a single ToL. The reason for this 
is because HGT (horizontal gene transfer) is so pervasive in prokaryotes 
and was probably even more so at the early stages of the evolution of life 
when compartmentalization may not have been complete, that a complete 
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genomic characterization of the LUCA is not possible. Thus, we can con-
fidently place into LUCA only a relatively small set of genes that are the 
least prone to HGT. These are, primarily, those for components of the 
translation and, to some extent, transcription systems, and we can satisfy 
ourselves only with tentative, probabilistic inferences regarding the rest 
of the LUCA’s gene repertoire.

It is important to emphasize once again that LUCA is far removed from 
the origin of life and itself was undoubtedly the product of extensive ear-
lier evolution that included massive HGT. Koonin went on to show that 
while there is a phylogenetic signal of life’s origin, it is not a singularity. 
Prior to the existence of prokaryotes as we know them today (Koonin 
2016), there was likely extensive gene exchange between compartments 
of genes. It is not, in fact, correct to talk about a single origin of life. Using 
this methodological approach, genomicists have arrived at a conclusion 
that is consistent with the philosophy and theory covered in the first three 
chapters. For philosophers of biology, the origin of life is captured more 
by the evolutionary process than a substance or a specific event. Theorists 
demonstrated that scientific pluralism, rather than a single categorical ex-
planation, is more helpful to describe the emergence of the first living 
systems. These philosophical and theoretical advances are echoed by the 
genomic findings, which suggest a collection of information- exchanging 
protocells rather than a single LUCA at the origin of life. The next ques-
tion we can ask is this: how much of the philosophy, theory, and genom-
ics has been investigated experimentally? This is the basic question that 
will occupy most of the succeeding chapters before a synthesis for life’s 
beginning is proposed.
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Life at the very beginning I

thE chEmistry of thE first biomolEculEs

From an evolutionary biology perspective, and detailed in the previous 
chapters, the criteria for the simplest molecular system to be considered 
alive and a target for natural selection, are that the collection of molecules 
is a unit with the capacity for reproduction and heritable variation in fit-
ness. Theoretical studies typically refer to these early molecules (whether 
one molecule or a collection of molecules that replicate as a unit) as rep-
licators. As the reader is by now aware, terminology and the meanings of 
evolutionary terms are an important consideration. The term replicator is 
an abstract one used generically. It sometimes refers to a single molecule 
and at other times to a collection of molecules that replicate as a unit. For 
empirical studies and to develop a mechanistic understanding we must 
ask: What exactly were these replicators? And what experimental system 
can be used in the laboratory to study their properties and behavior?

Considering that all living material comprises DNA, RNA, and protein, 
it is reasonable to assume that one or more of these molecules (or at least 
variants of them) played a central role at the very beginning. They can be 
incorporated into the exemplars of the theoretical replicators. For several 
reasons, it is claimed that RNA, or something like it, was the first molecule 
that included hereditary genotypic information and due to its enzymatic 
activity could catalyze its own or others’ replication. This assumption is 
inherent in the “RNA world hypothesis” and there is a substantial body 
of work to support this theory (for recent reviews see Higgs and Lehman 
2015; Robertson and Joyce 2012). However, at the outset there are several 
caveats and points to note. It is possible, if not probable, that the first rep-
licators were not RNA or any other extant biomolecule (fig. 4). RNA and 
its nucleobases are vulnerable to chemical degradation and it has been pro-
posed that a pre- RNA world existed that no longer exists today (Bohler, 
Nielsen, and Orgel 1995). An RNA world could have emerged from this 
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pre- RNA world once the chemical conditions were more suitable for its 
viability (for example, a buffered environment or compartmentalization 
that protected RNA molecules from the environment).

The concept of the RNA world is a parsimonious one. It provides an 
important conceptual and biochemical bridge from single molecules with 
both genotypic and phenotypic information to the current world where 
genotype and phenotype are separated (DNA and protein). For example, 
ribozymes are RNA molecules with hereditary potential and at the same 
time have catalytic activity. Genotype and phenotype are one and the 
same. In principle at least, a living system based only on RNA has no 
need for proteins or DNA. In addition, the catalytic repertoire of ribo-
zymes includes functions like polymerization, ligation, and recombina-
tion, which would have been essential for the replication and organiza-
tion of RNA strands. This same duality does not exist, or certainly not 
nearly to the same degree, in DNA or protein molecules. Nevertheless, 
while the RNA world is appealing because of the parsimonious nature, it 
is unlikely that it emerged and was completely functional as a stable living 
system prior to the emergence of DNA, the genetic code, amino acids, 
or small peptides. Amino acids almost certainly existed at the same time 
as RNA and it is reasonable to assume that from the pre- RNA world, an 
RNA one emerged that coevolved with small peptides (Wills and Carter 
2018) and possibly even DNA. There are alternative views and a significant 
number of researchers are not in favor of the RNA- world scenario. They 
present viable and reasonable alternatives (for example Guseva, Zucker-
mann, and Dill 2017). But as things stand and given our current under-
standing, on balance I favor the RNA- world hypothesis as a model sys-
tem. Perhaps it is most appropriate, because of all the limitations and 
gaps in our understanding, that we consider the RNA- world hypothesis 

Fig. 4. Major steps in the origin of life. The timescale is a gross approximation. The 
synthesis of early biomolecules includes nucleobases (N), sugars (S), and phosphate 
moieties (P). The schematic is redrawn and modified from Joyce 2002.
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“the worst explanation we have for the origin of life— except for all the 
others” (Bernhardt 2012). Given that many origin of life researchers are 
suspicious of the RNA- world scenario, it is worthwhile detailing some of 
the chemistry that supports the emergence of the molecular substructures 
and RNA polymers in the prebiotic world and highlighting the strengths 
and weaknesses of the theory. Only some of the basic chemistry is cov-
ered and other issues like the energy sources that drove the synthesis of 
large molecules, or the early Earth’s environmental conditions, are not  
discussed.

Could the molecular building blocks of RNA  
have emerged on the early Earth?

Is it reasonable to assume that the biomolecules (the nucleobases, ribose 
sugars, and nucleotides) that make up RNA emerged from the mix of 
gases, minerals, chemically active compounds, and small organic mol-
ecules that existed on the primitive Earth? This does seem reasonable, 
yes, even if we are a long way off from demonstrating exactly how this 
happened. In a series of what were at the time ground- breaking chemi-
cal experiments, it was demonstrated that some of the simple biomole-
cules that formed the building blocks of RNA could have emerged, but 
only under a set of very specific conditions. It is also possible that some 
of the important components arrived from other parts of the solar sys-
tem. Amino acids and nucleotides have been discovered on meteorites 
(for example, the Murchison meteorite), indicating that some of the im-
portant biomolecules may not have emerged spontaneously on Earth. 
This extra- terrestrial origin of some biomolecules is important because 
the spontaneous emergence of some compounds in the primitive atmo-
sphere depended upon the presence of specific gases in specific quanti-
ties, and even then, not all the requisite amino acids may have been pro-
duced. Furthermore, the reducing atmosphere necessary for the formation 
of some of the early biomolecules was questioned (Draganić 2005). It 
seems the atmosphere may have been too oxygen- rich for the proposed 
amino acids to form (Frost et al. 2008), and many planetary scientists 
now argue that the reducing gases so essential to the above experiments 
should not be invoked (Canil 2002). Nevertheless, the research that fol-
lowed the Miller- Urey experiments, which demonstrated the formation 
of some of the current amino acids (Miller 1953; Miller and Urey 1959a, 
b), even if their experimental conditions were unrealistic, were a prelude 
to many other ground- breaking works and set the tone for investigating 
the emergence of the RNA components. Oró and others have generated 
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nucleobases from the reactants that would have been present in the early 
atmosphere (for example, Oró 1960, and see additional notes 4.1) and 
Butlerov discovered that mineral catalysts can  polymerize the formation 
of various sugars from formaldehyde (the formose reaction) (Leicester 
1940). Eschenmoser, Orgel, and others expanded on this work to demon-
strate how greater amounts of ribose (the sugar component in RNA) may 
have arisen so that an RNA world could take hold (Drenkard, Ferris, and 
Eschenmoser 1990; Orgel 2004). Nucleosides are comprised of ribose 
and nucleobases, and the formation of adenosine (adenine + ribose) was 
demonstrated by Fuller and others (Fuller, Sanchez, and Orgel 1972). Nu-
cleosides comprising the other nucleobases (uracil, cytosine, and gua-
nine) have been more problematic. However, routes to their formation via 
alternate nucleobases are possible (this is one of the reasons advanced for 
the existence of a pre- RNA world).

The next question was to determine whether nucleotides (nucleosides +  
phosphate) could have emerged from nucleosides. For a long time con-
centrations of phosphate were considered a significant limitation; how-
ever, a very recent study demonstrated a “carbonate- rich lake solution 
to the phosphate problem” (Toner and Catling 2020). Phosphate- rich 
lakes could have formed on the prebiotic Earth because of carbonic acid 
weathering in the rich CO2 atmosphere. The emergence of nucleotides has 
been just as difficult to pin down as the formation of nucleosides (Pasek 
et al. 2013), although Lorhmann and Orgel demonstrated efficient phos-
phorylation by drying and heating nucleosides with acidic ammonium 
phosphate minerals in the presence of urea, which functioned as a cata-
lyst (Lohrmann and Orgel 1971). This reaction produced a complex mix-
ture of phosphorylated products. The attempts to direct this reaction to 
the synthesis of, particularly, nucleoside- 5′- phosphate or 5′- triphosphate 
have had some success and nucleoside phosphorylation in good yields 
was also shown using calcium phosphate minerals (hydroxylapatite). In 
addition to using phosphates, prebiotic chemists also investigated more 
reactive forms of phosphorus, such as inorganic phosphate, anhydrides of 
phosphate (like pyrophosphate or metaphosphate), and reduced forms 
of phosphorus (like phosphite). These phosphorous species were shown  
to result from the interaction of iron- rich meteorites with water (Pasek 
et al. 2013). A reaction of nucleosides with tri- metaphosphates in strongly 
alkaline conditions formed nucleoside 2′- 3′- cyclic phosphates that hydro-
lyze to a mixture of nucleoside 2′-  and 3′- phosphates (for example, Saffhill 
1970). An alternative route to nucleotide synthesis that bypasses problem-
atic piece- wise assembly from ribose sugar and nucleobases was demon-
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strated by Powner and others (Powner, Gerland, and Sutherland 2009). In 
this approach, cytosine nucleotides formed from small molecules through 
a mostly water- based multistep synthesis. Subsequent UV irradiation of 
cytosine nucleotides formed uracil nucleotides.

Although the de novo generation of ribonucleic acids and their sub-
structures has been achieved by prebiotic chemists, the issue has not been 
completely resolved. There are difficulties in explaining how sufficient 
quantities of reactants and products were produced. This is still another 
reason that leads chemists to believe that RNA may be a product of a 
pre- RNA world (Orgel 2004). It is suggested that simpler biomolecules 
that were synthetically less problematic may have played a role prior to 
the RNA world. Such biomolecules may have included non- ribose nu-
cleic acid analogs like threose nucleic acids (TNAs), peptide nucleic ac-
ids (PNAs), and glycol nucleic acids (GNAs). TNAs, for example, form 
stable Watson- Crick structures with themselves and RNAs, indicating 
that prior to a pure RNA world it is quite feasible that there was a stage 
where ribose and non- ribose nucleic acids coexisted. However, the chem-
ical optimality of RNA as an informational and functional molecule and 
its presence today in all living systems indicates that over time ribonu-
cleotides replaced any other non- ribose nucleotides as the basic informa-
tion molecule of life.

Despite the gaps and limitations in our understanding of the origin of 
ribonucleotides the emergence of these molecules is in keeping with the 
assumptions concerning the geochemistry of the early Earth. The next 
challenge was to determine how polymers of ribonucleotides arose.

The abiotic synthesis of RNA polymers

The main problem with the polymerization of ribonucleotides in aque-
ous solution is that it is an uphill reaction (it requires energy) and does 
not occur spontaneously to any significant extent. It is believed, therefore, 
that activated derivatives of the ribonucleotides discussed above, such 
as nucleoside 5′- polyphosphates or nucleoside 5′- phosphorimidazolides, 
were important for the first polymerization events. This has been borne 
out experimentally. Three principal nucleophilic groups in activated 
nucleotides are able to participate in the polymerization reaction (the 
5′- phosphate, the 2′- hydroxyl, and the 3′- hydroxyl group). The reaction of 
a nucleotide or oligonucleotide with an activated nucleotide yielded, in 
decreasing order of abundance, 5′,5′- pyrophosphate, 2′,5′-  phosphodiester, 
and 3′,5′- phosphodiester- linked adducts (Sulston et al. 1968), and cou-
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pling more than 15 activated adenine and uridine- monophosphates can 
be obtained using lead as a catalyst under eutectic conditions (Kanavari-
oti, Monnard, and Deamer 2001). In these early experiments the product 
contained a large proportion of 2′,5′ linkages (instead of the typical 3′,5′ 
linkages), which at the time was considered problematic for subsequent 
base- pairing but has since been shown not to be an obstacle.

A more appealing strategy for catalyzing more favorable linkage- specific 
reactions was via the adsorption of ribonucleotides to mineral surfaces. 
Surface- enhanced polymerization of nucleoside 5′- phosphorimidazolides 
and related activated nucleotides have been investigated extensively on 
the clay mineral, montmorillonite (for example, Ferris and Ertem 1993). 
It was possible to achieve the polymerization of 40– 50 ribonucleotides 
in which adenines were primarily 3′,5′- linked and pyrimidines 2′,5′- linked 
(Ferris 2002; Ferris et al. 1996). The two types of bonds result in heteroge-
neous backbone linkages. As indicated above, however, this did not pres-
ent any functional constraints (Engelhart, Powner, and Szostak 2013). The 
formation of 40 nucleotide- long polymers on montmorillonite clay has 
also been obtained using 1- methyl- adenine and uridine- monophosphates. 
A detailed analysis of catalysis by montmorillonite suggested that poly-
merization occurred at a limited number of structurally specific active 
sites within the interlayers of the clay platelets (Wang and Ferris 2001). 
These experiments provide a plausible explanation for prebiotic ribonu-
cleotide polymerization and although the conditions were very specific, 
they reinforce the claim that life could have started on mineral surfaces, 
perhaps in clay- rich muds. An alternative to this scenario is the dry state 
polymerization of non- chemically activated ribonucleotides. The acidic 
form of cyclic 3′,5′- GMP (guanosine monophosphate), for example, auto- 
polymerizes to form polymers of 40 ribonucleotides long if dried at ele-
vated temperatures (Morasch et al. 2014).

Once short polymers of between 40 and 50 ribonucleotides had 
formed, the question that is of paramount importance before evolution 
by natural selection can occur is this: how did these molecules repro-
duce? To the early origin- of- life biochemists, it seemed impossible for 
molecules this small to have any enzymatic activity that could facilitate 
replication in any way. Furthermore, molecules longer than 40– 50 ribonu-
cleotides could not have been maintained without enzymatic replication 
(see chapter 3 and the error catastrophe problem). These short polymers 
must, therefore, have been maintained by passive, nonenzymatic, chem-
ical base- pairing.
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Nonenzymatic replication of short RNA polymers

For chemical replication to occur, the synthesis of a complementary ribo-
nucleotide polymer must take place using a preexisting polymer as a tem-
plate. The basic principle is that a double helical complex is formed when 
a polymer is incubated with an appropriate mixture of complementary 
monomers or short oligomers under the necessary chemical conditions. 
Such a scheme was investigated using ribonucleotide monomers activated 
with 2- methylimidazolide or 5′- phosphorimidazolide resulting in the rel-
atively efficient formation of a 50 ribonucleotide- long guanine polymer 
using a cytosine template. The fidelity of complementary base- pairing was 
investigated in great detail with co- polymers and excesses of particular ri-
bonucleotides (Inoue and Orgel 1983). Incorporation of guanine opposite 
cytosine in the template was most efficient, while incorporation of uracil 
opposite adenine was least efficient. Incorporation of adenine opposite 
uracil or cytosine opposite guanine were of intermediate efficiency. These 
results suggested that the accuracy of replication was generally good, ex-
cept for the erroneous incorporation of guanine on some RNA templates 
because of guanine / uracil wobble pairing. Under more favorable con-
ditions the fidelity of the process can be enhanced. For example, the suc-
cessful and accurate extension of a primer across adenine- rich sequences 
was demonstrated in ice eutectics containing metal ions (Monnard and 
Szostak 2008), and the immobilization of template- primer strands with 
periodic replenishment of activated ribonucleotides greatly improved 
the copying of all four ribonucleotides even further (Deck, Jauker, and 
Richert 2011). These data showed that the passive replication and main-
tenance of a population of 40– 50 ribonucleotide- long polymers, which 
was the starting point for the theoretical work in chapter 3, was chemi-
cally feasible.

An alternative scheme for a nonenzymatic self- replication system was 
devised based on template- directed ligation of activated short 3′,5′- linked 
oligonucleotides. This was superior to mononucleotides as substrates with 
respect to regiospecificity and the temperature ranges at which the reac-
tions occurred. Of course, in these instances fidelity is compromised, since 
single base mismatches are much more likely to occur in an oligomer of 
several nucleotides than in a mononucleotide ( James and Ellington 1999).

The emergence of RNA life

At this stage of the RNA world, the substructures of RNA, ribonucleo-
tides, short polymers of 40– 50 ribonucleotides in length, and a popula-
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tion of these short polymers existed on the early Earth (fig. 5). For RNA- 
based life to have taken hold and eventually give rise to all life on Earth, 
much more complex polymers (>50 ribonucleotides long) were required. 
How this happened depended on the emergence of catalytic RNA mole- 
cules.

Fig. 5. The formation and replication of short RNA polymers from molecular sub-
structures.
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Life at the very beginning II

thE EmErgEncE of comPlEx rna molEculEs

There remain gaps in our understanding of how short RNA polymers 
arose. Nevertheless, it is quite reasonable to assume that molecules of less 
than about 50 ribonucleotides in length emerged in the prebiotic world. 
This may have been by spontaneous chemical reactions between reactants 
that existed at the time and augmented by the physical properties of the 
environment. The introduction of some chemical components via extra- 
terrestrial meteorites may have contributed. The maintenance of a popu-
lation of passively replicating molecules of ~50 ribonucleotides in length 
was also possible. However, before RNA- based life could have evolved, 
larger, more complex molecules (see additional notes 5.1 for more on the 
meaning of complexity) with enzymatic potential were required. The im-
proved accuracy of enzyme- mediated copying of RNA molecules was es-
sential. This presents a chicken- and- egg problem, since large molecules 
(>100 ribonucleotides) cannot be replicated accurately without a mole-
cule that is itself large enough to have enzymatic activity like polymeriza-
tion (see chapter 3, which discusses the error catastrophe problem and 
Eigen’s paradox). How then did the very “first” complex molecule come 
into existence? This is the next major question that needs to be answered 
en route to a complete synthesis for the origin of life.

The essential function required for the persistence of large RNA mol-
ecules is enzyme- mediated replication. Furthermore, for the replicating 
population to be subject to evolution by natural selection there must be 
heritable variation in fitness (see Lewontin’s criteria in chapter 2). For 
a long time, the holy grail of the RNA world has been the search for a 
single ribozyme with self- replicating ability, a so- called replicase. There 

I am very grateful to Nisha Dhar for her reading, corrections, and comments on this chap-
ter. At the same time, any errors are mine alone.
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are at least two problems associated with this endeavor. First, as indicated 
above (see also chapter 3), how such a molecule could have emerged from 
much smaller ones is a major obstacle. A replicase would presumably be 
a large, complex molecule much greater than 50 ribonucleotides. How 
such a molecule could have emerged from the pool of smaller molecules 
is problematic. The second issue is whether it is reasonable to think that 
such a molecule could have existed at all (Durand and Michod 2010). For 
a molecule to replicate itself the polymer would need to be both unfolded 
(so that it could serve as a template for replication) and folded into sec-
ondary and tertiary structures (so that enzymatic activity was possible). 
This is theoretically possible if the molecule comprised two domains func-
tioning independently, although such a molecule would be very large in-
deed. In addition, the two domains would both need to have polymeriza-
tion potential so that they could copy each other. The structural constraint 
suggests it is highly improbable that such a molecule could have existed 
(certainly not at the beginning) unless it was truly unique in terms of its 
folding thermodynamics and enzymatic potential. To overcome this prob-
lem, two molecules that emerged independently such that they could rep-
licate each other reciprocally are required. But this compounds an already 
difficult problem since now two large, complex molecules are necessary. 
What is more, they both need to have evolved polymerase activity inde-
pendently and the polymerization activity would have needed to be highly 
efficient for accurate replication of the target sequence. The replicase route 
does not seem feasible. There are, however, a few alternate explanations 
that bypass the requirement of a replicase for the emergence of complex 
ribozymes with polymerization and other enzymatic activities.

The emergence of complex ribozymes

There are a few routes by which complex ribozymes could have emerged. 
As Higgs and Lehman point out, cooperation at the molecular level is a 
common theme in all these scenarios. Cooperation between molecules 
was essential for the evolution of replicating sequences (Higgs and Leh-
man 2015) (see additional notes 5.2 for the meaning of the term coop-
eration). Joyce and others have identified the importance of template- 
mediated polymerization of oligomers by ribozymes ( Joyce 2009). This 
function involves the chemical joining of RNA oligonucleotides com-
plementary to a template and was achieved by a relatively simple ligase 
(Bartel and Szostak 1993). Ligation and polymerization reactions are bio-
chemically very similar, so it is easy to see how polymerization activity 
emerged from ligation activity. Much larger, true polymerase ribozymes 
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were subsequently developed from this simple molecule ( Johnston et al. 
2001). This was a major experimental breakthrough because it provided 
a link between a relatively simple ligase and the emergence of a complex 
polymerase. It was later demonstrated that complex molecules with li-
gase or polymerase activity could have synthesized new ribozymes, even-
tually leading to a simple network of two ribozymes in a reciprocal self- 
sustaining replicating system (Lincoln and Joyce 2009). This scenario 
comes close to addressing the issue of sustainable replication by complex 
ribozymes, although there are still some obstacles. The simple ligase from 
which the system was developed remained too large (> 90 ribonucleo-
tides) to explain its emergence from non- enzymatically replicating poly-
mers. In addition, base- pairing complementarity between the ribozyme 
and substrate was a necessary feature of the system and the heterogeneous 
nature of oligonucleotides in the prebiotic world decreases the probabil-
ity of this occurring.

A second mechanism that may have played a role in the formation of 
complex molecules was recombination. One such reaction system that led 
to the formation of an extant self- splicing ribozyme was demonstrated 
by Hayden and Lehman (Hayden and Lehman 2006). The ribozyme 
emerged following the assembly of a recombinase that itself formed from 
the secondary structures of ribonucleotide fragments directed by comple-
mentarity between sequences. This system provides a viable alternative 
to the first scenario above, in the sense that complex molecules emerged 
from much smaller fragments. The only requirement was that the assembly 
of fragments that formed a recombinase relied on complementarity. In 
other words, it was important that fragments bound each other through 
complementary base- pairing. This may have been possible, although as 
indicated above the prebiotic environment was abundant in randomized, 
heterogeneous fragments and this may have constrained the formation of 
cooperative assemblages.

A third potential path that leads to the formation of complex mole-
cules was demonstrated by Dhar et al. (Dhar et al. 2017). In this proof- 
of- concept system, larger molecules were obtained via self- ligation reac-
tions in much smaller ribozymes. Truncated forms of a polymerase (with 
a ligase core) developed by Johnston and others ( Johnston et al. 2001) 
had the ability to join substrates (35 ribonucleotide sequences) to their 
own ends, thereby increasing in size. This system overcomes some of the 
mechanistic limitations of the first scenario because the ligase activity was 
demonstrated without any specific base- pairing between ribozyme and 
substrate. Of course, that does not mean that the ribozyme- substrate sys-
tems were free of complementarities— in a population of nucleotide se-
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quences one cannot predict what molecular potential complexes and sec-
ondary structures may form— but there was no intentional base- pairing 
designed in the experimental system. The products of these ligation events 
were larger, more complex (at least in terms of sequence length) mole-
cules. The inference is that by joining random sequences to themselves, 
there is the possibility that one or more of the simple ligase molecules 
developed polymerase or recombinase activity when it increased in size. 
An important feature of this simple ligation scenario is that the ligases 
could tolerate variations in the substrate sequences. Ligation activity did 
not depend on the type of substrate, which is noteworthy because the 
prebiotic system would have comprised a heterogeneous pool of oligo-
nucleotides. This is also relevant because, with a diverse pool of substrates 
being generated passively, the diversity of the products of the ligation ac-
tivity is enhanced, increasing the likelihood of polymerases or recombi-
nases emerging. The emergence of polymerases or recombinases relies 
on chance events, but this in itself is not problematic. Many events in 
the evolutionary history of life depended on probabilities (Koonin 2011; 
Ramsey and Pence 2016). In addition, the chance of a favorable outcome 
is increased because of the non- specific nature of the simple ligase and 
the heterogeneity of the available substrates. The issue of ribozyme speci-
ficity revealed further insights into the evolution of complex networks.

Short ligases (45 nucleotides), which could have evolved passively, 
were functionally promiscuous (Dhar et al. 2017). They were relatively 
non- specific in the kinds of substrates they ligated. This increases the 
chance of generating a product with biologically relevant activity like po-
lymerization or recombination. It was also found that the larger, more 
complex ligases (which themselves could have been the product of li-
gation events) were more specific in their activity. In other words, they 
were more selective in the kinds of substrates they could ligate. This in-
verse relationship between molecular complexity and functional flexibility 
(fig. 6), which is inherent in the molecule’s biochemistry (see additional 
notes 5.3), was important for the emerging complexity. Early in the pro-
cess when only simple ligases existed, functionality was flexible, allowing 
for many of the heterogeneous substrates to be joined to the small ligases. 
Out of this molecular pool could emerge larger, more complex molecules 
with more specific activity. The larger molecules would have been unable 
to join substrates, which may have adversely affected their function. In ad-
dition, these larger molecules could have exhibited specialized functions 
like polymerization or recombination from which self- sustaining replica-
tion systems evolved.

The three scenarios described above, or more likely a combination of 
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them, can explain how it was possible for large, complex ribozymes to 
emerge from small ligases. A few points are worth making. The possible 
events discussed in this chapter describe how the initial steps of increas-
ing molecular complexity may have occurred. There is no way of knowing 
exactly what happened. What is more, without knowing which biomole-
cules existed at the very beginning, it is impractical to imagine and work 
through all the possible steps. But with our current understanding of ri-
bozymes, we have a sense of how it may have happened. In addition, we 
can appreciate that many of these initial events relied on chance, which 
as Koonin (Koonin 2011), Ramsey and Pence (Ramsey and Pence 2016), 
and many others have discussed, plays a significant role in all evolutionary 
events. Nevertheless, once a self- sustaining replication system with her-
itable variation in fitness emerged, evolution by natural selection would 
have impacted subsequent events at the origin of life, which is the issue 
that needs to be considered next.

Fig. 6. A molecular trade- off in the earliest ligase ribozyme. A trade- off exists when 
there is a causal relationship between two traits that exhibit an inverse correlation. 
Here, the relationship is between molecular size (sequence length of the ribozyme) 
and flexibility (the kinds of substrates the molecule ligates). Small ligases are more 
flexible in the kinds of substrates they can use. Larger ligases are less flexible (Dhar 
2016).
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The origin of life was an evolutionary 

transition in individuality

The history of the living world can be described as a series of evolutionary 
transitions (ETs) (Maynard Smith and Szathmáry 1995). The very first of 
these was the origin of life itself and the theoretical insights concerning 
ETs have been applied to the emergence of the first molecules capable 
of self- replication (for example, Szathmáry and Demeter 1987; Michod 
1983). Evolutionary transitions in individuality or ETIs (a subset of ETs, 
discussed below) are conceived as the transition from groups of individ-
uals to new kinds of individuals (for example, from cell groups to a new 
multi cellular organism). But at the origin of life, there were no evolu-
tionary individuals to begin with. In other ETIs, such as the evolution of 
multi cellularity, the cellular slime molds (Olive and Stoianovitch 1975), 
the volvocine algae (Kirk 2005), and other lineages are examples of exper-
imental model systems for investigating the steps from unicellular organ-
isms to multicellular ones. But at the very beginning of life, it is not clear 
what precisely the first “living” molecules were. What were the beginning 
entities that can be used to study the origin of life as an evolutionary tran-
sition in individuality? To work around some of these limitations, evolu-
tionists have relied largely upon theoretical models (see chapter 3), which 
provided many of the key advances. For example, theoretical work has il-
lustrated that, regardless of what the earliest replicating molecules might 
have been, cooperation between them and selection of collectives in some 
form or another must have played a key role for life to take hold (Higgs 
and Lehman 2015; Michod 1983; Levin, Gandon, and West 2020) (the issue 
of selection at the level of collectives is dealt with in chapters 13 and 15).

Investigating the transition from non- living to living material presents 

I am very grateful to Rick Michod for his reading, corrections, and comments on this 
chapter. At the same time, any errors are mine alone.
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unique challenges. It has been difficult to translate some of the concepts 
and results from the theoretical works concerning the origin of life into 
laboratory model systems that are tractable to experimentation. The con-
cept of the molecular “replicator,” for example, is usually dealt with ab-
stractly in mathematical models and often discussed without taking into 
account the molecular constraints inherent in the biochemical mecha-
nisms (Durand and Michod 2010). A knowledge of the biochemical pa-
rameters and constraints, however, complements, refines, and limits what 
the theoretical findings can predict. Variables like the rate of replication, 
availability of substrates, and population structures of replicators all de-
pend on molecular mechanisms that constrain the modeling outcomes. 
Which engineered molecules and model systems can be used to obtain 
these kinds of data?

In some instances, the gene is the perceived replicator, in some a single 
ribozyme- like molecule (the replicase), and others refer loosely to “pri-
mordial replicators” (Krakauer and Sasaki 2002) without saying what they 
were. But using molecules like genes or single ribozymes as exemplars of 
the origin of life replicators is problematic. Genes as we understand them 
today did not exist at the very beginning and the biochemical data, dis-
cussed in the earlier chapters, suggest that a hypothetical ribozyme repli-
cator such as a “replicase” did not exist. Nevertheless, it is necessary that 
we harmonize the theoretical concepts of a replicator with the current 
state of knowledge of the biochemistry of the earliest molecules. To do 
so, the origin of life must be conceptualized by focusing more on the pro-
cess as opposed to a discrete event, or the instantiation of a single “living” 
molecule (see chapters 2, 3, and 5).

An interpretive view of the origin of life  
as an evolutionary transition in individuality

The general conception of evolutionary transitions (ETs) (Maynard Smith 
and Szathmáry 1995) has been revised and reworked by several researchers 
(for example, Hanschen et al. 2018; Koonin 2007; Szathmáry 2015) with 
the evolutionary transitions in individuality (ETIs) (Michod 1997, 2007; 
Michod and Roze 1997; West et al. 2015) being a subset of these. The ter-
minology can be confusing, even to specialists in the field, but superfi-
cially the ETs include transitions where there is a major shift in complex-
ity (what exactly complexity is, is discussed in chapters 2 and 3). What 
constitutes a major or minor shift in complexity can be debated, but ETs 
include events like the origin of life, the evolution of photosynthesis, or 
the emergence of language and consciousness. ETs may also include ETIs, 
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but ETIs have a much more specific meaning. ETIs deal with transitions 
where individuals that were capable of independent replication before 
the transition become functionally integrated such that they can repli-
cate only as part of a new kind of individual after the transition. In ETIs 
groups of individuals evolve into new kinds of individuals (Michod 1999, 
2005). Questions concerning the units and targets of selection (Okasha 
2006), and the fitness associated with units at different levels of selection 
(Michod 1999), have special relevance for ETIs (for more on units, levels, 
and what is meant by an “individual” see additional notes 6.1).

The general theory of ETIs concerns how groups of one kind of indi-
vidual become a new kind of individual (Michod 1999, 2005; Hanschen 
et al. 2015, 2018). There is a transition from a lower level of organization 
to a higher one. Broadly speaking, the process occurs via several stages 
(fig. 7). At the lower level there is a population of individuals that interact 
and evolve in the same way as any other population of individuals where 
there is heritable variation in fitness. If the conditions and circumstances 
allow, individuals may form aggregations or groups. Iterative cycles of co-
operation, conflict, and conflict mediation (Michod and Nedelcu 2003) 
between members leads to the emergence of a group dynamic such that 
the group itself can be selected for by natural selection and evolve novel 
adaptations at the group level of organization (Michod 1999). Group- level 
selection (see chapters 13 and 15 for what is meant by group selection in 
this book and West, Griffin, and Gardner 2007 for a thorough treatment of 
the terminology) facilitates the evolution of functionally integrated groups 
that emerged from individuals at the lower level. Over time, the collectives 
become new kinds of individuals that are capable of reproduction only as 
an indivisible unit. Examples of ETIs and the ones that have been investi-
gated more intensely are the origins of the eukaryote cell, multicellularity, 
and eusocial insects. The transition from unicellularity to multicellularity 
is, perhaps, the easiest of the ETIs for a non- specialist to imagine.

The origin of life can be studied as either an ET or an ETI. The origin 
of life as an ET refers to the general question of biogenesis from abiotic 
material. The origin of life as an ETI refers specifically to the transition 
from the very first individuals (the issue of what they were is discussed 
below) capable of reproduction to another kind of individual that was 
more stable, was viable, and demonstrated all the properties associated 
with a living system (see Penny’s criteria of life in chapter 1). In a sense 
this is analogous with what Gánti called potential and absolute life criteria 
(chapter 3). The individuals at the lower level in the ETI are more closely 
aligned with potential life criteria, although they do demonstrate some of 
the features associated with life, while the individuals at the higher level 
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exhibit, in a stable and viable way, all the properties Gánti referred to as 
absolute life criteria. There is a large body of work examining the origin 
of life as an ET. As an ETI, the origin of life is less well explored (but see 
Agren 2014; Durand and Michod 2010; Koonin 2016; Szathmáry and May-
nard Smith 1997; Michod 1983), although elements of the theory of ETIs 
such as conflict and cooperation, group selection, and the units and levels 
of selection (see chapter 3) have been incorporated into some of the the-
oretical works. This is because, as discussed earlier, there are no extant 
molecules that are sufficiently representative of the first replicators— the 
individuals at the lower level.

An interpretation of the origin of life as an ETI is valid in its own right 
(Agren 2014; Durand and Michod 2010; Koonin and Martin 2005; Koo-
nin, Wolf, and Puigbo 2009). It is difficult to see how life began without in-

Fig. 7. Evolutionary transitions in individuality. ETI theory explains how individ-
uals cooperate at one level to form a new kind of individual. This happened several 
times during the history of life. (A) Genes (see chapter 13 for my interpretation of 
a gene) cooperated and eventually became functionally integrated to form chromo-
somes or genomes (or cells if one prefers the cell biology perspective). Prokaryote 
cells (which explain the presence of nuclear, mitochondrial, and plastid genomes in 
eukaryote cells) cooperated in eukaryogenesis. Multicellular organisms formed from 
unicellular ancestors and eusocial insects like the hymenoptera exist in specialized 
communities. (B) In the first step of an ETI (i) individuals of a particular kind (ii) 
form loosely associated groups, colonies, or aggregates; (iii) the groups become more 
defined, discrete entities and following cycles of cooperation, conflict, and conflict 
mediation, individuals within the group become functionally specialized (depicted 
by different shapes) and lose their individuality such that (iv) a new kind of individ-
ual emerges from the functional integration of its components. This new kind of in-
dividual is also a target for natural selection and (v) gives rise to offspring of its own 
kind. (These are my interpretations of the steps involved, but see also Michod 2007 
and Hanschen et al. 2015.)
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tegrating a transition from lower- level replicators to the higher- level ones 
described in this chapter (see also the synthesis in chapter 8). There are 
inherent biochemical limitations in the earliest replicating units, and rep-
licators that increase their biochemical complexity are easily outcompeted 
by those that remain less complex (see chapters 2 and 3). The functional 
repertoires of the earliest replicators were highly constrained. Overcom-
ing this constraint relied on cooperation and the functional integration 
of groups of replicators. Incorporating such a transition using the theory 
concerning ETIs into explanations of the earliest living systems provides 
a more plausible synthesis.

ETI theory is especially useful for examining life’s beginnings because 
it reconciles the disconnected philosophical, theoretical and biochemical 
points of view (chapters 3– 6). The argument that the origin of life was not 
a discrete event is inherent in the theory of ETIs, which conceptualizes 
the process rather than the abiotic- biotic boundary (Radzvilavicius and 
Blackstone 2018). This boundary is an artificial construct; the origin of life 
was not a binary, before- after, phenomenon. ETIs cannot be reduced to a 
single event and capture the process of life’s origins. The theory of an ETI 
also encourages us to think concretely about what exactly the individuals 
(replicators) were at the lower and higher levels. As alluded to earlier, the 
theoretical work on replicators has often been abstract and sometimes di-
vorced from the mechanistic constraints discovered in the experimental 
works. By interpreting the origin of life as an ETI “from the bottom up” 
(Radzvilavicius and Blackstone 2018) we are forced to base our concept of 
replicators on specific biochemical knowledge, on what the units of rep-
lication may have been, and on how the transfer of fitness from the lower 
to the higher level may have occurred.

The hypothetical replicating units at the lower and higher levels

The most parsimonious scenario is that the first replicating unit did not 
comprise DNA or proteins greater than a few amino acids. The RNA world 
hypothesis (chapters 3– 5) invokes a putative primordial living system that 
comprised RNA molecules with enzymatic potential. It also seems im-
possible that the first replicating unit was a single molecule (chapters 3, 5 
and 6). Rather, the very first entity capable of self- replication must have 
comprised a network (chapters 2 and 3). The network of interacting mol-
ecules enabled replication of the collective (see Lincoln and Joyce 2009 
for a system of two ribozymes and four oligonucleotide substrates). The 
theoretical, evolutionary, and empirical data discussed in previous chap-
ters, are all drawn upon in this chapter and the next, and to avoid confu-

 EBSCOhost - printed on 2/13/2023 6:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



5 4  c h a p t e r  6

sion it is prudent to highlight, again, the different terminologies used by 
biochemists and evolutionists (see also chapter 15, especially additional 
notes 15.1). When biochemists refer to groups of molecules as being rep-
licators, the word group has no special significance except that it is a col-
lection of inanimate molecules. The molecules replicate because of their 
ability to interact with each other— the individual molecules in the group 
are not autonomous in any way. To evolutionists, the term group usually 
has a group selection context, and refers to a group of individuals, but 
each individual has the potential to reproduce autonomously. The dif-
ference between the biochemical group and the evolutionary group will 
be pointed out where necessary in the subsequent discussion, but this 
is an important distinction. Ignoring this frequently leads to misunder-
standings. Biochemists may not appreciate the loaded nature of the term 
group used by evolutionists. At the same time, evolutionists end up con-
fused when biochemists refer to the groups when they are simply referring 
to collections of inanimate molecules. At first glance the difference may 
seem obvious and even unnecessary to mention. However, researchers 
in the different disciplines often speak at cross purposes at conferences 
and scientific meetings. Mechanistic biologists (cell biologists, biochem-
ists, physiologists, etc.) and evolutionists ask very different fundamental 
questions and have very different approaches to explaining phenomena.

The terms lower- level replicating units (LRUs) and higher- level repli-
cating units (HRUs) are used to refer to the two levels in the ETI at the 
origin of life. These units existed prior to the emergence of protocells. 
Each LRU comprises a group of molecules (in the biochemical sense) 
where the entire group replicates because of the interactions between mol-
ecules. There is no single molecule that is a “replicator” at the lower level. 
A population or group (in the evolutionary sense) of LRUs, however, 
comprises individuals that may vary in their fitness because of random 
mutations and genetic drift. Lewontin’s criteria (chapter 2) of heritabil-
ity, variation, and fitness in a reproducing population are met (Lewontin 
1970) and the population would have evolved by natural selection. ETI 
theory explains the process by which HRUs emerged from populations of 
LRUs via group selection (the term group is used again in the traditional 
evolutionary sense in this instance).

We have a general idea of what the LRUs were— they comprised a bio-
chemical collection of ribozymes and ribonucleotide polymers (such as 
the system in Lincoln and Joyce 2009). What can we use as an exemplar of 
an HRU? Unfortunately, there is no completely satisfactory answer to this. 
Daly and colleagues have pointed out (Daly, Chen, and Penny 2011) that 
RNA almost certainly preceded DNA, but a purely RNA- based HRU that 
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emerged from LRUs has not been developed experimentally. Ideally, we 
would want to use (biochemical) collections of extant and engineered ri-
bozymes as the functional analog of an LRU and (evolutionary) groups of 
LRUs to develop HRUs. However, manipulating LRUs experimentally to 
evolve into an HRU would be very challenging indeed. It would certainly 
be a remarkable technical accomplishment that would reveal important 
biochemical features concerning ribozyme cooperation and conflict. But 
it should also be remembered that even if this was achieved, it is unlikely 
that it would be wholly accurate. The reason is that by the time ribozymes 
had emerged, amino acids, small peptides, and possibly many other co-
factors coevolved with the LRUs before the transition to the higher level 
(van der Gulik and Speijer 2015) (ribosomes and ribonucleoproteins are 
extant examples of RNA- protein coevolution). It is unlikely we will know 
how these molecules interacted or even which molecules played which 
roles except that LRUs and their constituent ribozymes are important for 
tracing the transition from LRUs to HRUs.

Could the hypothetical first gene and genome ( Juhas, Eberl, and Glass 
2011; Koonin 2003) be used as exemplars of LRUs and HRUs, respec-
tively? On the one hand this is also unrealistic because, as mentioned 
above, the genes and genomes, as we understand them today, make use 
of a genetic code and large proteins for them to be functional (even if the 
hereditary material of some classes of selfish genes do start out as RNA, 
they still require complex DNA and protein steps). The first LRUs and 
HRUs would have comprised RNA with amino acids and peptides func-
tioning as cofactors, but this would have occurred before a fully fledged 
genetic code for protein synthesis existed. On the other hand, the gene- 
genome divide is very helpful in that it is a useful model for investigating 
the sociobiology of selfish replicating units (like the mobile genetic ele-
ments or MGEs discussed later). The ribozyme model systems are lim-
ited in this aspect, in that they have not been developed as HRUs. MGEs 
do, however, reveal much about the conflict, cooperation, and functional 
integration between self- replicating molecules at the two levels (Agren 
2014; Durand and Michod 2010; Kidwell and Lisch 2000; Koonin 2016).

MGEs are autonomous (to varying degrees) and as such are sometimes 
considered functionally analogous to the LRUs. They are also well doc-
umented as drivers of genome evolution (Kazazian 2004; Malik, Burke, 
and Eickbush 1999). Over time they may lose their autonomy, become 
functionally integrated in the genome, and carry out specialized tasks at 
the higher level (Brosius 1999). MGEs and the role they play in the gene- 
genome transition are valuable tools for investigating the sociobiological 
aspects of the origin of life. But, as discussed above, there are limitations 
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because the highly sophisticated genetic code and protein translation did 
not exist at the very beginning of life. The insights gained from MGE 
model systems, therefore, are only a proxy for what may have happened 
at the very beginning, before proteins, as we understand them today, ex-
isted (Durand and Michod 2011).

In the absence of an ideal model system, elements of both ribozymes 
and MGEs are used as exemplars to provide a hypothetical recapitulation 
of the origin of life as an ETI.

The transition from LRUs to HRUs

Briefly, the hypothesis of the origin of life as an ETI is as follows. The 
first LRUs were relatively simple networks of at least two ribozymes (and 
their substrate oligonucleotides) each capable of replicating the other. 
The network reproduces as a single individual LRU and is considered a 
group in the biochemical sense. This is because the network comprises ri-
bozymes that copy each other, which is an example of enforced molecular 
reciprocity (see chapter 13 for a more detailed discussion of reciprocity). 
A laboratory model for such a minimal LRU system has been developed 
(Lincoln and Joyce 2009). A population of LRUs would have comprised 
competing individual LRUs, each investing solely in its own fitness, which 
can be described in terms of viability and reproduction. Groups (in the 
evolutionary sense) of LRUs formed such that, assuming the required 
conditions existed as predicted by the theoretical, geochemical, and bio-
chemical data (chapters 3– 5), the potential for between- group (as well as 
within- group) competition arose. ETI theory explains how competition 
between individuals within the group decreases group fitness, while co-
operation between LRUs allows for viability or reproduction of the whole 
group to increase. When the variance between groups is greater than the 
variance within the group, that is, between LRUs in the group, group se-
lection can overcome selection between LRUs. Groups with greater co-
operation between LRUs outcompete those with fewer cooperators and 
as the evolutionary interests of LRUs within cooperative groups become 
more aligned, individual LRUs no longer invest solely in their own fit-
ness. They are free to evolve new functions that enhance group fitness 
further, either viability or reproduction components. MGEs have been 
used as a model system for tracking this transition (Agren 2014, Brosius 
1999, Durand and Michod 2010, Kidwell and Lisch 2000, Koonin 2016, 
Malik, Burke, and Eickbush 1999, Sinzelle, Izsvak, and Ivics 2009). After 
cycles of cooperation, conflict, and conflict resolution, LRUs eventually 
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relinquish their own individuality and invest completely in the group, the 
emerging HRU. The HRU becomes ever more functionally integrated, 
eventually emerging as a new kind of individual, where LRUs are com-
pletely invested in the HRU and no longer recognizable as discrete indi-
viduals. The HRU is an indivisible individual with functional divergence 
in its component parts and more complex (however we wish to define 
complexity [Adami 2002]) than the LRUs from which it arose.

The empirical RNA- world data suggest that the most likely mechanism 
for ribozyme- mediated replication in the LRUs was either ligation, poly-
merization, recombination, or a combination of these (chapter 5). No 
other functions are necessary for LRUs to reproduce. The hypothesis is 
that over time, as the group of LRUs became more integrated, some of the 
LRUs were free to specialize in additional functions. Some may have spe-
cialized in replication of the group (as opposed to individuals within the 
group); others could have evolved new functions that increased group vi-
ability, such as the biosynthesis of mononucleotides and oligonucleotides 
that were used as substrates by those ribozymes responsible for replica-
tion. In addition, ribozymes that promote the synthesis of amino acids 
and other molecular cofactors, which coevolved with RNA (van der Gulik 
and Speijer 2015) and enhanced group- level fitness, would have emerged. 
LRUs, however, were severely constrained in terms of function and the 
amounts of hereditary information they contained. Their cooperation was 
required for complexity to increase. One of the features of HRUs is the 
evolution of policing mechanisms that control the temptation of LRUs 
to revert to selfishness. This may have included cleavases, ribozymes that 
can cleave non- cooperators that make the group vulnerable to invasion 
by selfish LRUs.

HRUs comprising ribozymes with divergent functions have not been 
observed in nature (certainly not in the way that they are described here), 
nor have experimental biochemists reported attempts to evolve such a sys-
tem. LRUs have been obtained experimentally, such as those developed 
by Lincoln and Joyce (Lincoln and Joyce 2009) and Hayden, Lehman, 
and colleagues (Hayden and Lehman 2006; Higgs and Lehman 2015). The 
scenario described here is therefore conceptual, based on theoretical data 
and supported by the model experimental systems available to us. It is un-
likely we will know exactly how this transition occurred. We can be cer-
tain, however, that something like this conceptual LRU- HRU ETI must 
have happened for a large, sophisticated chemical system capable of repro-
duction to exist. It represents, perhaps, the most parsimonious explana-
tion. Importantly, it is rooted in our knowledge of early life biochemistry 
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and consistent with the conceptual, theoretical, and experimental work 
concerning the gene- genome ETI (Agren 2014), and provides a useful 
heuristic guide for exploring the sociobiology of the earliest living mole-
cules. Without an account of the LRU- HRU transition described above 
(à la Agren 2014, Durand and Michod 2010, Michod 1999, 2007, Michod 
and Nedelcu 2003), a more complex molecular system with greater genetic 
potential was not possible and cellular life could not have emerged. HRUs 
may have existed well before the origins of genes and genomes or the 
HRU may have coevolved with DNA, the genetic code, and proteins and 
been a kind of proto- genome. There is no way of knowing the timeline of 
events for certain, but whatever the stages, the evolution of an HRU would 
have been necessary for genomes as we know them today to emerge.

Extant genomes still bear the hallmarks of a gene- genome ETI and we 
can extrapolate these features to the conceptualization of the LRU- HRU 
ETI in the RNA world. It is clear that “genomes were forged by massive 
bombardments with retroelements and retrosequences” (Brosius 1999). 
Retroelements and other types of MGEs (sometimes also called trans-
posable elements) still comprise significant proportions of genomes (see 
additional notes 6.2). From an ETI perspective, one of the compelling 
discoveries was that MGEs and viruses have had a major impact on the 
formation of genomes (Daugherty and Malik 2012). As Brosius (Brosius 
1999), Kidwell (Kidwell and Lisch 2000), Sinzelle (Sinzelle, Izsvak, and 
Ivics 2009), and others have discovered, MGEs start life entirely selfish 
(investing only in their own fitness) but over time may become domesti-
cated by the host genome, behave altruistically, couple their evolutionary 
fate with that of the genome, and eventually lose their individuality. As 
Kidwell says, “At least two levels of selection can apply to transposable 
elements” (Kidwell and Lisch 2000), and Koonin makes the point that 
they are central to ETIs (Koonin 2016).

Aside from the two levels of selection and the two types of replicating 
units at each of the levels, there is the important question of fitness trans-
fer (although it must be said that for some philosophers the export- of- 
fitness view is simply an epistemic exercise and moot, see Bourrat 2015). 
How exactly does an LRU give up its fitness and invest in another kind of 
individual (the HRU)? This is a compelling question asked of any ETI and 
has been addressed mostly in the context of the unicellular- multicellular 
ETI (Michod 2006, 2007; Michod and Nedelcu 2003; Michod 1999). All 
else being equal, natural selection does not favor altruists in the popu-
lation. To appreciate the issue of fitness transfer at the origin of life, we 
again turn to the gene- genome model system to guide us through the 
mechanics.
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How was fitness transferred from LRUs to HRUs?

This issue can be explained by what Michod calls the covariance effect 
(Michod 2006). The covariance effect was primarily used to explain func-
tional specialization in the two fitness components of viability and re-
production in multicellularity evolution, but it can be extended to the 
question of fitness transfer. Covariance is a measure of how two param-
eters vary in relation to each other and for ETIs, the covariance between 
the two most fundamental life- history fitness components (reproduc-
tion and viability) has an unavoidable effect on fitness transfer (see addi-
tional notes 6.3). One of the first emergent properties found in groups of 
replicating units is the group- level covariance between reproduction and 
viability. Covariance in this case is negative, which means that the two 
components trade off against each other. An investment in one compo-
nent diminishes investment in the other. The nature of this trade- off can 
vary and by evolving a life- history strategy that lowers one fitness compo-
nent in favor of another, fitness at the higher level is increased when there 
is convexity in the trade- off (fig. 8). Using MGEs as the model system, 
MGEs can enhance genome- level fitness by modifying their life- history 
strategy (see the trade- off curves in fig. 8 and see Michod 2006 and refer-

Fig. 8. Life- history trade- offs in LRUs and the augmentation of group fitness. The 
hypothetical trade- off relations between viability / survivability (v) and fecundity / 
reproduction (b) for an LRU when free living and as part of the HRU are shown. (A) 
A trade- off with concave curvature is predicted for the free- living form where selection 
acts on the LRU. (B) A change in the v– b trade- off to a convex curvature augments 
group fitness and as group size increases (↑N) this augmentation increases further. 
The progression to convexity results in the specialization of the two fitness compo-
nents by members of the group. The advantage of specialization is evident from the 
finding that v(b−) + v(b+) > 2v(b*) for points on the convex curve, where b− and b+ 
are two points equidistant from any point b*. The image is modified and redrawn from 
Michod 2006 (with additional interpretation appropriate for the  question at hand).
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ences therein for a detailed explanation). The endgame is that the fitness 
of the group is augmented over the average fitness of individuals within 
the group by the covariance effect and the greater the number of individ-
uals in the group the greater the augmentation of group- level fitness (for 
a specific example see fig. 2 in Durand and Michod 2010). (The aim here is 
to provide a very brief justification for how the problem of fitness transfer, 
which is so central to ETIs, is overcome. Clearly, this is a complex ques-
tion, and for a full appreciation of what is meant by the covariance effect 
and the associated mathematical equations, a much more detailed discus-
sion of the theory concerning life history evolution is required. This is be-
yond the scope of this book and the reader is referred to the references in 
the additional notes 6.3). This emergent phenomenon of group- level co-
variance and the optimization of group fitness explains how the change 
in a life- history trade- off leads to functional specialization (referred to as 
division of labor but, see additional notes 6.4) of LRUs and the evolution 
of a new kind of individual, the HRU.

The origin of life as an ETI brings together some of the disparate in-
formation from philosophy, theoretical modeling, evolutionary theory, 
ecology, and biochemistry into a single conceptual framework. This 
framework, in conjunction with the discussions in previous chapters, is 
necessary to cover all the major steps in a broad synthesis for the origin 
of life.
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A synthesis for the origin of life

The philosophical, theoretical, genomic, and empirical data discussed in 
the previous chapters can be integrated to develop a broad synthesis for 
the origin and evolution of the first forms of life. It is unlikely that an exact 
recapitulation of how and why living forms arose is ever going to be pos-
sible, but based on the integration of current knowledge, a parsimonious 
scenario can be sketched out. Not having an entirely agreeable definition 
for life that satisfies all scientists (chapters 1 and 2) means that there is not 
only uncertainty about the process, but also considerable disagreement. 
Nevertheless, a step- by- step account of the most important evolutionary 
innovations and an account that incorporates the essential components 
from the different disciplines, which most syntheses of the origin of life do 
not do, is possible. There is also likely to be considerable overlap between 
steps. They are certainly not as distinct as portrayed here. The endpoint 
of this synthesis, however, is to arrive at an entity (an “individual” in the 
evolutionary sense) that has all the key properties that differentiate  abiota 
from biota (chapter 2). This entity is abstract in the sense that it is not 
known what it was, but it is also realistic and based on the biochemi-
cal, theoretical, genomic, and computational data. It is not known what 
these first “individuals” were, but for evolutionists it is important to arrive 
at a population of individuals on which natural selection can act. Non- 
adaptive processes and stochasticity in the system is largely ignored in the 
proposed synthesis. This is, of course, a major caveat, but at the same time 
evolution by natural selection must have played a major role. Living sys-
tems cannot evolve and be maintained by non- adaptive or stochastic pro-
cesses alone. In fact, that is one of the principles of biology discussed in 
chapter 2. The aim here is to understand how life was fashioned via natural 
selection based on the knowledge currently available. At the same time, for 
mechanistic biologists, an account of the first living individuals must be 
realistic and rooted in empiricism (including the genomic and theoretical 
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data). This synthesis, however, while remaining true to the experimental 
data focuses primarily on the evolutionary aspects. The metabolic com-
ponents, for example, were clearly essential for the maintenance of early 
life but they are not included in this evolutionary- based synthesis except 
where they are relevant for the evolutionary process. This account is also 
consistent with an RNA world in which RNA emerged first and coevolved 
with cofactors, amino acids, and small peptides. DNA was the last of the 
information molecules to evolve, possibly at the time when the genetic 
code and the simplest protocells first emerged.

Many biologists tend to trace life back to the earliest protocells (a 
LUCA- like organism, discussed in chapter 3). But even the earliest cell- 
like structures were extraordinarily complex, and a considerable amount 
of evolution happened before they emerged. To appreciate how life 
started, it is essential to understand the living systems long before cells 
arose. From an evolutionist’s perspective, an explanation is sought that 
will bridge the gaps from the first biologically relevant molecules to the 
earliest protocells.

The evolution of life in eight steps

Ste p  1 :  The  e m e rg e nce  of  biol o g ica l ly  r e l e va nt 
m ol e cul e s  ( f ig.  9 )

An appreciation of the biochemistry and geochemistry of the early Earth 
has allowed chemists to provide an outline for the emergence of the nu-
cleobases (nitrogenous compounds), nucleosides (nucleobases with sugar 
moieties), and nucleotides (nucleosides with phosphate groups). Simple 
amino acids and cofactors may have arisen at the same time. Despite the 
advances in our understanding of the early chemistry, there are still signif-
icant gaps in explaining how this happened. In particular, the issue of the 
reducing atmosphere of the early Earth is a sticking point and the origin of 
some of the precursors (sugars, inorganic phosphate, etc.) of the biologi-
cally relevant molecules is disputed (chapter 4). These unanswered ques-
tions, however, are not insurmountable obstacles to a synthesis of life’s ori-
gins. All the important chemical reactions may not be dissected, and some 
precursors may have been deposited on Earth by extra- terrestrial bodies 
like meteorites, but in one way or another, the biological building blocks 
emerged by geochemical means. The important conclusion at this step is 
that these early molecules, or something like them, arose. None of these 
can be considered living in any meaningful sense. The processes occurring 
at this stage were purely physical and chemical in nature.
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Ste p  2 :  Pa s s i ve  r e p l icator s  ( f ig.  10 )

Given the appropriate chemical conditions, ribonucleotides formed 
polymers spontaneously, particularly when in contact with materials like 
montmorillonite clay, which facilitates the polymerization reaction. Once 
formed, single- stranded polymers (ssRNAs) had the potential to form 
complementary base pairs with other ribonucleotide monomers or poly-
mers, such that double- stranded ribonucleotide polymers (dsRNAs) were 
produced. Molecules like these were able to reproduce themselves pas-
sively by strand dissociation and renewed base- pairing with monomers or 
oligomers present in the environment, resulting in newly formed double- 
stranded molecules. The replication of ssRNAs in this fashion, although 
requiring chemical energy, was still passive in the sense that there were 
no enzymes to catalyze the reactions. A crucial limitation was that the 
error rate via this form of replication was prohibitive. It was far too high 
for copies of individual replicators to be reproduced faithfully (chapter 
3). The system was in constant flux with new ssRNAs forming, decaying, 
and passively copying themselves inaccurately. The poor fidelity meant 
that the next generation of replicators were poor copies of their parents 
and the hereditary nature of the system was chaotic.

Ste p  3 :  E n z ym e -  m e di ate d  r e p l ication  ( f ig.  11 )

For the earliest forms of life to evolve by natural selection, the fidelity of 
replication from parents to their offspring was important. This could be 

Fig. 9. The emergence of biologically relevant molecules. Nitrogenous bases (N), ri-
bose sugars (S), and inorganic phosphates (P) emerged on the early Earth, giving rise 
to the ribonucleotide monomers that formed the basis for the RNA world.
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achieved only by enzyme- mediated replication so that the nucleotide se-
quence of the parent molecule was faithfully reproduced. The problem, 
however, was that enzyme activity is found only in longer ribonucleotide 
polymers (ribozymes) and the question arises: how was a population of 
large polymers maintained if they were not copied accurately? There are 
several potential routes around this problem. The theoretical data suggest 
this may have been via clouds of quasispecies or hypercycles (chapter 3). 
The empirical data indicate that recombination and ligation events seem 
to be the most likely mechanisms by which polymers with polymeriza-
tion activity (the enzyme reaction required to copy a strand of RNA faith-
fully) emerged (chapter 5). One of the solutions lies in the finding that a 
collection of small RNA polymers can function like a much larger poly-
mer with recombinase activity. An alternative is that small polymers can 
have ligase activity. Small RNAs, therefore, could have joined other RNA 
strands to themselves such that one of the new, larger polymers had poly-
merase activity (a chance event). These two potential routes have been 
demonstrated experimentally. Some of the groups of molecules (LRUs 
in chapter 6; see also the discussion concerning the distinction between 
biochemical and evolutionary groups) that have been shown to be self- 
sustaining have been the collections of simple ligases with their substrate 
oligonucleotides (Lincoln and Joyce 2009), the recombinases with their 
substrates (Hayden and Lehman 2006), and simple ligases with a pool of 
random oligonucleotides (Dhar et al. 2017).

Fig. 10. Passive replicators. Clay matrices like montmorillonite (M) facilitated the 
polymerization of short ssRNAs that were able to replicate passively by error- prone 
complementary base- pairing.
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Ste p  4 :  Co m pa rtm e nta l i z ation  ( f ig.  12 )

Compartmentalization was required in some form or another, so that the 
molecular components of the replicating system remained in close con-
tact with each other and for selection to occur on the molecular collec-
tives in steps 5 and 6 below. Each compartment was a collection of ribo-
zymes, their substrates or oligonucleotides, and cofactors or amino acids. 
Compartmentalization was also essential to protect hypercycles or groups 
from invasion by parasitic molecules (selfish, non- cooperators), which 
could infiltrate the collections of molecules, causing their interactions 
to falter. The empirical findings suggest that compartmentalization may 
have taken the form of lipid micelles, iron casings, or water droplets such 
that offspring emerged from their parents. Alternatively, the coevolution 
of molecules may have led to physical associations without the need for 

Fig. 11. Enzyme- mediated replication. (A) Complementary base- pairing of short 
polymers allowed (B) ribozymes to emerge from their secondary and tertiary struc-
tures. (C) Collections of recombinases, ligases, and possibly other short- polymer ri-
bozymes, as well as oligonucleotide substrates, formed the precursors of LRUs that 
were eventually able to copy the collection of abiotic molecules in a compartment. 
For practicality, the theoretical data that invoke clouds of quasispecies or hypercycles 
(chapter 3) are not included in this step because there are very few model systems that 
can be used as exemplars of these molecules.
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structured compartments. Although compartmentalization provided a 
primitive structure in which the biochemical reactions were carried out, 
there was still a degree of fluidity with ribozymes, their substrates, and 
cofactors migrating between them (see for example the SCM, stochastic 
corrector model, in chapter 3).

Ste p  5 :  L ow e r- l e ve l  r e p l icating  un i ts  ( L RU s )  ( f ig.  13 )

Each compartmentalized group of molecules (the LRUs or lower- level 
replicating units in chapter 6) that existed at this stage constituted a single 
replicating system. The term group here is used in the biochemical sense, 
not the evolutionary sense (chapter 6 and additional notes 7.1), in that 
it is a collection of non- autonomous molecules that interact with each 
other. None of the molecules in the collective can replicate themselves 
individually. They can, however, exhibit reciprocal molecular interaction 
by copying parts or all of each other, or benefiting each other by ligation 
reactions. Each LRU, however, is an autonomous individual capable of 
independent reproduction (chapters 3, 5, and 6). An example of an LRU 
may be a simple two- membered hypercycle or the collection of two li-
gases and their four substrates described by Lincoln and Joyce (Lincoln 
and Joyce 2009). It is the LRU that is a replicating individual and popula-
tions of LRUs were subject to evolution by natural selection.

Fig. 12. Compartmentalization. Compartmentalization was an essential step for the 
functionality of the collections of ribozymes (R), RNA oligomers, and other pos-
sible cofactors (C) or amino acids (AAs) that may have coevolved with the RNAs. 
Compartments, which may have been water droplets, lipid micelles, or iron casings, 
provided molecular proximity and protected against invasion by molecular parasites. 
The coevolution of interacting molecules may also have led to physical associations.
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Ste p  6 :  Functiona l  a n d  stru ct ur a l  inte g r ation  of 
the  co m p on e nts  m a k ing  up  L RU s  ( f ig.  1 4 )

When LRUs first formed, their molecular components were only loosely 
connected and reciprocal and mutual dependencies were likely weak or 
minimal in number. Over time, selection drove the evolution of LRUs 
that were more integrated, allowing for their molecular components to 
diversify. For example, some molecules may have been responsible for 
replicating all the components of the LRU. Others may have diversified 
to become synthases of ribonucleotides, metabolites, or components of 
the material making up the outer structure or membrane. The endpoint of 
this step is that there was a population of LRUs where each LRU consisted 
of a collection of molecules. LRUs exhibited varying degrees of structural 
and functional integration.

Fig. 13. Lower- level replicating units (LRUs). Collections of ribozymes (R), RNA 
oligomers, cofactors (C), and amino acids (AA) functioned as LRUs. LRUs repli-
cated, with daughter LRUs exhibiting phenotypic variation. For example, the dashed 
lines show differences between structural and functional connections between mol-
ecules in daughter LRUs.
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Ste p  7 :  The  e volu tiona ry  tr a ns i tion  to  hig he r- 
l e ve l  r e p l icating  un i ts  ( HRU s )  ( f ig.  15 )

Despite the evolution of more stable LRUs, they were still functionally 
constrained because of the limited information in the ribozymes. Coop-
eration between LRUs resulted in mutual dependencies or reciprocal al-
truism developing between individual LRUs. Cooperative groups (the 
term group is used here in the evolutionary sense, not the biochemical 
sense, chapter 6) may have formed and over time group selection came 
into play. The evolutionary transition in individuality discussed in chap-
ter 6 explains how HRUs evolved from LRUs after cycles of conflict, con-
flict mediation, and cooperation. The important features of any ETI, as 
described by Buss (Buss 1987), Michod (Michod 1999), Ruiz- Mirazo and 
Moreno (Ruiz- Mirazo and Moreno 2012), and many others, like the divi-
sion of labor and transfer of fitness are eventually accomplished such that 
a new “kind” of individual emerges.

Ste p  8 :  P roto ce l l s  ( f ig.  16 )

It is unlikely that there was a single, individual HRU that can be consid-
ered the first protocell. What is much more plausible is that the first cells 
emerged from HRUs that were much less structurally discrete than the 

Fig. 14. Mutual dependencies of the molecular components in LRUs. LRUs with 
greater functional and structural integration of the component molecules are selected 
for. For example, (A) may outcompete (B) due to the differences in component mol-
ecules and produce more offspring. Functional diversification of molecular compo-
nents followed. For example, where there were two ribozymes performing similar 
functions, one is free to evolve new functions.
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cells that occur today. The cellular borders may have been more amor-
phous, sometimes fusing or budding off and changing in their chemical 
composition. This is in keeping with the philosophical, theoretical, ge-
nomic, and empirical data discussed in earlier chapters, all of which con-
verge on the idea that there was no singular “LUCA.” Rather, there was 
extensive lateral exchange of hereditary material between HRUs. Our un-
derstanding of the first protocell is still more abstract than concrete and 

Fig. 15. Higher- level replicating units (HRUs). Groups (A) and (B) may compete 
against each other. When the conditions are right and the variance between groups is 
greater than the variance within groups, within- group competition becomes second-
ary to between- group competition. An ETI from LRUs to HRUs is completed after 
rounds of conflict, conflict mediation, and cooperation.

Fig. 16. The protocell. Protocells emerged from HRUs. They contain hereditary (H) 
components (ribozymes, RNAs, simple amino acids, and cofactors, a primitive genetic 
code) and a primitive metabolism (M). There is efflux (E) and influx (I) of simple 
compounds (water, salts, etc.). Vesicles (V) may enter or leave the protocell and vac-
uoles (Va) are intracellular stores of metabolites, salts, water, etc. Note how similar 
this is to Gánti’s chemoton discussed in chapter 3.
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Gánti’s chemoton remains a useful way for thinking about these early cells. 
The important step is that, at this stage, there is a protocell that contains 
some form of hereditary material (ribozymes and a primitive version of 
the genetic code), a simple metabolism for maintaining the cell’s viability 
(amino acids, small peptides, and cofactors), and a mechanism for main-
taining structural integrity (a lipid membrane with proteinaceous com-
ponents). All the components or properties of life that are demanded by 
the different disciplines are present. From the protocells emerged the two 
prokaryote domains, the archaea and the eubacteria.
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Part two

The origin of death
Die not, poore death, nor yet canst thou kill me.
From rest and sleepe, which but thy pictures bee,

Much pleasure, then from thee much more must flow.

John Donne, “Sonnet X”
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8
Philosophical considerations  

and the origin of death

The issue of mortality has occupied an enduring place in the history of hu-
man thought. Epicurus (341– 270 BC) was one of the early Greek thinkers 
who considered the meaning of death and its place in the natural world, 
even if he was somewhat reluctant to engage fully with the topic. In his 
letter to Menoeceus he offered the view that “death . . . , the most awful of 
evils, is nothing to us, seeing that, when we are, death is not come, and, 
when death is come, we are not” (see Luper’s discussion of Epicurus’ re-
jection of the Harm Thesis in Luper 2016). Death “is nothing to us,” he 
suggested, and perhaps hardly worth thinking about, since after death the 
individual ceases to exist and before death, death has not occurred and is 
harmless. Central to the Epicurean view is the claim that an individual’s 
soul or mind is not immaterial. It cannot be separated from the body and 
does not exist after death. In one sense, Epicurus taps into the thinking of 
Thales and Anaximander (see chapter 1), who separated rational thought 
and observation from theology. Both wished to examine the meaning of 
life in a rational way without theological influences. Similarly, Epicurus 
separated the natural world, including death, from the world of the gods, 
arguing that after death nothing in the natural world continued in the 
world of the gods. The work of Epicurus is covered in detail by Luper, 
who also gives a modern and comprehensive treatment of the philosophy 
of death (Luper 2009).

Philosophical interpretations of mortality, from ancient times to the 
present day, have usually concerned death in multicellular organisms (typ-
ically plants and animals, including humans). Questions concerning the 

I am very grateful to Grant Ramsey for his reading, corrections, and comments on this 
chapter. At the same time, any errors are mine alone.
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death of individual cells also began in the context of multicellular organ-
isms. Cell death (the different forms were not known at the time) was first 
observed as a part of normal development in multicellular embryonic tis-
sues by Collin (Collin 1906), Ernst (Ernst 1926 and references to Muhl-
mann therein), Hamburger and Levi- Montalcini (Hamburger and Levi- 
Montalcini 1949), and Kallius (Kallius 1931). The specific terminology of 
programmed cell death (PCD) was introduced decades later and made 
explicit by Glücksmann (Glücksmann 1951) and Lockshin (Lockshin and 
Williams 1964), arising chiefly from studies of normal animal ontogeny.

Mortality in single- celled organisms was, at first, not given serious 
con sideration. It was assumed they died via extrinsic causes like starva-
tion, predation, or physical and chemical damage, or they simply accu-
mulated deleterious mutations as they aged and lost viability over time. 
It has emerged, however, that unicellular organisms are not immortal and 
non- incidental forms of microbial death existed long before multicellu-
lar life evolved. In the last few decades of the twentieth century, research-
ers began actively investigating whether a process like PCD could occur 
in  microbial life. The subject of unicellular mortality has subsequently 
become part of mainstream scientific endeavors. What began as a mi-
nor curiosity is now an area of in- depth research and is the focus of part 
2. While there is an extensive body of work on the evolution of death in 
multicellular organisms, this topic is not covered in this book except for 
the section on behavioral suicide in insects and arachnids in chapter 16. 
Instead, the focus is the often misunderstood and overlooked subject of 
non- incidental death in single- celled organisms.

The concept of programmed cell death

The very concept of PCD in microbes is challenging to articulate. This is 
true in part, because it is important to appreciate what is meant by death 
generally. Defining death, as with the definitions of life in chapter 1, is 
not a trivial matter. Superficially, one might define death as simply the 
extinguishing of life. But, when looking more closely at what was meant 
by life in part 1, the question of death becomes more complicated. Some 
researchers understand life in terms of the properties associated with it. 
Penny listed these as being an energy source (and energy gradient), basic 
biochemical reactions driven by the energy gradients, organization (mem-
branes, compartmentalization, and separation from the external environ-
ment), and self- reproducibility (genetic heritability, information transfer, 
evolvability, etc.) (Penny 2005). In one sense, therefore, death is the loss 
of these properties in an entity that once had them. Other researchers take 
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a systems biology– centered approach, like Joyce and others who define 
life as “a self- sustaining chemical system with the capacity for Darwinian 
evolution” ( Joyce 1994). In this sense, then, death is the loss of the sus-
tainability of the system and the subsequent loss of capacity for Darwin-
ian evolution. However, as discussed in chapter 1, the definitions of life 
themselves are problematic. None of the definitions succeed in capturing 
its essence, and different researchers tailor the definition to make it fit a 
particular research question (Casiraghi et al. 2016). Saying that death is 
the absence of life is, therefore, hardly satisfactory. Without a general defi-
nition of life, defining death in terms of the cessation of life is not help-
ful, even if the two are intuitively oppositional. Contrasting death with 
Penny’s property- based definition of life, for example, provides little in 
the way of explaining the nature or evolution of death. Similarly, Joyce’s 
interpretation of life, cannot serve as a basis for the definition of death. It 
provides no information about why or how the loss of self- sustainability 
or the capacity for Darwinian evolution occurs. There is also, of course, 
the issue of evolution by non- Darwinian means, which is not included in 
Joyce’s interpretation, but plays a key role in some forms of death. Perhaps, 
though, the main reason for not positioning life and death as opposites is 
because, in many ways, they are not. Additionally, the issue of life- death 
coevolution (dealt with in part 3) further complicates the life- death rela-
tionship. As detailed later, death can enhance life by increasing inclusive 
fitness in a clonal population and some forms of death played a role in the 
evolution of more complex life.

While some definitions of life are property based, such that to be alive 
is to exhibit one or more specific properties, other definitions of life are 
instead based on processes. Certainly, neither the emergence of life nor 
of death was a discrete event. In particular, PCD in unicellular organ-
isms is not discrete. It is the progressive extinguishing of the processes 
uniquely associated with living systems. Not all life processes cease to ex-
ist at the same time or at discrete time points. There are, in fact, “degrees 
of dying” (Durand and Ramsey 2019). From an evolutionary standpoint, 
the basic fitness components of any organism’s life- history strategy (Roff 
2002; Stearns 1992), viability and reproduction, may decrease gradually 
and independently of each other (additional notes 8.1). In unicellular or-
ganisms, some of the features of PCD exist even when the organism ex-
hibits others that are associated with life. Spores, for example, are meta-
bolically inactive although this is usually reversible, and senescent cells 
have lost their reproductive potential, even if they remain metabolically 
active. In addition to sharing phenotypic features with PCD, the molec-
ular mechanisms of spore formation and senescence overlap with pro-
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grammed forms of death. In cases where a genetic program for death is 
implemented, this may lead to PCD, encystation (Khan, Iqbal, and Sid-
diqui 2015), or cell cycle arrest (Helms et al. 2006; Torgler et al. 1997). It 
may also be part of a developmental stage (Cornillon et al. 1994), meiotic 
viral attenuation (Gao et al. 2019), or even the induction of sexual repro-
duction (Nedelcu, Marcu, and Michod 2004; Nedelcu and Michod 2003). 
Thomas and others argue that death is a spectrum or range of phenotypes 
(Thomas et al. 2003). The protein pathways that lead to death are pheno-
typically plastic. Furthermore, PCD, even in unicellular organisms that 
harbor such genetic potential, is not inevitable. Not only may the PCD 
program never be implemented, but in some instances, death is incidental 
and extrinsic to the cell (for example, predation). As Ameisen highlighted, 
the term programmed is problematic (Ameisen 2002) and it is claimed that 
the PCD trait is “probabilistic, branching and non- discrete” (Durand and  
Ramsey 2019).

To understand the meaning of PCD in the unicellular world, a set of 
terms and definitions is required (Durand and Ramsey 2019) (table 1). The 
first important distinction is that between programmed forms of cell death 
and other forms of death, which are due to external factors like physical or 
chemical damage, lysis by viruses (viral infection can also initiate a PCD- 

Table 1. Evolutionary definitions of death with examples in unicellular organisms

Concepts of death in  
unicellular organisms Evolutionary definition Examples from the 

literature

(True) PCD
PCD is an adaptation to abiotic 
or biotic environmental stresses 
resulting in the death of the cell

E. coli; C. reinhardtii; 
D. salina; D. discoideum; 
L. major; B. subtilis

Ersatz PCD Ersatz PCD is intrinsic to the cell but 
has not been directly selected for

E. coli; D. viridis; 
D. tertiolecta; P. falciparum 

Incidental death Incidental death is extrinsic to the cell Any single- celled 
organism

Note. PCD, programmed cell death. There are three different “kinds” of death in the unicellular 
world that are important in evolutionary studies. True PCD is an adaptation to abiotic or biotic 
environmental stresses, resulting in the death of the cell. Ersatz PCD is also intrinsic to the cell, 
but the death phenotype itself has not been selected for. Examples include pleiotropy, genetic 
drift, and trade- offs. Incidental death, for example, physico- chemical damage or predation, 
is extrinsic to the cell. The same taxon may exhibit PCD or ersatz PCD depending upon the 
trigger. For example, PCD in E. coli is an adaptation to viral invasion and blocks the spread 
of viruses to others. Ersatz PCD can also occur in E. coli, but in this case as a side effect of 
the mazEF addition module (see the text for discussion). The evolutionary definitions are 
independent of mechanisms. Autophagy, for example, is adaptive in D. discoideum because of 
the developmental stage of forming stalk structures. However, the same mechanism appears 
to be pleiotropic in D. viridis. Adapted from Durand and Ramsey 2019.
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type phenotype but in those instances death is not incidental), or preda-
tion. The forms of death that result from extrinsic causes have sometimes 
been termed incidental death, necrosis, lytic death, non- PCD, or sometimes 
simply death (additional notes 8.2). None of these is completely satisfac-
tory to describe all the situations in which programmed forms of death 
do not occur. Each comes with a history and loaded meaning, but I prefer 
the term incidental death for those cases that have no intrinsic evolutionary 
history associated with the cell’s genetic potential for death.

A second important distinction is the one between PCD and cell ag-
ing. This distinction needs to be made explicit because historically the 
two have sometimes been confused. Before PCD was identified as a dis-
tinct entity in the unicellular world, aging and PCD were sometimes con-
sidered the same thing. The distinction is not always as clear- cut as we 
would like, since PCD and aging studies in yeast revealed that the two 
phenomena can sometimes be intertwined (Fabrizio et al. 2004; Herker 
et al. 2004). As Herker, Fabrizio, and colleagues have demonstrated in 
Saccharo myces, they overlap in both the genetic mechanisms and pheno-
types. In the asymmetric divisions in S. cerevisiae, daughter cells bud from 
a mother cell and after about 20 such divisions the mother cell is suffi-
ciently aged that it loses reproductive potential and viability, and even-
tually dies, exhibiting some of the features of PCD. But there are funda-
mental differences between PCD and aging that differentiate them, based 
on their evolutionary histories. PCD, usually and certainly as it is defined 
here, does not escape the force of natural selection (Ameisen 2002; Du-
rand and Ramsey 2019) and requires the active transcription of effector 
genes and the translation of proteins. What will become clear later are the 
selection pressures that apply to PCD and not to aging. Recently, how-
ever, evidence has accumulated to support the hypothesis that aging itself 
is adaptive in both unicellular and multicellular organisms (Singer 2016). 
PCD also happens rapidly (hours or at most days) and in most organisms, 
can be unrelated to how many divisions a cell has undergone. In aging, the 
process is passive, gradual, pleiotropically linked to other biochemical pro-
cesses, and sometimes a function of the number of cell divisions. From a 
general evolutionary perspective, aging and PCD are quite distinct even 
if the mechanisms do sometimes overlap.

There are two points that are important at this early stage en route to 
developing a synthesis for the origin and evolution of PCD. The first is 
that PCD, whatever the genetic program and phenotype (of which there 
are many), is distinct from incidental death and aging. This is true whether 
the cell is the organism (unicells) or the cell is part of a multicellular or-
ganism. The second is that PCD has a very different evolutionary and eco-
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logical context in multicellular and unicellular life. In multicellular organ-
isms, PCD enhances the fitness of the organism and is essential for normal 
development and tissue homeostasis (but see chapter 16). In unicellular 
life, the cell is the organism. PCD decreases organismal fitness and, at first 
glance, does not fit with the “survival of the fittest” aphorism.

How should PCD be defined? The vast majority of researchers de-
fine PCD in terms of cellular mechanisms. Defined this way, the evolu-
tionary histories of PCD are not of primary interest. Instead, it is the 
genetic mechanisms and phenotypic outcomes that determine whether 
PCD has been realized. Berman- Frank et al. (Berman- Frank et al. 2004), 
for example, defined PCD as “active, genetically controlled, cellular self- 
destruction driven by a series of complex biochemical events and spe-
cialized cellular machinery” when they studied the demise of species of 
the marine cyanobacterium Trichodesmium. Fabrizio et al. (Fabrizio et al.  
2004) define apoptosis (one of the common phenotypes of PCD) as “a 
form of cellular suicide that leads to the rapid removal of unwanted or 
damaged cells” and use markers of apoptosis to detect this phenotype 
in Saccharomyces. These mechanistic definitions and measures of PCD 
were initially introduced from the cell death nomenclature for different 
phenotypes in multicellular organisms (Kroemer et al. 2005). Unicellu-
lar organisms also exhibit “different ways to die” ( Jimenez et al. 2009) 
and the mechanisms and phenotypes (autophagy, apoptosis- like death, 
paraptosis, ferroptosis, etc.) may vary greatly (see the many examples in 
Pérez Martín 2008). The natural progression for biologists was to name 
the kinds of PCD in unicellular organisms after similar cellular pheno-
types in multicellular organisms. Understanding these mechanistic differ-
ences clearly has an important place, but as Nedelcu and colleagues sug-
gested, the unqualified importing of PCD terminology from multicellular 
to unicellular life has affected how we understand PCD in the unicellu-
lar world (Nedelcu et al. 2011). It has, in fact, resulted in much confusion 
about what PCD means for single- celled life. Reece et al. also argue that 
“focusing on the mechanistic differences . . . without the relevant ecolog-
ical context is not a useful way to progress” (Reece et al. 2011), and Berges 
and Choi make the point that PCD “interpretation requires clearer defi-
nitions of cell death: definitions that are subject to considerable debate 
even in taxa that are relatively well- explored” (Berges and Choi 2014).

For evolutionary biologists, mechanism- based definitions of PCD are 
challenging to formulate. There is general “confusion as to how many dis-
tinct types of PCD exist” (Reece et al. 2011) in microbes. In some single- 
celled model organisms, a specific nomenclature for death has been rec-
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ommended (Carmona- Gutierrez et al. 2018), but even in these cases the 
mechanistic definitions provide little or no information about the evolu-
tionary history. One of the primary examples of the problem faced is that 
similar PCD mechanisms and phenotypes may have different evolution-
ary histories and ecological effects in different taxa. The PCD mechanism, 
therefore, does not reflect the evolutionary history, and this has led to 
different interpretations for the same phenomenon. Providing concepts 
or definitions for PCD based on the evolutionary history is necessary to 
address this confusion and indicate how the terms are used in this book.

PCD terminology and evolutionary definitions in unicellular organisms

The problems associated with the term PCD have prompted some au-
thors to opt for alternative terms that more accurately reflect specific non- 
incidental forms of death. Ratel et al. (Ratel et al. 2001), for example, sug-
gest cell death program and Nedelcu et al. prefer active cell death (Nedelcu 
et al. 2011). The authors’ justifications for these terms are not provided 
here but the arguments they make are valid and the various terms may 
be even more appropriate. It seems, however, that the more conventional 
term of PCD is here to stay and introducing new terms at this stage is un-
likely to clear up the confusion.

When using the term PCD, I adopt the position developed with Ram-
sey, which argues for “two main versions of the evolutionary definition” 
(Durand and Ramsey 2019), one broad and the other narrow. This has be-
come a necessity, since arguments about why PCD evolved often arise be-
cause researchers have different concepts of PCD (Berges and Choi 2014). 
The broad definition of PCD includes any of the mechanisms by which a 
genetic program for death evolved: natural selection, genetic drift, pleio-
tropy, and life- history trade- offs (Pepper et al. 2013). The narrow defini-
tion is used to investigate conditions where PCD has been selected for. 
In the narrow definition, PCD is defined as “an adaptation to abiotic or 
biotic environmental stresses resulting in the death of the cell” (Durand 
and Ramsey 2019). This we termed true PCD. By contrast, ersatz PCD re-
fers to instances in which PCD is not an adaptation, but where death still 
has a seemingly programmed component. Ersatz PCD has not been se-
lected for and is the result of genetic drift, trade- offs, or pleiotropy. From 
an evolutionary standpoint, therefore, there are two important concepts. 
First, the narrow definition of PCD, where the trait is an adaptation, and 
second, ersatz PCD, which includes evolutionary histories that are non- 
adaptive (table 1).
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PCD in multicellular and unicellular organisms

The interest in PCD in multicellular organisms has been primarily 
mechanism- driven because there is no controversy concerning its evo-
lutionary history. In multicellular life, PCD is explained by kin selection 
(Gardner, West, and Wild 2011; Michod 1982), which is discussed in more 
detail in chapter 13. The death of a cell as part of development or homeo-
stasis benefits its clonal relatives by enhancing the whole organism’s fit-
ness. It is worth mentioning one instance, however, where this is not the 
case: cancer. Cancerous cells have gone rogue, such that their evolution-
ary interests in multicellular organisms diverge from the rest of the or-
ganism (Aktipis and Nesse 2013; Heng et al. 2010; Merlo et al. 2006). In 
this situation, PCD becomes an interesting evolutionary question and 
mirrors some of the intrigue associated with death in single- celled life. 
Cancer is an atavism, in that the cell adopts the life history strategy of the 
ancestral unicellular state. In the same multicellular organism, there are 
cell lineages with two different evolutionary strategies. The genetic rela-
tionship between the cancer clone and the rest of the organism is no lon-
ger one of kinship and the two groups of cells compete for nutrients. The 
non- cancerous cells are all aligned with organismal fitness, but the clone 
of cancer cells has its own selfish interests at the expense of the organism. 
However, with respect to the cancer clone itself, PCD can enhance the fit-
ness of the clone of malignant cells (Chen et al. 2014).

The intimate connection between PCD and development in multicel-
lularity was part of the scientific zeitgeist and for some researchers this 
is still the case. It was counterintuitive that a unicellular life form would 
actively orchestrate its own demise, since this trait, it was argued, would 
have been eliminated by natural selection. Early reports of PCD pheno-
types in model organisms like Dictyostelium (for example, Whittingham 
and Raper 1960) were frequently contextualized to the evolution of mul-
ticellular life (Kaiser 1986; Arnoult et al. 2001). But PCD has subsequently 
been observed in all the major prokaryote and unicellular eukaryote lin-
eages (see references to individual taxa in Ameisen 2002; Bayles 2014; Bi-
dle 2016; Kaczanowski, Sajid, and Reece 2011; Koonin and Aravind 2002; 
Lewis 2000; Nedelcu et al. 2011; Pepper et al. 2013; Pérez Martín 2008), 
and what began as a curiosity had become a “beautiful evolutionary prob-
lem” (this phrase was used by an anonymous reviewer of a grant applica-
tion). Central questions related to this problem include these: What are 
the mechanisms by which unicellular organisms implement a program for 
cell death? What are the stimuli for PCD in unicells? And why do they 
have a genetically encoded mechanism for PCD when it is clearly harmful 
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to the individual? These issues have resulted in nothing less than a “para-
digm shift” in our understanding of mortality in unicells (Ameisen 2002) 
and the evolution of more complex life (Durand, Sym, and Michod 2016). 
The evolutionary outcomes of the different ways in which unicellular or-
ganisms die have had a profound effect on our understanding of mortality 
and its role in the living world (fig. 17).

Fig. 17. An evolutionary perspective of the ways in which unicellular organisms die. 
Mortality in a population of healthy cells may take the following forms. (A) Inciden-
tal death, in which cells can be damaged by physical or chemical means and die from 
extrinsic insults. As a result, the toxic cellular contents are liberated into the exter-
nal microenvironment and may harm others. (B) Ersatz PCD, in which the cell death 
phenotype is the result of internal cues, but the mechanism involved is not an adap-
tation for this death. (C, D) PCD, in which the phenotype is an adaptation for death 
and evolves by kin/group selection. The mechanisms may vary, and two examples are 
illustrated. In (C), PCD limits or aborts the spread of viruses through the population. 
In (D), the fitness advantages are provided by nutritional resources or chemical sig-
nals. In (E), microbial communities comprising different taxa may exhibit multiple 
kinds of death (incidental, ersatz PCD, and PCD) with multiple downstream effects 
in the community. Adapted from Durand and Ramsey 2019.
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Observations of death

One of the issues to arise when PCD was first identified in unicells was 
whether the methods for investigating the phenomenon were appropri-
ate. This remains a major debating point. The methodological assays used 
were imported from studies in animals and plants and it is not always clear 
whether the result means the same thing in unicellular organisms as it 
does in multicellular ones. From a purely mechanistic point of view, this 
remains an unresolved question. It is usually recommended that several as-
says be used in conjunction to confirm PCD and in general, this approach 
has been suitable, albeit imperfect (see chapter 10). However, the results 
can still lead to confusion; for example, the use of the TUNEL assay in 
Plasmodium can give false positives (Engelbrecht, Durand, and Coetzer 
2012). The unambiguous identification of PCD is also essential for inter-
preting the evolution- related questions, since the data are useful only if 
there is certainty that PCD is indeed occurring. Is there a gold standard 
for demonstrating PCD? This is not only practically important in the lab-
oratory, but the insights gained by examining this question more closely 
have provided additional clues for developing a general synthesis for the 
evolution of PCD (chapter 14).

In unicellular eukaryotes (measures of PCD in prokaryotes are cov-
ered in chapter 10), direct observation of the cell is perhaps the most 
conclusive way to determine how it is dying, especially when the aim is 
to distinguish programmed forms of death (PCD and ersatz PCD) from 
incidental death. The ultrastructural changes in cellular and subcellular 
structures reveal whether the way in which a cell is dying includes changes 
in metabolism, organellar functions, and gene regulation or not. Without 
a “programmed” component, a cell simply breaks apart in a way that does 
not include molecular modifications to the cell’s architecture. Cells that 
are killing themselves in non- incidental ways exhibit ultrastructural fea-
tures that are the result of changes in the molecular mechanisms respon-
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sible for cell homeo stasis, development and differentiation, and regulatory 
pathways. The transcription of genes is up-  or downregulated and protein 
pathways are regulated to effect the phenotypic changes observed. At the 
same time, if viruses are part of the death process, the viral particles can 
be visualized. Before illustrating the microscopic structural changes that 
inform our appreciation of PCD, it is worth noting the macroscopic fea-
tures of cell cultures undergoing PCD. These are themselves revealing and 
were the initial spark that ignited interest in this field.

Macroscopic features of PCD in cell cultures

Phytoplankton are used as model organisms for many research questions 
and some of the first macroscopic observations in unicellular PCD re-
search were made in microalgal cell cultures. Depending on the taxon, in 
liquid culture phytoplankton render the medium a rich green, red, brown, 
or orange appearance. One of the earliest observations that phytoplankton 
death was not necessarily a passive process was made by Falkowski, Vardi, 
Bidle, and others while working with Emiliania huxleyi (for an account of 
the exciting events that led them to their conclusions see Lane 2008). The 
macroscopic observations were compelling. A culture of E. huxleyi seemed 
to have “dissolved” overnight as opposed to the typical gradual loss of 
the viability of cells in culture, which is a much longer process resulting 
in cellular debris and aggregates of non- viable cells. They observed that, 
overnight, the culture medium had cleared. The chlorophyll that results 
in the green color of E. huxleyi cultures had effectively disappeared (it had 
been actively degraded by the cells themselves) and all that remained was 
a sediment at the bottom of the flask. This different way of dying was later 
discovered to be similar to PCD in multicellular organisms. Until then, 
PCD was considered a hallmark of multicellularity, and the mechanisms 
by which PCD occurs in unicellular organisms rapidly became an area of 
great interest. A similar scenario played out while Berges, Falkowski, Sego-
via, and colleagues were studying another phytoplankton, Dunaliella ter-
tiolecta (Berges and Falkowski 1998; Segovia et al. 2003). The subsequent 
electron microscopic investigations of these and other taxa revealed that 
PCD involved the entire remodeling of the cellular architecture and sub-
sequent dissolution of the cell.

The ultrastructure of PCD

The microscopic observations of PCD, in particular the transmission elec-
tron microscopy (TEM) studies, laid the foundations for our apprecia-
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tion of this phenomenon in unicells. Even in the absence of any specific 
biochemical assays, microscopic observations reveal the complexity of 
the cellular and subcellular changes indicating that multiple molecular 
pathways must be playing a part for the features to manifest (fig. 18). Or-
ganellar and cellular architectures are remodeled, metabolism is altered, 
and subcellular components are dissolved, all of which indicate dramatic 
regulatory changes at the genetic and protein level. Even though there 
may be different phenotypic manifestations of PCD, the ultrastructural 
changes reveal unambiguously that the mode of death is not passive cell 
lysis. This has subsequently been documented in diverse microbes under 
a range of conditions. For example, in a cyanobacterium living endophyt-
ically in a fern (Azolla microphylla), different ultrastructural forms of pro-
grammed death (apoptosis- like and autophagy- like) were observed, de-
pending upon the stage of the cell’s development (Zheng et al. 2013). In 
Microcystis aeruginosa, an apoptosis- like PCD phenotype was induced by 
exposure to hydrogen peroxide (Ding et al. 2012), and in Trichodesmium 
species, the formation of gas vesicles and vacuoles and the degradation of 
internal structure (e.g., the thylakoids) were noted (Berman- Frank et al. 
2004). The morphological changes that occur in Dictyostelium discoideum 
have been captured with time- lapse video and extensively documented 
(Levraud et al. 2003). These varieties of death, and the many others that 
have been documented, must include genetic and protein pathways for 
the cellular architecture to be modified in this way. There is nothing inci-
dental about these manifestations of death.

Some of the early observations also provided clues as to why PCD may 
be occurring. Dictyostelium discoideum is a social amoeba (social because 
the organism may live freely or in social groups depending on the envi-
ronmental conditions) that demonstrates many of the features of PCD 
that have typically become associated with the phenomenon in meta-
zoa (Arnoult et al. 2001; Cornillon et al. 1994). These include changes 
like cell shrinkage, membrane contraction and blebbing, vacuolization, 
and nuclear chromatin condensation. Two other features were observed 
that have particular relevance for our understanding of the evolution of 
PCD (discussed further in chapters 11 and 16). The first is the formation 
of what Arnoult et al. called apoptotic bodies (small membrane- bound 
vesicles) that were released by the dying amoebae (Arnoult et al. 2001). 
These structures were observed by both transmission and scanning elec-
tron microscopy (SEM). Similar vesicular structures have also been re-
ported in other model organisms dying via PCD, including diverse protists 
(Deponte 2008) and chlorophytes (Durand, Sym, and Michod 2016). The 
significance of these vesicles was not clear and has still not been fully un-
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Fig. 18. The ultrastructure of PCD. In incidental death, the cell simply breaks apart 
and lyses with the intracellular contents liberated into the environment. In PCD, 
genes are switched on or off and protein pathways are activated that lead to a com-
plete remodeling of the cell and disintegration of its component parts. This example 
of PCD ultrastructure was obtained following heat- induced PCD. The organism is 
C. reinhardtii. (A) Healthy cell (nucleolus- Nu, cell wall- CW, pyrenoid- Py, chloro-
plast- C, starch- S). (B) Early (2 hrs) and (C) late (8 hrs) cellular changes after PCD 
induction. The typical ultrastructural changes that occurred included cell shrinkage, 
nucleolar condensation (Nu), membrane blebbing (MB), and vacuolization (V). At 
end- stage PCD, there was near complete dissolution of the chloroplast with stacking 
of the thylakoid membranes and membrane- bound vesicles (Ve) appeared. (D) Af-
ter PCD was complete, these vesicles, now resembling the apoptotic bodies (ABs) 
associated with PCD in multicellular organisms, were noted in the extracellular en-
vironment. Image taken from Durand, Sym, and Michod 2016. Different phenotypes 
of PCD were observed when death was induced by UV irradiation (Moharikar et al. 
2006) or nitrogen starvation (Sathe et al. 2019).
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covered. They did, however, provide support for those arguing for PCD 
as an adaptation when it was observed that, in the case of D. discoideum, 
the apoptotic bodies were engulfed by neighboring healthy cells (Arnoult 
et al. 2001). The suggestion was that natural selection may be occurring 
at a level other than the single cell, as evidenced by single cells function-
ing like an integrated group (the “levels of selection” question has been 
at the heart of the evolution of PCD debate and is covered in chapter 13).

In a completely unrelated taxon, the ultrastructural changes are just as 
dramatic. Chlamydomonas reinhardtii is a unicellular chlorophyte with a 
cellular architecture very different to that of the amoeba D. discoideum. 
Many of the cellular features associated with plant and metazoan PCD are 
also noted in C. reinhardtii, such as cell shrinkage, membrane blebbing, 
vacuolization, and chromatin condensation (Durand, Sym, and Michod 
2016; Moharikar et al. 2006). In addition, vesicles form from the cellular 
contents and there can be stacking of the thylakoid membranes and dis-
solution of the chloroplast, which completely degrades within a day. This 
is what was also found to occur in the E. huxleyi cultures discussed in the 
previous section. Again, it is not always known exactly why these events 
occur (although there are several plausible explanations that fit with the 
experimental data), but the observations themselves provide clues as to 
the evolution of death.

Why are ultrastructural studies so important in PCD?

The main advantage is that direct microscopy reveals unambiguously 
whether a cell is dying by PCD or not. This is of special importance for 
understanding PCD evolution, since it makes the distinction between 
programmed forms of death and incidental death. For this reason alone, 
I would argue that direct observation (especially TEM) is the gold stan-
dard for confirming whether PCD is occurring, although I expect many 
researchers may disagree. In addition to the assessment of PCD versus 
incidental death, there are also many different manifestations of PCD 
(for example Jimenez et al. 2009; Zheng et al. 2013) and observations of 
the ultrastructural changes provide additional insights as to the cellular 
mechanisms. The problem, however, is that TEM is labor intensive, time- 
consuming, and operator dependent and therefore not always practical in 
the experimental situation. Light and fluorescent microscopy are easier 
to undertake and quicker to perform, but not nearly as informative. The 
non- microscopy methodologies discussed in chapter 10 tend to be much 
more rapid and often technically simpler, but they are not universally ap-
plicable in unicells and should be used judiciously. It should be borne in 
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mind that the biochemical assays for PCD measure only a single feature 
that is not consistently associated with a particular phenotype. Many re-
searchers have commented how, in the same taxon, a particular PCD phe-
notype detected by a biochemical assay may be observed in one context 
but not in another. For example, cells can be resistant or more susceptible 
to PCD depending on the previous stresses encountered or cellular age 
(Yordanova et al. 2013). This is possibly epigenetic in nature, but for now 
the reasons are not known (see postface). As such the biochemical assays 
may produce false negatives (for example Dingman and Lawrence 2012) 
or false positives (for example Engelbrecht, Durand, and Coetzer 2012). 
This has been problematic and even led some researchers to argue that a 
bona fide PCD molecular pathway has not been adequately demonstrated 
in some organisms, suggesting that only necrosis or incidental death and 
viral lysis are the real forms of death (Proto, Coombs, and Mottram 2013). 
I think this view is easily rebuffed, although it certainly is true that the bio-
chemical assays have limited value and may lead to confusion.

The limitations associated with the biochemical assays and the need for 
distinguishing PCD from incidental death mean that direct observation 
of the cell allows for a much more complete interpretation of what is hap-
pening. The PCD ultrastructure also reveals features that can be related to 
specific genes and proteins and in some instances, the molecular machin-
ery has been identified (see chapter 10). For example, the observations 
concerning membrane biosynthesis, proteolysis, and shifts in metabolic 
activities point to regulatory activities in lipid metabolism, proteosomal 
degradation, and carbohydrate metabolism.

From an evolutionary biology perspective, the PCD ultrastructure has 
provided clues for our understanding of why PCD persists in unicellular 
organisms when the trait is clearly so harmful. On the one hand, the for-
mation of secretory vesicles (apoptotic bodies), which are engulfed by 
others in the population, as occurs in D. discoideum, provides a mechanis-
tic explanation for the claim that PCD provides group- level advantages. In 
addition, the switches in gene regulation indicate an active regulated pro-
cess, suggesting this is not simply a side effect of proteins that are perform-
ing unrelated functions. On the other hand, there are some features that 
may suggest a non- adaptive explanation. The switch to lipid metabolism 
during nitrogen starvation– induced PCD (Sathe et al. 2019), for example, 
may simply mean that the metabolic pathways change because of an in-
capacitation of protein biosynthesis, which requires nitrogen. Following 
the acceptance by the scientific community that PCD does, in fact, occur 
in the unicellular world, the primary issue for most biologists was to de-
velop an understanding of why and how this was happening.
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Mechanisms and measures  
of programmed cell death  
in the unicellular world

Our mechanistic understanding of PCD in unicellular organisms, while 
still rudimentary, has revealed a range of genetic components involved in 
death. Within a single taxon (especially eukaryote taxa) there is usually 
more than one molecular pathway leading to death, although there is fre-
quently crosstalk between them. The resultant PCD phenotype (see, for 
example, the nomenclature for death in yeast in Carmona- Gutierrez et al. 
2018) may be morphologically and biochemically distinct or may include 
features that are associated with more than one morphotype of death. In 
addition to the variation in the death phenotype itself, it has also become 
clear that the molecular pathways overlap with other outcomes like cell 
cycle arrest, dormancy, senescence, aging, spore formation, and sexual re-
production (chapter 8). The complexities of the molecular mechanisms 
have made dissecting their component parts and attributing functions to 
them, in a reductionist way at least, very challenging. Nevertheless, signif-
icant progress has been made and, in some instances, the molecular basis 
for a particular death phenotype has been fully dissected. In others, only 
a few of the key molecules have been identified.

Uncovering the molecular basis for programmed death also provides 
clues for interpreting the different evolutionary histories and for the levels- 
of- selection debate. For example, in one taxon, dissecting the mechanism 
may reveal that it provides no fitness benefits at any level (gene, group, 
population, etc.), suggesting that the evolutionary history does not in-
volve adaptation, but rather that death is a pleiotropic phenomenon or 
a side effect of some other function. In another scenario, the molecular 
mechanism may reveal fitness benefits to clonal relatives, suggesting that 
kin selection is the explanatory framework in instances where a history of 
selection is demonstrated. These reasons were the motivation behind the 
development of evolutionary definitions of PCD and ersatz PCD that are 
agnostic of the mechanistic and phenotypic vagaries (Durand and Ram-
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sey 2019). The levels- of- selection debate is dealt with later (chapter 13); 
for now, an understanding of the range of PCD mechanisms and how they 
are detected is required to support the later synthesis of PCD evolution.

Programmed forms of death in prokaryotes

An impressive diversity of genes and molecular pathways has been im-
plicated in various forms of PCD in bacteria (Lewis 2000) and making 
sense of what this means in microbial communities has been as much 
of a challenge as uncovering the mechanisms themselves (Bayles 2014). 
Despite the general agreements regarding the ways in which bacteria un-
dergo PCD, there are divergent views on how to interpret their evolution. 
Part of the reason for this, is that until recently there have not been clear 
concepts or evolutionary definitions for the different kinds of death, like 
PCD, ersatz PCD, or incidental death (Durand and Ramsey 2019). A good 
example of this is the toxin- antitoxin (TA) molecular systems, of which 
there are many types and variants. These are some of the commonest 
mechanisms of programmed death in bacteria. There are arguments that 
TAs, like the frequently cited MazEF (italicized names refer to genes, 
non- italicized names to proteins) example discussed later, are the result 
of population- level selection (reviewed in Bayles 2007, 2014; Engelberg- 
Kulka et al. 2006). There is also an alternate view that even though TAs 
are a genetic program and they do lead to cell death, this should not be 
called or interpreted as PCD at all. The claim is that death is a side effect 
of selection for the genes themselves (Ramisetty, Natarajan, and Santhosh 
2015; Ramisetty and Santhosh 2017). The terminology in chapter 8 (in my 
view at least) settles the argument by pointing out the different evolution-
ary histories of the two views. In one ecological context the phenomenon 
is PCD (it is an adaptation) and in the second it is ersatz PCD (it is a side 
effect of gene- level selection). Without taking the evolutionary definitions 
into account and by examining the problem purely from a mechanistic 
point of view, it is easy to see how conflicting views and interpretations 
have come about. It is, however, necessary to understand the mechanisms 
for programmed forms of death in prokaryotes to determine how the pro-
gram for death is either adaptive or a side effect.

Chromosomally encoded TAs in prokaryotes

MazEF, originally discovered in Escherichia coli (Engelberg- Kulka, Hazan, 
and Amitai 2005; Aizenman, Engelberg- Kulka, and Glaser 1996), has sub-
sequently been found in many bacterial taxa. It is a functional genetic 
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module that is located either on bacterial chromosomes or on extra- 
chromosomal DNA like plasmids (Moritz and Hergenrother 2007). Chro-
mosomally encoded TAs usually originated at some stage from mobile 
elements like plasmids but have invaded and settled in the bacterial chro-
mosome. The module codes for a stable toxin (MazF) and a labile anti-
toxin (MazE). The difference in stability is key to the function. Induction 
of the module results in the production of both MazF and MazE proteins. 
Once the module is switched off, however, the toxin outlasts the antitoxin 
because it is biochemically more stable, resulting in cell death. There are 
some caveats though: for example, there may be some instances where 
MazE is overproduced, quenching the long- term effects of MazF, and re-
versing the path to cell death (Pedersen, Christensen, and Gerdes 2002). 
But in most instances, death is inevitable. The first important point con-
cerning MazEF is that, clearly, it involves a genetic program. This is not 
incidental death. From an evolutionary point of view, the key question 
therefore is this: Is this genetic program for death an adaptation at the 
level of the cell group, as some suggest? In other words, is this true PCD? 
Or is this ersatz PCD, a side effect of a gene- level adaptation, as others 
may argue?

TAs encoded on replicons in prokaryotes

MazEF can also be extra- chromosomally encoded on what are, somewhat 
abstractly, called replicons. Replicons are structurally and functionally dis-
tinct from bacterial genomes and may be, for example, plasmids or “mini-
mal” plasmids. From an evolutionary standpoint, the structural and func-
tional separation of TAs, which may be MazEF (Moritz and Hergenrother 
2007) or many other kinds of TAs ( Jensen and Gerdes 1995), from the 
bacterial genome is significant. When TAs are chromosomally encoded, 
their evolutionary fate is coupled with that of the genome, whereas the 
structural and functional separation of the plasmids from the bacterial 
genome means that the evolutionary interests of the two genetic com-
ponents are not necessarily aligned. Plasmids are, to greater or lesser de-
grees, autonomous. Most plasmids are at least “semi- autonomous”— they 
have their own origin- of- replication even if they may rely on the host’s 
replication machinery. Plasmids are one type of mobile genetic element 
(MGE), in that they can move horizontally between organisms as well as 
vertically from parent to offspring. This means that their fate is uncoupled 
from the bacterium itself.

Replicons such as plasmids, once inside a host bacterial cell, cannot be 
ejected when they have functional TAs like MazEF if the cell is to remain 
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viable. The reason for this is that any cell that loses the plasmid is left with 
a stable toxin and labile antitoxin, with the stable toxin persisting and lead-
ing to cell death. This is also the case when a parent bacterial cell divides 
by binary fission, producing two offspring. If one of the daughter cells 
does not have the plasmid, there is no antitoxin produced and the long- 
lasting toxin leads to cell death. This form of plasmid addiction is called 
post- segregational killing, and the self- determination of the plasmid’s fate 
means that there is a fitness attachment to the TA module that is distinct 
from chromosomally encoded TAs, which are entirely under the control 
of the bacterial genome. In the case of replicon- associated TAs, is this 
true PCD, is this ersatz PCD, or from the cell’s perspective is the plasmid 
simply an addiction molecule, as sometimes claimed?

Developmental programs and cell death in prokaryotes

Programmed forms of death have also been implicated in developmental 
pathways in bacteria. An example of the mechanism involved includes the 
lysis of a mother cell via the secretion of autolysins, such that a spore is 
liberated. Bacillus subtilis bacteria that are defective in the program do not 
lyse and liberate their spore (Smith and Foster 1995), which in the short 
term affects the organism’s viability and reproductive potential, and in the 
long term ultimately leads to incidental death. The mechanism responsible 
for mother cell lysis and sporulation is programmed in nature, since the 
autolysin is genetically coded, and its activity is regulated by the parent 
cell. The mother cell’s death liberates the spore from within and is part 
of the organism’s developmental lifecycle. Fruiting body formation and 
sporulation in Myxococcus is another example of controlled death that is 
essential for development. The mechanism involves “autocides,” which are 
enzymes produced after cellular aggregation. The autocides induce most 
of the cells in cultures of Myxococcus xanthus to die, which allows others 
to form fruiting bodies and sporulate (Rosenberg, Keller, and Dworkin 
1977; Wireman and Dworkin 1977). The phenomenon of cell death in this 
organism is also programmed (Rosenbluh and Rosenberg 1989) and the 
developmental stages for which they are responsible are essential for re-
production.

In contrast to the TA systems above, there is much less controversy 
concerning the evolutionary significance of autocide- induced cell death in 
M. xanthus. Since the cultures of mutants that cannot undergo this form of 
death are much less viable than the wild type, the accepted interpretation 
is that autolysis is essential for the developmental stage of clonal relatives 
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(or at least very close relatives). Kin selection theory (Gardner, West, and 
Wild 2011; Michod 1982) is the explanatory framework.

Mechanisms of PCD in unicellular eukaryotes

In contrast to PCD in prokaryotes, the mechanistic basis for programmed 
forms of death in unicellular eukaryotes is extraordinarily complex. As 
indicated in chapter 8, this has very often been the result of researchers 
meaning different things by PCD, but there are also important points to 
consider at the outset. In many cases, the precise genes and protein path-
ways are unknown, although in some model organisms the putative path-
ways have been broadly sketched. In isolated instances, such as the two ex-
amples below, there is a much more detailed understanding. As indicated 
at the beginning of this chapter, the same PCD pathways exhibit a degree 
of phenotypic plasticity. In addition, pathways in different taxa may be 
very poorly conserved evolutionarily but still exhibit similar outcomes. 
The general impression in eukaryotes is that there is considerable crosstalk 
between PCD pathways and, more significantly for evolutionary interpre-
tations, crosstalk between putative PCD pathways and other vital cellu-
lar functions. Those who argue that PCD is predominantly pleiotropic, as 
opposed to adaptive, have seized upon this aspect. Advocates of PCD as a 
non- adaptive phenomenon claim that there is very little in the way of true 
PCD. Rather, what is observed is almost all ersatz PCD. In addition, the 
difficulty in reconciling the features of PCD with molecular pathways in 
some groups of organisms like parasitic protozoa have led some research-
ers to suggest that, at least in these taxa, PCD should not be considered 
a bona fide phenomenon (Proto, Coombs, and Mottram 2013). Similarly, 
Voigt et al. (Voigt, Morawski, and Wöstemeyer 2017) “have severe doubts 
on the existence of an apoptotic program in case [sic] of C. rein hardtii.” 
These points of view are included here for completeness and to alert the 
reader that some researchers reject the very idea of PCD, and even ersatz 
PCD, in unicellular organisms. Clearly, this is not my view. My sense is 
that, in time, the evidence for PCD (and ersatz PCD) in the unicellular 
world will become so obvious that even the most ardent critics will relent. 
There may well be a time in the future when researchers will wonder what 
the controversy was all about.

True PCD (PCD as an adaptation) and ersatz PCD (non- adaptive 
PCD), as well as the levels- of- selection question, are each dealt with in-
dividually in the next three chapters. From a purely mechanistic stand-
point, however, there are some aspects worth highlighting. It is indeed 
the case that much less is known about the molecular mechanisms in uni-
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cellular eukaryotes than in prokaryotes. However, in some model organ-
isms the main components have been worked out and complete pathways 
are proposed. In addition, the ultrastructural observations discussed ear-
lier confirm the regulated nature and molecular basis for PCD in eukary-
otes, including parasitic protozoa. It is possible that programmed forms 
of death may be absent in some select groups of organisms, but for most 
researchers there is now no doubt that PCD (true or ersatz) exists in most 
lineages. The last point worth highlighting before detailing some of the 
better known PCD mechanisms, is that the molecular mechanisms have 
been difficult to pin down. The reason is not particularly surprising and 
alluded to in the first few chapters of the book. Complex traits are difficult 
to disentangle using the reductionist approach in molecular biology. This 
is not a problem unique to PCD biology. Organisms are integrated enti-
ties and reducing complex phenomena, of which PCD is certainly one, to 
atomized traits is problematic. Certainly, at the molecular level most traits 
are polygenic and difficult to dissect. For PCD, there may be key mole-
cules, but the crosstalk between pathways, the variety of environmental 
factors associated with PCD, the phenotypic plasticity, and the context- 
dependent realization of the phenomenon all mean that uncovering the 
molecular basis is always going to be challenging.

PCD in microalgae

The mechanistic studies of PCD in microalgae cover several completely 
disjunct lineages and include a wide range of environmental triggers. 
Some examples of the model taxa include species of the genera Micra-
sterias and Chlamydomonas, Phaeodactylum, Emiliania, Peridinium, the 
prokaryote Trichodesmium, and many others (for reviews see Bidle 2015, 
2016). Many of the central molecular components of the PCD pathways 
are shared between taxa, which has enabled researchers to develop a pu-
tative, generic, mechanistic explanation that captures the key steps.

PCD is induced by a wide range of environmental stresses, including 
changes in temperature, salinity, light intensity, oxidative stress, nutrient 
depletion (phosphate, iron, nitrogen, and silicate), as well as viral infec-
tion and infochemicals. In natural settings biotic factors can exhibit greater 
effects on PCD (Kozik et al. 2019). The key steps in the PCD pathway are 
as follows (fig. 19). The environmental triggers are received by secondary 
messengers that act as signaling molecules either directly or via the release 
of calcium stores. These signals lead to the translocation of mitochondrial 
(cytochrome C) and chloroplast (cytochrome F) molecules (see Zuppini 
et al. 2009 for an example) from the organelle compartments to the cyto-
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sol, resulting in intracellular bursts of reactive oxygen species (ROS) like 
H2O2 and O2

– . Nitric oxide (NO), another signaling molecule, can also be 
produced intracellularly in response to toxic metabolites or diffuse into 
cells from the environment. The free radicals and molecular messengers 
interact directly with cellular pathways to upregulate the molecular exe-
cutioners of PCD- like metacaspases (Mannick et al. 2001). The change 
in redox potential that results from ROS and NO upregulates antioxidant 
genes (e.g., catalase, superoxide dismutase, ascorbate peroxidase, dehydro-
ascorbate reductase [DHAR]), which either deal sufficiently with the cel-
lular stress or, depending on their metabolites (e.g., dehydroascorbate, 
DHA), elicit PCD via metacaspases (Murik, Elboher, and Kaplan 2014). 
DHA can also activate PCD independent of the ROS pathway, indicating 
there are mechanisms that lead to PCD via DHA that are unrelated to any 
burst in oxidative potential (Murik, Elboher, and Kaplan 2014; Vardi et al. 
2006). ROS and NO also activate PCD via the post- translational modi-
fication of executioner proteins and, in some lineages, lead to the upreg-
ulation of death- specific proteins that are responsible for managing the 
delicate balance between acclimation and PCD (Thamatrakoln et al. 2013). 
One of the interesting activities of NO and other infochemicals is that 
they can either induce resistance to environmental stresses in surround-
ing cells (García- Gómez et al. 2016; Yordanova et al. 2013) or trigger cell 
death in groups (Vardi et al. 2006). This appears to be dependent upon 
several variables like the severity and nature of the stress, cellular meta-
bolic activity, and the relative concentration of infochemicals.

Fig. 19. PCD in unicellular phytoplankton. A broad schematic of PCD in phytoplank-
ton. Only the very basic components and pathways are indicated. See text for details. 
Redrawn and based on images in Bidle 2015, 2016.
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The proteins mentioned above are only a select few whose functions 
have been repeatedly documented. There are many other regulatory pro-
teins and enzymes implicated in both the induction and execution of PCD. 
Comparative analyses have revealed the evolutionary histories of these so- 
called domains of death (Aravind, Dixit, and Koonin 1999). Many of them 
appeared in eukaryotes following the endosymbiosis of the bacterial an-
cestors of mitochondria (Koonin and Aravind 2002). Homologous forms 
are present in diverse unicellular eukaryotes (Koonin and Aravind 2002; 
Nedelcu 2009), which is in keeping with the singular origin of this endo-
symbiotic event. One of the effectors of PCD that is shared by almost all 
unicellular eukaryotes is a family of protease enzymes, in particular those 
in the class C14 peptidases. Phylogenetic and structural studies have re-
solved the distinct families of PCD- related peptidases, with the ones in 
microalgae known as metacaspases (Aravind and Koonin 2002; Choi and 
Berges 2013; Uren et al. 2000) as opposed to the caspases and paracaspases 
in metazoa and fungi. Notwithstanding the historical confusion and some-
times opposing views concerning the classification of the peptidases, the 
biochemical mechanisms of action and substrate specificities (Carmona- 
Gutierrez, Frohlich, et al. 2010; Enoksson and Salvesen 2010) (see addi-
tional notes 10.1 and Minina et al. 2020 for the latest on the terminology 
regarding caspases, metacaspases, and paracaspases), their activities cor-
relate positively with PCD and measuring their activity is frequently used 
as a proxy for programmed forms of death. There are, however, some dis-
crepancies that have been a source of much controversy. Due to the po-
tential involvement of these enzymes in death in unicellular organisms, a 
closer examination of their role in phytoplankton is warranted, especially 
since this controversy has reached to the heart of PCD evolution debate.

Caspases and their homologs

The caspases (acronym for cysteinyl aspartate- specific proteases) are 
unique intracellular proteases. They are ubiquitous in metazoans (which 
includes all animals, from sponges to primates), some of which are spe-
cifically associated with PCD and other functions in these organisms. The 
discovery of their mechanism of action in metazoans later became rele-
vant for measures of PCD in unicellular eukaryotes. Caspases have the 
specific requirement for cleavage after an aspartic acid residue and the 
recognition of at least four amino acids terminal to the cleavage site. This 
substrate specificity means that caspase activity in animals is not indis-
criminate. It is also true, however, that the caspases not only are active 
in PCD, they are involved in other cellular processes (Bell and Megeney 
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2017), and there is also a caspase- independent form of PCD. Detecting 
caspase activity via their substrates and caspase inhibitors, therefore, is a 
sensitive marker of PCD (it will detect PCD if caspase- dependent PCD 
is occurring) but is not specific for PCD (detecting caspase activity does 
not prove PCD). It was long assumed that detecting caspase activity in 
microalgae would mean the same thing as it does in metazoa. But this 
sparked a controversy that has remained, giving succor to the adaptive vs 
non- adaptive PCD debate.

It transpired that caspases are not encoded in phytoplankton genomes. 
Instead, there is a family of metacaspases that are phylogenetically dis-
tinct proteases found in phytoplankton and plants (Aravind and Koonin 
2002; Uren et al. 2000; Jiang, Qin, and Wu 2010). The controversy lies in 
the finding that the active sites in caspases and metacaspases are mark-
edly different (Choi and Berges 2013; Tsiatsiani et al. 2011; Minina et al. 
2017). Metacaspases hydrolyze proteins after arginine or lysine (basic res-
idues), not after aspartate (an acidic residue) as is the case with caspases. 
The enzymes are both proteases (they fragment proteins), but they do so 
by very different biochemical mechanisms. With this information, the ex-
pectation was that the assays for caspase activity, which make use of sub-
strates specific for caspases and not metacaspases, should never be positive 
in phytoplankton. But this is not the case. The assays for caspase activity 
are indeed positive in phytoplankton, a finding that has been reproduced 
many times and caused much confusion. These two pieces of information 
(the detection of caspase activity despite their apparent absence in phyto-
plankton) seem contradictory and have led to robust debate. This is not 
merely of biochemical or semantic interest; for example, some research-
ers claim that metacaspases are “definitely caspases” (Carmona- Gutierrez, 
Frohlich, et al. 2010) while others claim that metacaspases are “definitely 
not” (Enoksson and Salvesen 2010). It also has implications for interpret-
ing PCD evolution. As indicated above, protease activity is central to PCD, 
and the debate concerning the assay has gone to the very heart of our un-
derstanding of PCD evolution.

A closer examination of the phylogenetic data (Aravind, Dixit, and 
Koonin 1999; Aravind and Koonin 2002; Choi and Berges 2013; Koonin 
and Aravind 2002; Uren et al. 2000; Jiang, Qin, and Wu 2010), the bio-
chemical experiments examining the enzyme activities (Sundstrom et al. 
2009; Choi and Berges 2013; Tsiatsiani et al. 2011), and the numerous find-
ings of phytoplankton demonstrating caspase- like or metacaspase activity 
(for example, Bar- Zeev et al. 2013; Berges and Falkowski 1998; Bidle et al. 
2007; Orellana et al. 2013; Segovia et al. 2003; Wang et al. 2017) lead to con-
clusions that assist with the future interpretations concerning PCD evo-
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lution. It is clear that the caspase assays are detecting cysteinyl aspartate- 
specific protease activity in phytoplankton and the results are not false 
positives. This has been shown in multiple taxa, the substrates are specific, 
and the data are reproducible. How is this possible in taxa that do not 
have caspases, but instead encode metacaspases? Those arguing against 
PCD as a bona fide trait in phytoplankton have seized on this discrepancy, 
suggesting that the interpretations of what PCD is in unicellular organ-
isms are flawed because the assays to detect it cannot be trusted. The re-
buke, however, is that there are other proteases in phytoplankton that have 
cross- reactivity with the caspase substrates. In other words, the caspase- 
like activity being documented in algae is due to proteases that cleave 
the caspase- specific substrates but are themselves not homologous to the 
caspase family. Such enzymes have been found in plants (Vartapetian et al. 
2011), and I suspect the same will emerge in phytoplankton, in particular 
the green algae. It is also possible that there is a second domain in metacas-
pases, distinct from the active site that has caspase- like activity (Bidle and 
Falkowski 2004; Uren et al. 2000). It is also worth noting that metacaspase 
activity was significantly and positively correlated with caspase‐like activ-
ity in the cyanobacterium Trichodesmium (Spungin et al. 2019). The pep-
tidase controversy aside, there is no doubt that metacaspases are (usually) 
upregulated and play a central role in PCD in some phytoplankton (Bidle 
and Bender 2008; Bidle et al. 2007) and yeast (Watanabe and Lam 2005; 
Silva et al. 2005). The metacaspase- specific substrates have demonstrated 
this (Minina et al. 2017) and the presence of metacaspases in microalgae 
has been confirmed with genomic studies (for example, Armbrust et al. 
2004; Merchant et al. 2007).

PCD in yeast

Saccharomyces cerevisiae (baker’s yeast) is a model unicellular eukaryote 
used in a wide range of research programs and some of the earliest PCD 
mechanistic studies made use of this organism. Some of the PCD machin-
ery identified in phytoplankton is also found in yeast. The signaling mol-
ecules ROS and NO (as well as ammonia, which is not the case in phy-
toplankton) also play a central role. ROS were identified very early on as 
being a key mediator in several PCD pathways (Madeo et al. 1999) and 
their concentration may increase in response to external environmental 
stress or internal cellular signals. NO is also an inducer of death. It can be 
produced endogenously and decreasing the NO concentration promotes 
cell viability. The role of ammonia, a metabolic by- product in aging yeast 
cells, is particularly interesting because of its group- level effects (this is 
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discussed in detail in the next chapter). The accumulation of ammonia 
signals to healthy cells to switch metabolic activities, which minimizes ox-
idative stress and allows them to survive. Older, less healthy cells are less 
capable of minimizing the oxidative stress and undergo PCD (Vachova 
and Palkova 2005).

The yeast model system has been more amenable to molecular dissec-
tion of the PCD machinery and has revealed a complex interplay between 
molecules involved in signaling pathways. Proteins involved in PCD are 
finely regulated with activators, inhibitors, and executioners interacting 
with each other in response to external and internal (both genetic and epi-
genetic) triggers. The mitochondrion is intimately associated with PCD in 
yeast (Carmona- Gutierrez, Eisenberg, et al. 2010; Ludovico, Madeo, and 
Silva 2005), although there are also pathways independent of this organ-
elle. Disruption of mitochondrial activity or the activation of regulatory 
proteins can lead to the translocation of cytochrome C (cyt C) from mi-
tochondria to the cytosol (for example, Manon, Chaudhuri, and Guerin 
1997) and an increase in ROS. As in phytoplankton, one of the execution-
ers (there are others) that is activated in response to ROS and cyt C, is 
yeast metacaspase (Madeo et al. 2002), which is responsible for many of 
the markers used to detect PCD.

Measures of PCD in unicellular eukaryotes

The argument was made earlier (chapter 9) that the gold standard for de-
termining whether a programmed form of death is occurring is direct mi-
croscopic observation. Electron microscopy can also be used to quantify 
the proportion of cells in a population dying by PCD (for example, Mo-
harikar et al. 2006). However, this approach is seldom practical. In most 
experimental designs, it is not feasible to wait for confirmation of cell 
death by TEM before proceeding to the next step. How then can one be 
sure when PCD (either true or ersatz) is occurring? An understanding of 
how PCD is measured is necessary for interpreting results and deciding 
when PCD is adaptive and when it is not, and for developing a general 
synthesis of PCD evolution.

In time, it is likely that definitive (either causal or very highly cor-
related) markers of PCD in different taxa and in response to different 
stimuli will emerge. Until then, several markers are used to give an overall 
assessment of what is happening. It is true that there are sensitive markers 
of PCD that are causally related to the implementation of the death pro-
gram, but these can be troublesome. As many researchers have noted, the 
markers of PCD were imported from the literature regarding multicellular 
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organisms. However, the evolutionary implications of PCD in multicel-
lular and unicellular organisms are very different and positive assays for 
PCD in the unicellular world may not mean the same thing (for example, 
Arnoult et al. 2001; Berges and Choi 2014; Bidle 2016; Carmona- Gutierrez, 
Eisenberg, et al. 2010; Debrabant and Nakhasi 2003; Durand and Ramsey 
2019; Durand, Sym, and Michod 2016; Franklin, Brussaard, and Berges 
2006; Kaczanowski, Sajid, and Reece 2011; Klim et al. 2018; Nedelcu et al. 
2011; Ramisetty, Natarajan, and Santhosh 2015; Reece et al. 2011; Bayles 
2014). Furthermore, even when the markers are used, it is not always clear 
how reliably they reflect PCD.

To illustrate the limitations of the measures of PCD in the unicellular 
world, consider the following:

 (i) An assay that is 100% sensitive (if PCD is occurring it will be de-
tected, but it may also be positive in other cases) but not 100% spe-
cific (the assay may miss cases where PCD does occur) does not 
prove PCD. The metacaspase / caspase assays typically fall into this 
category (Seth- Pasricha, Bidle, and Bidle 2013; Teresa Mata et al. 
2019) as does the assay for oxidative stress. For example, detecting 
an increase in ROS is a sensitive marker of PCD. If it is positive it 
may be detecting PCD. But it may also be positive because of other 
cellular processes like acclimation or reproduction that are unre-
lated to PCD (Nedelcu, Marcu, and Michod 2004; Segovia et al. 
2015).

 (ii) ROS detection and its increase or decrease mean different things 
in different ecological contexts. ROS may be pro- death or pro- life 
(Foyer 2018; Zuppini, Gerotto, and Baldan 2010).

 (iii) An assay may be neither very sensitive nor specific, which can mis-
take incidental death for PCD. This has been reported to occur with 
the TUNEL (terminal deoxynucleotidyl transferase dUTP nick- 
end labeling) assay (for example, Engelbrecht, Durand, and Coe-
tzer 2012), which detects single-  and double- stranded DNA nicking. 
The issue is that the assay detects DNA damage that may or may not 
lead to PCD. DNA damage can be a trigger for PCD and not nec-
essarily the result of PCD, although the assay is also positive once 
there is DNA laddering in the later stages of some kinds of PCD. The 
same limitation would occur in other methodologies for detecting 
DNA damage (Kumari et al. 2008). There may be PCD mechanisms 
that are independent of caspase- like or metacaspase activity in yeast 
(Madeo et al. 2009). In other words, the caspase or metacaspases 
assays may not be positive in all cases of PCD.
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 (iv) The assay sensitivity and specificity change depending on a partic-
ular context, which has led to discussions concerning assay repro-
ducibility. One kind of environmental PCD trigger, for example, 
causes mitochondrial membrane depolarization (a marker of PCD) 
in Chlamydomonas, while another does not (Vavilala et al. 2015). The 
environmental triggers for PCD also depend on the age or growth 
stage of the culture and previous exposure to stress can render cells 
more or less susceptible to PCD (Affenzeller et al. 2009; Segovia et 
al. 2003; Segovia et al. 2015; Yordanova et al. 2015).

 (v) Intercellular communication and environmental signaling between 
individuals in a population affect a cell’s susceptibility to triggers of 
PCD (Vardi et al. 2007; García- Gómez et al. 2016; Yordanova et al. 
2013).

 (vi) Markers of PCD differ between taxa even when the same stimulus 
is used.

 (vii) The caspase assays (see the discussions above and chapter 12) are 
controversial in phytoplankton. Caspase- like activity is regularly de-
tected but the caspase enzymes themselves are absent. Only meta-
caspases, which have very different substrate specificities, have been 
identified in phytoplankton.

 (viii) The annexin V assay, which is used in mammalian cells to detect 
phosphatidylserine (PS) exposure on the outer leaflet of the cell 
membrane (a marker of the loss of membrane asymmetry that oc-
curs in PCD), is used extensively in unicellular organisms. The as-
say appears to work well in most taxa, but it was not expected to 
produce positive results in model organisms that lack PS like Leish-
mania (Weingartner et al. 2012) and Chlamydomonas (Giroud and 
Eichenberger 1988). Despite this, apoptotic promastigotes in Leish-
mania do bind annexin V (van Zandbergen et al. 2006), and chlo-
rophytes like Dunaliella (Orellana et al. 2013) and Chlamydomonas 
(Durand et al. 2014; Moharikar et al. 2006; Voigt and Woestemeyer 
2015) that die by PCD have been shown repeatedly to bind annexin 
V although it is not always clear if this is on the inner or outer leaf-
let of the membrane. It seems that annexin V is not as specific for 
PS as originally thought, but also binds phosphatidylethanolamine 
and phosphatidylglycerol (Weingartner et al. 2012), which are pres-
ent in the two taxa above. This would explain the reported findings, 
but not knowing the mechanistic basis for this assay fuels the un-
certainty. In addition, it has been suggested that heat- induction of 
PCD may disrupt the membrane in some organisms, resulting in 
the exposure of phospholipids in the absence of PCD (Dingman 
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and Lawrence 2012). In these instances, a corroborating assay is re-
quired.

The confusion concerning the interpretation of the measures of PCD 
in unicellular organisms has prompted some authors to suggest that par-
ticular terminologies be used for specific organisms (Carmona- Gutierrez 
et al. 2018), that evolutionary concepts be employed instead of method-
ological ones (Durand and Ramsey 2019) or that the interpretations be 
contextualized to ecological conditions (Berges and Choi 2014; Reece et 
al. 2011). This is a welcome advance, but in most instances, there is still in-
sufficient evidence to interpret the meaning of the death phenotype and 
classify it according to the methodological, taxonomic, or evolutionary 
definitions. Routine markers will continue to be used and considering 
the very real problems associated with detecting PCD in the unicellular 
world, how can the results be interpreted when trying to develop a more 
general understanding of PCD evolution? This is a question often raised 
by those who are critical of cases where PCD is sometimes interpreted 
as an adaptation. The argument is that PCD is not demonstrated conclu-
sively and it is unknown how the cell is dying.

Clearly, there are significant problems in detecting and interpreting 
PCD in some unicellular organisms. Any responsible scientist would 
agree that where there is uncertainty as to what is being observed, these 
data should not be used to develop a general understanding of PCD evo-
lution. At the same time, however, it is easy to overstate the problems, and 
extrapolating the obstacles and limitations in some methodologies to the 
entire field of unicellular PCD is unreasonable. Even with the method-
ological issues, in many cases there is no confusion about what is being ob-
served. The ultrastructural studies discussed earlier reflect unambiguously 
when death is not incidental and occurring via PCD, even if the mecha-
nisms are not clear. In other cases, the molecular mechanisms have been 
characterized in excruciating detail and PCD is studied with adequate 
controls and without any other influences that may impact the empirical 
findings. Which data then are useful when deliberating on the adaptive 
versus non- adaptive PCD debate and for generating a synthesis of PCD  
evolution?

The gold standards, hard and soft signs of PCD

As the field has progressed, I have used a general classification for inter-
preting the markers of PCD (table 2). A gold standard for demonstrating 
any cellular or molecular trait is a method(s) that illustrates unambigu-
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ously that the trait is present and that there is no other reasonable expla-
nation for the finding. It is the measure against which other assays are 
compared and is simultaneously the most sensitive (no false negatives) 
and most specific (no false positives; if the assay is positive, it excludes 
other conditions) (additional notes 10.2). For PCD in unicellular eukary-
otes, this takes the form of direct observation (transmission electron mi-
croscopy, TEM) as discussed in the previous chapter. Of course, obser-
vation is operator dependent and there is always the concern of artifact 
and the data still require interpretation, but for experienced microscopists 
this is usually not problematic. The unambiguous molecular measures of 
PCD like the TA modules discussed above or the Abi genes (chapter 10) 

Table 2. Measures and markers of PCD

Markers of PCD Interpretations Significance

Transmission electron 
microscopy

Changes in ultrastructure are typically 
characteristic of PCD Gold standard

Definitive molecular 
characterizations  
(e.g., TA modules)

The genetic basis for PCD is established in 
some model systems Gold standard

DNA laddering by gel 
electrophoresis

DNA laddering is the result of endonuclease 
activity, which is very specific for PCD Hard sign

Ejection of the nucleus Ejection of the nucleus is found only in 
programmed forms of death Hard sign

Loss of membrane 
asymmetry

Loss of membrane asymmetry is specific for 
PCD but there remain questions concerning 
the assay used (annexin V)

Hard / soft sign?

DNA (double or single 
strand) nicking

This form of DNA damage is non- specific and 
found in PCD and other conditions Soft sign

Upregulation of  
PCD- associated genes

Many PCD- related genes are not specific for 
PCD and are associated with other functions Soft sign

Caspase, caspase- like, 
or metacaspase activity

These enzymes are required for most kinds of 
PCD, but are not specific to PCD Soft sign

Light microscopy The cellular changes associated with PCD are 
not always visualized by light microscopy Soft sign

Mitochondrial 
depolarization

This marker is typically positive during PCD, 
but it is not clear how specific it is Soft sign

Increase in reactive 
oxygen species (ROS)

ROS plays a role in most PCD mechanisms, 
but they are non- specific and associated with 
other stress responses (e.g., acclimation)

Soft sign

Note. PCD, programmed cell death.
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in prokaryotes are also gold standards. With time, molecular markers in 
eukaryotic microbes will be uncovered and potentially become the gold 
standard but, judging by the reports of PCD in the literature, it appears 
that most researchers would agree on the importance of direct observa-
tion in eukaryotes. The first demonstrations of PCD in any taxon typi-
cally rely on ultrastructural observations, against which other “hard” and 
“soft” signs (see below) are compared. Once PCD is proven via TEM, di-
rect observation is sometimes not repeated because it is a labor intensive 
and time- consuming process, and workers make use of established trig-
gers of PCD and the less laborious biochemical assays. Alternatively, in 
cases where the molecular process has been explicitly demonstrated and 
is not associated with any function unrelated to PCD, one can make use 
of a marker of the molecular process to conclude that PCD has been de-
finitively demonstrated. In prokaryotes, this is often the case because the 
molecular mechanisms have been thoroughly worked out and PCD can-
not be confused with anything else (Engelberg- Kulka, Hazan, and Ami-
tai 2005; Refardt, Bergmiller, and Kümmerli 2013). In these cases, obser-
vation is unnecessary and a molecular assay is used as the gold standard.

The “hard signs” category is reserved for markers of PCD that are 
highly specific for PCD, but not especially sensitive. If the hard sign is 
positive, it is almost certain that PCD is occurring. If the assay is nega-
tive, it does not exclude PCD. There are two good examples of this. The 
“ejection of the nucleus” phenotype indicates that cell death is not inci-
dental. The cell actively ejects the nucleus while undergoing PCD (Orel-
lana et al. 2013), but this trait seldom occurs. So, while it may be a specific 
marker of PCD, it is not sensitive in picking up all the possible cases of 
PCD. Similarly, double- stranded DNA digestion that generates fragments 
of particular lengths (the “DNA laddering” phenotype) indicates endonu-
clease activity. This marker indicates the active enzymatic cleavage at sites 
between nucleosomes, which does not occur during incidental death. De-
tecting this phenotype, however, is technically difficult because the pro-
cess does not seem to be associated with a definitive timeframe or PCD 
trigger. DNA laddering is also not (usually) found in dinoflagellates be-
cause of the genomic architecture. Nevertheless, when DNA laddering 
does occur it is a strong signal of PCD. But when the marker is absent it 
does not exclude PCD.

The “soft signs” of PCD include a range of markers and assays that are 
sensitive for detecting PCD when it is occurring, but that are not specific. 
The upregulation of genes like superoxide dismutase, catalase, and ascor-
bate peroxidase that occur in PCD is an example. But these genes are not 
specific for PCD and may be upregulated in other conditions. The assays 

 EBSCOhost - printed on 2/13/2023 6:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



Mechanisms and measures of programmed cell death 105

for metacaspase activity, ROS, or mitochondrial depolarization also fall 
into this category. Markers of DNA damage, like the TUNEL assay, which 
detects single-  or double- stranded breaks, are positive whenever there is 
DNA damage leading to nicking in the genome; this is a sensitive marker 
but not unique to PCD.

The detection of phosphatidylserine (PS) externalization in the cell 
membrane appears to be a specific marker of PCD. However, there are 
controversies concerning its usage because it is also positive in some 
organisms that do not have PS in the membrane (Leishmania, Chlam-
ydomonas, and possibly many others). It appears that this may be due 
to the detection of other phospholipids (phosphatidylethanolamine or 
phosphatidylglycerol) as well as PS by annexin V. The loss of membrane 
asymmetry is the important marker (only healthy membranes exhibit this 
asymmetry), so it is not crucial which phospholipid is being detected to 
identify PCD. However, there is still some confusion as to what a positive 
annexin V assay means. Furthermore, false positives are possible. In exper-
iments with Ankistrodesmus (a unicellular chlorophyte) the assay can be 
positive in groups of cells in the absence of PCD. This is presumably due 
to the annexin V becoming trapped in the extracellular matrix holding the 
cells together (personal communication, Baretto Filho).

Which markers of PCD should be used and  
how should they be interpreted?

The utilization of PCD markers depends on the aim of the study. If a 
simple documentation of the occurrence of a programmed form of death 
is the aim, then TEM and the ultrastructural changes as well as the mo-
lecular genetic markers are most reliable. In conjunction, it may be helpful 
to correlate some of the biochemical markers with the TEM and genetic 
markers. It can then be determined whether the biochemical markers are 
indeed positive, and under what circumstances. They can then be used in 
experimental set- ups where TEM is impractical. In instances where PCD 
has been documented and repeatedly demonstrated in association with 
biochemical markers, then simply using the biochemical markers that are 
known to be accurate under a particular set of experimental conditions 
is reasonable. It should be borne in mind, however, that PCD is a pheno-
typically plastic trait and investigating PCD without a biological context 
is problematic. Of the biochemical markers, some are allocated more im-
portance than others. The hard signs, when positive, are a very strong in-
dication that PCD is occurring. The soft signs are not specific enough to 
be used on their own, even if several are positive at the same time. It is my 
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opinion that, in the absence of a gold standard of PCD (TEM or where the 
molecular characterization is known, for example as in Engelberg- Kulka, 
Hazan, and Amitai 2005; Refardt, Bergmiller, and Kümmerli 2013), at least 
one hard sign is required together with one or, preferably, two of the soft 
signs to conclude that PCD occurred. This is the guide I have used when 
analyzing and interpreting the data concerning PCD evolution.
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True PCD

whEn PcD is  an aDaPtation

The spark that ignited the interest in PCD evolution in unicellular or-
ganisms concerned the question of why PCD may have evolved by natu-
ral selection. What, if any, fitness advantage can be conferred by a trait 
that is clearly so deleterious? To answer this question, one needs to con-
sider all the possible levels at which selection may act, including gene, 
cell, group, kin, population, and species- level selection (chapter 13 is ded-
icated to the levels- of- selection question and the meanings of kin, group, 
or population; see also additional notes 11.1). Most of the experimental 
data that support the argument that PCD is an adaptation in unicellular 
organisms focus on kin- , group- , or population- level selection. As Zup-
pini et al. say, the explanations for PCD being selected for, are “based on 
the concept that unicellular life could be able to organize itself into co-
operating groups” (Zuppini, Andreoli, and Baldan 2007). These are the 
data that need to be highlighted to examine the evidence that PCD is an 
adaptation (the issue of what is an adaptation is returned to later in this 
chapter)— in other words, that it is an altruistic trait. A series of pointed 
questions can be asked to interrogate the experimental data and determine 
whether PCD is, in at least some circumstances, an adaptation (Durand 
and Ramsey 2019).

What are the proposed mechanisms by which PCD may be adaptive?

There have been at least five ways proposed by which PCD may be adap-
tive, and there are varying degrees of empirical support for each. First, in 
parasites PCD has been considered a mechanism for controlling parasite 
density in the host, thereby increasing host survival and favoring parasite 
transmission (Al- Olayan, Williams, and Hurd 2002; Debrabant and Na-
khasi 2003; Deponte 2008; Engelbrecht and Coetzer 2013; van Zandbergen 
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et al. 2010). Second, in populations of unicellular organisms, it was pro-
posed that PCD limits the spread of infection by viruses, which increases 
population viability (Hazan and Engelberg- Kulka 2004; Vardi et al. 2012; 
Vardi et al. 2009). Third, PCD has been documented playing a critical 
developmental role for group and sometimes multicellular- like behavior 
(Bayles 2007; Cornillon et al. 1994; Engelberg- Kulka et al. 2006). Fourth, 
PCD can be a way of sharing resources during times of nutrient depletion 
(Bar- Zeev et al. 2013; Franklin, Brussaard, and Berges 2006; Arnoult et al. 
2001), and fifth, in response to physiological stress (nutrient depletion as 
well as other environmental stressors) populations can regulate their own 
growth by release of infochemicals (Yordanova et al. 2013; Zuo et al. 2012) 
or quorum- sensing molecules (Kolodkin- Gal et al. 2007). The proposed 
mechanisms that indicate a benefit to others or that regulate cell density, 
however, are on their own insufficient to determine whether PCD is se-
lected for. It is important to provide evolutionary explanations that can be 
tested, without which the arguments remain at the level of “naive group 
selection” thinking (Williams 1966).

What are the proposed evolutionary explanations for PCD?

As indicated above, the evolutionary explanations for PCD being selected 
for are rooted in our understanding that unicellular organisms are some-
times social beings and may live in cooperative groups. The question of 
whether PCD is selected for is examined later. Here the positive effects 
of PCD are discussed.

Some of the earliest indications that PCD positively impacts others in 
the group came from the model unicellular eukaryote Saccharomyces cer-
evisiae (Fabrizio et al. 2004; Herker et al. 2004) and the prokaryote Esch-
erichia coli (Hazan and Engelberg- Kulka 2004). Herker and others found 
that in S. cerevisiae “old yeast cultures release substances into the medium 
that stimulate survival of other old cells” (Herker et al. 2004) and Fabrizio 
et al. discovered that the substances promote “the regrowth of a subpop-
ulation of better- adapted mutants rather than life span extension in the 
surviving population” (Fabrizio et al. 2004). These data led to a possible 
evolutionary explanation for PCD by suggesting that there could be se-
lection of cooperating groups that include individuals dying by PCD. At 
this stage, however, the data and explanation did not separate aging from 
PCD, and the level of selection was not made clear or explicitly tested.

Hazan and Engelberg- Kulka invoked the “characteristics of multicel-
lular organisms” in bacterial cultures to demonstrate that the costs of 
death at the individual cell level can be offset by selection between popu-
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lations (Hazan and Engelberg- Kulka 2004). Kolodkin- Gal and colleagues 
suggested that MazEF- mediated death could be a population- level phe-
nomenon, where the mechanism involves a quorum- sensing molecule 
(Kolodkin- Gal et al. 2007). However, while the potential mechanism was 
clearly demonstrated, selection was not. The levels- of- selection issue was 
again not explicit, although the argument was that the toxin- antitoxin 
(TA) mechanism for death in these experiments was a form of PCD, 
which benefited others in the population (Hazan and Engelberg- Kulka 
2004; Hazan, Sat, and Engelberg- Kulka 2004; Kolodkin- Gal et al. 2007). 
An additional point of contention is that the TA mechanism is not univer-
sally accepted as a form of PCD (see chapter 10). This is the view of Ra-
misetty and others (Ramisetty, Natarajan, and Santhosh 2015; Ramisetty 
and Santhosh 2017) and Ameisen interprets TA mechanisms as addiction 
molecules without the need to invoke higher levels of selection (Ameisen 
2002). I agree with a variant of Ameisen’s interpretation and will discuss 
this in more detail in chapter 13.

Has a direct fitness comparison on others in the population been 
performed between PCD, incidental death, and no death?

The fitness effects of PCD on others in the population have been com-
pared to those due to cellular lysate or no death and it was found that “how 
an organism dies affects the fitness of its neighbors” (Durand, Rashidi, 
and Michod 2011). Cell lysate was used as a proxy for incidental forms of 
death like necrosis, where cells are damaged physically or chemically and 
the contents leak into the microenvironment. In this study, others in the 
population produced more offspring when exposed to the supernatant of 
cells dying by PCD compared to the supernatant of healthy cells. Cell ly-
sate was harmful. Similar benefits were demonstrated in Dunaliella salina 
(Orellana et al. 2013) and again in C. reinhardtii cells following induction 
of PCD by the toxic anti- metabolite mastoparan (Yordanova et al. 2013). 
In the latter case, the benefit was not that those exposed to the PCD su-
pernatant produced more offspring but that they became more resistant 
to death. Population- level fitness differences are also associated with PCD 
in yeast colonies and in Leishmania major. In yeast, ammonia accumulates 
in the center of the colonies and triggers the death of older cells, “allow-
ing young cells on the rim to exploit the released nutrients” (Vachova et 
al. 2004; Vachova and Palkova 2005). Knocking out the transcription fac-
tor Sok2p results in the inability of cells to produce ammonia. This leads 
to diffuse death throughout the whole population and diminishes the life 
span of the colony. Colonies that produce ammonia have increased viabil-
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ity. A similar increase in population viability was demonstrated in L. ma-
jor. The entire population lost viability if it was depleted of cells dying by 
apoptosis- like PCD, indicating that “apoptotic promastigotes, in an al-
truistic way, enable the intracellular survival of the viable parasites” (van 
Zandbergen et al. 2006). These data showed that “controlled and selective 
cell death confers fitness advantages in unicellular organisms” (King and 
Gottlieb 2009). PCD can be altruistic, but what remained was to deter-
mine whether there is selection at this higher level.

Can PCD be explained by kin or group selection?

The individuals used in the experimental populations of Saccharomyces 
(Herker et al. 2004), Chlamydomonas (Durand, Rashidi, and Michod 2011; 
Yordanova et al. 2013), and Dunaliella (Orellana et al. 2013) were clonal, or 
at least very close genetic relatives, allowing for spontaneous mutations 
in culture. In addition, in C. reinhardtii PCD is negatively allelopathic and 
harms other species (Durand et al. 2014). In the instances of clones or 
close genetic relatives, the theory of kin selection (Michod 1982; Maynard 
Smith 1964) easily explains how costly individual behaviors can evolve 
if the cost/benefit ratio is less than the degree of relatedness (Hamilton 
1964). This is certainly feasible and PCD has been shown, theoretically at 
least, to evolve by kin selection alone (Vostinar, Goldsby, and Ofria 2019). 
Kin and group (as well as some multilevel) selection approaches can be 
treated as functionally equivalent (Lehmann et al. 2007), although they 
are not causally the same. The explanatory framework for PCD as an al-
truistic trait, therefore, is that it evolved by kin selection in clonal or very 
closely related populations or by group selection where relatedness is low. 
Sometimes, however, it is not clear what the “group” is. In S. cerevisiae, a 
mutant subpopulation benefited preferentially from PCD (Fabrizio et al. 
2004) and the increase in group fitness can occur even when the group 
does not comprise clonal relatives (Refardt, Bergmiller, and Kümmerli 
2013). In the latter case, PCD was maintained by natural selection in re-
sponse to viral infection, provided that the starting frequency of PCD in 
the population was high. A mathematical model also predicted the evolu-
tion of PCD (and aggregation) as an optimal strategy in response to viral 
invasion of the population (Iranzo et al. 2014).

In the L. major experiments, populations with PCD survived while 
those without PCD lost viability (van Zandbergen et al. 2006; van Zand-
bergen et al. 2010). The genetic relatedness between individuals was not 
measured in this instance and the mathematics not worked out, so it is 
not known whether this could be explained by kin or group selection.
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Are there any in vivo or field data on PCD?

For eukaryote organisms especially, in vivo or field data would provide 
further support, since “laboratory microorganisms that have been cul-
tured for long periods under optimized conditions might differ mark-
edly from those that exist in natural ecosystems” (Palkova 2004). Many 
of the experimental model systems, like Chlamydomonas and Saccharo-
myces, have been in culture for many years; however, some experiments 
were conducted on freshly sampled, naturally occurring organisms. The 
phytoplankton- archaeon system (Orellana et al. 2013) was isolated from 
the Great Salt Lake, USA, and the experimental results in yeast cells were 
confirmed from organically grown Californian red grapes (Fabrizio et al. 
2004). In addition, the dinoflagellate Peridinium gatunense used to study 
PCD synchronization in populations was isolated from Lake Kinneret, 
Israel (Vardi et al. 2007). Although these data were obtained from freshly 
isolated organisms from the field, the experiments were carried out un-
der controlled laboratory conditions. Data for direct measurements in the 
field are scanty, but recent work by Spungin, Bidle, and Berman- Frank 
(2019) documented metacaspase activity in Trichodesmium in response to 
iron depletion (a well- known trigger of PCD) in the south Pacific Ocean. 
There are also very little in vivo data, with the notable exception of the 
Leishmania major studies, which were carried out in animals as well as in 
vitro (van Zandbergen et al. 2006).

Although the field and in vivo data are isolated cases, it does seem rea-
sonable to assume that at least some of the results from the fitness and se-
lection experiments above can be extrapolated to natural settings.

What can be concluded?

In many instances, PCD has a positive effect on fitness in others and in 
some cases the precise mechanism has been observed, for example, the 
release of apoptotic bodies in dying amoebae and their uptake by healthy 
ones (Arnoult et al. 2001). The data have also demonstrated that in some 
cases kin / group selection explains the maintenance of the PCD trait, 
but an understanding of what is meant by adaptation is also required to 
appreciate the definition of true PCD.

The meaning of “adaptation”

There have been many debates over how to understand adaptation (Gard-
ner 2017; Gould and Lewontin 1979; Gould and Lloyd 1999; Gould and 
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Vrba 1982; Hendry and Gonzalez 2008; Reeve and Sherman 1993; Rose 
and Lauder 1996; Sansom 2003; van Valen 2009; Williams 1966). A dis-
tinction can be made between traits that are adaptive (these have a current 
fitness benefit) and those that are an adaptation (those that are due to an 
evolutionary response to past selection for the trait) (van Valen 2009). In 
the first instance, some biologists are satisfied with the ahistorical con-
ception of adaptation, in which an increase in fitness causally related to 
a trait is sufficient to infer that the character is an adaptation (Reeve and 
Sherman 1993). In other words, if the trait is adaptive, this is sufficient to 
conclude it is also an adaptation. For PCD, this interpretation is easily 
satisfied as many of the experiments above illustrate. The more widely 
accepted view, however, is that a trait is an adaptation only if it has a par-
ticular evolutionary history. This evolutionary history, as Williams argues, 
must involve the trait exhibiting a demonstrable fit to some function and 
that the function confers a selective advantage (Williams 1966). In this 
second instance, the PCD experiments require more detailed consider-
ation and rely on demonstrating that fitness effects of PCD on others in 
the population are selected for. Obtaining experimental evidence for this 
interpretation is often very difficult in the laboratory setting, but some of 
the available PCD data do help resolve this issue.

Perhaps the strongest evidence comes from the phage- induced PCD 
experiments in E. coli (Refardt, Bergmiller, and Kümmerli 2013). These 
experiments demonstrated that PCD confers a group- level fitness advan-
tage, that the molecular basis for PCD is linked to PCD only and to no 
other trait, and that a group with the PCD trait outcompetes one with-
out. The group with altruistic death was selected for. For most, if not all, 
evolutionists, this fulfills the criteria for PCD as an adaptation. However, 
some researchers may argue that this highly regulated experimental de-
sign may not be appropriate for unicellular eukaryotes (as opposed to 
prokaryotes like E. coli), that the experiments were only demonstrated 
in vitro, or that there should also be a fitness comparison between PCD 
and incidental death.

The PCD experiments conducted in the eukaryote L. major (van Zand-
bergen et al. 2006) were performed in vivo using laboratory mice. The 
potential of the organism to cause disease was used as a proxy for fit-
ness, which seems reasonable, since virulence is measured by viability 
and reproduction. In this instance the populations were isolated in dif-
ferent hosts (strong population structures) and the argument was made 
that populations with the PCD trait were selected for because the popu-
lations without PCD demonstrated a decrease in viability (van Zandber-
gen et al. 2010).
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The work in bacterial biofilms (Bayles 2007; Engelberg- Kulka et al. 
2006) did not include selection experiments; however, PCD was import-
ant for biofilm development (Rice and Bayles 2006; Bayles 2007) and 
multicellular behavior (Engelberg- Kulka et al. 2006). The multicellular 
stage and development of spores in Dictyostelium was also contingent on 
the PCD trait, without which colonies were non- viable (Otto et al. 2003). 
The non- viability of colonies where amoebae lacked PCD meant that, 
all else being equal, the PCD must have been selected for. This certainly 
fulfills the requirements for PCD as an adaptation. Similarly, autolysis is 
required for fruiting body formation in Myxococcus xanthus and mutants 
without autolysis do not develop reproductive structures (Rosenbluh and 
Rosenberg 1989; Wireman and Dworkin 1977).

In the C. reinhardtii experiments, PCD was compared to incidental 
death (Durand, Rashidi, and Michod 2011). Cell lysate was used as a proxy 
for incidental death, which again seems reasonable because the only way 
to ensure that no “programmed” component is part of the death pheno-
type is to use cell lysate. (Any damaging stimulus that causes a breach 
of the cell membrane/wall can cause the cell to initiate PCD pathways 
before the cell dies by necrosis. PCD is then not adequately controlled 
for.) A selection experiment between cultures with PCD and those with-
out, or those in which death was necrotic, was not performed. However, 
the non- viability of cultures in which death had no programmed compo-
nent means that necrotic death is selected against.

The experimental data from E. coli, L. major, D. discoideum, and C. rein-
hardtii provide empirical support for the historical, strict interpretation 
of PCD as an adaptation. A theoretical formulation of the experimental 
data is also possible using the Price equation and this is provided in the 
levels- of- selection discussion in chapter 13.
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Ersatz PCD

thE non- aDaPtiVE ExPlanations for PcD

Just as there are instances when PCD is an adaptation (true PCD), there 
are others where it appears to be non- adaptive (ersatz PCD) (Durand and 
Ramsey 2019). In these cases, cell death is a side effect, an unwanted result 
of selection for another trait or at another level. In a sense, the difference 
between PCD and ersatz PCD is a mirror of Sober’s “selection of ” versus 
“selection for” distinction (Sober 1993). In ersatz PCD, selection of the 
PCD trait occurs because it is pleiotropically linked to another trait that 
is selected for. In contrast to true PCD, where death itself was selected for, 
in ersatz PCD a programmed mechanism leading to death is demonstrated 
but death itself is not selected for at the level of organization like the TA 
genetic module, group, kin, or population. Ersatz PCD is not an adapta-
tion as the term is used in the previous chapter. That does not mean that 
at some stage it does not become an adaptation over time. Autophagy, for 
example, is clearly an adaptation in higher plants. It may even be that in 
the current scenario, death provides some degree of benefit to others, but 
the difference is that the benefits have not historically been selected for. 
This general argument has been put forward, either directly or indirectly, 
by several researchers (Ameisen 2002; Frade and Michaelidis 1997; Ne-
delcu et al. 2011; Proto, Coombs, and Mottram 2013; Ramisetty, Natarajan, 
and Santhosh 2015). In some cases the organism is specified, for example, 
the experiments by Segovia and colleagues and their argument for ersatz 
PCD (they do not use this terminology, which was introduced later) in 
Dunaliella tertiolecta (Segovia et al. 2003).

Autophagy and ersatz PCD

Perhaps one of the clearest examples of ersatz PCD can be made in cases 
where the organism dies by autophagy during starvation (for a review see 
Kiel 2010). Mechanistically, there are distinct autophagy genes, although 

 EBSCOhost - printed on 2/13/2023 6:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



11 6  c h a p t e r  1 2

it is also true that there can be molecular cross- talk between autophagy, 
apoptosis- like pathways, and other PCD pathways (Eisenberg- Lerner 
et al. 2009). It should be remembered, however, that the mechanism does 
not define whether it is PCD or ersatz PCD (Durand and Ramsey 2019). 
In the previous chapter there are cases where autophagy is an adaptation, 
for example in the life cycles of Dictyostelium and Myxococcus. But in many 
other cases autophagy is ersatz PCD. In nutrient- poor conditions, cells 
rely on their internal resources to survive. They recycle their intracellular 
components to sustain themselves until conditions improve. When there 
is no improvement, cells digest vital energy stores and organellar struc-
tures (mitochondria, chloroplasts, peroxisomes, Golgi bodies, endoplas-
mic reticulum, nuclear components) to survive the harsh conditions. By 
doing so they lose vital functions, become non- viable, and eventually die.

In some model organisms, the “molecular machinery for self- eating” 
(Yorimitsu and Klionsky 2005) has been uncovered, revealing a highly reg-
ulated biochemical pathway with several well- defined stages. These mech-
anisms are quite distinct from the broad PCD mechanisms sketched in 
phytoplankton in chapter 10. Many of the early experiments on autoph-
agy in unicellular organisms were performed in Saccharomyces species and 
established a central role for the Atg genes (autophagy- related genes). At 
the core of most autophagy pathways is a complex of ATG proteins (Ce-
bollero and Reggiori 2009), which are regulated by signaling molecules 
that sense the environment. At the onset of autophagy, a phagophore 
forms that engulfs cytoplasmic and organellar material. This membrane- 
bound structure fuses with a cytoplasmic vacuole containing hydrolases 
and other digestive enzymes that degrade the phagophores (now referred 
to as autophagic bodies). The simpler compounds (amino acids, simple 
lipids, and carbohydrates) are recycled back into the cytoplasm and used 
as an energy resource. There are other biochemical pathways and sub-
routines identified that contribute to autodigestion. The CVT pathway 
(cytoplasm- to- vacuole targeting) is similar to the process above, except 
that the vacuole engulfs cytoplasmic resources via smaller CVT vesicles 
directly (Teter and Klionsky 2000). In pexophagy, the vacuole takes up 
peroxisomes. Mitophagy refers to the digestion of mitochondria, and ER- 
phagy and ribophagy to the endoplasmic reticulum and ribosomes, re-
spectively (reviewed in Kiel 2010). In the different manifestations of au-
tophagy, there is considerable crosstalk, but an important feature is that 
in each there is a programmed component.

Besides being a form of PCD, the important evolutionary feature is that 
autophagy does not usually benefit others in the environment. It is prob-
ably true that the death of some individuals increases the probability of 
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others surviving, simply because there are fewer individuals consuming re-
sources. But there appears to be no active secretion of signals, or resources 
that directly benefit others (or there have not been any discovered) except 
in instances where the autophagy overlaps with other morphotypes like 
apoptosis. To the best of my knowledge, there have not been any exper-
iments demonstrating a group- level selective advantage for autophagy, 
except for those with a multicellular stage like Dictyostelium (see below 
and chapter 11). In other words, in most cases autophagy is not altruism. 
Programmed death of the autophagy kind is a side effect of the program 
that has evolved as a survival mechanism. For the proponents of PCD as 
a non- adaptive trait, the autophagy example makes a compelling case.

The arguments against true PCD

In addition to the example of autophagy, some of the mechanistic com-
ponents involved in other kinds of PCD have been the focus when coun-
teracting the argument for PCD as an adaptation. Two of these were al-
luded to in previous chapters. The first general argument against true PCD 
is the claim that there is seemingly a significant pleiotropic component 
in all PCD pathways and that this may explain why a trait like death has 
not been removed by natural selection. The phytoplankton metacaspases 
discussed earlier are good examples of pleiotropy. In metazoa, caspases 
are frequently involved in more than one cellular function (Shalini et al. 
2015) and it is expected that their distant homologs in unicellular organ-
isms will exhibit similar pleiotropy. The argument is that, in unicellular or-
ganisms, it is much more likely that the functions of metacaspases that are 
unrelated to PCD are the traits that have been selected for. It is more par-
simonious to expect that a trait like PCD, which is so obviously deleteri-
ous in unicellular organisms, is a by- product of another trait (for example, 
aerobic metabolism; Frade and Michaelidis 1997) and that the PCD trait 
has subsequently been co- opted in development pathways and tissue ho-
meostasis in multicellular organisms (Huettenbrenner et al. 2003) (addi-
tional notes 12.1). There are some specific examples where this argument 
holds. In free- living single- celled organisms, autophagy is the mecha-
nism by which the organism attempts to survive starvation. The enzymes 
responsible for breaking down intracellular resources digest vital cellular 
components, which eventually leads to cell death. In this scenario auto-
phagy is the survival mechanism that is pleiotropically linked to death, 
which is an unwanted side effect. In D. discoideum, however, autophagy 
is required to complete the multicellular stage of the organism’s life cycle 
(Otto et al. 2003). In this scenario, autophagy is an adaptation. In other 
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words, a harmful trait has been co- opted to fulfill an essential develop- 
mental step.

The above example is a reasonable one for explaining how a maladap-
tive trait, programmed death in this case, has been co- opted for a particu-
lar developmental stage. The trait was pleiotropic in a particular context, 
eventually being selected for and becoming an adaptation. The issue of co- 
option can be expanded more generally (Nedelcu and Michod 2011). Gao 
and colleagues have shown that a mechanism for PCD may have evolved 
from a viral defense mechanism that attenuated viral reproduction (Gao 
et al. 2019). This provides a welcome bridge between pro- survival and 
pro- death mechanisms (Koonin and Krupovic 2019). In the first instance, 
the mechanism was initially pro- survival, protecting the cell against viral 
invasion. Subsequently, when death was inevitable the mechanism was 
co- opted at a kin / group level. PCD facilitated the survival of groups of 
unicellular organisms and it has been argued that selection for PCD was 
a prerequisite for true, complex multicellularity (Huettenbrenner et al. 
2003; Iranzo et al. 2014).

It is worth noting that the arguments that programmed forms of death 
are non- adaptive and that they are an adaptation are not necessarily mu-
tually exclusive. In one context, the PCD mechanism can be pro- survival 
and in another, pro- death. This is completely reasonable and based upon 
the current data, realistic. Jauzein and Erdner have made a similar argu-
ment based on their findings in Alexandrium tamarense ( Jauzein and Erd-
ner 2013). Their study illustrated that the executioners of PCD, like the 
metacaspases, can sometimes be involved in pro- survival mechanisms. 
Huang and colleagues demonstrated that metacaspases are implicated 
in PCD, aging, and acclimation (Huang et al. 2016). Teresa Mata et al. 
demonstrated that “type II- metacaspases are involved in cell stress but 
not in cell death in the unicellular green alga Dunaliella tertiolecta”  (Teresa 
Mata et al. 2019) and others have provided evidence for a similar scenario 
in archaea (Bidle et al. 2010; Seth- Pasricha, Bidle, and Bidle 2013).

Pleiotropy explains the findings that survival and death mechanisms 
can sometimes overlap. But using hypothetical pleiotropy on its own to 
argue blanketly against adaptation is, by itself, a weak argument. First, 
many genes and proteins have more than one function. To begin with the 
assumption that, because there are two or more functions linked to a mo-
lecular pathway, one of the functions is likely to be a side effect, makes 
little sense. Each trait should be examined on its own merit, irrespective 
of the molecular underpinnings. Furthermore, if the molecular compo-
nents that exhibit pleiotropy are invoked to explain PCD, how are the mol-
ecules that have only a single PCD- related function explained? Clearly, 
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the pleiotropy argument includes some cases, but cannot be generalized 
to all cases of PCD.

The second, general counterargument against true PCD relates to the 
markers of PCD in unicellular organisms, which have fueled speculation 
and cast doubt on the interpretation of PCD as an adaptation (Huet-
tenbrenner et al. 2003; Proto, Coombs, and Mottram 2013). The exten-
sion of PCD markers in multicellular organisms to unicellular ones has, 
as discussed in chapter 10, been problematic. An example of this is the 
annexin V assay for phosphatidylserine (PS) externalization. The use of 
this assay in multicellular organisms is appropriate, since exposure of PS 
on the apoptotic bodies allows phagocytic cells to engulf them via PS re-
ceptors on their surface. Notwithstanding the confusion around how the 
annexin V assay works in Leishmania and chlorophytes (chapter 10), why 
would PS (or any other phospholipid for that matter) externalization be 
important in unicellular organisms undergoing PCD? Apoptotic- like ves-
icles have been observed in several unicellular taxa, but their engulfment 
by others has been described only in Dictyostelium, and it is not known 
how this happens— whether via PS receptors or otherwise. In time, the 
fate of membrane- bound PCD vesicles will be uncovered, but for now 
PS externalization and the formation of apoptotic- like bodies remains 
unexplained.

In addition to the criticisms targeting the limited understanding of 
PCD mechanisms, there is a more general issue. It is often stated that the 
onus is on the adaptationists to find evidence for their claims (Hendry and 
Gonzalez 2008) and that the null hypothesis should be that PCD is a non- 
adaptive trait. Van Valen suggests that neither should have a privileged 
place in inference (van Valen 2009) and Gardner is critical of many of the 
arguments against adaptationist thinking (Gardner 2017). With respect 
to PCD specifically, I think there is some merit to the non- adaptationist’s 
demand for strong supportive evidence to claim adaptation, even if I do 
not agree with the specific criticisms raised above (additional notes 12.2). 
PCD is a catastrophic event for the cell, particularly in the tradition of 
thinking of the organism as the target of selection. The claim that it is an 
adaptation is extraordinary and deserves a thorough explanation. To do 
so, the evolution of PCD at each of the possible levels of selection needs 
closer examination.
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Programmed cell death  

and the levels of selection

The argument in chapter 11 that PCD is the result of natural selection is 
“based on the concept that unicellular life is able to organize itself into 
cooperating groups” (Zuppini, Andreoli, and Baldan 2007). The fitness 
benefits of PCD to others in the population have been demonstrated in 
several model organisms and, in some experiments, this was selected for. 
These data support the definition of PCD as an adaptation (true PCD 
as opposed to ersatz PCD), at least in the experimental organisms used. 
However, as Reece et al. indicate, the “meaning of death” (Reece et al. 
2011) in most experimental studies is not always explicit, especially when 
its evolutionary history is not articulated. A conceptual framework for in-
vestigating PCD evolution is required.

The issue at stake for dissecting the evolutionary history of PCD is the 
levels- of- selection question. When are the benefits of PCD due to selec-
tion at a level of organization other than the cell, such as a group of cells? 
And when are the benefits to others a cross- level by- product, in which case 
death is of the ersatz PCD kind (Durand and Ramsey 2019)? Besides the 
experimental evidence discussed in chapters 11 and 12, the issue can be ex-
plored philosophically and theoretically to obtain a more general frame-
work. The central question concerning PCD as a group- level adaptation 
is the relationship between the PCD trait and the fitness of groups of cells 
that manifest the trait. How should this relationship between PCD and 
selection be formulated to include the full range of the PCD trait? Oka-
sha asks the question more generally: “When is a character- fitness covari-
ance indicative of direct selection at the level in question, and when is it a 
by- product of selection at another level?” (Okasha 2006). The character- 
fitness covariance is the statistical relationship between a phenotype and 
the fitness associated with it. There are a few ways to examine this question 
as it applies to PCD in the unicellular world. As any student of group selec-
tion, kin selection, and multilevel selection theory appreciates, the topic is 
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divisive and the language confusing. An understanding of the terms units 
and levels (at least as they are used in this book) is necessary to access the 
levels- of- selection arguments made by researchers in relation to the differ-
ent forms of death (see table 1 and fig. 17 in chapter 8 for the evolutionary 
definitions of death). In the next sections, I will provide an overview of 
the units and levels of selection. This is also important for the synthesis 
presented in the next chapter. It is also essential to provide my own view 
on some of the issues because this directly impacts my interpretation of 
PCD at the different levels of selection (additional notes 13.1) and is im-
portant for the synthesis in chapter 14.

The units and levels of selection

At the outset and because of the degree to which it has percolated into 
the thinking of both the lay public and researchers, it should be acknowl-
edged that Dawkins and others suggest that the terms replicator and ve-
hicle are sufficiently illustrative of the evolutionary processes at stake. 
The argument is that there is really only one kind of replicating unit (the 
gene), which is transmitted through vehicles or phenotypes (Dawkins 
2006, 1982). In this instance the levels- of- selection question is moot. Oth-
ers argue that to appreciate the evolutionary processes, and the results of 
natural selection, requires much more than just replicators and vehicles 
(Lewontin 1970; Sober 1993; Huneman 2015). Hull’s version of a replica-
tor, for example, is not limited to a gene (Hull 1980). He, and many others 
(myself included), claim that the unit of selection can be generalized to 
any entity that serves as the basis for copying itself and not just the gene. 
In other words, the gene is not the only unit of selection, however one 
wishes to interpret the “many faces of the gene” (Griffiths and Neumann- 
Held 1999). The broad abstraction is that a level of selection is any hierar-
chical level of biological organization to which Darwinian principles apply 
(see Lewontin’s criteria discussed in chapters 2 and 3). The units are the 
individuals (see chapter 6 for more about individuality) or entities that 
populate the hierarchical levels.

Some of the issues debated in multilevel selection theory are (a) 
whether the unit of selection is ultimately reducible to the gene, (b) 
whether there are discrete units at multiple levels on which natural selec-
tion can act, (c) what the levels are, and (d) how selection may work at these 
levels. The living world can be organized into what has become known as 
evolutionary transitions (Maynard Smith and Szathmáry 1995) (see chap-
ter 6). Genes make up larger hereditary molecules like chromosomes and 
genomes. A prokaryote cell is the simplest extant cellular unit containing 
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the hereditary molecular material. The eukaryote cell emerged from the co-
operation and functional integration of two or three kinds of prokaryote 
cells. Eukaryote cells make multicellular organisms, which sometimes live 
in obligate social communities (fig. 20). As indicated above, some authors 
have remained with the gene- centric view and claim that, regardless of the 
biological organization, the gene is ultimately the unit of selection. Others 
argue that different levels of organization themselves contain discrete units 
that are subject to natural selection. The cell, for example, may be a level of 
selection, but so can groups of cells be selected for. These questions strike 
at the heart of the debate concerning PCD evolution.

The gene- centric view of PCD

The gene- centric view has, primarily for historical reasons, been afforded 
a special privilege in living systems. The gene was put forward as the unit 
of life around which all evolutionary processes revolve and in the popu-
lation genetics field, gene frequencies are used to monitor evolutionary 
change over time. Molecular biology entrenched the gene as the unit of 
change. Nevertheless, the definitions of life discussed in part 1 illustrate 
the limitations of this reductionist approach, and in philosophy and evo-
lutionary biology an understanding of what exactly a gene is, has itself 
been a source of controversy. Bearing in mind that most, if not all, classi-
fications in biology have exceptions, the gene can be viewed from differ-
ent angles (Griffiths and Neumann- Held 1999). The so- called mobile ge-
netic elements (also called “selfish genes”— the term is used in the strict 
sense, not in the general sense where every “gene” is considered selfish) 
are autonomous molecules and replicate as independent units, irrespec-
tive of the mechanism of replication (DNA-  or RNA- mediated) (Burt and 
Trivers 2006). These are the transposons, retrotransposons, non- LTR ret-
rotransposons, plasmids, and other classes of self- replicating molecules, 
which are sometimes collectively referred to as “replicons” (their role in 
the origin of life is discussed in chapters 3, 6, and 7). They have measurable 

Fig. 20. The hierarchy of living systems.
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fitness components (Agren 2014; Durand and Michod 2010) and there is 
heritable variation between individual replicons in a population. In other 
words, they fulfill Lewontin’s criteria and evolve by natural selection (Burt 
and Trivers 2006). It seems entirely reasonable to conclude that, because 
of their autonomy (Ruiz- Mirazo and Moreno 2012; Moreno Bergareche 
and Mossio 2015), these versions of the gene are units of selection. The 
question, however, is whether this concept of the selfish gene as an indi-
vidual reproducing unit can be generalized to the concept of genes that 
make up the hereditary material. Does the usage of the term always mean 
the same thing? This question matters because some researchers will ar-
gue that PCD is (only) a gene- level adaptation.

To a molecular biologist, the gene is a unit of DNA with a relatively 
well- defined molecular architecture that codes for a protein (sometimes 
more than one protein) with a particular function(s). Such genes are rou-
tinely investigated in any basic molecular biology laboratory using a reduc-
tionist approach. A cell can be manipulated genetically by knocking the 
gene down or out, re- introducing it, overexpressing it, cloning the gene, 
purifying the expressed protein, and assaying its function. This method-
ology reinforces the heuristic that the unit of selection can always be re-
duced to a gene, even though it is now known that most genes in molecu-
lar biology usually interact in some way or another with other genes (see 
part 1, especially chapter 2), or to be more accurate, the proteins interact 
(Bludau and Aebersold 2020). In the case of the molecular biologist’s 
gene, the hereditary unit and selection unit cannot be the same thing. The 
vast majority of genes (excluding the selfish genes above) are not auton-
omous and the causal relationship between a gene and a phenotype or 
function is a complex one (chapters 1– 3). Most extant genes may at some 
time in the distant past have evolved from selfish elements (Brosius 1999; 
Kidwell and Lisch 2000), but they no longer have any replicative auton-
omy or individuality (Agren 2014; Durand and Michod 2010; Kidwell and 
Lisch 2000) in any meaningful sense. As a discrete molecular entity, the 
molecular biologist’s gene (except for the replicons) is an abiotic molecule 
and fitness is not attached to such an entity (it also fails to fulfill any of the 
criteria we associate with life in part 1). In addition, except for monogenic 
traits, there is usually some degree of epistasis (see the discussion of the 
genotype- phenotype map in chapter 2).

To some evolutionists, the gene is defined as a stretch of DNA that is 
transmitted intact from parent to offspring (a DNA sequence that does not 
undergo recombination during meiosis). This interpretation, championed 
by Dawkins (Dawkins 1982, 2006), argues that even though there are in-
teractions (epistasis) the gene is still a discrete heritable unit, just not de-
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fined in the same way as molecular biologists use the term. The argument 
that the gene is a discrete heritable unit must be true: after all, that is how 
it is defined (Dawkins argues that the discrete heritable nature is necessary 
for the gene- centric view; see Dawkins 1982). The issue, however, is that 
there is no reason to equate the hereditary unit with the selection unit in 
this version of the gene. The lack of autonomy or individuality associated 
with this version of the gene as well as the molecular biologist’s version, re-
mains problematic. It can be argued that a genome- centric view, proposed 
by Heng, will harmonize the hereditary unit with the selection unit (Heng 
2009) because the genome is both hereditary and autonomous. Theoreti-
cally at least, the genome is a much better approximation (certainly better 
than the gene) for a discrete, replicatively autonomous individual. This is 
helpful for prokaryote genomes. But in sexually reproducing eukaryotes, 
the genome undergoes recombination during meiosis, which renders it 
unhelpful as the “intact” hereditary unit or for tracking genetic changes 
in populations over multiple generations.

Considering the conceptual flaw (equating the hereditary unit with 
the selection unit) and limitations of the gene- centric view of life, why is 
it so often used by biologists in evolutionary arguments? The reasons are 
theoretical, practical, and historical. Genes have been used theoretically 
in population genetics since the works of Wright, Fisher, and Haldane 
(Kempthorne 1983). They are a good proxy for monitoring or measuring 
evolutionary change, even if they do not stand up to scrutiny as the unit 
of selection. Molecular biologists have entrenched this practice because of 
the interest in dissecting out the activities of specific genes and proteins. 
Historically, the gene- centric view also benefited from the broad public 
appeal of the idea of a selfish gene and became the default view, especially 
following the initial conceptual shortcomings of group selection theory.

Which interpretation of the gene should be used  
to examine gene- level selection in PCD evolution?

PCD researchers have usually not stated explicitly which interpretation of 
the “gene” they use. I think it is most appropriate to use only the strict in-
terpretation of the gene as an autonomous unit such as a replicon (MGEs, 
plasmid- encoded TAs, etc.) described above. The first reason is that PCD 
genetic modules are in some cases functionally equivalent to replicons. 
The second reason is more general. The other versions of the gene dis-
cussed above (not the replicon interpretation) are not units of selection. 
Non- autonomous genes have no direct attachment to fitness. On their 
own they have neither viability nor reproduction and for this reason alone, 
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I would argue that genes (except for replicons) are never the units of se-
lection. They are hereditary units, but that is something quite different.

In the case of replicons, PCD can be a gene- level adaptation. Cells 
that harbor the autonomous PCD TA- encoded genetic module are viable, 
but those that lose the module by whatever means die. PCD is directly 
linked to the function of the TA module, which results in selection for or 
against it. Without PCD, the TA module is lost. Thus, PCD is maintained 
by gene- level selection.

This interpretation can be at odds with the views of others. For ex-
ample, Hazan, Engelberg- Kulka, and Kolodkin- Gal seem to attribute 
PCD induced by TAs like MazEF to group-  or population- level selection 
(Hazan and Engelberg- Kulka 2004; Kolodkin- Gal et al. 2007) (discussed 
in chapter 11). I would suggest that only in cases where the MazEF mecha-
nism includes a functional dependence on group- level traits like those de-
scribed by Kolodkin- Gal et al. (2007) should group- level selection be in-
voked, although this should still be tested explicitly. Ramisetty and others 
do not accept TA mechanisms as examples of true PCD where the PCD 
trait itself has been selected for (chapter 8) (Ramisetty, Natarajan, and 
Santhosh 2015; Ramisetty and Santhosh 2017). In this instance it seems to 
me that the issue is really about how PCD is defined. I would agree that 
in these cases PCD is not selected for but I claim that this is not for the 
reasons that Ramisetty and colleagues propose. Instead, I suggest that it 
is gene- level selection with cell death as a side- effect.

Ameisen views TA mechanisms as addiction molecules, without the 
need to invoke higher levels of selection (Ameisen 2002). He suggests 
that cells are “addicted” to the TA genes since those that harbor them die 
via PCD if the genetic module is lost or loses function. I agree with this 
interpretation, but only when the TA module is not autonomous, such as 
when it is chromosomally encoded. In these situations, the TA module is 
not autonomous and not an individual in any meaningful sense. The cell’s 
fate is entirely evolutionarily aligned with the TA module and in that sense 
the cell is addicted to it. But chromosomally encoded TA genes cannot be 
a gene- level adaptation because the word gene is not used in the autono-
mous, MGE sense. Chromosomally encoded PCD genes that are not au-
tonomous are simply genes of the molecular biologist’s kind, to which the 
genome has become “addicted.” In the same way, the bacterial genome 
can also be considered addicted to any gene that is essential for survival. 
However, when the TA module is autonomous (MGEs, plasmids, repl-
icons, etc.), then the gene- level selection argument holds and PCD is a 
byproduct, the result of cross- level selection.
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Cell- level selection and PCD

In some bacteria such as Bacillus and Myxococcus spp., PCD is part of 
the organism’s development. In B. subtilis (Smith and Foster 1995) and 
B. anthracis (Chandramohan et al. 2009), for example, mother cell lysis 
occurs, and a spore is released. The death of the mother cell involves a 
PCD pathway and PCD is selected for because sporulation is a develop-
mental component in the organism’s life cycle. Without PCD, sporulation 
is not possible and the organism is non- viable. In these cases, PCD can 
be interpreted as cell- level selection. The term PCD, however, is clearly 
counterintuitive when used in this context, even if some of the molecu-
lar mechanisms overlap with other forms of PCD. The bacterial genome 
does not die in that it ceases to exist; instead, it survives in a new, different 
kind of cell. As discussed in chapter 8, the terminology can be very mis-
leading, and I think that this is one of those cases where the term PCD is 
truly problematic. Clearly, if a single- celled organism dies, this cannot be 
a cell- level adaptation. Nevertheless, PCD is sometimes used to describe 
the process of sporulation in some bacteria. It should be remembered, 
however, that in these instances it describes a developmental stage as op-
posed to the termination of the organism.

Kinship, kin selection, and PCD

Kin selection theory (Gardner, West, and Wild 2011; Michod 1982; May-
nard Smith 1964) emerged from the centrality of the gene in population 
genetics to explain seemingly unexpected traits like altruism. Hamilton’s 
insights are summed up by the statement that costly behaviors can evolve 
if the beneficiaries are genetic relatives and the cost/benefit ratio is less 
than the degree of relatedness, so (c/b) < r (Hamilton 1964). His idea of 
inclusive fitness is the essence of kin selection theory advanced by May-
nard Smith (Maynard Smith 1964). From the point of view of inheritance, 
kin selection makes complete sense. It provides a general framework for 
explaining sociobiological phenomena like cooperation and altruism (al-
truistic behavior in one individual would readily evolve if the additive 
benefits in relatives outweigh the costs to the actor) and there is exten-
sive empirical evidence from a range of organisms to support kin selection 
models (Dugatkin 1997; Lyon and Eadie 2000; Strassmann et al. 2011) (see 
additional notes 13.2 for the difference between cooperation and altruism). 
There are, however, explanatory limitations (Birch 2014; Birch and Oka-
sha 2015), although Queller (Queller 2016) suggests that criticisms of the 
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theory are largely the result of historical idiosyncrasies and the nature of 
developments in the field rather than any fundamental issue.

It is worth noting that kin selection theory is rooted in the gene- centric 
view. Whatever the measure of kinship (alleles, polymorphic sites, whole 
genomes, pedigree, etc.) (Blouin 2003), relatedness at the genetic level 
is the central ingredient used to explain costly phenotypes in social be-
havior. Relatedness, when measured by genes, is typically defined as the 
average proportion of alleles of an individual that are identical by descent 
to those of another. In other words, this equates to the probability that 
two individuals share the same allele, derived from the same parent at 
a particular locus. Changes in gene frequency are useful for monitoring 
evolution because they (usually) reflect the process of natural selection 
accurately. However, because kin selection theory is rooted in the gene- 
centric view, the measures of kinship also conflate the heritable unit with 
the unit of selection. This is an important caveat. Some authors are also 
critical of the causal structure of kin selection theory and Hamilton’s rule 
(Nowak, Tarnita, and Wilson 2010) and are certainly critical of its univer-
sal implementation (Nowak et al. 2017). A host of authors disagree with 
the criticisms (see, for example, Abbot et al. 2011; Herre and Wcislo 2011) 
but the debate will persist. I would agree that in many instances, kinship 
does reflect (not necessarily capture mathematically) the biological under-
pinnings of traits like altruism. However, I would also add that this is not 
always the case even if the beneficiaries of the altruistic act are typically 
genetic relatives (Birch 2014). The reason for this is in part because genes 
(except for replicons) are not, in my view and some researchers would 
agree, the units of selection. The methods for measuring kinship are also 
not always agreed upon (Birch 2014; Birch and Okasha 2015; Goodnight 
2013a; Nowak, Tarnita, and Wilson 2010). The important issue, however, is 
the more fundamental question concerning non- genetic inheritance and 
how this impacts the evolutionary process (Bonduriansky and Day 2018; 
Laland 2015; Laland et al. 2015; Sultan 2015). It should be remembered that 
there are many other ways to examine PCD, beyond the traditional levels- 
of- selection approach. Examples are evolution by niche construction and 
ecological inheritance (these are mentioned briefly in the postface and not 
included in this book because they have hardly been explored in PCD re-
search). Kin selection theory on its own does not capture all the evolution-
ary processes observed, including altruism. Nevertheless, I would agree 
that despite the philosophical and empirical objections that stem from 
the limitations of the gene- centric view, kin selection theory is a pow-
erful framework for investigating many of the problems in sociobiology 
(Michod 1997, 1999; Michod and Roze 1997; Queller 1992a, 2000, 2016).
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Kin selection theory certainly informs our understanding of PCD 
(Vostinar, Goldsby, and Ofria 2019). As Reece and colleagues have demon-
strated, “relatedness regulates death” (Reece et al. 2011). In a clonal popu-
lation of unicellular organisms, where r = 1, if the death of one cell by 
PCD facilitates the survival of more than one of its clonal relatives, there 
is a net inclusive fitness benefit and PCD can evolve by natural selection. 
This is, after all, what explains PCD in multicellular organisms. In contrast, 
when a cell dies without the PCD mechanism and there is no increased 
survival in relatives, this is a disadvantage, especially when death without 
PCD is harmful to others (Durand, Rashidi, and Michod 2011). Reece 
et al. have modeled the scenarios under which natural selection favors 
the evolution of a PCD strategy in Plasmodium and illustrated how rates 
of PCD vary depending on relatedness (Reece et al. 2011). Vostinar and 
colleagues have provided more general models (Vostinar, Goldsby, and 
Ofria 2019). Another mathematical model by Iranzo et al. demonstrated 
the evolution of PCD (together with aggregation; see chapter 16) is an op-
timal strategy in response to viral invasion of the population (Iranzo et al. 
2014). Theoretical studies like these and the limited number of empirical 
findings are drawn upon to explain PCD evolution as an example of kin  
selection.

Group selection and PCD

Group selection theory has been included, sometimes unintentionally, in 
the interpretations of empirical data for PCD. However, to invoke group 
selection theory in the explanations for PCD, especially where it is used 
in the synthesis in the next chapter, it is important to detail how the term 
is used here (Durand and Ramsey 2019). In the early historical stages of 
the development of group selection theory the “good of the group” argu-
ment was often invoked to explain behaviors that were difficult to assign 
to individuals in the group. This line of thinking was justifiably countered 
by Williams (Williams 1966), who demonstrated that in most instances, 
the phenomena that group selection was used to explain could be un-
derstood more parsimoniously. Maynard Smith was also critical of naive 
group selection because of the vulnerability of the group to disintegration 
by selfish individuals, arguing that kin selection provided a more robust 
explanation for traits like altruism (Maynard Smith 1964). Group selec-
tion as a general process in evolution was largely dismissed as artifactual 
in the early stages of its theoretical development and group adaptations, 
it was suggested, were likely non- existent. The claim was that group ben-
efits were common, but not the result of group selection; rather they were 
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a side effect of selection or other processes at the level of individuals. This 
is the issue (as well as the kin selection theory above) that strikes at the 
heart of the PCD evolution debate.

In many evolution circles, the anti- group selection sentiment is still 
very much intact and group- level selection is excluded as an explanation 
for PCD (and everything else). The complete rejection of group selec-
tion (which dates back to the 1960s) as a valid concept and its subsequent 
rejection in understanding PCD, however, is in my view a mistake (and 
again many other researchers have the same view). A return to the uncrit-
ical “good of the group” argument is obviously not called for, but many 
researchers (for example Borrello 2005; Sober 1993; Sober and Wilson 
1994; Eldakar and Wilson 2011) successfully resuscitated the discipline by 
reformulating what is meant by group selection. The theory is now part 
of mainstream evolutionary thinking. In a purely mathematical and func-
tional sense, group and kin selection can be considered equivalent (Leh-
mann et al. 2007; Marshall 2011), although conceptually and mechanisti-
cally they require different causal explanations (Okasha 2016). In real life 
examples, they also need not be mutually exclusive (Pievani 2014). The 
concepts of kin and group selection are sometimes used casually to mean 
the same thing, but their causal structures are important for understand-
ing PCD evolution and there are good reasons to keep them separate. 
Wilson’s “trait group” model (Wilson 1975) elegantly demonstrated that 
altruism, which PCD clearly is when it is an adaptation, is not necessar-
ily limited to kin. A potential example of this is the evolutionary transi-
tion that gave rise to the eukaryote cell (Margulis 1981; Michod and Ne-
delcu 2004). Evolutionarily distant prokaryote taxa may have cooperated 
to form a eukaryote cell (there are other hypotheses for eukaryogenesis 
discussed further in chapter 16 and see also Zachar and Szathmáry 2017). 
The mitochondrion is central to PCD in unicellular eukaryotes, but clearly 
relatedness was not a prerequisite for the evolution of altruistic death in 
eukaryogenesis.

One of the more surprising discoveries in unicellular PCD research 
was the observation that “altruism [in reference to PCD] can evolve when 
relatedness is low” (Refardt, Bergmiller, and Kümmerli 2013). This was a 
significant advance in the field, demonstrated in a selection experiment 
where one population of E. coli with PCD outcompeted one without PCD, 
if the starting frequency of the PCD trait was sufficiently high. In this in-
stance, the causal structure for PCD evolution was not clear. Relatedness 
was not quantified but the experimental setup ensured that it was low. 
The frequency of the costly trait in the population should therefore have 
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also been relatively low. The empirical data, however, indicated that the 
starting frequency was unexpectedly high for PCD to evolve. In these ex-
periments the quantification of “r” and subsequent calculations should 
uncover these relationships, but it appears that the essential ingredient 
here was not relatedness. This points more toward a group selection causal 
structure. Experimental evidence for group selection had been demon-
strated much earlier, notably by Wade, Goodnight, and others (for ex-
ample, Goodnight 1990b, 1990a; Wade 1977; Wade and Goodnight 1991) 
and the mathematical models modified accordingly (Wade 1978), but  
the E. coli experiments contextualize the kin / group selection question 
to PCD.

It should be cautioned that just because there is little or no relatedness 
in communities where PCD is common, group selection is not always the 
appropriate approach. This is especially the case where PCD in one taxon 
benefits other taxa. PCD in D. salina, for example, benefits not only others 
of the same strain but also a co- occurring archaebacterium (Orellana et 
al. 2013). Examples like these are well known in phytoplankton commu-
nities (Bidle 2015, 2016; Bidle and Falkowski 2004; Franklin, Brussaard, 
and Berges 2006) and group selection is not the preferred approach to 
explain the benefits of PCD to other taxa in these instances. The condi-
tions for group selection to act are unlikely to be present and there are 
other approaches like reciprocal altruism that are much more convincing. 
As Ramsey and Brandon, West et al. (West, Griffin, and Gardner 2007), 
Birch (Birch 2017), and others have clarified, “Reciprocal altruism is not 
a kind of group selection” (Ramsey and Brandon 2011) because of the 
causal structure of selection in these instances. As indicated in the sec-
tion on kin selection, discussing all the possible explanatory frameworks 
like reciprocity is beyond the scope of this book (the postface alludes to 
some of the other potential explanatory frameworks).

Population-  and species- level selection in PCD

The nature of the evolution of species by punctuated equilibrium (Gould 
and Eldredge 1977) and later by species- level selection has undergone sev-
eral revisions (Gould 2002) since the concepts were first introduced. As 
with so much else in multilevel selection theory, the theory and data sup-
port aspects of species selection, depending on how the concept is de-
fined ( Jablonski 2008). The challenge in species- level selection, or any 
other level of selection for that matter, is to determine whether the trait- 
fitness covariance relationship is causal or a cross- level by- product (Oka-

 EBSCOhost - printed on 2/13/2023 6:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



1 3 2  c h a p t e r  1 3

sha 2006). Species- level selection occurs when trait and fitness are caus-
ally related. In its strictest form the case for species selection can be made 
when the trait in question is emergent at the level of the species and has a 
bearing on species fitness (fitness is measured by speciation or extinction 
rates). There must also be screening off from selection at other levels. A 
frequently cited example of a relevant emergent trait in species- level se-
lection is population structure. The character of population structure can-
not be reduced to a single organism in the population; of course, at some 
level it depends on the individuals, but the population structure relies on 
there being a population.

PCD evolution with respect to species- level selection has not been 
dealt with in the literature, but it is nevertheless something that should 
be considered. The finding that PCD can have differential fitness effects 
depending on the species (Durand et al. 2014) may mean at least two 
things. First, if PCD emerged after the speciation events (this seems un-
likely because PCD appears to be an ancient phenomenon) then the dif-
ferential fitness effects may simply reflect interspecies differences. Sec-
ond, there is also the possibility that varieties or different populations of 
the same species were differentially impacted by PCD, leading to greater 
divergence and eventually speciation. Species- level selection, however, is 
mentioned here mostly for the sake of completeness. Except for a cursory 
comment later, PCD evolution in the context of species- level selection is 
not discussed further.

Formulation of PCD and the levels of selection

The key question that arises when interpreting the data concerning the 
benefits of PCD is this: how do we know whether the fitness advantages 
to others have evolved due to selection or whether the benefit is a cross- 
level by- product? This question can be operationalized in a few ways.

The nature of selection at the different levels of organization can be 
formulated with Damuth and Heisler’s multilevel selection approach (Da-
muth and Heisler 1988; Heisler and Damuth 1987), which has been applied 
to several other levels- of- selection questions (see for example Damuth 
and Heisler 1988; Frank 1998; Michod 1999; Queller 1992b; Sober and 
Wilson 1998). Theoretically at least, the trait- fitness covariance at different 
levels can be partitioned with the Price equation (Price 1970, 1972). Price’s 
formulation is a statistical one and the issue of causality still needs to be 
demonstrated either empirically or with other mathematical models, but 
it provides a relatively simple conceptual framework for generalizing the 
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PCD question. It is used in Okasha’s general multilevel selection (MLS) 
framework (Okasha 2006) and can be used to formulate PCD evolution 
(Durand and Ramsey 2019). Before applying the Price equation to PCD, 
it should be noted again (see chapter 8) that PCD is not a discrete all- or- 
nothing variable (Durand and Ramsey 2019). It is a continuous trait. The 
environmental triggers that activate the PCD pathway can lead to a range 
of outcomes including anastasis (anastasis has generally been examined 
in multicellular organisms, but a similar scenario plays out in the unicel-
lular world) (Sun and Montell 2017), cell cycle arrest (Helms et al. 2006; 
Torgler et al. 1997), dormancy or encystation (Khan, Iqbal, and Siddiqui 
2015), and differentiation (Cornillon et al. 1994), as well as PCD (chapter 
8). Cell viability varies in each of these outcomes but does not diminish 
to zero (except of course at the final stage of PCD), since reproductive 
potential remains to varying degrees.

There are many decompositions of the Price equation (Luque 2017). 
For PCD, the experimental designs that investigated potential group- level 
effects are appropriate for MLS1 (groups are aggregates of individuals and 
the individuals are the focal units) as opposed to MLS2 (where the group 
is the focal unit). The reduced version of the Price equation is

 w∆z = Cov(wi,zi) (Eq. 1)

where w is the average individual fitness, ∆z is the change in the average 
of the character trait (in this case PCD), from one generation to the next 
and Cov(wi,zi) is the covariance between fitness and character trait for the 
ith individual. The overall character- fitness covariance of the entire popu-
lation comprises two parts: the covariance between groups and the aver-
age (or expected) covariance within groups,

 Cov(wi,zi) = Cov(W,Z) + E(Cov(w,z)) (Eq. 2)

which allows the product of the average fitness and average change in char-
acter trait of the population to be written as

 w∆z=Cov(W, Z) + E(Cov(w,z)) (Eq. 3)

For any individual, the mean fitness and the change in the mean of the 
character depend on the covariance at the level of the group (first term) 
and at the level of individuals in the group (second term). The question 
for PCD as a group- level adaptation hinges on knowing whether both 
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terms in the Price equation are necessary to explain the observed data. 
In other words, can

 w∆z

be explained by the second term alone (covariance at the level of the in-
dividual cell), or is the first term (covariance at the group level) also re-
quired to explain the empirical observations?

There are two points worth noting before interpreting the empirical 
data with Eq. 3. First, the assumption is made that there is no transmis-
sion bias in PCD, and that the trait is transmitted faithfully from parent to 
offspring. In other words, the assumption is that the evolutionary change 
is due to natural selection alone (additional notes 13.3). There are differ-
ent decompositions of the equation that separate out transmission bias 
and natural selection (Luque 2017), but these include additional terms 
for which there are no empirical data for PCD. More importantly, the as-
sumption of no transmission bias is actually a worst- case scenario because 
individuals with the PCD trait die or have lower viability or reproductive 
potential. If there is any transmission bias at the individual level, it dimin-
ishes the evolutionary response rather than enhancing it, since the trait is 
not passed faithfully from parent to offspring. Second, it should also be 
remembered that the character “z” in question, PCD, is treated as a con-
tinuous trait (see above). The loss of viability is graded and non- discrete. 
At one end of the spectrum, PCD may simply be a transient hiatus in cell 
cycle progression. At the other end, there is the immediate implementa-
tion of the genetic program for death. Between these two extremes, there 
are “degrees of death” like prolonged arrest in the cell cycle, senescence 
or some other loss of viability, encystation and spore formation, and de-
grees of autophagy (Thomas et al. 2003).

The experiments with E. coli (Refardt, Bergmiller, and Kümmerli 2013), 
L. major (van Zandbergen et al. 2006), D. salina (Orellana et al. 2013), 
S. cerevisiae (Herker et al. 2004; Fabrizio et al. 2004), and C. reinhard-
tii (Durand et al. 2014; Durand, Rashidi, and Michod 2011) are some of 
those that are accessible for interpretation with the Price equation. Cal-
culating the covariance was not the aim in these experiments, but what 
is clear from the data, and indeed intuitively obvious, is that fitness and 
PCD have an inverse relationship. As the PCD pathway is implemented, 
the cell gradually dies and fitness decreases. The second term in Eq. 3,  
E(Cov(w,z)), is negative. The experimental results showed that in cultures 
where PCD occurred, the remaining individuals produced more offspring. 
In Eq. 3, the left- hand side is positive, since the change in PCD (∆z) (mea-
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sured directly in the E. coli experiments) is positive. The second term on 
the right- hand side, the individual character- fitness covariance, is negative. 
It can be concluded, therefore, that the term Cov(W,Z) must be positive. 
Interpreting the empirical data with the Price equation, thus, suggests that 
at the group level, PCD and fitness can covary positively. In other words, 
the data do fit with selection at the group level.

In the MLS1 situation, the second term in the Price equation must be 
included because the individuals are the focal units. However, it remains 
to be seen whether in all situations, a non- zero value can be assigned to 
group- level covariance (the first term). A feature of the Price approach 
to MLS1 is that the group and individual covariances are neatly compart-
mentalized. In many instances, however, this may not be appropriate for 
the experimental designs and it is possible that the absence of “screening 
off ” (Brandon 1990; Brandon and Carson 1996) between levels biases the 
results. There is a second methodological approach that may help with 
this potential bias.

It is possible to contextualize PCD data to the group to examine this 
independently of individual level selection. Heisler and Damuth (Heisler 
and Damuth 1987) propose this general contextual analysis approach by 
apportioning an individual’s fitness (w) to both the individual’s character 
(z) as well as the group character (Z) (Eq. 3). In this formulation, the re-
gression coefficients β1 and β2 measure the effects of individual character 
and group character on individual fitness, respectively. The issue here is 
that the condition β2 ≠ 0 must be satisfied to conclude that there are true 
group- level effects on an individual’s fitness.

 w = β1z + β2Z + e (Eq. 4)

Applying the same logic above, the first term decreases average individ-
ual fitness, while the second term increases it. The experimental results 
indicated that mean fitness increased in the populations, which means 
that the second term, which reflects the group effect on individual fitness, 
must be positive. Formulating PCD and its fitness effects in this way leads 
to the same conclusion, that there are group- level effects that increase an 
individual’s fitness.

The support that the Price equation and contextual analysis bring to the 
argument that PCD is a group- level adaptation should always be treated 
with caution. Both approaches are general formulations and are simply 
ways of operationalizing changes in fitness and traits in the population. 
While they reveal that the data indicate that there are indeed group- level 
effects, they are, of course, abstract. Experimental designs that explicitly 
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examine whether these effects are the result of an evolutionary response 
are still required (see Frank 2012 for a review of the Price equation). Nev-
ertheless, they are helpful in the sense that they can be used to examine 
PCD as a continuous trait in a range of future contexts. They not only 
capture the empirical findings but bring a general formulation to the syn-
thesis of the origin of PCD.
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14
A synthesis for the origin of 

programmed cell death

The philosophical, theoretical, genomic, and empirical data in part 2 per-
mit a broad synthesis for how PCD emerged in the unicellular world. Be-
ginning with the simplest form of PCD and following a parsimonious 
“bottom up” trajectory, eight major steps are identified. Some of these 
would have overlapped and they were certainly not as discrete as por-
trayed here. But our current knowledge suggests that these are the key in-
novations that recapitulate the path leading to the manifestations of PCD 
in extant unicellular organisms seen today. Not all elements of PCD are 
included in this broad overview. Sporulation and death of the mother cell, 
for example, may involve PCD genes, but these are more specialized out-
comes of the PCD pathways. Furthermore, at each stage there is diversifi-
cation and many different versions of the same process are found in differ-
ent taxa and ecological contexts, but these varieties are not conceptually 
different. The synthesis includes only true PCD as defined in chapter 8 and 
not ersatz PCD, where the genetic program for death is a by- product and 
death itself has not been selected for (see Durand and Ramsey 2019 for 
the definitions of death). The major steps in PCD evolution are referred 
to as such because they require evolutionary innovations.

The evolution of PCD in the unicellular world in eight major steps

Ste p  1 :  G e n e - l e ve l  s e l e ction  of  au tono m ou s 
r e p l icons  ( f ig.  21 )

The simplicity of the toxin- antitoxin (TA) mechanism and its presence 
in both archaea and bacteria (Yamaguchi, Park, and Inouye 2011) suggest 
an ancient origin for this mechanism. Of course, it is possible that the 
TA mechanism emerged later and subsequently infected all prokaryote 
lineages. However, its relative simplicity and ubiquity suggests that it, or 
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a version of it, was possibly one of the earliest genetically encoded pro-
grams that caused cell death. TA genes can be encoded by autonomous 
replicons. (The somewhat abstract term replicon is used here for conve-
nience to indicate that the genetic module is autonomous. Its replication 
is independent and uncoupled from the prokaryote genome and is a self-
ish gene in the strictest usage of the term [see chapter 13].) Replicons may 
take the form of MGEs on extra- chromosomal plasmids (see chapter 8 
for a discussion of TAs, replicons, and the different terminologies). In 
these situations, the fate of the MGE and the cell are uncoupled, and cell 
death is a gene- level selection mechanism for ensuring the persistence of 
the TA- encoding replicon. Cells with the MGE are protected by the la-
bile antitoxin, while those that lose the MGE die due to the more stable 
toxin that persists intracellularly after cell division. However, if the MGE 
translocates to the prokaryote genome, it may lose its replicative auton-
omy over time and the evolutionary fate of the cell and the MGE are then 
aligned. At this stage, death impacts both the cell and the TA genetic mod-
ule and another evolutionary step is required for PCD to be selected for.

Fig. 21. PCD and gene- level selection. Autonomous genes, also known as replicons 
(R), that code for the TA module invest in their own survival. The labile antitoxin 
(A) inhibits the activity of the stable toxin (T). In cells where the replicon is lost, 
the T outlives the A and induces death in the cell. In this way, replicons ensure their 
own survival. In some instances, the replicon can translocate to the bacterial chro-
mosome (C). In this instance the replicon may lose its autonomy. Its replication is 
under the control of the chromosome and its evolutionary fate is aligned with that 
of the bacterium.
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Ste p  2 :  P rote ction  ag a inst  un r e gul ate d  
ce l l  de ath  ( f ig.  22 )

From the cell’s perspective, once a programmed mechanism for cell death 
is hardwired in the prokaryote genome, a second innovation is required. 
The mechanism may be related to TAs translocating to the cell’s genomes, 
but the mechanism can also be unrelated and arise de novo. Either way, if 
this phenotype is to be maintained by natural selection (true PCD) and 
not merely non- adaptive means (ersatz PCD) a second step in the evolu-
tion of PCD is necessary. This came about because, like all cells, prokary-
otes contain toxic metabolites, oxidizing compounds, and enzymes that 
are damaging unless they are sequestered in intracellular microcompart-
ments (for example the BMCs, bacterial microcompartments) or inacti-
vated (Koonin, Makarova, and Wolf 2017; Saier 2013). Liberation of these 
cellular components is harmful to other cells in the vicinity. This has been 
demonstrated in the eukaryote Chlamydomonas (Durand et al. 2014; Du-
rand, Rashidi, and Michod 2011), but it is extended here to prokaryotes.

It seems reasonable, and parsimonious, to assume that PCD first 
emerged because it protected relatives against the harmful effects of un-
regulated death. The release of toxic materials would have been damaging 
to genetic relatives, and kin selection is a likely explanatory framework 
that led to neutralization of harmful unregulated death. The mechanisms 
that are responsible for this early form of PCD can involve fairly sophisti-
cated protein pathways. The genes coding for these proteins are chromo-

Fig. 22. Protection against harmful, unregulated death. The genetic program for death 
(PCD) is chromosomally encoded. (A) Activation of PCD leads to the dissolution or 
modification of toxic metabolites and enzymes stored in bacterial microcompartments 
(BMCs). Disintegration of the cell, therefore, does not harm others. (B) In cells with-
out a PCD program, the cell lyses and spills its contents, including the toxic waste and 
enzymes sequestered in BMCs, into the environment, with the potential for harming 
or killing others in the vicinity.
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somally encoded (they are not autonomous like the TAs) and are phylo-
genetically conserved (Aravind, Dixit, and Koonin 1999; Nedelcu 2009). 
These forms of PCD are common in bacteria (Koonin and Aravind 2002) 
but appear to be less common or mechanistically simpler in the archaea. 
This suggests that they may have emerged either in the ancestor of bacteria 
and archaea with subsequent simplification of the mechanism in archaea, 
or they could have emerged near the bacteria- archaea split with greater 
sophistication developing in the bacteria. There is some evidence that ar-
chaea can undergo PCD (Bidle et al. 2010), but uncovering this is still at 
the very earliest stage, and the more complex mechanisms that have per-
sisted in eukaryotes appear to have been inherited predominantly from the 
true bacteria (Koonin and Aravind 2002). Protecting against the harmful 
effects of PCD may have coevolved with the beneficial effects of PCD in 
steps 3 and 4. The PCD mechanisms in these steps are much more com-
plex and it seems more likely that they emerged after those that neutralize 
the harmful effects of unregulated death.

Ste p  3 :  P rote ction  ag a inst  vir a l  pa r a s i te s  ( f ig.  23 )

The innovation that led to PCD actively benefiting relatives would have 
emerged after the more passive mechanisms for simply neutralizing un-
regulated death. It is possible, at least in some organisms, that the mech-
anisms for PCD as an adaptation may have been co- opted from pro- life 
pathways. Gao et al. discovered that PCD pathways could have emerged 
from pro- life pathways that attenuated viral infection (Gao et al. 2019). 
In situations where cell death was inevitable, the emergence of PCD pro-
vided kin / group- level advantages. The frequency of the PCD trait needs 
to be relatively high in the population before the benefits are realized (Re-
fardt, Bergmiller, and Kümmerli 2013), suggesting that PCD was being 
maintained as a stable trait in populations before this step was possible. 
The evolution of PCD (and aggregation; see chapter 16) is the optimal 
evolutionary strategy under conditions of high viral load (Iranzo et al. 
2014). The benefits of PCD at this stage of its evolution are two- fold. The 
neutralization of unregulated death described in step 2 benefits others 
passively. The implementation of altruistic death also benefits others in 
the population because infected cells commit suicide before the infecting 
virus replicates and lyzes the cell, liberating new virions that go on to in-
fect and lyze others. This second advantage of altruistic death may extend 
to any bacteria in the vicinity that are vulnerable to infection by the vi-
rus. Kin selection alone can explain adaptive PCD at this stage (Vostinar, 
Goldsby, and Ofria 2019). At the same time, however, relatedness between 
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individuals in the vulnerable population can sometimes be very low and 
PCD is still advantageous (Refardt, Bergmiller, and Kümmerli 2013). It 
is expected, therefore, that this step in PCD evolution is driven by either 
kin selection or group selection (depending on the cost- benefit ratio and 
the degree of relatedness, see chapter 13).

Ste p  4 :  R e s ource  s h a r ing  a n d  s ig na l ing  in 
co op e r ati ve  g roup s  ( f ig.  2 4 )

Step 4 is an alternate strategy to step 3 in PCD evolution. In some lineages, 
step 3 may have emerged, in others step 4, and in others still the two strate-
gies may have coevolved. In step 4, the benefits of PCD are unrelated to 
viral invasion. Instead, PCD presented new ways for individuals to com-
municate and share resources. Communication may take the form of sig-
naling molecules that are released into the environment during the PCD 
process and that convey information to others about the environmental 
conditions (for example, quorum- sensing molecules). Metabolites can be 
detoxified and released to provide nutrients to others (public goods). For 
these mechanisms to emerge, new pathways were required. The finding 
that PCD proteins are sometimes involved in more than one cellular pro-
cess (for example, PCD can be connected metabolically to lipid biosyn-
thesis; Sathe et al. 2019) suggests that some of the molecular components 
could have arisen by co- option of genes or exaptation. In addition, there 
may have been gene duplication and neofunctionalization. Alternatively, 
PCD genes may have arisen de novo and subsequently been co- opted into 
unrelated pathways.

Fig. 23. Group- level protection against viral parasites. (A) Bacteria with a PCD pro-
gram undergo altruistic death before the infecting bacteriophage (P) replicates. (B) 
In bacteria without PCD, the cell lyses, liberating virions that infect others.
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Ste p  5 :  Multice l lul a r- l ik e  be h avior  in  
p roka ryote s  ( f ig.  2 5 )

PCD is an essential survival component in some bacterial communities 
and has been implicated in the multicellular- like behavior observed in pro-
karyotes. The multicellular- like features that form part of bacterial com-
munities include sharing resources, communication, detoxification of the 
environment, differentiation and division of labor, and the regulation of 
population growth and carrying capacity (Bayles 2007, 2014; Lyon 2007; 
O’Malley and Dupré 2007; Rice and Bayles 2008; Nadell, Xavier, and 
Foster 2009). The mechanistic basis for PCD- related communication in 
prokaryotes with multicellular behavior is being uncovered (for example, 
Kolodkin- Gal et al. 2007; Dyrka et al. 2020). Biofilms are good examples 
of these complex, multicellular- like community structures. Depending 
on the cost- benefit ratio and the degree of relatedness between individu-
als as well as population structures, kin or group selection or both are the 
explanatory framework.

Ste p  6 :  The  e uka ryote  ce l l  ( f ig.  2 6 )

The evolution of the eukaryote cell was a major evolutionary transition 
in individuality (Michod and Nedelcu 2004; Blackstone 2016; Maynard 
Smith and Szathmáry 1995) and PCD was a key component of this pro-
cess (see chapter 16). There were significant advantages to cooperation 
between completely unrelated taxa, such as an increase in cell size, storage 

Fig. 24. Resource sharing and signaling in cooperative groups. When undergoing 
PCD, (A) cells liberate resources, detoxified metabolites, or signaling molecules that 
are (B) taken up by others. This imparts a fitness benefit to the recipients.
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of resources, more sophisticated mechanisms of communication between 
cells, avoidance of predation, endocytosis of extracellular materials, and 
access to more efficient mechanisms of respiration and energy production 
(Blackstone 2013). However, the individuals that cooperated to form a eu-
karyote cell (archaebacteria, proteobacteria, and later cyanobacteria) were 
unrelated and there was, and still is, genetic conflict between genomes 
within the eukaryote cell (Blackstone 2013; Michod and Nedelcu 2004; 
Burt and Trivers 2006). The migration of genes between cellular compart-
ments aligned the evolutionary interests of the different components to 
some degree, but PCD remains a mechanism for mediating genetic con-
flict between the three cellular genomes (nucleus, mitochondrion, and 
chloroplast) that evolved from their prokaryote ancestors (Blackstone and 
Green 1999). PCD ensures that the different cellular components remain 
aligned and functionally integrated, and any disruption of cellular homeo-
stasis can activate the pathways that result in the destruction of the cell 
and all its components. The unrelatedness of the different prokaryotes 
and their close structural association poses interesting questions about 
selection. In the early stage, reciprocal altruism may have been a driver of 
cooperation. Later, as the cells became more functionally and structurally 
integrated, group selection was possible (see chapter 16). There are other 
hypotheses for eukaryogenesis like predator- prey interactions, but these 
are not included here because they are less developed.

Fig. 25. Multicellular- like behavior in prokaryotes. Bacteria (B) sometimes live in 
complex communities where individuals of the same clone may exhibit different 
phenotypes and functions (division of labor or differentiation indicated by different 
shapes in the biofilm). Some individuals may undergo PCD, releasing resources and 
signaling molecules (R/S) that are used by others.
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Ste p  7 :  Co op e r ati ve  g roup s  of  un ice l lul a r 
e uka ryote s  ( f ig.  27 )

Just as prokaryotes form cooperative groups, so do unicellular eukaryotes. 
They may provide information to others about the environment (see the 
example of nitrogen oxide in chapter 10), communicate, and share re-
sources. The social behaviors like cooperation and altruism in popula-
tions of eukaryote cells can again be driven by reciprocity or kin or group 
selection. The selection for PCD, however, would have depended on kin 
or group selection. Some of the bacterial PCD mechanisms that are im-
plicated in steps 4 and 5 have been co- opted by eukaryotes (Koonin and 
Aravind 2002; Gao et al. 2019), while others would have evolved inde-
pendently.

Ste p  8 :  Multice l lul a r  be h avior  in  un ice l lul a r 
e uka ryote s  ( f ig.  2 8 )

In some instances, cooperative cell groups go beyond simply sharing re-
sources and intercellular communication. Cells can form multicellular- 
like structures as part of their life cycle, with one of the most investigated 
taxa being Dictyostelium. Slime molds exist mostly as free- living amoebae, 
but during periods of environmental stress, individuals aggregate to form 

Fig. 26. The eukaryote cell. The emergence of the eukaryote cell aligned the evo-
lutionary interests of different prokaryotes that gave rise to the nucleus (N), mito-
chondrion (M), and chloroplast (C). PCD was a conflict mediator between the three 
unrelated genomes. The newly formed eukaryote cell also contained metabolites, re-
sources, and signaling molecules (M/R/S) that connected and functionally integrated 
the new organelles.
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Fig. 27. Cooperative groups of unicellular eukaryotes. (A) A eukaryote cell dying by 
PCD releases resources or signaling molecules as well as membrane- bound apoptotic 
bodies that (B) can be taken up by others. The transferred materials enhance the fit-
ness of the recipients.

Fig. 28. Multicellular behavior in unicellular eukaryotes. In Dictyostelium, (A) cells 
may exist as free- living amoebae. PCD can benefit others as described in step 7. (B) 
Under environmental stress, amoebae aggregate and form a migratory slug. (C) The 
slug differentiates into a stalk and spore- forming fruiting body. PCD typically occurs 
in the stalk and is essential for the formation of the stalk and fruiting body. Without 
PCD the entire colony is non- viable.
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a migratory slug. PCD plays a role in both unicellular and multicellular 
stages. In the free- living stage, healthy individuals take up the membrane- 
bound corpses of cells that die by PCD (Arnoult et al. 2001). This is pre-
sumed to be a way of sharing resources or genetic exchange. In the mul-
ticellular stage, PCD is essential for the completion of the organism’s 
lifecycle (Otto et al. 2003). Without PCD, the stalks and fruiting bodies 
do not form, and spore dispersal is compromised. PCD is responsible for 
the division of labor, the formation of reproductive structures, and disper-
sal and is driven by kin or group selection (again, depending on the cost- 
benefit ratio and the degree of relatedness in the multicellular structure).

The minor steps in PCD evolution

There are many variations on the eight steps listed above but for the most 
part, these do not seem to involve significant evolutionary innovations, 
particularly in terms of the level of selection. Rather, they are modifi-
cations or co- options of preexisting processes and mechanisms. For ex-
ample, in step 1, TA modules are certainly not the only examples of “selfish 
genes” that induce cell death. In steps 4 and 7, there are many variations 
on the theme of communication and resource sharing. The important 
evolutionary innovation in these steps, however, was the development of 
group- level behavior and the subsequent occupation of new niches and 
the evolution of adaptive pathways.
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Part thrEE

Origins of life and death, 
and their coevolution

There is nothing either good or bad, but thinking makes it so.

William Shakespeare, Hamlet, Act II, Scene II
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15
Group selection and the  
origins of life and death

Evolutionary biology is the organizing framework that explains life. 
Whether the focus of investigation is a single taxon, interactions between 
taxa, or the dynamics of communities, the same evolutionary ecology 
processes like competition, predation, cooperation, etc., can occur at any 
level of inquiry. Just like any other phenomenon in the living world, the 
origins of both life and death have been shaped by these processes. The 
similarities in the sociobiological processes that occurred at the origins 
of life and death (see the syntheses in chapters 7 and 14) are perhaps the 
most intriguing because the very existence of some of the phenomena 
themselves have been a source of so much controversy. Of these, group 
selection has one of the most contentious histories in all of biology. It is 
ironic that such a controversial topic appears to be important for two of 
the most fundamental biological processes— the origins of life and death.

Before considering the role of group selection, it is important to know 
what is meant by the term (West, Griffin, and Gardner 2007). As discussed 
in chapter 13, group selection and kin selection are sometimes considered 
equivalent and from a purely mathematical, functional perspective this is 
true (Lehmann et al. 2007; Marshall 2011). But the causal structures of 
the two processes are fundamentally different (Birch and Okasha 2015; 
Kramer and Meunier 2016; Okasha 2016) and this distinction is important 
when considering how these two driving forces shaped the origins of life 
and death. Kin selection adopts a gene’s eye view and the causal relation-
ship with selection rests on the genetic structure of the group or popu-
lation. Kin selection depends on understanding the genetic relatedness 
between individuals and Hamilton’s approach of inclusive fitness is typ-
ically used to formulate the process. Group selection, on the other hand, 
does not have this same requirement and the theory claims that natural 
selection can sometimes act on whole groups of individuals. Some groups 
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can be favored over others because of their group- level traits. In other 
words, there is selection of traits that are group- advantageous, and the 
genetic structure of the group is not the focus, even if relatedness assists 
with selection. A second important distinction is between group selection 
and reciprocal altruism. Both phenomena explain cooperation or altruism, 
but in reciprocity selection acts at the level of the individual, as opposed 
to the group (Ramsey and Brandon 2011; Birch 2017).

The role of group selection has been somewhat surprising in our ap-
preciation of the origins of life and death. Despite the controversy sur-
rounding group selection theory, it is claimed that group selection was 
important, and perhaps even essential, for both life and death to emerge.

Group selection and the origin of life

The theoretical data (chapters 2 and 6) and the synthesis for the origin 
of life (chapter 7) invoke group selection in one form or another. The 
ideas around hypercycles and quasispecies (Eigen 1971; Eigen and Schus-
ter 1977), the “first replicators” (Michod 1983), the stochastic corrector 
model (Szathmáry and Demeter 1987) and many others, all make use of 
selection at the level of the group. The authors may formulate the origin of 
life process in different ways, but group selection is an important compo-
nent. In the case of hypercycles, an argument can be made that reciprocal 
altruism is the better explanatory framework because the altruistic activity 
of one kind of replicator eventually comes back to itself. But I suspect that 
this argument will unravel when the populations are structured in such a 
way to exclude parasitic elements (chapter 3). It is interesting that group 
selection is consistent with the philosophical approaches (chapters 1 and 
2) and empirical data (chapter 5), even though the experiments were not 
framed in these terms. In the case of the self- sustaining system of two li-
gases and four substrates developed by Lincoln and coworkers (Lincoln 
and Joyce 2009), enforced reciprocity is initially the more accurate de-
scription, but once additional ribozymes are added to the system, group 
selection is more appropriate. Certainly, in the interpretation of the or-
igin of life as an ETI, group selection is invoked. It seems that, irrespec-
tive of the proposed mechanisms responsible for the first living systems to 
emerge, group selection played a part at some stage of life’s origin. Selec-
tion acted on the properties of the group (see for example step 7 in chap-
ter 7). The genetic structure of individuals in the group, while playing a 
part, was not the primary driving force. In fact, in many of the theoretical 
models, relatedness does not feature. The causal structure appears to be 
one of group selection and not kin selection.
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Group selection and the origin of death

Group selection and PCD is a more convoluted issue because it deals with 
selection at multiple levels at the same time (genes, cells, groups of cells, 
the first eukaryote cell and their groups, etc.). Kin selection has clearly 
played a significant role in the evolution of death, and the benefits of PCD 
to others in the population are often directed at relatives (Durand et al. 
2014; Durand, Rashidi, and Michod 2011; Fabrizio et al. 2004; Yordanova 
et al. 2013). In some lineages, mathematical modeling predicts that “pro-
grammed cell death can evolve in unicellular organisms due solely to kin 
selection” (Vostinar, Goldsby, and Ofria 2019). However, this is clearly 
not the case in all lineages or taxa. In some circumstances, relatedness 
is not the most significant parameter. A good example is the E. coli ex-
perimental system (Refardt, Bergmiller, and Kümmerli 2013) discussed 
in chapter 13, where the degree of relatedness was unimportant for PCD 
to evolve. In this group- level competition experiment, one population 
of bacteria drove another to extinction only if the frequency of the PCD 
trait in the first population was above a certain threshold, irrespective of 
the genetic structure of the population. Quantitative measures of relat-
edness were not recorded, but with relatedness being low, the frequency 
of PCD would also have had to be low for the (c/b) < r rule to hold. That, 
however, was not the case.

There is a much more obvious example of group selection associated 
with PCD. This is the evolution of the eukaryote cell where the new kind 
of individual (the eukaryote cell) emerged from ancestral prokaryote cells 
(Blackstone 2013, 2016; Norris and Root- Bernstein 2009). There are sev-
eral hypotheses for eukaryogenesis, for example, predator- prey interac-
tions, parasitism, and endosymbiosis, but perhaps the most widely held 
belief is that the relationship between the different prokaryotes was one 
of cooperation (Blackstone 2013; Eme et al. 2018; Michod and Nedelcu 
2003, 2004; Norris and Root- Bernstein 2009). The first eukaryote cell was 
not only physically different (in size, structure, and function), but it incor-
porated metabolic elements of the prokaryotes from which it emerged. In 
eukaryogenesis, the selection pressures driving cooperation appear to be 
associated with both reciprocal altruism and group selection. In the early 
stages, bacteria and archaea may have complemented each other metabol-
ically, thus increasing their fitness. This is reciprocity. However, at some 
stage the group- level properties become important. There were emer-
gent properties in eukaryotes that allowed them to occupy new ecological 
niches, with subsequent selection for these traits. But, perhaps the most 
important argument for group selection rests on the introduction of PCD 
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as a conflict mediator. PCD in one of the individuals in the group rules 
out reciprocal altruism as a possibility because it enforces selection of the 
group- level traits (Blackstone 2013, 2016; Blackstone and Green 1999).

At some stage of eukaryogenesis, once reciprocity dissipated as a ma-
jor driving force (due to group traits and loss of individuality in prokary-
otes), it is argued that group selection rather than kin selection is the ex-
planatory framework. This is because the cooperating prokaryotes were 
from divergent taxa. Selection was independent of relatedness and de-
pended on group- level properties. In fact, the absence of any relatedness 
between prokaryote genomes meant that conflict was inevitable, and kin 
selection would have worked against the evolution of the eukaryote cell. 
The exchange of genetic material between organelles (nucleus, mitochon-
dria, and plastids) ameliorated the situation, but the potential for conflict 
remained and stills plays out in extant eukaryote cells (Burt and Trivers 
2006). If cooperation was the key process in eukaryogenesis, then reci-
procity and group selection were the most likely drivers of eukaryote evo-
lution and the primary conflict mediator was, and still is, PCD (Blackstone 
2013, 2016; Blackstone and Green 1999; Kaczanowski, Sajid, and Reece  
2011; Michod and Nedelcu 2004; Norris and Root- Bernstein 2009).

Group selection of aggregate and emergent properties  
at the origins of life and death

Group traits that are the target of natural selection may be aggregates (of 
the individuals making up the group) or emergent (properties associated 
with the group and irreducible to individuals within the group) (Thomp-
son 2000). An example of group selection acting on the aggregate is the 
case where the frequency of PCD in the group crosses a threshold such 
that the group outcompetes another group in which PCD is less frequent 
or absent. The data from the E. coli and L. major experiments discussed 
earlier provided the empirical support.

The emergent property of the group can also be selected for, and there 
are several examples of this at the origins of life and death. As discussed in 
chapter 6, the origin of life depended on the selection of groups of mole-
cules and groups of LRUs (lower- level replicating units; additional notes 
15.1). In many instances the group- level trait selected for was emergent and 
Eigen and Schuster’s (Eigen and Schuster 1977) quasispecies, Michod’s 
(Michod 1983) first replicators, and Szathmáry and Demeter’s (Szathmáry 
and Demeter 1987) replicating protocells, in one way or another, can all 
be interpreted in this way. But perhaps the best (or most obvious) exam-
ple of a group where the emergent property is selected for, is the abstrac-
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tion of a protocell. In the earliest cell- like individuals there were traits that 
emerged from the functional activities of individuals within the protocell 
(or its precursor) (fig. 29). There may still have been components in the 
protocell that functioned as individuals in their own right, but their col-
lective activities led to emergent traits. These may have included simple 
metabolic pathways, lipid biosynthesis, or the maintenance of hereditary 
material. An analogy can be found in Gánti’s chemoton, where the cell is 
maintained by the activities of the hereditary material and its products. 
It should be remembered, however, that in the chemoton the hereditary 
material is not conceptualized as discrete individuals in a group, whereas 
the LRUs that cooperated to form an HRU (higher- level replicating unit) 
are individuals in their own right.

Group selection of an aggregate or emergent property at the origin of 
death can be found in cooperation in bacteria, between bacteria and ar-
chaea, and in multicellular behavior in amoebae. Examples of these are 
bacterial biofilms (fig. 25), eukaryogenesis (fig. 26), and collective behav-
ior in groups of eukaryote cells (fig. 28).

Fig. 29. The protocell. The image is reproduced from fig. 16 in chapter 7. The pro-
tocells emerged from HRUs and contained hereditary (H) components (ribozymes, 
RNAs, simple amino acids, and cofactors) and a primitive metabolism (M). There is 
efflux and influx of simple compounds (water, salts, etc.). Vesicles (V) may enter or 
leave the protocell, and vacuoles (Va) are intracellular stores of metabolites, salts, wa-
ter, etc. There is an efflux and influx (E/I) of nutrients, salts, water, and lipids between 
the protocell and the environment. The cell may still contain ribozyme elements that 
have the potential for independent replication, but the emergent properties of the cell 
overcome selection at the level of individual ribozymes or their networks.
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16
Life and death coevolution,  

and the emergence of complexity

Despite the intuitive notion that life and death are antonyms, and of 
course in many ways they are, death has also augmented life in more fun-
damental ways than previously imagined. An important distinction needs 
to be made at the outset. In a purely superficial sense, death clearly has the 
side effect of facilitating life. The decomposition of a corpse provides nu-
trients that allow other organisms to thrive. Clearly, an individual does not 
die so that it can nourish other forms of life, and the relationship between 
life and death is one of circumstance. These instances are distinct from 
other situations in which life and death have coevolved and are coadapted, 
where life and death not only depend on each other but have impacted 
each other’s evolution. In these cases, death has played an unexpected role 
in the evolution of more complex life (the issue of complexity is dealt with 
in part 1; see also Adami 2002; Cilliers 1998). Life and death are not only 
inter- dependent, they exhibit coevolutionary features.

Meanings of coevolution

The more traditional interpretation of coevolution refers to the recipro-
cal evolutionary relationship between two or more species. The idea can 
be traced back to Darwin, when he described the relationship between 
flowers and their pollinators (Darwin 1862). Then there was the seminal 
work by Ehrlich and Raven, who cemented the concept in their work on 
butterflies and plants (Ehrlich and Raven 1964). But in the modern era, 
coevolution has taken on a much broader meaning. The concept no lon-
ger just refers to the ways in which two species may coadapt. There is co-

I am very grateful to Rick Michod for his reading, corrections, and comments on this 
chapter. At the same time any errors are mine alone.
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evolution at the level of molecules, organelles, cells, and even at a systems 
biology level (Carmona, Fitzpatrick, and Johnson 2015; Nuismer 2017). 
Coevolution rests on the idea that two biological entities, whether they 
are organisms, traits, molecules, etc., interact in such a way that they im-
pact each other’s evolution. With respect to life and death, the question 
is whether the PCD trait has been a causal influence in the evolution of 
different kinds of life forms (for example, unicellular, multicellular, or so-
cial insects) and whether the reverse is also true. Has the evolution of life 
been a causal influence on the evolution of the PCD trait?

Life- death coevolution in microbial systems

In the microbial world, a simple example of PCD coevolution in a com-
munity is found in chlorophyte- archaebacterium environments (Orel-
lana et al. 2013). Halobacterium salinarum, for example, induces PCD in 
the alga Dunaliella salina by secreting molecular lysins and the archae-
bacterium lives off the algal lysate. D. salina in turn regulates PCD in it-
self, releasing nutrients into the environment that are taken up by the 
archaebacterium and other D. salina cells. The chlorophyte and archae-
bacterium have coevolved through a molecular interaction that leads to 
the induction or inhibition of PCD in the alga. The interactions in the 
Dunaliella- Halobacterium community present in the Great Salt Lake have 
been dissected in detail (Orellana et al. 2013), but there are other simi-
lar examples where phytoplankton and prokaryotes have evolved inter-
actions via PCD mechanisms (Bidle 2015, 2016; Franklin, Brussaard, and 
Berges 2006). The physiological interactions and metabolic connections 
(either via PCD or other mechanisms) between microbes are broadly re-
ferred to as the microbial loop (Fenchel 2008). When the interactions are 
mediated by PCD, death is the mechanism responsible for the coadapted 
connection between two or more taxa (additional notes 16.1). The chloro-
phyte response appears to be coadapted at two levels of selection. At the 
organism level, the chlorophyte has adapted to the PCD- inducing mole-
cules released by the archaeon. At the kin / group level the induction of 
PCD supports the nutritional requirements of relatives. The experiments 
by Orellana and colleagues (2013) revealed that the responses have fitness 
effects (they are adaptive), but whether all the fitness- related benefits have 
an evolutionary history of selection (in other words whether they are an 
adaptation and hence coevolved) was not examined.

Life- death coevolution in microbes extends to host- virus interactions, 
where a coevolutionary arms race is mediated through PCD mechanisms. 
The host and virus battle for control over cell fate via a molecular- level 
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arms race (Schwartz and Lindell 2017; Gao et al. 2019; Vardi et al. 2012; 
Vardi et al. 2009). Such interactions are well documented in viruses and 
their phytoplankton hosts (Vardi et al. 2012; Vardi et al. 2009). In some 
instances, such as the Prochlorococcus- podovirus example, the interaction 
has been dissected in great detail at the molecular level (Schwartz and 
Lindell 2017).

Life- or- death choice in prokaryotes is coupled to individual immunity 
(Koonin and Zhang 2017). Ironically, the evolution of PCD facilitates the 
survival of others in the group at the expense of the individual (Refardt, 
Bergmiller, and Kümmerli 2013). In other words, life and death struggles at 
the individual and group levels are mediated by PCD. These and other ex-
amples reveal that microbial life in the community is causally impacted by 
cell death. The converse is also true. The evolution of life affects the mech-
anisms underpinning death. But the most profound ways in which living 
systems and cell death mechanisms have coevolved can be seen in the evo-
lution of more complex life (Durand, Barreto Filho, and Michod 2019).

PCD and the evolution of the eukaryote cell

PCD in eukaryote cells was introduced predominantly via the true bacte-
ria, which are understood to be the ancestral forms of mitochondria. Koo-
nin and Aravind discovered this “bacterial connection” by identifying di-
verse homologs of PCD proteins in bacteria, but not in archaea (Koonin 
and Aravind 2002). There may be other mechanisms of PCD in archaea, 
including caspase- related pathways (Bidle et al. 2010; Seth- Pasricha, Bidle, 
and Bidle 2013), but there is a strong bacterial connection with the PCD 
mechanisms of eukaryotes. The phylogenetic and genomic data are sup-
ported by laboratory studies, which revealed that the mitochondria play 
a central role in apoptosis (the commonest phenotype of PCD) in eu-
karyote cells (for example, Kroemer and Reed 2000). The circumstances 
that drove the interactions between different prokaryote taxa are not en-
tirely clear. As discussed earlier (chapter 15), one of the hypotheses for 
eukaryogenesis is that the cooperative and eventually obligate, symbiotic 
relationship with bacteria conferred the amitochondriate host cell with 
new metabolic capabilities, in particular oxidative respiration (Blackstone 
2013; Frade and Michaelidis 1997; van der Giezen 2011). The later events 
that led to a similar relationship with cyanobacteria provided the advan-
tage of photosynthetic energy. Chloroplasts, the organelle descendants of 
cyanobacteria, are also involved in PCD and many of the processes de-
scribed in mitochondria are also applicable to chloroplasts. The genetic 
differences between the two taxa that gave rise to the amitochondriate cell 
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and the mitochondria would have inevitably led to conflict (Blackstone 
2016; Michod and Nedelcu 2004), and Blackstone and Green suggest that 
“a mechanism of apoptosis in metazoans may thus be a vestige of evolu-
tionary conflicts within the eukaryotic cell” (Blackstone and Green 1999). 
A similar argument is made by Kaczanowski (Kaczanowski 2016), and the 
ancestral state reconstruction of the eukaryote cell by Klim and colleagues 
found “an ancient evolutionary arms race between protomitochondria and 
host cells, leading to the establishment of the currently existing apoptotic 
pathways” (Klim et al. 2018). This latter finding was supported empirically 
in their yeast model system.

The molecular coevolution between the ancestor of mitochondria and 
the host cell eventually resulted in the integration of cell death pathways. 
However, the potential for conflict between the genomes of the different 
cellular organelles remains (Burt and Trivers 2006), and as Michod and 
Nedelcu have indicated (2004), PCD can mediate this conflict. In the eu-
karyote cell, PCD is a way of ensuring that the evolutionary interests of all 
the organellar genomes (three, in the case of photosynthetic eukaryotes) 
remain aligned. The stable evolution of the eukaryote cell depended on 
this coevolution of life and death. In an unexpected way, the evolution of 
cell death in bacteria was essential for one of the great evolutionary tran-
sitions in individuality, the emergence of the eukaryote cell.

PCD and the evolution of multicellularity

PCD is connected to another evolutionary transition in individuality and 
complexity, the evolution of multicellularity, in a surprising number of 
ways (table 3). Some investigators have highlighted its role in the evolu-
tion of multicellularity, describing “the evolution of cell death programs 
as prerequisites of multicellularity” (Huettenbrenner et al. 2003). The in-
vestigations of PCD in unicellular organisms were aimed at uncovering 
the reasons for this trait in the microbial world, but they also provided 
the first clues that PCD was important for the emergence of multicellular 
life. The mathematical models developed by Iranzo et al. revealed that “the 
joint evolution of cell aggregation and PCD is the optimal evolutionary 
strategy” in response to a virus- host arms race (Iranzo et al. 2014). Many 
of the experiments in unicellular organisms examined the potential kin 
/ group- level effects of PCD and, in a range of organisms, from phyto-
plankton to yeast, kinetoplastids, apicomplexa, and amoebae, PCD en-
hances the fitness of others. Functionally, this is consistent with the early 
steps to multicellularity where kin / group- level fitness drives the altruis-
tic behavior of individuals in the social group (Buss 1987; Michod 1999; 
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Okasha 2006). As Zuppini et al. say, the adaptive explanation for PCD 
in single- celled organisms is “based on the concept that unicellular life 
could be able to organize itself into cooperating groups” (Zuppini, An-
dreoli, and Baldan 2007).

In some model organisms that exhibit both unicellular and multicel-
lular stages, PCD is key to the multicellular stage. In Dictyostelium spp., 
which have alternating unicellular- multicellular lifecycles, PCD is re-
quired for the development of the multicellular stage. In D. discoideum, 
mutants that do not have a PCD mechanism are unable to produce stalks 
or spores (Otto et al. 2003). The single- celled amoeba stage appears unaf-
fected, but the abnormal stalk and spore formation compromises repro-
duction and dispersal. These findings demonstrated that PCD was a mech-
anism for the division of labor in multicellularity (Cornillon et al. 1994). 
Other taxa exhibit a similar reliance on PCD. In bacteria like Myxococcus 
(Kaiser 1986) and Streptomyces (Filippova and Vinogradova 2017) differ-
entiation and development in the multicellular stage depend on PCD. 
Propagation and dispersal depend on PCD in Trichodesmium, a filamen-
tous diazotrophic cyanobacterium. When the environment is unfavorable, 
some cells in the filaments of cyanobacteria differentiate into dying cells, 
leading to a fragmentation of the colony (Berman- Frank et al. 2004). The 
dispersal of these propagules, called hormogonia, plays a role in coloniz-
ing new environments and bloom development when environmental con-
ditions improve. While the role of death at the unicellular- multicellular 
transition has been discovered in naturally occurring organisms, a sim-
ilar scenario can be observed experimentally. The importance of PCD 

Table 3. PCD and the evolution of multicellularity

PCD- dependent mechanism 
required for multicellularity Examples in model organisms

Resource sharing, 
communication, and group- 
level survival

Saccharomyces, Chlamydomonas, Leishmania, Escherichia, 
Peridinium, Dictyostelium

Dispersal, and spore / 
propagule formation

Dictyostelium, group- level propagation in the “snowflake 
yeast”

Division of labor Dictyostelium, “snowflake yeast”

Transfer of fitness Saccharomyces, Chlamydomonas, Dictyostelium, Leishmania, 
Escherichia, Dunaliella

Conflict mediation Eukaryote cells in unicellular or multicellular organisms

Note. PCD, programmed cell death.
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for propagation was proposed in the experimental evolution of groups of 
yeast cells— the “snowflake yeast” model system (Ratcliff et al. 2012). Just 
as in the colonial phytoplankton Trichodesmium, new colonies broke from 
the parent multicellular yeast at sites of PCD cells. This allowed the prop-
agation of the snowflake form. The physical properties of the multicellu-
lar structures were also responsible for the “fracture[s] due to crowding- 
induced mechanical stress” ( Jacobeen et al. 2018). The authors argued that 
both physical fracturing and PCD resulted in colony propagation and that 
“apoptosis is a trait that coevolves with large cluster size” (Pentz, Taylor, 
and Ratcliff 2016). Dissecting the causal chain of events will require ad-
ditional information, but either way, cell death can facilitate propagation 
of the multicellular stage in this experimental system.

PCD is linked to the origin of specialized cell types in a range of multi-
cellular lineages. It is “an essential process of cereal seed development and 
germination” (Dominguez and Cejudo 2014) and the origin of new cell 
types in metazoan development has been attributed to cell stress pathways 
and PCD. It is argued that environmental stress can lead to the differen-
tiation of specialized cells and that this is achieved via PCD pathways—  
a phenomenon called stress- induced evolutionary innovation (Wagner, 
Erkenbrack, and Love 2019). For example, the decidual cells that reside 
in the uterus of eutherian mammals have evolved by way of PCD path-
ways (Erkenbrack et al. 2018), and skin thickening in cetaceans is a stress- 
induced PCD mechanism (Eckhart, Ehrlich, and Tschachler 2019). In 
these cases, oxidative stress and PCD are required for the differentiation 
of specialized cell types that are not only important, but essential for the 
viability or reproduction of the multicellular organism. The terminology 
in these examples can lead to confusion because it can be asked: How can 
a dead cell differentiate into a living specialized cell if it has died? This is 
one of the idiosyncrasies of the terminology of death used in the litera-
ture. The issue is covered in chapter 8, but death is a “spectrum” with a 
“range of phenotypes” (Thomas et al. 2003) and there are “degrees of dy-
ing” (Durand and Ramsey 2019).

In addition to group- level viability and division of labor, PCD is a 
mechanism for “the transfer of fitness from individuals to the group” 
(Durand, Barreto Filho, and Michod 2019). This is a concrete example 
of the otherwise abstract concept of fitness transfer (Michod 2005). The 
transfer- of- fitness view in ETIs is sometimes criticized by some philoso-
phers of biology as having purely epistemic value (Bourrat 2015), but it 
is helpful for interpreting some important observations. For example, in 
Dictyostelium, membrane- bound packages of cellular material (apoptotic 
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bodies) are the result of PCD and have been observed being engulfed 
by healthy neighbors (fig. 2D in Arnoult et al. 2001). Tatischeff et al. ob-
served similar apoptotic bodies in D. discoideum, finding them to contain 
DNA (Tatischeff et al. 1998). The equivalent structures of apoptotic bod-
ies have been observed in Saccharomyces (Madeo, Frohlich, and Frohlich 
1997) and Chlamydomonas (Durand, Sym, and Michod 2016; Moharikar 
et al. 2006), although their potential uptake by other cells was not investi-
gated. The materials released by PCD that benefit others are not confined 
to membrane- bound structures (Durand, Rashidi, and Michod 2011) and 
in Dunaliella, they take the form of energy- rich resources that move from 
dying cells to healthy ones (Orellana et al. 2013). This “access to resources” 
(Hochberg, Rankin and Taborsky 2008) is an essential component in en-
hancing group- level effects. The cycling of dissolved organic materials in 
marine microbial communities is widely documented (Bidle 2015, 2016; 
Franklin, Brussaard, and Berges 2006) and microbial interactions in the 
ocean surface (the “sea skin”) are sometimes used as a model system to 
investigate the key features associated with multicellularity (Abada and 
Segev 2018).

PCD is one of the conflict mediators in multicellularity evolution 
(Michod 2003; Michod and Nedelcu 2004). Altruistic death is, indeed, the 
ultimate way of removing conflict between individual cells in the group. 
In multicellular organisms the cells are usually clones (or near clones) 
of each other. Early in the evolution of colonial living, however, the ge-
netic relationships between individuals in the group depended on how 
the groups arose. Unicellular organisms are known to exhibit predator- 
avoidant phenotypes and behaviors (for example, Lürling 2003), and 
Stanley suggested that predation was a major driver of multicellularity 
in general (Stanley 1973). Several unicellular green algal taxa have subse-
quently been used to investigate this hypothesis with different emphases, 
first Scenedesmus (Lürling and Van Donk 1996), then Chlorella (Boraas, 
Seale, and Boxhorn 1998) and Chlamydomonas (Becks et al. 2010; Herron 
et al. 2019). In some instances at least (Boraas, Seale, and Boxhorn 1998; 
Becks et al. 2010; Herron et al. 2019), the colonial form is a stable, herita-
ble phenotype (but see additional notes 16.2).

Some researchers assume clonality as a starting point in the evolu-
tion of multicellularity and, of course, that may be the case in many in-
stances. The assumption is presumably because kin selection is such a key 
driver of coloniality, and clonality is usually a feature of extant obligate, 
“true” multi cellularity forms (additional notes 16.3). It is easy to see how 
kin selection played a role if cells stayed together after division. But what 
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about the cases where cells come together (the phrases “stay together” 
and “come together” are used in the literature to describe the two ways in 
which cell groups arise)?

In Dictyostelium, “multicellular” slugs are cell aggregates that form 
by individuals coming together. In wild isolates and laboratory experi-
ments the multicellular stage can comprise genetically heterogeneous cells 
(Fortunato et al. 2003; Sathe et al. 2010; Strassmann and Queller 2010), 
which is a potential source of genetic conflict. High relatedness and rec-
ognition systems (Gilbert et al. 2007; Gruenheit et al. 2017; Kundert and 
Shaulsky 2019), of course, do facilitate cooperation, but in genetically di-
verse colonies conflicts will arise, depending on the degrees of related-
ness. In Chlamydomonas predator- induced aggregates may comprise dif-
ferent species (Sathe and Durand 2016) (fig. 30) and even different genera 
(Kapsetaki, Fisher, and West 2016). The multicellular groups are formed 
by individuals both coming together and staying together after division 
(Kapsetaki, Tep, and West 2017). Putting these findings together, the fol-
lowing emerges: (i) predation is a driver for the formation of groups of 
cells (the argument can be made that predation was the dominant se-
lective pressure driving multicellularity; Stanley 1973; Boraas, Seale, and 
Boxhorn 1998; Lürling and Van Donk 1996; Solari, Galzenati, and Kessler 
2015); (ii) under predation pressure, groups can comprise genetically un-
related individuals; and (iii) if, in some cases, heterogeneous groups like 
these gave rise to multicellular organisms, how was the problem of genetic 
conflict overcome? How were non- relatives excluded from the group?

Some researchers may reject the idea that multicellularity could have 
evolved from groups of different species or strains, largely because of the 
problem of genetic conflict. However, the possibility that true multicellu-
larity could have evolved from genetically heterogenous groups should not 
be dismissed out of hand. In the green algal model systems, different spe-
cies coexist and Sathe, Kapsetaki, and others demonstrated that predator- 
induced unicellular aggregates can be chimeric if more than one taxon is 
present in the community. Whether such aggregates can eventually form 
stable colonies is another question, but under extreme artificial selection 
pressures that focus on one trait at the expense of others that can impact 
viability (for example, Boyd et al. 2018), this cannot be ignored. There is 
also no reason a priori to assume that clonal groups are the starting point 
from which multicellular life emerged. The causal process must be distin-
guished from the products it generates. Clonality in multicellular life is 
evidence of kin selection but it is not a precondition. Certainly, it seems 
easier for clonal groups to evolve multicellularity, but to reject the possibil-
ity that multicellular life evolved from chimeric colonies because of the is-
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sue of genetic conflict is not correct. To borrow Williams’ phrase, to make 
that assumption would be “putting the cart before the horse” (Williams 
1992). What needs to be explained is how the problem of genetic conflict 
may have been overcome if multicellularity evolved from groups that arose 
from aggregation, that is, cells “coming together.” How did groups com-
prising related individuals arise from chimeric groups?

There may be several solutions, one of which is PCD, to the problem 
of genetic conflict in mixed groups. The mathematical models of Bouder-
bala et al. indicate that, for a group of phytoplankton cells to remain via-
ble under realistic environmental conditions, there must be some form of 
cell death occurring in the group (Bouderbala et al. 2018, 2019). An earlier 
mathematical model by Iranzo et al. predicted that cellular aggregation 
and the evolution of PCD is the optimal strategy in response to viral inva-
sion of a population by unicellular organisms (Iranzo et al. 2014). Theoret-
ical studies like these did not include predation as a driving force but they 
do point to the importance of PCD in the early stages of group formation. 
In most of the experimental systems investigating predator- induced ag-
gregates mortality was not reported. For example, the early experiments 
by Boraas (Boraas, Seale, and Boxhorn 1998) and Lürling (Lürling and 
Van Donk 1996) and the growth rate analyses of groups of Phaeocystis 
cells (Veldhuis, Brussaard, and Noordeloos 2005) did not report PCD. 
Perhaps this was not explicitly examined or in the ideal, nutrient- rich 
study systems PCD did not occur. Of course, there is also the possibility 

Fig. 30. Predator- induced aggregation. (A) Peranema trichophorum (predator) with 
ingested Chlamydomonas reinhardtii algal cells. (B) When they sense the presence of 
predators, algae avoid being ingested by aggregating to form groups. (Image cour-
tesy S. Sathe.)
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that PCD would not have occurred regardless of the culture method, but 
in the Bouderbala (2018) and Iranzo (2014) theoretical simulations and 
in Sathe’s experiments with Chlamydomonas and the predator Peranema 
(Sathe and Durand 2016), cell death as well as cell growth and division 
were observed. Rather than death being a problem, however, it is also an 
opportunity around the issue of genetic conflict in aggregates. PCD ben-
efits clonal relatives but is harmful or neutral to other species and strains 
(Durand et al. 2014) depending on their relatedness. PCD, therefore, may 
lead to the genetic homogenization of the group, allowing kin selection 
to play a more dominant role. PCD in one of the genotypes will promote 
the growth of its relatives and inhibit the growth of others. This will al-
low chimeric groups to evolve into ones comprising genetic relatives, from 
which obligate forms of multicellularity arose. It seems to me that if pre-
dation was the dominant selective pressure driving colonial lifestyles, then 
some mechanism for dealing with the inevitable genetic conflict en route 
to multicellularity would have been required. The evolution of PCD is a 
potential solution (Iranzo et al. 2014; Bouderbala et al. 2018).

In metazoa (multicellular animals), the coevolution between life and 
death at the molecular and cellular level is widely documented. One of 
the clearest examples is the case of the TP53 gene, which is a master reg-
ulator and inducer of PCD. In mice (and other model animals) the gene 
can be knocked out, which leads to premature organismal death. In the 
case of the TP53 mechanisms, PCD is required for developmental pro-
cesses in the growing embryo and for inducing death in cancerous cells. 
The mice die because cells in the organisms do not express the PCD trait. 
From this example alone, it is clear that cell death and cell life have co-
adapted in animals. Furthermore, homologous genes for PCD have been 
identified across all the metazoan lineages as well as other multicellular 
lineages (Ara vind, Dixit, and Koonin 1999) and a strong argument can 
be made that PCD was essential for the origin of multicellularity itself 
(Huettenbrenner et al. 2003). PCD aligns the evolutionary interests of 
individual cells, and Blackstone (Blackstone 2013, 2016; Blackstone and 
Green 1999), Michod (Michod 2003), Michod and Nedelcu (Michod and 
 Nedelcu 2004), Durand et al. (Durand, Barreto Filho, and Michod 2019), 
and others list PCD as an example of a conflict mediator in their treat-
ments of multicellularity and evolutionary transitions in individuality.

PCD in social insects

In the discussion above, PCD is an adaptation to a multicellular lifestyle, 
but there are also cases where PCD has evolved because it diminishes the 
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fitness of the entire multicellular organism. This is the result of another 
cross- level adaption and proved essential for the ETI from asociality to 
eusociality. In some insect colonies, PCD is again a mechanism for de-
creasing individual fitness and boosting group fitness. The mechanistic 
basis for this has been dissected, quite literally, in eusocial honeybees by 
observing the fate of individual cells in workers. The queen secretes pher-
omones that induce PCD in the ovaries of worker bees. Worker oocytes 
are aborted, and the individual bees are effectively sterile in service of the 
colony. Without PCD in workers they are not rendered sterile and the so-
cial complexity of the community is disrupted. In a sense, this control of 
lower- level individuals is akin to somatic cells in multicellular organisms 
(Ronai, Oldroyd, and Vergoz 2016). Just as somatic cells in a multicellu-
lar individual give up their reproductive potential, thus enhancing organ-
ism fitness, so do some multicellular individuals give up the potential for 
reproduction in favor of the eusocial group. Again, PCD plays a role in a 
major ETI and is a necessary mechanism that allows life in eusocial col-
onies to thrive.

POD (programmed organismal death) in insects and arachnids

In the 1860s, Wallace suggested that aging and death might be evolved 
traits. He claimed that individuals are programmed to die so that they do 
not compete with their offspring (Wallace 1889). His idea had some early 
support, but by the 1920s, this thinking was derided as a “perverse exten-
sion of the theory of natural selection” (Pearl 1922). The evolutionary ex-
planations for senescence shifted to theories like mutation accumulation, 
antagonistic pleiotropy, and disposable soma (see Travis 2004 and ref-
erences therein). But the wholesale rejection of Wallace’s idea may have 
been premature and in the 1980s and 1990s there was a mini- revival. McAl-
lister and colleagues have shown that pea aphids exhibit adaptive behav-
ioral suicide when infected by a parasitoid wasp (McAllister and Roitberg 
1987), and Andrade demonstrated sexual selection for male sacrifice in the 
Australian redback spider (Andrade 1996). Toyama’s experiments with the 
foliage spider revealed that mothers stimulate their spiderlings to canni-
balize her before dispersal (Toyama 2001). Spiderlings that do so are fit-
ter than those that do not. In a more recent study, “a new and astonishing 
case of adaptive self- sacrifice in a polyembryonic parasitic wasp” was dis-
covered (Otsuki et al. 2019). In this instance mass killing was adaptive be-
cause the killing increased indirect fitness by promoting the reproduction 
of their clones. These examples showed that POD can, at the very least, be 
adaptive. Using van Valen’s distinction between adaptation and adaptive 
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(see chapter 8), it is not clear whether all these behaviors have themselves 
been selected for and researchers argue about how the data should be in-
terpreted. Humphreys and Ruxton provide a helpful discussion of some 
of the examples above (Humphreys and Ruxton 2019). Sexual selection 
in the redback spider and self- sacrifice of male larvae in the polyembry-
onic wasp are perhaps the best of examples of POD with an evolutionary 
history that suggests selection and, in these cases at least, the behaviors 
of the adults and offspring appear to have coevolved.

Life- death coevolution

In curious and unexpected ways, death (PCD and in a few instances POD) 
impacted the evolutionary trajectory of life. The opposite is also true be-
cause as new forms of life emerged, these impacted the ways in which cells 
(or organisms) die. In the broadest sense, this is demonstrated by the re-
cycling of nutrients in microbial communities. The community structure 
and evolutionary ecology of microbes depend on the way in which cells 
in the community die, and their death in turn affects the life- history evo-
lution of others.

A much more intimate relationship between life and death is evident 
in the evolution of cell groups, the eukaryote cell, and multicellularity. 
The viability of any eukaryote cell rests on a delicate balance between the 
biochemical activators and inhibitors (pro-  and anti- apoptotic factors) of 
PCD (Kaczanowski 2016; Blackstone and Green 1999). These antagonis-
tic pathways coevolved following the evolution of the first eukaryote cell, 
as a way of mediating conflict between the prokaryotes that cooperated 
to form a more complex cell (Michod and Nedelcu 2004; Radzvilavicius 
and Blackstone 2018; Blackstone 2013, 2016; Blackstone and Green 1999). 
The evolution of a eukaryote cell and its program for death impacted the 
trajectory of all subsequent non- prokaryote life forms. PCD is essential 
for multicellular life and there are no obligate multicellular forms that do 
not exhibit one or other of its morphotypes. Many of the key processes 
required for the evolution of multicellular life (table 3) are present only 
because of cell death and dying and living cells coevolved to maintain the 
integrity of the organism. The transition to eusociality in insects depends 
on reproductive altruism (where PCD is the mechanism) in workers. In 
some non- social insects and arachnids, POD seems to be part of the life- 
history strategy, as observed by the suicidal behavior of aphids, wasps, 
and spiders and possibly other taxa that have not yet been investigated 
from this perspective.

Van Hautegem and colleagues, in their analysis of PCD in plants, 
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claimed that “only in death, life” (Van Hautegem et al. 2015) but this phrase 
is more far- reaching than originally thought. The role of death in the liv-
ing world extends beyond our intuitive understanding that it is simply 
the opposite of life. Death is of intrinsic value to much of the complex-
ity that is observed in the living world. It is the way we think about death 
that affects our understanding and appreciation of life. Hence, the cap-
tion at the beginning of part 3. In Hamlet’s discourse with Rosencrantz, 
he says, “There is nothing either good or bad but thinking makes it so” 
(Shakespeare 1603).
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Postface

It is not claimed that the syntheses at the ends of parts 1 and 2 (chapters 7 
and 14, respectively) are a complete recapitulation of how life and death 
originated. For the origin- of- life synthesis, it is unlikely we will ever know 
how life began, but based on our current knowledge, and an integration 
of the data from different fields, the synthesis presented is a parsimonious 
explanation for how it could have occurred. It is surely an over- simplified 
version. The reality is that there were likely many other types of mole-
cules involved that acted as cofactors and activators of the processes de-
scribed. At the same time, it may be that some of the difficulties discussed 
in the synthesis are overstated. It is likely there were many co- occurring 
molecules that have not been included. It is not known which molecular 
components existed at the very beginning and they may have either fa-
cilitated or impeded some of the steps. Future work may uncover more 
of the early biomolecules, and artificial selection experiments will fur-
ther elucidate the evolutionary processes. See the many references to key 
works in the reference list.

The origin- of- death synthesis focuses on the adaptive processes. The 
general framework is realistic, but at the same time, I do not expect this 
will be the final word or that this will settle all the debates. But, hope-
fully, it will assist in organizing our knowledge in this subject. The fu-
ture of PCD research, from an evolution and ecology angle, is poised to 
enter a new and exciting phase. It is primed to embrace additional ele-
ments, which are included in what has become known as the extended 
evolutionary synthesis (Laland et al. 2015). These include evolvability, 
phenotypic plasticity, niche construction, epigenetics, and developmen-
tal bias, which are so far unexplored in unicellular PCD. As an example of 
how epigenetics may impact PCD evolution, see the discussion in chap-
ter 9. Evolvability is also related to death; see Mitteldorf and Martins’ 
works (Mitteldorf and Martins 2014) for examples, but there are many 

 EBSCOhost - printed on 2/13/2023 6:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



17 0  p o st fa c e

others. In addition, the levels- of- selection debate in PCD will likely enter 
a new phase, where holobionts are considered a bona fide unit of selec-
tion (Lloyd and Wade 2019; Roughgarden et al. 2017) and that the PCD 
trait can be maintained when the holobiont (comprising phytoplankton 
and their cooperating bacteria or archaea, for example, Stat et al. 2012) 
is an inherited condition as opposed to an acquired one (Roughgarden 
2020). For an alternative view arguing against holobionts as units of se-
lection see Skillings 2016.

Our appreciation of PCD is not only of academic interest. As Bidle, 
Vardi, Falkowski, Segovia, Franklin, Brussaard, Berges, Kaplan, Orellana, 
Jimenez, and many others (my apologies to the many researchers in this 
field that I have not mentioned) have argued, the role of PCD in marine 
phytoplankton, which are major primary producers and responsible for al-
most half of global net primary production (Field et al. 1998), is only begin-
ning to be uncovered. The abundance and community structures of phy-
toplankton directly impact higher trophic levels and key biogeochemical 
cycles, and how we deal with the impacts of oceanic changes due to global 
warming will determine the health of the planet as well as our own. Algal 
blooms, for example, appear to be increasing in frequency (Van Dolah 
2000) and can have devastating ecological consequences (for example, 
Ndhlovu et al. 2017). Except for the finding that PCD does play a role in 
phytoplankton blooms (for example, Vardi et al. 2007), its broader impact 
in marine microbial ecology is largely unknown. The relationship between 
life and death evolution may be of particular interest if (or when) extra- 
terrestrial life is uncovered. Our first encounter with life outside of Earth’s 
biosphere may very well be of a microbial nature. Since resources and the 
physico- chemical environments constrain living systems it will be inter-
esting to see whether there is an active role for death in maintaining life.

Part 3 reveals the extent to which the evolution of life and death have 
impacted each other. The emergence of more complex forms of life like 
multicellularity depended on the evolution of PCD. At the same time, the 
different traits associated with PCD emerged depending upon the needs 
of the multicellular organism. The realization that whole organism death 
in multicellular life (POD or programmed organismal death) can, in fact, 
be programmed was unexpected. The behavioral programs that lead to 
organismal death are coadapted with the behavior of others who benefit 
from it. Aging in multicellular organisms appears to be the result, largely, 
of processes like antagonistic pleiotropy and other trade- offs, mutation 
accumulation, etc., although in some instances it is argued that aging it-
self can be adaptive (Singer 2016; Mitteldorf 2016).
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Additional notes

The additional notes are intended to make the reader aware of some of the other notable 
researchers, publications, and counterarguments that are not mentioned in the main text. 
Some of the relevant issues are also expanded upon in a less formal way.

Part 1
Chapter 1

 1.1 Individuality is a concept worthy of much more discussion. The term individual 
is used very loosely throughout this book. It is not explored in any great detail, 
although it is discussed further in later chapters. The references provide further 
reading.

 1.2 Not all evolution occurs by natural selection, although that is, of course, a major 
force. It is useful to bear in mind that other non- adaptive processes like, for exam-
ple, chance and probability (Denny and Gaines 2002; Koonin 2011; Ramsey and 
Pence 2016) and genetic drift (Lynch 2007) also play a role.

 1.3 I am not certain who should be credited as the first person to say that “life is an 
emergent property.” Variations of the phrase can be found in a range of academic 
and non- academic writings. For more of emergence see Vesterby 2011.

 1.4 The term RNA world was coined by Walter Gilbert, but the ideas concerning 
RNA as the primordial molecule of life were developed much earlier. A vast num-
ber of important works have emerged since. For further reading on the RNA 
world, the references cited in this book and the additional references therein are 
recommended.

Chapter 2

 2.1 In the non- scientific world, and very occasionally even among academic research-
ers, students may come across the argument that crystals have “living” proper-
ties. It is worth mentioning this to arm unsuspecting students with some of the 
counter points. Indeed, salt crystals can grow and reproduce in the sense that the 
basic crystalline chemical structure is repeated. However, crystals for the most 
part have fairly rigid structures, with covalent bonds linking the chemical ele-
ments. There is no meaningful evolution by natural selection and no life scientist, 
or any reasoning individual for that matter, would seriously claim that crystals are 
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alive. The philosophical arguments in the fields of complexity and functionalism 
easily refute the notion of living crystals.

 2.2 There may be preferences regarding the use of terminology like law, principle, the-
ory, theorem, or rule. It does not make any difference at this stage, and for personal 
preference I have elected to use principle, but one could just as easily use law, to 
capture the fundamentals that differentiate biology from physics and chemistry.

 2.3 Alexander Oparin was one of the first biochemists in the twentieth century to 
write specifically about the differences between biota and abiota (Oparin 1953). 
He often argued that there was no fundamental difference between living and 
non- living material but discussed this in the context of the chemical matter that 
composes life and non- life. Although he did not speak explicitly about emergence 
in the same way as it is referred to in this chapter, he often referred to some of the 
interactions between the chemical components as being unique to living systems. 
He also referred to phenomena like natural selection, adaptation, and other con-
cepts associated with evolution as being unique to life.

 2.4 For the sake of making the reader aware of alternate views, there are many think-
ers who are critical of the concept of emergence and the arguments invoking 
emergent properties (see for example Delehanty 2005). They will argue that the 
reductionist approach is sufficient.

 2.5 The basic concepts in evolutionary biology warrant further discussion and the 
reader is referred to the references listed here for a more detailed treatment. An 
example of one of the concepts is that of the “unit” of life. The term unit is used 
intentionally here. Loosely speaking, units may be individuals or organisms, but 
as with so many concepts in evolutionary biology, the word is a loaded one and 
comes with a long history. The words individual and organism are also loaded, but 
it is impractical to delve more deeply into the concepts and terms in evolutionary 
biology in this book. The references are suggested for further reading.

There is another deeper philosophical issue, namely causality in evolution, 
that I am ignoring. It cannot be dealt with in any meaningful way here; however, 
it is at the heart of the philosophy of evolutionary theory and it would be remiss 
not to make the reader aware. For the sake of simplicity and argument, I am tak-
ing the position that natural selection is a causal process and not the product of an 
evolutionary process. For more on this key debate see (Ramsey 2016; Ramsey and 
Pence 2016; Sober 1993; Walsh 2007; Pence and Ramsey 2015; Huneman 2015).

Chapter 3

 3.1 The quasispecies concept at the origin of life is a good example of the disconnect 
between theoretical and empirical studies. On the one hand, the small replicators 
used in theoretical studies do not have laboratory exemplars. On the other hand, 
the molecules that are available experimentally are not suitable for testing the hy-
potheses that were developed theoretically.

 3.2 I think it is important from both a historical and ethical perspective to highlight 
an oft- forgotten feature when reporting on others’ works. Any historian of science 
will remind one that accounts of who discovered what are fraught with problems. 
Sometimes the credit should not be attributed to one individual because in real-
ity most advances result from a collection of works or exchanges that shaped an 
idea. Stigler’s law of eponymy goes further and states that no scientific discovery 
is named after the original discoverer (Stigler 1980). That is, perhaps, too strongly 
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worded, but the point is noted. Naming individuals in this book is done for his-
torical reasons or convenience or because their work or writings captured the ad-
vance with clarity. It also assists readers in locating some of the most helpful ref-
erences. Of course, the individual’s contribution must not be minimized, but for 
accuracy and ethics, it should be remembered that several people whose names are 
lost in history were likely instrumental. I have also taken the liberty of referring to 
my own works where I think it is appropriate.

This additional note 3.2 is not specific to any particular researcher and should 
be received as a general point.

Chapter 4

 4.1 There have been an enormous number of publications related to the early chem-
istry of sugars, nucleobases, nucleosides, and nucleotides and the subsequent ex-
perimental optimization to increase yields and molecular variants. The references 
here provide only a glimpse of a vast body of work.

Chapter 5

 5.1 The term complexity (Adami 2002) can be used in many ways (see also chapter 2). 
In ribozymes, it refers to the nature of the sequence (length and nucleotide con-
tent), structure (folded nature of the molecule), or function (biochemical nature 
of the catalytic reactions). In this chapter, the term is used loosely, but the general 
idea is that the increase in size, number of ribonucleotides, and diversity of struc-
tural folds correlates positively with our intuitive understanding of complexity in 
the early ribozymes.

 5.2 As discussed in chapters 3 and 6, biochemists and evolutionists use terms differ-
ently. For biochemists, cooperation may simply mean that two molecules interact 
with each other so that their functions are enhanced, or a new function is realized. 
Hemoglobin monomers form tetramers to bind oxygen with greater affinity. In 
evolutionary biology the term cooperation has special significance with regard to 
the sociobiology of individuals.

 5.3 The functional constraint described in this section is due to the biochemical na-
ture of ribozymes. Simple ligases are small and the accessibility of substrates to 
the active site is relatively unrestricted. In contrast, the larger, more complex ri-
bozymes are more tightly folded, the active site is less accessible, and steric hin-
drance leads to greater substrate specificity.

Chapter 6

 6.1 It is worth clarifying that for some of the major ETs like the origin of photosyn-
thesis or the evolution of language, the issues concerning the units or levels of 
selection are not connected to new “kinds” of individuals. This is one of the dis-
tinctions between ETs and ETIs. ETs are, of course, still part of the more gen-
eral debate about units, levels, and the target of natural selection whatever one 
argues them to be. But in ETs like photosynthesis or the evolution of language 
there is no transition to a new kind of individual and subsequent change in the 
level of selection. A discussion of the units and levels of selection requires a dedi-
cated section and is dealt with further in chapter 13. For the field of ETIs, the ref-
erences included in this chapter will provide the reader with a basic appreciation 
of ETIs. For a more thorough treatment, especially with regard to the evolution of 
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multicellularity, which is perhaps the premier example of an ETI, see Buss 1987; 
Michod 1999, 2007; Michod and Nedelcu 2003; Michod and Roze 1997; West et al. 
2015.

 6.2 There are different classes of MGEs (mobile genetic elements), depending on 
their mode of reproduction. For a review of the various types and how they im-
pact evolutionary processes see Frost et al. 2005.

 6.3 There are two basic components (reproduction and viability) that govern the fit-
ness of any replicating unit, whether it be an MGE, genome, cell, etc. At its most 
fundamental level, a replicating unit’s life history can be described in these two pa-
rameters and the trade- off between them. For further reading on life history evo-
lution see Roff 2002, Stearns 1992. The covariance effect is described in Michod 
2006, and for a specific example of the covariance effect applied to an MGE see fig. 
2 in Durand and Michod 2010. For a more general discussion of covariance, group 
selection, and multilevel selection theory, see Okasha 2006.

 6.4 I have alluded to the importance of terminology several times and it is again nec-
essary to clarify an issue around the term division of labor, especially for students 
and researchers who have a deeper interest in this. As Lloyd has pointed out, ter-
minology and the questions asked using a specific terminology have a profound 
effect on the interpretations of causality in evolution (Lloyd 2015). The term di-
vision of labor is a case in point. Some researchers are critical of the term because 
of the limitations it places on unraveling the causes of functional divergence. It is 
argued that the term task allocation is preferable. (For a discussion of this see Ket-
cham 2019.) I prefer task allocation but have persisted with division of labor here 
because of its wider usage.

Chapter 7

 7.1 The LRUs comprise structurally and functionally separate molecules, but each 
molecule is not an autonomous individual. Calling the molecules individuals sim-
ply means that they are structurally distinct. The group of molecules (an LRU) 
can be called an individual in the evolutionary sense, since it is the group that rep-
licates and produces offspring.

Part 2
Chapter 8

 8.1 In the evolutionary interpretation of death (as opposed to biochemical interpre-
tations), both components, viability and reproduction, must be extinguished. 
This is required to separate death from, for example, spores (which retain a poten-
tial for viability and reproduction, sometimes for hundreds of millions of years 
[Vreeland, Rosenzweig, and Powers 2000], but show no signs of life), senescence 
(where the organism stops reproducing but is still, for a while at least, viable), or 
suspended animation (the brine shrimp example in chapter 2).

 8.2 There are many terms used by researchers to contrast PCD with forms of death 
that do not exhibit a programmed component. They include (i) death, which is 
sometimes used casually as a way of differentiating death from PCD when the bio-
chemical pathways for death have not been activated; (ii) incidental death, which 
often refers to cells that die as a result of physical or chemical damage, for exam-
ple, exposure to a harmful chemical or mechanical damage; (iii) lytic death, which 
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usually refers to situations where a cell lyzes due to mechanical rupture or viral 
lysis; (iv) necrosis, which also refers to a type of lysis, usually not in the context of 
viral lysis, but rather physical or chemical lysis; and (iv) non- PCD, which is some-
times used generically to describe any circumstance when the PCD genetic mech-
anism plays no part.

Chapter 9

  No additional notes.

Chapter 10

 10.1 The evolutionary relationships between members of the C14 peptidase family 
have largely been resolved (see the references to Aravind, Choi, Koonin, Uren, 
and colleagues). The homologous enzymes in phytoplankton are metacaspases 
(as opposed to caspases, orthocaspases, or paracaspases) and there now appears 
to be consensus concerning the terminology (Minina et al. 2020). However, for 
biochemists, the issue of functionality is still debated. The titles of two references 
cited here could not be more oppositional: “Metacaspases are caspases. Doubt no 
more” by Carmona- Gutierrez et al. and “Metacaspases are not caspases— always 
doubt” by Enoksson and Salvesen. This is discussed in the section on “Measures of 
PCD in unicellular eukaryotes.”

 10.2 The sensitivity, specificity, and positive or negative predictive values of any assay 
can be quantified, but there are insufficient data to do this for the PCD assays and 
there are no studies specifically examining these parameters. I have relied on liter-
ature reviews, experimental data, and qualitative reports to make these judgments.

Chapter 11

 11.1 Considering that the cell dies, it seems impossible that PCD can be an adaptation 
at the level of the cell. However, some researchers have used the term to describe a 
developmental step in some unicellular organism’s life cycle, for example, the lib-
eration of the spore from the mother cell in B. subtilis (Decker and Ramamurthi 
2017).

Chapter 12

 12.1 Co- option was recognized as a process for evolving new functions since the time 
of Charles Darwin and others (McLennan 2008). It is a way of explaining the 
emergence of new adaptations that are otherwise difficult to explain using phy-
letic gradualism where “transitional” forms appear to be at a fitness disadvantage. 
It should be remembered that co- option is only one of many ways that explain 
the rapid emergence of new functions (see for example Lin, Kazlauskas, and Tra-
visano 2017). In addition, and as with so many evolutionary terms, the term co- 
option is not always used consistently (McLennan 2008).

 12.2 The non- adaptive versus adaptive debate concerning PCD has, for a long time, 
been the focus of much of PCD evolution. For this reason, I dedicated whole 
chapters to the two contrasting views. It really does depend on what is meant and 
how one interprets the terms, definitions, and ecological contexts. In collaboration 
with Grant Ramsey (Durand and Ramsey 2019), we developed evolutionary defi-
nitions for death (true and ersatz PCD, and incidental death) that will hopefully 
solve some of these issues discussed in chapters 8, 11, and 12).
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Chapter 13

 13.1 PCD is often interpreted using the unit of selection and the levels of selection. 
However, the problem is that authors usually do not state what they mean by 
“units” and “levels,” so following their arguments can sometimes be very difficult. 
There continue to be publications related to the problem of units and levels, but 
the more recent works are not covered here. One of the older references that new-
comers to the field may find helpful is Mayr’s perspective from 1997 (Mayr 1997).

 13.2 The difference between cooperation and altruism is not always made explicit by 
some authors. Strictly speaking, in cooperation there is no fitness cost to the ac-
tor, whereas in altruism there is a fitness cost associated with the behavior. In both 
instances, the behavior (cooperative or altruistic) must be selected for because of 
the benefit it provides.

 13.3 Discussing the various decompositions of the Price equation is not necessary for 
this discussion. The important issue of transmission bias and the PCD trait are 
mentioned only to make the reader aware that these are not being ignored. In-
terested readers are referred to the works of Okasha (for discussions of the price 
equation and MLS1) (Okasha 2006), Luque (for the various decompositions of 
the Price equation) (Luque 2017), and Durand and Ramsey (for a discussion of 
PCD and the Price equation) (Durand and Ramsey 2019).

Chapter 14

  No additional notes.

Part 3
Chapter 15

 15.1 It must be remembered that the term group is used differently by biochemists and 
evolutionists. This is discussed in more detail in chapter 6. Briefly, in the first case, 
where the phrase “groups of molecules” is used in the biochemical sense, no in-
dividual molecule is capable of independent replication. The emergent property 
(in the biochemical sense) is the replication of the collection of molecules. In the 
second case, the phrase “groups of LRUs” is used in the evolutionary sense. The 
LRUs are reproducing individuals that cooperate to form a HRU.

Chapter 16

 16.1 Similar interactions are described in many examples (see the references to Vardi, 
Bidle, Falkowski, Berman- Frank, Bar- Zeev, Bowler, and others). The studies are 
not always framed in terms of coevolution, but the data and interpretations re-
vealed how two taxa coadapted to the nutritional requirements via a PCD mecha-
nism.

 16.2 Artificial selection of colonial groups (simple multicellularity) can lead to stable, 
heritable phenotypes (Boraas, Seale, and Boxhorn 1998; Ratcliff et al. 2912; Rat-
cliff et al. 2013; Herron et al. 2019). Artificially selecting for a phenotype usually 
makes use of strong selection pressures and can expose constraints and trade- offs 
that result in forms that will be compromised in natural settings (Boyd, Rosenz-
weig, and Herron 2018).
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 16.3 Students of the subject note that the terminology can sometimes be confusing. 
Coloniality is not the same as multicellularity and there are multiple stages be-
tween the two. Using the terms interchangeably does not do justice to the theo-
retical work that suggests a much more layered process as life transitioned from 
unicellularity through coloniality / aggregation to simple multicellularity and 
eventually complex (true) multicellularity. Even when we do have definitions the 
issue is not always clear- cut; see for example discussions of plant genets and ra-
mets and the levels of selection (Okasha 2006; Pineda- Krch and Lehtilä 2004; 
Clarke 2011), the different “kinds” of individuals (Buss 1987; Lidgard and Nyhart 
2017), and multicellularity (Niklas and Newman 2013).
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