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Preface

They will be rolled up like a cloth, even like a robe, and they will be changed . . .
Hebrews 1:12 (https://bible.knowing-jesus.com/Hebrews/1/12)

Advances of high-tech nanostructure fabrication techniques have allowed for gen-
erating geometrically and topologically nontrivial manifolds at the nanoscale with
man-made space metrics, which determine electronic, optical, magnetic and trans-
port properties of such objects and novel potentialities of nanodevices due to their
unique topology. Analysis of topologically nontrivial manifolds at the nanoscale is
of immense importance for semiconductor, superconductor and graphene physics
as well as for electronics, magnetism, optics, optoelectronics, thermoelectrics and
quantum computing [Fomin18a, Fomin18b].

This book provides an in-depth representation of the advanced theoretical and
numerical models developed to analyze key topological and geometrical effects,
which underlie engineering of transport, superconducting and optical properties of
state-of-the-art self-rolled micro- and nanoarchitectures. Within a holistic approach,
the effects of rolling up are analyzed theoretically for superconductor (Chapter 2),
semiconductor (Chapter 3) and magnetized micro- and nanoarchitectures (Chapter 4),
catalytic tubular micromotors (Chapter 5) and optical microcavities (Chapter 6). It is in-
tended for basic research in nanosciences and nanotechnologies, development of strat-
egies for industrial applications of self-rolled micro- and nanoarchitectures as well as
for advanced education of interdisciplinary specialists, PhD students and students.

I am deeply grateful to Oliver G. Schmidt, in close motivating collaboration
with whom I have been performing investigations in the multifaceted field of phys-
ics of self-rolled micro- and nanoarchitectures at the Institute for Integrative
Nanosciences – Leibniz Institute for Solid State and Materials Research Dresden
over more than a decade. I thank my colleagues and friends for fruitful collabora-
tions: Adithya N. Ananth, Alexander A. Balandin, Stefan Baunack, Mária Bendová,
Carlos C. Bof Bufon, Stefan Böttner, Vladimir Ciobanu, Alexandr I. Cocemasov, Rosa
Córdoba, José María De Teresa, Mihail Enachi, Thomas Gemming, Sandeep Gorantla,
Daniel Grimm, Isabel Guillamón, Jörg B. Götte, Maria Guix, Martina Hentschel,
Markus Hippler, Calina I. Isacova, Suwit Kiravittaya, Matthew R. Jorgensen, Dmitrii
D. Karnaushenko, Islam S. M. Khalil, Anke Klingner, Evgenii A. Levchenko, Guodong
Li, Shilong Li, Gungun Lin, Libo Ma, Veronika Magdanz, Dominique Mailly, Denys
Makarov, Anastassios Mavrokefalos, Mariana Medina-Sánchez, Sarthak Misra, Denis
L. Nika, Gian Paolio Papari, Evgeny A. Posenitskiy, Vitalie Postolache, Armando
Rastelli, Roman O. Rezaev, Mark H. Rümmeli, Samuel Sanchez, Shivkant Singh,
Elliot J. Smith, Ekaterina I. Smirnova, Lluís Soler, Hermann Suderow, Ion Tiginyanu,
Marlitt Viehrig, Roger Wördenweber, Yin Yin, Milad Yarali, Uli Zeitler and Feng Zhu.

I am extremely grateful to many colleagues for insightful discussions: Artur
S. Ascherov, Alexey Bezryadin, Vladimir A. Bolaños Quiñones, Igor A. Bogush, Danilo
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Bürger, Peter Cendula, Christoph Deneke, Fei Ding, Oleksandr A. Dobrovolskiy, Renat
R. Dusaev, Rudolf P. Huebener, Fariborz Kargar, Daniil D. Karnaushenko, Feodor
V. Kusmartsev, José Lorenzana, Sören Lösch, Karthikeyan Manga Loganathan, Michael
Melzer, Yongfeng Mei, Dimitri Roditchev, José G. Rodrigo Rodriguez, Ivan A. Sadovskyy,
Valerij A. Shklovskij, Anatolie S. Sidorenko, Alexander A. Solovev, Francesco Tafuri,
Arturo Tagliacozzo, Dominic J. Thurmer, Reinhard Tidecks, Sreeramulu Valligatla, Jeroen
van den Brink, Sebastián Vieira, Valerii M. Vinokour, Jiawei Wang, Andrei D. Zaikin and
Eli Zeldov. I am thankful to ZIH TU Dresden for providing the supercomputer Taurus for
high-throughput numerical calculations.

I would like to thank Vivien Schubert, Senior Editor, Kristin Berber-Nerlinger,
Acquisitions Editor, and David Jüngst, Project Manager, for a vigorous support of
the publication of the book.

With profound gratitude I keep the memory of my parents and Professor
Evghenii P. Pokatilov, who nurtured my aspiration for scientific research. Cordial
thanks are due to my wife and children for their understanding, patience and sup-
port in the course of my work on this book.

Dresden Vladimir M. Fomin
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1 Introduction

Topology is the branch of mathematics dealing with the properties of objects that
are preserved under continuous deformations, while geometry is concerned with
shape, size and relative position of objects in space [Eschrig11]. A topological analy-
sis reveals universal properties of an object, which are detached from geometrical
magnitudes like length, volume or radius of curvature but are preserved upon con-
tinuous deformations, such as stretching, crumpling and bending (not tearing or
gluing). These properties lead to topological invariants, shared, for instance, by a
circle and a triangle in two dimensions (2D) or a doughnut and a coffee cup in three
dimensions (3D). Physicists were not considering the topology of the real world
until relatively recently, as long as the topological features were detached from the
classical attributes of a typical measurement (i.e., object’s length or size). Yet, solv-
ing the puzzling mysteries of the quantum Hall effect changed this forever. In the
1980s, explaining the plateaus of the Hall resistance in an external magnetic field
[Klitzing80] revealed, for the first time, that topology could be a background for
development of cardinally new physical effects and novel materials and devices
based thereon. This new degree of freedom had never been exploited before, not
even theoretically, but today, we already know that 30% of all crystal matter
(upon analysis of their spatial symmetry group) might hide a topological property,
waiting for an application [Castelvecchi17].

This all-new concept soon rose above its condensed-matter origin and, nowa-
days, topological nanophotonics and metamaterials are at the heart of several
groundbreaking technologies. Not surprisingly, with all this excitement, the Nobel
Prize 2016 was awarded to the discoverers of the topological phase [Nobel16]. Up to
now, topological insulators have been identified only in the bulk and in 2D systems
and nanostructures of simple geometry, like lithographic quantum dots. This, how-
ever, contrasts with photonics, where fabrication of light scatterers one by one al-
lows for creating unprecedented photonic structures, which combine chiral-edge
states with the geometrical properties of the surface defined by the scatterers.
Translating such concepts to electronic states is an exciting challenge at multiple
levels. Not only is it more difficult to fabricate architectures that implement tailor-
ing of topologic order of electronic states due to complex geometric confinement,
but also their characterization and modeling require cardinally novel insights.
Implementing these novel and robust topology- and geometry-controlled quantum
properties to circumvent present limitations is the top priority in today’s materials
science, microelectronics, spintronics and biomedicine.

The study of topological matter is one of the fascinating main roads of modern
physics. Topology-driven concepts, like the geometric phase, the Aharonov–Bohm
effect, topologic phases and phase transitions, topological origin of the quantum Hall
effect, topological insulators, topological semimetals, topological superconductors

https://doi.org/10.1515/9783110575576-001
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and Majorana fermions, have revolutionized condensed matter physics. The realm of
topological matter can be conventionally subdivided into two categories. First, nontriv-
ial topology occurs due to a special geometry of structures or fields in real space, for
example, quantum rings [Fomin18a], Möbius rings [Fomin12b], metamaterials of inter-
locked hollow semiconducting tori [Kern17], optical waveguides [Ma16a], multitermi-
nal Josephson junctions [Riwar16], Skyrmions [Romming13] and other topological spin
and magnetic textures [Pylypovski15, Streubel16]. Second, topologically protected sur-
face/edge states governed by Dirac physics and/or topologically nontrivial elec-
tronic structure in the momentum space underlie quantum Hall effect [Klitzing80,
Thouless82], quantum spin Hall effect [König07], quantum anomalous Hall effect
[Chang13], topological insulators [Xu14], topological superconductors [Beenakker16],
Weyl fermion semimetals [Xu15], topological photonic crystals [Lu16] and topological
acoustic metamaterials [Süsstrunk15].

A powerful high-tech method of self-assembly of micro- and nanoarchitectures
was designed on the base of the strain-driven roll-up procedure [Prinz00, Schmidt01a].
It paved the way for novel classes of self-rolled1 metamaterials: single semiconductor
and superconductor micro- and nanotubes (or radial crystals) [Krause06, Thurmer08,
Thurmer10] and multilayer spiral micro- and nanotubes (or radial superlattices)
[Deneke04]. A comprehensive structural study was provided for semiconductor/oxide
and semiconductor/organic, as well as for semiconductor/metal hybrid radial superlat-
tices [Deneke09].

The emerging nanostructures lead to the occurrence of novel, counterintuitive
materials properties and thereby promise a significant improvement of the figures of
merit as compared to the available devices (see, e.g., [Li17, Lösch19]). Micro- and
nanorobots are of great significance and highly desirable in various directions of
nanomedicine from noninvasive therapy of deep tissues and treating diseases at the
cellular level to drug delivery and biosensing. However, precise motion control and
functional medical tasks demand onboard electronics for signal analysis, autono-
mous diagnosis and wireless communication, and integrating such capabilities is a
challenging issue [Medina17]. An autonomous microrobotic system is demonstrated
by using shapeable polymeric nanomembranes as a platform to integrate two self-
rolled microtubular catalytic micromotors. A square coil integrated into the platform
enables wireless energy transfer through inductive coupling providing local heating
of the catalytic engines and thus enabling an effective directional control of motion
[Bandari20]. This approach opens the door to a new generation of micro-/nanoarchi-
tectures with integration of multifunctional components, such as circuits, electronic
and optoelectronic devices, actuators, wireless power supply and communication.

1 The term “self-rolled” [Merriam-Webster20] meaning “rolled or coiled upon itself” is used in this
book synonymous to “rolled-up” in relation to micro- and nanoarchitectures, which are fabricated
by the strain-driven self-assembly.

2 1 Introduction
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Self-rolling of planar multilayer nanomembranes into 3D microarchitectures of-
fers a variety of opportunities to accommodate thin-film microelectronic functionali-
ties in smaller and lighter devices possessing improved performance, reduced costs
and higher integration density for future micro- and nanoelectronics [Bandari20]. For
instance, self-rolled hybrid organic/inorganic heterostructures consisting of metallic
nanomembranes and self-assembled layers of colloidal nanoparticles provide effi-
cient building blocks with desired electronic behavior for nanoelectronic devices
[Bendova16].

The present monograph provides an overview of the effects driven by complex
geometries and nontrivial topologies, which are implemented by the roll-up fabrica-
tion of micro- and nanoarchitectures. Insight in the electronic, transport, optical and
magnetic features of such man-made topological manifolds at micro- and nanoscale
is of immense importance for both fundamental semiconductor, superconductor and
graphene physics as well as optics and tomorrow’s micro- and nanoelectronics,
robotics, thermoelectrics, biomedicine and quantum computing.

1 Introduction 3
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2 Vortex matter in self-rolled superconductor
micro- and nanostructures

The key pathways in fabrication of complex superconductor 3D nanoarchitectures
(e.g., open nanotubes and nanohelices) is based on the advanced 3D roll-up self-
organization [Lösch19] and nanowriting techniques using focused electron-beam-
induced [Huth18] or focused ion-beam (FIB)-induced deposition [Cordoba19].

Combination of reduced dimensionality with curved geometry of superconductor
micro- and nanostructures produced by the advanced roll-up technology is a rich
source of novel dynamics. These dynamics are described by two characteristic times:
the period of nucleation of vortices at one edge of the structure and the duration of
motion of a vortex along the structure. Numerical modeling within the time-dependent
Ginzburg–Landau (TDGL) approach shows that the curved geometry governs the dy-
namics of vortices in the presence of transport currents in open superconductor micro-
and nanotubes subject to a magnetic field orthogonal to the axis [Fomin12a] (see
Section 2.1). Synergetic effects of shape and dimensions on both equilibrium and dy-
namical vortex distributions cause drastic changes of vortex patterns, which lead to a
nonmonotonic dependence of characteristic times on the magnetic field. Being of the
order of several microvolts by magnitude, the voltage induced by the moving vortices
in open tubes at the micrometer scale can be detectable by modern equipment. The
detection of the open-tube geometry effects on vortex dynamics remains feasible in the
presence of pinning centers [Rezaev14]. Open microtubes can serve as tunable super-
conducting fluxon generators for fluxon-based information technologies.

Numerical modeling of vortex dynamics is performed for finite-thickness open
microtubes. An increase of thickness enhances the vortex–vortex interaction, which
results in a reduced number of vortices in an equilibrium configuration and causes a
new regime of vortex dynamics. At a certain value of the magnetic field, which de-
pends on the geometry of the tube, collective phenomena lead to the bifurcation of
vortex trajectories [Rezaev15] (see Section 2.2). Using inhomogeneous transport cur-
rent in the microtube with multiple electrodes allows for vortex removal from certain
regions of a superconductor sample, which is of practical interest, for example, in
order to suppress the 1/f noise due to the activated hopping of trapped vortices and
thus to extend the operation regime of superconductor-based sensors to lower fre-
quencies [Rezaev16].

Strain-driven self-assembly of rolled-up architectures on the nano- and microscale
allows for fabrication of Swiss-roll-shaped micro- and nanotubes with superconductor
layers (e.g., InGaAs/GaAs/Nb). Those hybrid structures open hitherto unprecedented
possibilities for experimental investigation of vortex matter in superconductors with
curved geometries. In the self-rolled structures, the quasi-two-dimensionality of the

https://doi.org/10.1515/9783110575576-002
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superconductor layer is combined with a curvature. A theoretical investigation of the
superconducting state in the helical coils at the micro- and nanoscale is performed
within the TDGL approach [Fomin17] (see Section 2.4). The pattern and number of vor-
tices in a stationary distribution are determined by their confinement to the ultrathin
helical coil and can therefore be efficiently controlled by the spiral stripe width and
the spiral pitch distance for both dense and sparse coils. Quasidegeneracy of vortex
patterns is manifested in the helical coil when the number of vortices is incommensu-
rable with the total number of half-turns. The obtained results demonstrate perspec-
tives of tailoring both equilibrium and nonequilibrium properties of vortices in curved
superconductor micro- and nanoarchitectures.

Rolling up superconductor Nb nanomembranes into open tubes allows for a new,
highly correlated vortex dynamics regime. The induced voltage as a function of the
magnetic field provides information about the vortex pattern. In particular, an in-
crease of the number of vortex chains in the tube results in a sixfold decrease of the
slope of the induced voltage as a linear function of the magnetic field [Rezaev19] (see
Section 2.3). The topological transition between the vortex-chain and phase-slip
regimes [Rezaev20] opens up new perspectives for the advanced technological
applications of self-rolled superconductor nanoarchitectures, such as for high-
performance detectors and sensors, energy-storage components, quantum com-
puting and microwave radiation detection.

Another approach, which realizes a 3D printing, is represented, as an example,
by He+‑FIB direct writing. It allows for fabrication of the small and high-densely
packed nanohelices, with dimensions of 100 nm in diameter and aspect ratio of up
to 65. Given their helical 3D geometry, fingerprints of vortex and phase-slip patterns
are experimentally identified and supported by numerical simulations based on the
TDGL equation [Cordoba19] (see Section 2.4).

2.1 Vortex dynamics in open superconductor microtubes

Hybridization of reduced dimensionality in a superconductor with curved geometry
and nontrivial topology has been a rich source of novel physics. For instance, meas-
urements of the magnetoresistance in superconductor cylinders [Little62] and loops
[Moshchalkov95] revealed fluxoid quantization and a huge impact of nanostructuring
on the normal–superconducting phase boundary. Curvature was found to be the key
factor to control the depression of the critical temperature in a thin superconductor
cylindrical shell as a function of the angle between the axis of the cylinder and the
magnetic field [Tinkham63, Meservey72]. The coexistence of the Meissner state with
various vortex patterns in thin superconductor spherical shells [Gladilin08] was
shown to drive the phase transition to higher magnetic fields [Tempere09]. The multi-
ple periodicity of magnetoresistance observed in YBa2Cu3O6+x (YBCO) nanoscale rings
[Carillo10] implied the existence of a concentric vortex structure with nonuniform

2.1 Vortex dynamics in open superconductor microtubes 5
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vorticity [Zhao03]. In high-temperature superconductor films patterned into a network
of nanoloops, interplay in the interaction between thermally excited moving vortices
and the oscillating persistent current induced in the nanoloops gave rise to the ob-
served large oscillations of the magnetoresistance [Sochnikov10].

In the present section, inspired by the advancements in fabrication of self-rolled
micro- and nanotubes [Schmidt01b] including superconductor layers (e.g., InGaAs/
GaAs/Nb) [Thurmer08, Thurmer10], effects of curvature on the dynamics of vortices
are investigated in open superconductor tubes, which are placed in a magnetic field
perpendicular to the axis [Fomin12a]. Such a configuration is interesting because the
normal to the surface component of the magnetic field is strongly inhomogeneous.

A membrane of Nb is considered, which is self-rolled into an open cylindrical
tube of radius R and length L with its axis parallel to the x-axis (Fig. 1.1a). The key
characteristics of a superconducting state, coherence length ξ and penetration depth λ
for a Nb membrane [eqs. (4.24b) and (4.26b) of [Tinkham96]] are determined by the
parameters: ξ0 = 38 nm, λL 0ð Þ= 39 nm [Maxfield65] and the mean free electron path
[Lemberger07] l= 10nm=ð1+ 40nm=dÞ, which equals to 5.6 nm for the thickness of
membrane d= 50 nm. At the relative temperature T/Tc = 0.95, the resulting values are
λ = 279 nm and ξ = 56 nm. The Ginzburg–Landau parameter is κ= λ=ξ = 5. With the
Fermi velocity vF= 6 × 10

5 m/s [Lemberger07], the diffusion coefficient is D= lvF=3 =
11.2 × 10−4 m2/s. A narrow paraxial slit is present throughout the whole cylinder: in other
words, an open cylinder is considered. The applied uniform magnetic field is parallel to
the z-axis: B=Bez.

Taking into account a complex boundary of the structures under analysis in this
book, we select a phenomenological description of superconductivity in the presence of a
magnetic field, provided by the TDGL equation [Schmid66] for the complex-valued func-
tion, which is called superconducting order parameter ψ r, tð Þ ([Ketterson99], section 21):

�h2

2m*D
∂ψ
∂t

−
�h2

2m* ∇+ 2e
�h
iA

� �2

ψ+ αψ+ β ψj j2ψ=0, (2:1)

where m* is the mass and − 2e is the charge of a particle, which carries a supercon-
ducting current, ℏ is the reduced Planck’s constant, D is the diffusion coefficient, e is
the elementary electron charge, ∇ is the nabla operator, A is the vector potential of
the magnetic field and α and β are functions of the temperature T ([Poole95], p. 123):

α Tð Þ= α0
T
Tc

− 1
� �

, β Tð Þ is aweak function of temperature, (2:2)

where both α0 and β are positively defined, so that α Tð Þ vanishes at the critical tem-
perature Tc and is negatively determined at T < Tc. In this interval of temperatures,
the function α Tð Þ is usually expressed in terms of the squared coherence length ξ Tð Þ:

α Tð Þ= −
�h2

2m*ξ 2 Tð Þ . (2:3)
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The London penetration depth is defined as [cp. with eq. (9.28b) [Ketterson99]]:

λ2 = −
m*β

4e2μ0α Tð Þ ≡
m*ð Þ2βξ 2ðTÞ
2e2μ0�h

2 (2:4),

wherefrom the coefficient β in the TDGL equation is represented as

β= 2e2μ0�h
2λ2

m*ð Þ2ξ 2 Tð Þ , (2:5)

where μ0 is the magnetic permeability of free space. For the subsequent numerical treat-
ment, it is convenient to represent the TDGL equation in a dimensionless form [Fomin09]

∂ψ
∂t

= ∇− iAð Þ2ψ+ 2κ2ψ 1− ψj j2
� �

. (2:6)

The dimensional units for physical quantities involved in the TDGL equation are
explicitly indicated in Table 2.1.

Because the membrane’s thickness d (50 nm) is substantially smaller than the effec-
tive penetration depth for the Nb membrane, the 2D approximation is applicable.
Its justification has been provided in [Smirnova20]. The magnetic field in the sam-
ple is approximated by the applied magnetic field B. The effects of the magnetic
field renormalization are small for the geometric parameters assumed here
[Smirnova20]. According to Fig. 2.1a, the normal to the cylindrical surface compo-
nent of the magnetic field is strongly inhomogeneous: Bn φð Þ= −Bsin φð Þ and an ef-
fective magnetic flux is Φ= 2RLB, which can be expressed in units of the magnetic
flux quantum Φ0 = h= 2eð Þ with the Planck constant h = 2πℏ. The vector potential A
of the magnetic field is taken in the Landau gauge: A = Aex, A = − By. The boundary
conditions at the surfaces of the structure neighboring air

Table 2.1: Definition of dimensional units (after [Fomin09, Rezaev14]).

Physical quantity Unit Value of the unit

Time λ/D . ns

Length
ffiffiffi
2

p
λ  nm

Magnetic field Φ/(πλ) . mT

Magnetic flux Φ . × 
– Wb [Poole]

Current density Φ0c/(8
ffiffiffi
2

p
π2λ3) . × 

 A/m
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∇− iA
�
ψjn, boundary =0

�
(2:7a)

represent absence of a normal to the surface component of the superconducting cur-
rent. The modified boundary conditions at the sides of the slit, to which electrodes
are attached, establish matching between the transport current density jtr = jtreφ and
the normal to the surface component of the superconducting current:

∇− i A+ jtr
ψj j2

 !" #
ψjn, electrtode =0. (2:7b)

The calculations are performed within an adaptive finite-difference scheme. It con-
sists of two stages. At the first stage, a stationary distribution of the order parameter
is reached in a sample exposed to a given magnetic flux Φ. At the second stage, a
transport current jtr is switched on, and a stationary state of the vortex dynamics is
determined [Fomin09].

In equilibrium, fragments of a hexagonal vortex lattice form at the top and bot-
tom areas of the tube, where the magnetic field is normal (at φ= π=2, 3π=2) or close
to normal to the surface. There are no vortices in the side areas of the tube, where
the magnetic field is tangential (at φ=0, π) or close to tangential to the surface.
Curvature-induced inhomogeneity of the normal component of the magnetic field

Fig. 2.1: (a) Scheme of the open tube. A transport current is represented with heavy (red) arrows.
The electrodes, which are connected to both sides of a slit, are shown semitransparent. The x-axis
is selected as the polar axis of cylindrical coordinates ρ,φ, xð Þ. The angle φ is counted from the
direction of the y-axis passing through the middle of the slit. (b) Scheme of Meissner currents in a
superconductor tube. Two systems of Meissner currents jM develop flowing along the both sides of
the cut (represented in red and pink). The magnetic field BM induced by Meissner current tends to
partly compensate the applied magnetic field B (from [Fomin12a]).
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component Bn φð Þ= −B sinðφÞ leads to an inhomogeneous deformation of the hexago-
nal vortex lattice. An increase of the magnetic flux produces more prominent
Meissner currents jM as shown in Fig. 2.1b. The existence of supercurrent circula-
tion in a thin-wall cylinder due to a magnetic field component perpendicular to
the axis was described in [Tinkham63]. Furthermore, for cylindrical thin-film
shells in a tilted magnetic field, a superposition of superconducting vortices and
supercurrent circulation was anticipated for large enough magnetic field compo-
nents normal to the axis [Meservey72]. Our equilibrium patterns of the order pa-
rameter clearly reveal a coexistence of superconducting vortices and Meissner
currents in tubes. In a superconductor tube of radius R = 500 nm (which is of the
same order of magnitude as the penetration depth and one order of magnitude
larger than the coherence length for the temperature under consideration) at
Φ=Φ0 < 32, Meissner currents flow in the regions free of vortices. At Φ=Φ0 = 32,
Meissner currents begin to penetrate the region with vortices. The occurring
Magnus force pushes the vortices away from the regions, where the magnetic
field is close to tangential. With further increase of the relative magnetic flux
(Φ=Φ0 = 56 and 60), the sample becomes strongly inhomogeneous: the supercon-
ducting state is expelled from the side areas of the tube, while at the top and bottom,
the vortices form chains. The number of vortex rows in a chain at Φ=Φ0 = 56 de-
creases from about 3 to 2 with halving the radius from 500 to 250 nm. In tubes, the
shape of a vortex configuration is determined by a competition between the triangu-
lar vortex lattice and the boundary region on the cylindrical surface, where vortices
occur. This boundary region in tubes, as distinct from planar films, is not a geometric
boundary, but rather results from an interplay between the magnetic field and the
curvature of the cylindrical surface.

Now, we switch on a transport current with density jtr = jtreφ, which is imposed
through the electrodes attached to both sides of the slit as shown in Fig. 2.1a. Each
of the vortices moves under the influence of the Magnus force density [Tinkham96]
F= jtot ×B due to the total current jtot = jtr + jM + jvortices, which includes the transport
current jtr, a Meissner current jM and a current jvortices of other vortices (if present).

At low magnetic fields, individual vortices periodically nucleate at edges of the
tube (at x = L at around φ=π=2 and x = 0 at around φ= 3π=2). Subsequently, they
move along the tube under the action of the Magnus force until they denucleate at
the opposite edge of the tube (case Φ=Φ0 = 7.5 in Fig. 2.2). In higher magnetic fields
(cases Φ=Φ0 = 15.0 and 22.5 in Fig. 2.2), the equilibrium vortex pattern persists in the
presence of a transport current, but is subject to deformations [Fomin12a]. These de-
formations are more prominent in tubes of larger radius and are visualized by the
accumulated vortex trajectories (increments of the local values of the order parameter
integrated over time). After a nucleation of a new vortex at one tube edge, its motion
governed by the Magnus force leads to a shift of all the other vortices at the sites in a
row closest to the slit, toward the opposite edge, until the last vortex of the row denu-
cleates at the latter edge. The accumulated vortex trajectory represents just this passing
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of vortices through the sites in the row reminiscent of conduction on a percolating lat-
tice [Kirkpatrick73]. Vortices remote from the slit remain almost immobile, because the
transport current is significantly perturbed there by the currents of the vortices, which
are closer to the slit.

For a magnetic field, which is lower than a “first critical” value Bcr, indicated in
Fig. 2.3c, there are no vortices in tubes. At B ≈ Bcr, there appear vortices moving in
one and the same direction at the bottom (or top) of a tube. At B > Bcr, two sets of
paths correspond to vortices moving in opposite directions in the top and bottom
areas of the tube because they meet opposite transport currents. The opposite direc-
tions of the Magnus force at φ=π=2 and φ= 3π=2 are illustrated in Fig. 2.1a. This
behavior is peculiar for tubes. With increasing magnetic field beyond a “second crit-
ical” value, there are no vortices because of the strong Meissner currents.

In Fig. 2.3a,b, x-coordinates of vortices in tubes with L = 3.5 µm, R = 280 nm for
Φ=Φ0 = 8.5 and 11, correspondingly, are shown as a function of time. In the sparse-
vortex regime, represented in Fig. 2.3a, the time needed for a vortex to move from one
to another edge of the tube Δt1 is larger than the time between two consecutive vortex
nucleation events at one edge of the tube Δt2. In this regime, a new vortex (at the bot-
tom or at the top part) does not nucleate before an “old” vortex (at the same part) has
denucleated, and hence, the time average of the number of vortices at each part of the
tube is <1. At a transition magnetic field Btr, indicated in Fig. 2.3c, both characteristic
times become equal to each other: Δt1 = Δt2. The time average of the number of vorti-
ces at each part of the tube is precisely 1. When further increasing the magnetic field
B >Btr, the multivortex regime occurs, represented in Fig. 2.3b, where Δt1 < Δt2.
Consequently, a new vortex (in the bottom or top area) nucleates before the previously
nucleated (in the same area) vortex has denucleated, and the time average of the num-
ber of vortices in each area of the tube is >1. In the interval 200 nm <R < 600 nm,

Fig. 2.2: Snapshots of the superconducting order-parameter distribution (first row) and
accumulated trajectories (second row) of vortices at Φ=Φ0 = 7.5, 15.0 and 22.5 in the presence of a
transport current with dimensionless density jtr = 1.65 (the current density unit is 8.57 × 109 A/m2)
in an open tube of radius R = 500 nm and length L = 3.5 µm with a slit of width 1/30 × 2πR = 105 nm
(from [Fomin12a]).
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both Bcr and Btr increase almost linearly with the inverse radius of the tube (lower
inset of Fig. 2.3c).

If the applied magnetic field is parallel to the planar surface of a 3D supercon-
ductor sample, the interaction of vortices with the surface leads to the formation of
a Bean–Livingston (BL) barrier [Bean64, DeGennes66]. The BL barrier prevents vor-
tices from entering a superconductor, unless the magnetic field is higher than
the superheating field, at which the barrier vanishes. In a perpendicular magnetic
field, the vortex penetration in a thin type II superconductor strip is significantly
delayed due to the presence of a geometric potential barrier [Schuster94, Zeldov94].

Fig. 2.3: Vortex dynamics at Φ=Φ0 =8.5 (a) and 11 (b) for tubes with L= 3.5 µm and R = 280 nm. The
x-coordinates of the centers of vortex cores are plotted as a function of time. Characteristic times of
vortex dynamics Δt1 (solid lines) and Δt2 (dashed lines) in tubes with L= 3.5 µm and a sequence of
radii indicated in the figure (which form a proportion 4:2:1⅓:1; the third term practically coincides
with the penetration depth) as a function of the magnetic field (c). Critical magnetic field Bcr and
transition magnetic field Btr are shown with blue arrows. Upper inset of panel (c): for comparison, are
shown characteristic times of vortex dynamics of a planar film with Lx= 3.5 µm and Ly= 2π ×
420 nm ≈ 2.6 µm. A shift of the transition magnetic field by rolling up this film in a tube is shown
with a heavy green arrow. Lower inset of panel (c): critical magnetic field Bcr and transition magnetic
field Btr for tubes with L= 3.5 µm as a function of the inverse radius (from [Fomin12a]).
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The characteristic vortex entry rate by formation of a curved nucleus in the presence
of a stationary barrier can be described by an Arrhenius-like law [Burlachkov93]. Such
an approach is adequate for a stationary barrier. In the case under consideration,
shown later, a barrier significantly changes in time, providing a temporary local de-
pression, which allows for nucleation of a vortex.

The calculated dynamics of the squared modulus of the order parameter |ψ|2 dis-
tribution in the tube with R = 280 nm is represented in Fig. 2.4 for the applied mag-
netic field B = 8.8 mT, which corresponds to the relative magnetic flux Φ=Φ0 = 8.5. In
the state shown in Fig. 2.4 for t = 55.65 ns, the nucleation of a vortex is impeded by a
potential barrier at the edge, which occurs due to the current jφ. As illustrated in
Fig. 2.5, a steady redistribution of superconductor currents leads to a local decrease
in the magnitude of the current, especially near the point φ = π/2, accompanied with
a widening of the current profile and a developing depression of the superconductor
order parameter. It is accompanied with a slight increase in the free energy of the
system (calculated here for illustrative purposes). When the total current at the edge
jφ is close to zero, a barrier effectively disappears, and a vortex nucleates at the edge
x = L (panels at t = 55.86 ns in Figs. 2.4 and 2.5). This is accompanied by a lowering of
the free energy of the system. Importantly, simultaneously with a nucleation of a vor-
tex at one edge x = L in the top area of the tube, another vortex nucleates at the other
edge x = 0 in the bottom area of the tube. This is a clear manifestation of a correlation
between the dynamics of vortices in both top and bottom halves of the tube. At this
stage, there are two vortices moving in the tube under the influence of the Magnus
force: one moving to the left at the top and another one moving to the right at the
bottom (t = 55.93 ns to t = 56.91 ns).

Although the circulations of superconductor currents in both vortices are of the
same sense in 3D, they are opposite when plotted on the unrolled 2D cylindrical
surface of the tube in Fig. 2.6. As a consequence, the vortices – in the analyzed re-
gion of radii and magnetic fields – appear to effectively attract each other like a
vortex–antivortex pair in the bulk. This scenario is confirmed by the fact that the
free energy is minimal when the vortices moving in the top and bottom halves of
the tube are just on one diameter. At the moment t = 56.28 ns, when the vortices are
at the shortest distance from each other, the free energy reaches its minimum.
Further on, under the influence of the Magnus force, the vortices continue their mo-
tion over the tube, overcoming the mutual attraction (t = 56.56 ns). Accordingly, the
free energy starts to rise. At t ≈ 57.00 ns, the vortex at around φ = π/2 arrives at the
edge of the tube x = 0, where there is no barrier because the current is vanishingly
small, and denucleates, while the other vortex denucleates at around φ = 3π/2 at
the edge x = L. Denucleation of vortices is accompanied with an increase in the free
energy of the system. Finally, at t = 57.19 ns, the same picture is restored, which ex-
isted at the beginning of the above-considered period.

Interestingly, our numerical data for Reψ at t = 57.19 ns (Fig. 2.7) imply that the
denucleation of vortices in a tube results in a state, in which there is already a
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Fig. 2.4: Dynamics of the squared modulus of the order parameter |ψ|2 distribution in the tube with
R = 280 nm for Φ=Φ0 =8.5. In this and subsequent figures, the time (in ns) is indicated on the
panels. The external current is applied through the top and bottom boundaries in the panels. The
cut corresponds to the up and down boundaries in the sweep (black lines) (from [Fomin12a]).
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Fig. 2.5: Dynamics of the current density jφ pattern in the vicinity of the edge x = L at different time
just before nucleation of a vortex in the tube with R = 280 nm for Φ=Φ0 =8.5 (from [Fomin12a]).

Fig. 2.6: Patterns of the superconducting currents in the tube with R = 280 nm for Φ=Φ0 =8.5, when
two vortices are at the shortest distance from each other at t = 56.28 ns: on the unrolled cylindrical
surface, the superconducting currents are circulating in the opposite directions. This makes two
vortices on the cylindrical surface attract each other (from [Fomin12a]).

Fig. 2.7: Pattern of the Reψ in the tube with R = 280 nm for Φ=Φ0 =8.5 at t = 57.19 ns
(from [Fomin12a]).
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strong correlation between the values of order parameter at the points of future nu-
cleation of both vortices. Such a correlation is specific for cylindrical geometry and
cannot occur in planar superconductor structures. This state “signals” the system
to start a new cycle of preparing a pattern of the superconducting current, which
allows for vortex nucleation.

Comparison between the characteristic times of vortex dynamics for a planar
film [Fomin09] with Lx = 3.5 µm and Ly = 2π × 420 nm ≈ 2.6 µm and for a tube with
radius R = 420 nm [upper inset of Fig. 2.3c] reveals a significant (by a factor of 3 in
the analyzed case) increase of both critical magnetic field Bcr and the transition
magnetic field Btr by virtue of rolling up that planar film in a tube. The distinction
in vortex dynamics is due to a remarkable difference between superconducting
vortex dynamics in a tube and in a planar film. The vortices in the latter repel each
other. Two correlated vortices on a cylindrical surface effectively attract each other
in the analyzed region of radii and magnetic fields. Hence, their motion under the
action of the Magnus force leads to a simultaneous denucleation of both vortices on
the opposite edges of the tube as illustrated in Fig. 2.3a.

Consequently, the experimentally achievable superconductor tubes of ~1 µm ra-
dius act as a periodic generator of correlated vortex pairs in the tunable frequency
range ~0.1 to 10 GHz. The frequency is tuned by changing the magnetic field. Thus,
open superconductor nanotubes provide a controllable vortex transmission line for
the superconducting-vortex-based platform of quantum computing [Matsuo07].

In summary, characteristic times of nonequilibrium vortex dynamics in an
open tube are significantly different as compared to the characteristic times in a
planar film under the same magnetic field. This difference is caused not only by a
spatial dependence of the magnetic field component normal to the cylindrical sur-
face, but also by correlations between the states of the superconducting order pa-
rameter in the opposite areas of the cylindrical surface. Our results demonstrate
new perspectives of tailoring nonequilibrium properties of vortices in curved super-
conductor nanomembranes and of their application as tunable superconducting
flux generators for fluxon-based information technologies.

2.2 Branching of the vortex nucleation period in superconductor
microtubes due to an inhomogeneous transport current

We suggest to manipulate the branching in such a superconductor structure, where
the current density distribution can be controlled locally near the positions of vortex
nucleation. A possible implementation of this idea is to fabricate multiple mutually
isolated electrodes [Berdiyorov10], through which the transport current is introduced
into the structure. A gap between any two neighboring electrodes leads to a transport
current discontinuity. In a planar structure in the presence of a homogeneous mag-
netic field, such discontinuities become points of vortex nucleation or denucleation.
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However, in a curved structure, such a geometry can be chosen that in the vicinity of
the joints between the electrodes, the component of the magnetic field normal to the
surface of the structure vanishes. In this case, discontinuities of electrodes do not act
as points of vortex nucleation.

In the present section, we evaluate the effect of a two-component electrode on the
vortex dynamics in open Nb tubes and show a possibility to efficiently control their
characteristics considering branching of the vortex nucleation period as an example.

We consider a Nb superconductor open tube [Rezaev16] of radius R and length
L (Fig. 2.8a) with three paraxial contacts on the edges of the slit. The “red” contact
plays the role of an input contact, through which the transport current Iin enters.
Through the “blue” contact, the current Iout leaves the tube. Through the “green”
contact, the additional transport current Icontrol enters; it might be positive (in) or
negative (out). Its role is to dynamically control the vortex nucleation. At each in-
stant, the sum of all three currents satisfies the condition of continuity:

Iin + Icontrol + Iout =0. (2:8)

The scheme of control is realized in the following way: the current Icontrol is modi-
fied by changing the potential on the control (“green”) electrode; after that, the po-
tential on the input (“red”) electrode is adjusted, so that the current Iin keeps its
constant value. The out (“blue”) electrode is grounded, so the value Iout is deter-
mined from the condition of continuity (2.8).

Fig. 2.8: (a) Scheme of an open tube. Three mutually isolated electrodes are displayed by the red,
blue and green areas. The х-axis is the axis of the cylindrical coordinate frame ρ,φ, xð Þ. The angle φ
is counted from the positive direction of the y-axis, which passes through the middle of the slit.
B = –Bez is the applied magnetic field. (b) An example of the pattern of the modulus of the order
parameter ψj j at the magnetic field B = 10 mT for a tube of radius R = 500 nm and length L = 3.5 μm.
Vortices nucleate at the front and back halves of the tube with periods Δt 1ð Þ

2 and Δt 2ð Þ
2 ,

correspondingly, move along the x-axis and denucleate at the edge opposite to the point of
nucleation (after [Rezaev16]).
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The system is placed in a magnetic field B= −Bez (Fig. 2.8a), which induces
Meissner currents circulating in each half-tube [Rezaev16]. The total current, which
is a sum of Meissner and transport currents, is shown schematically in Fig. 2.8a by
the black lines on the “front” half of the tube. Two of three currents in eq. (2.3) are
independent, which allows for different regimes of control over vortex dynamics. In
the present work, we keep Iin constant and change Icontrol.

The mathematical model is based on the TDGL eq. (2.6) with boundary conditions
(2.7a, b). In refs. [Fomin12a] and [Berdiyorov09], this approach was used for studying
vortex dynamics in open cylindrical tubes and kinematic vortex–antivortex lines in
superconductor stripes, correspondingly. The values of the magnetic field considered
in the present section belong to the 10 mT range for the temperature T = 0.95Tc. The
empirical law, which represents the thermodynamic critical magnetic field as a func-
tion of temperature [see eq. (1.2) in [Tinkham96]]:

Bc Tð Þ≈Bc 0ð Þ 1− T=Tcð Þ2
h i

, (2:9)

in view of eqs. (5.18) and (4.62) in ref. [Tinkham96] is applicable for the first ðBc1Þ
and second (Bc2) critical magnetic fields and thereby provides an estimate of the
magnetic field range, where vortices occur at different temperatures. The electric
field penetration depth [Ivlev84] is evaluated to be of the order of 10 nm, which is
more than two orders of magnitude less than the typical sizes of the structures
under consideration. Under these circumstances, the electrostatic potential has a
low impact on the period of vortex nucleation.

The normal (with respect to the cylindrical surface) component of the magnetic
field, according to Fig. 2.8a, is Bn = Bsin φð Þ. The vector potential is taken in the
Landau gauge: A=Aex, A= −By. Transport currents in eq. (2.8) are obtained from
the current densities jtr in the boundary conditions of eq. (2.7b) by integrating along
the appropriate contacts. The thickness of the superconductor wall, which is neces-
sary to calculate the electron mean free path, constitutes 50 nm [Rezaev16]. The typi-
cal tube radius and length under consideration are more than 10 times larger than
the thickness. With these parameters, it is safe to neglect the effect of an induced
magnetic field and to use a 2D approximation. Our numerical simulations show that
the induced magnetic field is as low as 1% of the applied magnetic field. The coher-
ence length (taken at the temperature 0.95Tc) constitutes ξ = 56 nm [Rezaev16]. The
numerical scheme is based on the explicit finite-difference time-domain method. We
trace how the random initial distribution of the order parameter evolves to a quasista-
tionary state, which manifests vortex dynamics.

Two full-side electrodes generate symmetrical dynamics – both halves of the
tube demonstrate the same characteristic times [Rezaev16]. In what follows, the pe-
riod of vortex nucleation Δt2 is considered to characterize the vortex dynamics, since
it has a more pronounced dependence on the current density, than the duration of
the vortex motion through the tube Δt1. Hereinafter, we use the denotation Δt 1ð Þ

2 for
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the half-tube with input and control electrodes (front side in Fig. 2.8a) and Δt 2ð Þ
2 for

the half-tube containing the output electrode (back side in Fig. 2.8a). For a tube
of radius R = 400 nm with two full-side electrodes carrying the current I = 1.7 mA at
B = 10 mT, the nucleation period Δt 1ð Þ

2 = Δt 2ð Þ
2 =Δt symð Þ

2 = 1.2 ns (this value is shown in
Fig. 2.9 by the black solid line). However, introducing the control electrode of length
Lcontrol = 20ξ into the tube of length L = 60ξ (so that the input electrode is of length
Lin = 40ξ) violates the inversion symmetry of the modulus of order parameter with re-
spect to the geometric center of the tube. A similar mechanism occurs in vortex ratch-
ets with a pinning potential, which lacks central symmetry [Silhanek10].

In Fig. 2.9, the dependence of Δt2 on the control current demonstrates a different
behavior for each half-tube. We perform simulations for two radii of the tube. In
Fig. 2.9, the blue line corresponds to R = 600 nm and the red one to R = 400 nm. An
increase of the radius shifts both Δt 1ð Þ

2 and Δt 2ð Þ
2 curves upward. As shown in Fig. 2.9,

a difference between vortex nucleation periods Δt 1ð Þ
2 and Δt 2ð Þ

2 by a factor of as large
as 3 is achieved. This difference, as follows from our simulation, is determined by the
control current. Because of inhomogeneity of the current density distribution over
the whole tube, a variation of the control current at one side of the tube leads to a
change of the vortex nucleation period at the opposite side. A further decrease of the
control current (beyond the values given in Fig. 2.9) leads to a dramatic rise of Δt 2ð Þ

2 ,
which means that vortex nucleation is blocked on one side of the tube and the dy-
namics occurs completely on another side of the tube.

Fig. 2.9: Vortex nucleation period as a function of the control current. The blue line corresponds to the
tube of radius R=600 nm and the red line to R= 400 nm, the length of both tubes L=60ξ= 3,360 nm,
the length of the control electrode Lcontrol = 20ξ= 1,120 nm. The input current is equal to 1.7 mA. Δt 2ð Þ

2 ,
Δt 1ð Þ

2 are periods of vortex nucleation at the opposite sides of a tube. A black solid line represents the
case of full-side electrodes, when input and output currents are equal by modulus to 1.7 mA for
R = 400 nm. In all cases the magnetic field B = 10 mT (from ref. [Rezaev16]).
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A variation of the control current from negative to positive values shows a
crossover between Δt 2ð Þ

2 and Δt 1ð Þ
2 functions. For the radius R = 600 nm, the cross-

over occurs at Icontrol = 0.70 mA, and for R = 400 nm, it occurs at Icontrol = 0.62 mA.
The dependence of Δt 2ð Þ

2 on Icontrol after passing the crossover point is less expressed
than before: Δt 2ð Þ

2 is even reduced as compared to Δt 1ð Þ
2 .

From the practical point of view, it is interesting to evaluate the average number
of vortices per nanosecond, when the dynamics occurs only at one side of the tube.
In the tube with radius R = 400 nm, the length of the control electrode Lcontrol =
1,120 nm and Icontrol = −0.5 mA, which is analyzed here as a typical case, the charac-
teristic times Δt 2ð Þ

2 →∞ and Δt 1ð Þ
2 ≈ 0.7 ns result in the average number of vortices nv ≈

1.43 per nanosecond. In a tube with full-side electrodes, nv ≈ 1.67 per nanosecond, so
that the relative difference in the average number of vortices constitutes ⁓15% for the
same input current. Thus, using inhomogeneous transport current in the tube leads to
an effective decrease of the average number of vortices. Such a decrease plays a crucial
role in noise and energy dissipation reduction for numerous superconductor applica-
tions [Milosevic10, Lee99, Silhanek10]. In fact, the property Δt 2ð Þ

2 →∞ implies that using
multiple electrodes allows for vortex removal from certain regions of a superconductor
sample, which is of practical interest, for example, in order to suppress the 1/f noise
due to the activated hopping of trapped vortices and thus to extend the operation re-
gime of superconductor-based sensors to lower frequencies [Lee99].

Vortex dynamics occur under the Magnus force [j, B] and linearly depend on
the local current density [Tinkham96]. Geometry of boundaries in mesoscopic
superconductors determines the points of nucleation, denucleation and possible lo-
cation of vortices [Hu11a], and the corresponding current density distribution leads
to the nonlinear character of vortex motion as a function of the control current. The
branching of the vortex nucleation period shown in Fig. 2.9 is an example of nonlin-
ear dynamics. An interpretation of such a behavior of vortices requires to analyze
the supercurrent density. In Fig. 2.10, the key mechanism of the difference between
vortex dynamics in the cases with (Fig. 2.10b) and without (Fig. 2.10a) a control
electrode is illustrated. Near the points of vortex nucleation for both halves of the
tube, the current density components are listed in the rectangles. The black and
light gray thin arrows on each panel in Fig. 2.10 point to the same positions on the
tube. As clearly shown, the main reason for the difference in vortex dynamics is a
change of the supercurrent density component js along the azimuthal direction (a
corresponding coordinate s = Rφ is defined through the azimuthal angle φ shown
in Fig. 2.8). From comparison of two bottom panels in Fig. 2.10, a decrease of this
component at the points of vortex nucleation specified by the black thin arrows on
the side of the output electrode (jas − jbs = 2.49–2.39 = 0.1) is higher than the current
density increase (jbs − jas = 2.42–2.39 = 0.03) at the points shown by light grey thin ar-
rows on the side of the input electrode. At the same time, the jx components are
similar to each other in both cases.
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The vortex nucleation period is a decreasing function of the magnetic field as
shown in Fig. 2.11a for two cases, without and with the applied control current 0.5 mA.
For higher values of the control current, the difference between Δt 2ð Þ

2 and Δt 1ð Þ
2 is less

pronounced, than for lower values of the control current (see, for instance, a crossover
point in Fig. 2.9 for a fixed magnetic field).

For a lower magnetic field, the absolute value of the difference between the two
periods is larger, than for a higher magnetic field. For example, jΔtð2Þ2 −Δtð1Þ2 j ≈ 0.6
ns for B = 8 mT and jΔtð2Þ2 −Δtð1Þ2 j ≈ 0.3 ns for B = 20 mT for the case without a control
current. However, the relative difference δ21 = jΔtð2Þ2 −Δtð1Þ2 j/Δtð2Þ2 ≈ 0.4 is varying at
most by 5% within the considered range of magnetic fields. Since the Δt 2ð Þ, 1ð Þ

2 Bð Þ
curves saturate with the magnetic field growth [Rezaev15], the relative difference δ21
keeps almost steady for the whole range of magnetic fields, where vortex dynamics
occur. Qualitatively, the functions Δt 2ð Þ, 1ð Þ

2 (B) have the same shape for the control
current Icontrol = 0.5 mA (see the blue lines in Fig. 2.11a), for which the relative differ-
ence δ21 is about 0.1.

Fig. 2.10: Patterns of the jx and js components of the current density on the surface of a tube in the
(x, s) coordinates, where x is defined in Fig. 2.1a and s= Rφ. Radius of the tube is R= 400 nm. The
magnetic field is B= 8mT. (a) Two full-side electrodes are attached: input and output ones with the
transport current I = 1.7 mA. (b) Input, control and output electrodes of length Lin = 40ξ, Lcontrol = 20ξ
and Loutput = 60ξ, correspondingly, are attached. The currents are Iin = 1.7 mA and Icontrol = 0.75 mA.
The green, red and blue arrows show the control, input and output currents, correspondingly (after
[Rezaev16]).
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The relative difference δ21 strongly depends on the length of the control elec-
trode, as shown in Fig. 2.11b. For Iconrtol = 0 mA and the control electrode of length
Lcontrol = 10ξ, the relative difference is δ21 ≈ 0.14, while for the length Lcontrol = 30ξ,
the relative difference is significantly larger: δ21 ≈ 0.52. The main reason for this dra-
matic change is a decrease of Δt 1ð Þ

2 more than twice, while Δt 2ð Þ
2 only slightly de-

pends on Lcontrol. The decrease of Δt 1ð Þ
2 in Fig. 2.11b results from the change of the

length of the input electrode, correlated with the length of the control electrode. In
particular, the input current density jin rises in the vicinity of the vortex nucleation
point, which leads to an effective reduction of the potential barrier (see Fig. 2.5).
The vortex nucleation period Δt 1ð Þ

2 decreases, while the corresponding period Δt 2ð Þ
2

at the opposite side of the tube remains practically unchanged, since the output
current density is not affected by changing the length of the input electrode.

Thus, the interplay of a curved geometry with an inhomogeneous transport current
determines a specific current density distribution, which destroys the inversion symme-
try of the order parameter with respect to the geometric center of the tube and leads to
a branching of the vortex nucleation period. In particular, using the appropriate elec-
trode arrangement, the vortex dynamics can be blocked on one side of the tube. The
relative change of the vortex nucleation period weakly (by about 5%) depends on the
magnetic field in the range, where vortex dynamics occur for the considered control
currents. However, it strongly depends on the length of the control electrode (in partic-
ular, the relative difference between the characteristic times Δt 2ð Þ

2 andΔt 1ð Þ
2 can be modi-

fied by a factor of 5). The proposed method allows for tuning the frequency of vortex
generation on different parts of the tube and provides a reduction of the average num-
ber of vortices per nanosecond, which is important for noise and energy dissipation

Fig. 2.11: Δt 2ð Þ
2 and (Δt 1ð Þ

2 ) are denoted by dashed (solid) lines, correspondingly. (a) The vortex
nucleation period as a function of the magnetic field for the tube of radius R = 400 nm, the input
current Iin = 1.7 mA and the control electrode of length Lcontrol = 20ξ. (b) The vortex nucleation
period as a function of the control electrode length for the tube of radius R = 400 nm and the input
current Iin = 1.5 mA at the magnetic field B = 10 mT. In both panels, the red lines correspond to the
case without a control current and the blue lines are drawn for Icontrol = 0.5 mA (after [Rezaev16]).
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reduction in superconductor applications, in particular, for an extension of the opera-
tion regime of superconductor-based sensors.

2.3 Voltage induced by superconducting vortices in open
nanostructured microtubes

Nanostructuring of type II superconductor materials, which has been developed
into the mature technology during the last two decades, provides a way to signifi-
cantly modify the critical superconducting parameters. Widely known is the en-
hancement of a critical current by introducing artificial pinning centers, for example,
an array of holes fabricated using either lithographical or ion-irradiation technique
[Hilgenkamp03, Baert95, Ray13, Vlcek93]. Formation of a periodic lattice of pinning
sites results in effects arising due to incommensurability between the vortex lattice
and the lattice of pinning sites [Reichhardt97, Chiliotte09]. Other superconducting
critical parameters, critical magnetic field and critical temperature, are reported to be
modified by nanostructuring [Nishio08, Lara15]. Superconducting properties are con-
trolled by imposing various geometric constraints at the micro- and nanoscale
[Misko09, Grigorieva07, Henrich12, Henrich13a]. This effect occurs due to the impact of
the confinement symmetry on the vortex pattern. Geometric restrictions can dramati-
cally change magnetic properties of superconductors, for example, a giant reentrance
of vortex pinning induced by increasing magnetic field is detected in a W-based nano-
wire [Cordoba13]. A pure boundary-stimulated effect of vortex dipole generation due to
the interaction of the Meissner current with a pinning center in a superconductor sam-
ple is reported [Ge15].

A number of interesting effects are revealed due to hybridization of the reduced
dimensionality with curved geometry of superconductor samples. In particular,
fluxoid quantization is detected through magnetoresistance oscillations in various
superconductor samples ranging from cylinders in earlier experiments to submi-
cron loops more recently [Little62, Moshchalkov95, Tinkham63]. Curvature is found
to be the key factor that controls depression of the critical temperature in a thin
cylindrical superconductor shell as a function of the angle between the axis of the
cylinder and the applied magnetic field [Meservey72].

The present section is aimed at a quantitative analysis of how self-rolling of the
planar superconductor membranes modifies their transport properties. The voltage
generated by moving vortices as a function of the applied magnetic field provides
useful insight into spatial reorganization of the dynamical vortex patterns in self-
rolled superconductor open tubes.

We focus on the superconducting properties of Nb tubes with typical for roll-up
technology dimensions: length L = 5 μm and radius R of about 500 nm made from a
50 nm-thick film [Thurmer08, Thurmer10]. Figure 2.12 shows a scheme of the sys-
tem under consideration. Two paraxial electrodes are attached to both edges of the
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slit in order to provide the transport current. The width of the slit is supposed to be
much smaller compared to the circumference 2πR. Electrodes extend through the en-
tire slit edges. The system is placed in the magnetic field B = Bez (see Fig. 2.12), which
induces Meissner currents circulating at each half-tube [Fomin12a]. The temperature
of the tube is taken close to the critical one T = 0.95Tc, where Tc = 9.2 K. The super-
conducting state of the Nb tube with parameters presented in Table 2.2 is described
by the TDGL equation for the complex-valued order parameter ψ [Dobrovolskiy12,
Tinkham96, Gropp96] in the dimensionless form:

∂ψ
∂t

= ∇
κ
− iA

� �2

ψ+ 1− jψj2
� �

ψ− iκφψ, (2:10)

Fig. 2.12: L.h.s. panel: Scheme of a tube with a slit (open tube). The y-axis is selected as the polar
axis of cylindrical coordinates ρ,θ, yð Þ. The azimuthal angle θ is counted from the direction of the
x-axis passing through the middle of the slit. The external magnetic field B=Bez is directed along
the z-axis. The plot represents the distribution of the amplitude of the order parameter ψj j. Vortices
nucleate at the top (relative to the direction of the magnetic field) half-tube at the right edge, move
in the direction of the y-axis and denucleate at the left edge and vice versa at the bottom half-tube
[Fomin12a]. R.h.s panel: Distribution of the amplitude of the order parameter in a planar membrane
(from [Rezaev19]).

Table 2.2: Physical and geometrical parameters of the Nb film used for simulation (from
[Rezaev19]).

Denotation Value

Penetration depth λ  nm
Coherence length ξ  nm
GL parameter κ = λ=ξ .
Fermi velocity vF  × 

 m/s
Thickness of the film d  nm
Mean free electron path l . nm
Diffusion coefficient D= lvF=3  × 

− m/s
Relative temperature T=Tc .
Normal conductivity [Dobrovolskiy] σ = l= 3.72× 10− 16 Ω ·m2ð Þ� �

 (μΩ · m)−
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where φ is the electric scalar potential. The boundary conditions (2.7a) imply the zero
value of normal component of the superconducting current at the edges of the system
without electrodes. The scalar potential φ is found as a solution of the Poisson equa-
tion coupled with TDGL equation (2.10):

Δφ= 1
σ
∇ · jsc, (2:11)

where the superconducting current density is defined as jsc = 1
2iκ ψ*∇ψ−ψ∇ψ*	 


−
Ajψj2 and σ is the normal conductivity. The transport current density jtr yð Þ= const≡ jtr
is imposed via the boundary conditions for eq. (2.11) at the edges, to which electrodes
are attached: n · ∇φjelectrode = − 1=σð Þjtr. Vector potential components As s, yð Þ and
Ay s, yð Þ (where s=Rθ) are chosen in the Coulomb gauge: As s, yð Þ=0; Ay s, yð Þ=
BRcos s

R

	 

. The set of eqs. (2.10) and (2.11) is solved numerically, based on Link-

Variables technique (see [Gropp96]). The relaxation method is used with the random
initial distribution Ψ s, yð Þ of the order parameter. In the presence of the magnetic field
(B>Bc1) and the transport current, the order parameter evolves to a quasistationary
state, which is characterized by the periodic vortex nucleation/denucleation at the
edge domains with the highest/lowest value of the normal to the surface component of
magnetic field (see Fig. 2.12) [Gropp96, Kato93, Kogut79, Saad96]. Vortices are moving
paraxially along the tube and generate the electric field, which is directed oppositely to
the transport current density [Fomin12a]. Finally, the voltage hΔΦi averaged over time
and the electrode length is obtained.

The effect of the vortex creep due to the activation from pinning centers is
not of primary relevance in the system under consideration because the thick-
ness of a membrane is less than the coherence length ξ . The pinning energy U0 is
a fraction of the maximum superconducting condensation energy of the vortex
core Up ffi B2

cξ
2d, where Bc is the thermodynamic critical field and d is the film

thickness [Embon15]. Because of this relation, the effect of vortex creep due to
the activation from pinning centers is much more pronounced in bulk (3D) mate-
rials than in systems of lower dimensions [Burlachkov94]. Under these condi-
tions, in the present analysis, a vortex is rather a topological defect at the 2D
scale than a vortex line common at the 3D scale.

The typical vortex diameter in systems under consideration is about 100 nm
(dv⁓2ξ). This value suggests the interval of tube radii, where the vortex dynamics
and the spatial vortex distribution should significantly depend on the curvature.
Vortices exist on the surface of the tube in the azimuthal sectors approximately be-
tween θ1 ≈π=4 and θ2 ≈ 3π=4 at the top half-cylinder and between θ′1 ≈ 5π=4 and
θ′2 ≈ 7π=4 at the bottom half-cylinder (see Fig. 2.12). When the number of vortex
chains in the azimuthal direction exceeds a value from 9 to 10, the hexagonal lattice
emerges. Starting from this regime, the effect of the curvature should be negligible,
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since the vortex configuration corresponds to the planar structure. It follows from
these numbers that for the prominent curvature effects, the radius of the tube
should belong to the interval from 70 to 700 nm. Aimed at the state-of-the-art and
feasible in the future self-rolled Nb structures, we consider the radius of tubes in
the interval from 300 to 700 nm [Thurmer08, Thurmer10]. The numerical simula-
tions for the current–voltage characteristics (CVCs) (see Fig. 2.13) show a little varia-
tion with radii larger than 450 nm in the magnetic field B= 20 mT for the transport
current density jtr ranging from 10 to 70 GA/m2.

For all cases in Fig. 2.13, the voltage is a monotonically increasing function of both
the transport current density and the magnetic field (see the inset in the l.h.s panel).
The voltage is larger for smaller radii. At the transport current density jtr = 70
GA/m2 and the magnetic field B = 20 mT, there is an almost twofold growth of
the vortex-induced voltage (10 μV vs. ~5 μV) for R = 350 nm versus R = 450 nm.
This increase demonstrates the impact of the curvature on the dissipative char-
acteristics of the superconducting sample. To explain the difference between the
induced voltages, we address the characteristic times of vortex dynamics – the
period of nucleation at the edges Δt2 and the time Δt1, during which a vortex
passes the distance L. The interplay of these characteristic times specifies the
velocity of moving vortices [Fomin12a]. For smaller radii, the resulting velocity
of vortices is higher as compared to the case of larger radii. This leads to a higher
voltage in the former case, as long as the induced voltage is directly proportional
to the velocity of vortices.

Fig. 2.13: L.h.s. panel: CVCs for different tube’s radii with L = 5 μm. The external magnetic field
B = 20 mT. The inset: CVCs for the tube with R = 550 nm in the logarithmic scale for the values of
the magnetic field 10, 30 and 50 mT. R.h.s. panel: Comparison of the CVCs for a planar membrane
(red solid line) and a self-rolled tube (green solid line) with R = 550 nm and L = 5 μm. The width and
length of the planar membrane are 5 μm and 3.5 μm, correspondingly. The external magnetic field
is B = 10 mT. Inset: Number of vortices per unit area as a function of B for the self-rolled tube
(purple dashed line) and the planar membrane (blue dashed line) (from [Rezaev19]).
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In the r.h.s panel of Fig. 2.13, the induced voltages on the tube having the radius
R= 550 nm and the length L = 5 μm are compared with the induced voltages on the cor-
responding planar membrane, from which the tube is fabricated. The difference be-
tween voltages may be as large as twofold. The difference is more pronounced for
higher values of the transport current density. It occurs due to various vortex dynamics
in tubes versus planar membranes with the distinct current distributions in both cases
[Fomin12a]. The current distribution in curvilinear structures with the paraxial trans-
port current determines their transport or magnetic properties [Gladilin12, Sabatino11].
In the open tubes under analysis, the paraxial transport current would induce the azi-
muthal vortex motion of a rather restricted spatial range. At the same time, the azi-
muthal transport current leads to the paraxial motion of vortices extended along the
whole tube; therefore this configuration of the transport current is selected as fore-
ground. In this case, the characteristic times for the planar membranes are much big-
ger as compared to the tubes of the same dimensions subject to the same magnetic
field at the same current density. The velocity of vortices moving in planar membranes
is lower than that in tubes. However, at the same magnetic field, the number of mov-
ing vortices is larger in a planar membrane (see, for example, Fig. 2.12, where the total
number of vortices in the planar membrane is larger even for a lower magnetic field).
Since the generated voltage is accumulated from all vortices additively, the cumula-
tive effect results in a higher voltage for the planar membrane as compared to the
tube. The above-described character of voltage demonstrates sustainability (at least in
the considered range of the magnetic field between 0 and 50 mT) of the lower dissipa-
tion in tubes as compared to planar membranes with the same dimensions and under
the same boundary conditions and magnetic fields.

The voltage as a function of the magnetic field is presented in Fig. 2.14 at a
fixed value of the transport current density for both the planar membrane and the
tube. For the tube (green line), it is a piecewise-linear function, which consists of
two (approximately linear) lines with different slopes. The value of the slope
changes at the inflection point from 0.19 to 0.03 μV/mT, what means that the in-
duced voltage growth with the magnetic field becomes sixfold lower, implying a
switch between two regimes of vortex dynamics, which will be discussed below. In
the planar membrane, there is no such a transition between regimes of vortex dy-
namics through ΔΦ Bð Þ (the red line). Visualization of the order-parameter distribu-
tion on the tube for magnetic fields just before and after the inflection point in
Fig. 2.14 reveals a shift of the chain of moving vortices into the region with lower
values of Bn (see inset in Fig. 2.14). Since Bn in a planar membrane is homogeneous,
there is no such a shift of the chain of moving vortices.

Analysis of vortex dynamics on the tube leads to the following reasons for the
aforementioned shifts. The shift of the chain of moving vortices with rising the mag-
netic field is caused by the occurrence of a quasistatic chain of vortices, which re-
pels the active chain of moving vortices toward the azimuthal position, where |Bn|
is lower. When the number of vortex chains Nch > 1, in each half-tube, there is one
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active chain of moving vortices, which is the closest one to the slit edge, while all
other chains can be considered as quasistatic: vortices in these chains oscillate
near their points of equilibrium. Quasistatic chains seem to be pinned to the sur-
face, while vortices from the active chains move fast paraxially. A further increase
of the magnetic field slows down the vortex motion and simultaneously increases
the total number of vortices, while the moving vortices are shifted toward the slit
edges. Hence, the induced voltage, which is proportional to the normal to the sur-
face component of magnetic field Bn and the vortex velocity, tends to grow with the
magnetic field much slower as compared to the case of one chain. Analysis of the
voltage induced by moving vortices as a function of the magnetic field in conjunc-
tion with the vortex pattern suggests a possibility of the experimental study of vor-
tex dynamics in open nanostructured microtubes by measuring this voltage.

Thus, rolling up superconductor nanomembranes gives rise to qualitatively new
regimes of vortex dynamics that produce less dissipation. The average voltage in-
duced by moving vortices in a self-rolled microtube is simulated to be twice smaller
in comparison with the unrolled planar nanomembrane. A transition between differ-
ent vortex patterns in a microtube results in a more than sixfold change of the slope
of the voltage as a linear function of the magnetic field.

Under a strong transport current, the induced voltage in an open superconductor
microtube shows a pulse on a certain interval of the magnetic field (see Fig. 2.15e). It is

Fig. 2.14: L.h.s. panel: Induced voltage as a function of the external magnetic field B for the self-
rolled tube with R = 350 nm (green solid line) and the planar membrane with the side 2πR (red solid
line). The transport current density jtr = 50 GA/m2. Inset: the normal to the surface component
Bn =Bsin θð Þ of the external magnetic field (B = 10 mT) in the tube with R = 350 nm. R.h.s. panels:
Snapshots of ψ s, yð Þj j at two external magnetic fields (B = 10 and 20 mT) for the open tube with
R = 350 nm and jtr = 50 GA/m2 (from [Rezaev19]).
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a manifestation of a wide phase-slip domain. The topological transition accompanying
the phase-slip effect consists in the occurrence of two new loops of weak supercon-
ducting currents connecting two regions of superconducting screening currents (SSCs),
which are disconnected in case of vortex-chain dynamics. Namely, the green loops
of SSCs in Fig. 2.15b connect front and rear half-tubes, thus introducing a new topology
of the superconducting current. A topological transition from two disconnected regions
of SSCs (red) to four (red and green) and then back to two (red) such regions occurs
with increasing the magnetic field for certain intervals of values of the transport current.
Under these conditions, in open tubes, the vortex nucleation locus connects both halves
of the tube (Fig. 2.15b), as distinct from the previously known cases, when kinematic
vortex–antivortex pairs do not occur and the both halves of the tube are strictly discon-
nected (Fig. 2.15c). Generation of the vortex–antivortex pairs marked with white and
black circles in Fig. 2.15d results from (i) their unbinding due to the high transport cur-
rent and (ii) motion due to the Magnus force caused by the magnetic field. Nucleation
and separation of vortex–antivortex pairs at the side of the microtube, which is opposite
to the slit, are followed by their motion till (i) their denuncleation at the sides of the

Fig. 2.15: The modulus (a) [(c)] and the phase (d) [(f)] of the order parameter and the streamlines of
the superconducting current (b) in a Nb nanotube of radius 400 nm under the applied magnetic field
10 mT [30 mT]. Red lines are disconnected loops of SSCs flowing in both half-tubes. The current
distribution within the phase-slip region (blue area in panel (a)) consists of two new disconnected
loops (green lines in (b)), between which the (dashed) line of fast dynamics of vortex–antivortex
pairs (burgundy and brown circles) occurs. The voltage induced due to the moving vortices as a
function of the magnetic field (e); distributions of the modulus of the order parameter for a few
magnetic fields are shown in insets. All results are obtained at T/Tc= 0.95 for the transport current
density jtr = 20 GA/m2 (from [Rezaev20]. This work is licensed under a Creative Commons Attribution
4.0 International License, http://creativecommons.org/licenses/by/4.0/.).
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tube or (ii) annihilation of a vortex from the pair with an antivortex from a neighboring
pair (respectively, an antivortex from the pair with a vortex from another neighboring
pair), when there exist two or more vortex–antivortex pairs. The relatively fast motion
of the vortices and antivortices (with the vortex/antivortex lifetime about 1 × 10−14 s) on
the side of the microtube, which is opposite to the slit, leads to an apparent picture of
an extended static phase slip (Fig. 2.15a).

In summary, self-rolling of nanomembranes allows for the submicron-scale inho-
mogeneity of the normal to the surface component of magnetic field. If the applied
magnetic field is orthogonal to the axis of a microtube, which carries a transport cur-
rent in the azimuthal direction, the phase-slip regime is characterized by the vortex/
antivortex lifetime ~10−14 s versus the vortex lifetime ~ 10−11 s for disconnected vortex
dynamics in the half-tubes. The phase-slip dynamics determine the magnetic field–
voltage characteristics and CVCs in self-rolled superconductor nanoarchitectures.

2.4 Superconducting properties of micro- and nanohelices

Due to the chiral geometry, helical nanoarchitectures provide a significant advance-
ment in modern nanosciences and nanotechnologies. Helical structures have been
synthesized of various materials, including carbon-based [Motojima90, Amelincx94,
Zhang14], all-semiconductor [Prinz00] and hybrid metal–semiconductor [Zhang05]
nanocoils and nanocoils of semiconductor oxides [Kong04]. Because of their unique
morphology as well as mechanical, electrical, magnetic and optical properties, nano-
spirals have attracted interest for application as electromagnetic actuators and sen-
sors [Bell06], micro- and nanoelectromechanical systems [Dong06], nanoscale energy
storage [Gao06], photodetectors [Hwang08], smart electric conductors, magnetic sen-
sors and electromagnetic wave absorbers [Gao11].

Fabrication, characterization and application of spiral-shaped structures are of
central interest for the advancement of superconductor technologies. The main at-
tention in this field has been attracted to planar (2D) structures. For instance, X-ray
[Gol’tsman01] and single-photon [Dorenbos08, Henrich13b] detectors based on su-
perconductor nanowire planar spirals have developed into a mature technology
[Natarajan12]. Spiral antennas are shown to produce a very effective coupling be-
tween hot-electron bolometers [Zhang13]. Superconductor spiral resonators have re-
vealed potential for constructing one-, two- and three-dimensional metamaterials
[Ghamsari13]. Superconducting metamaterials made up of planar spiral Nb ele-
ments have provided minimized Ohmic losses, compact design with high quality
factor and sensitive tuning of resonant frequency via temperature and magnetic
field [Kurter10]. The radio frequency current distributions in Nb planar spiral resona-
tors along the width of the individual turns of the resonators reveal an unconven-
tional behavior: the maximum current is observed in the middle of the structure,
which is associated with the geometry and the cancellation of magnetic field between
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the turns [Zhuravel12]. This is favorable for handling high powers and thus expands
the range of applicability for radio frequency/microwave resonators.

Macroscopic superconductor tapes of various materials (from Nb3Sn [Garber76] to
high-Tc [Mukoyama06, Noji07, Clem10]) helically wound around a cylinder have been
intensively explored with the aim of reducing losses and cost of power transmission ca-
bles. The study of self-field hysteresis losses of helicoidal superconductor structures has
demonstrated that the shape of the twisted wire has influence on the qualitative loss
behavior [Stenvall13]. Investigations of 3D helical superconductor micro- and nanostruc-
tures remain a challenge for both experiment and theory. The heuristic value of such
studies is implied by the fact that nano- and microstructuring is one of the main ave-
nues of the modern advancement of superconductor physics and technology, including
superconducting electronics [Clark10], radiation modulators in the THz or sub-THz
range [Savinov12], and superconducting qubits for quantum computing [Schoelkopf08].

The roll-up technique allows for combining curvature at the nanoscale with chi-
rality by fabricating micro- and nanocoils [Zhang09, Smith11]. The present section
provides quantitative analysis of the synergetic effects of curvature and chirality on
vortex equilibrium distributions on self-rolled superconductor helical nanocoils.

We consider a helical coil of radius R, width W and pitch distance P with N = 2
windings shown in Fig. 2.16a. The centerline of this helical coil in the Cartesian co-
ordinates X, Y, Z is

r ξð Þ= R cos
2π
,
ξ

� �
,R sin

2π
,
ξ

� �
, P
,
ξ

� �
, (2:12)

Fig. 2.16: (a) Schematics and geometrical parameters (see the text) of a helical coil. The spiral axis
is along the z-axis. The magnetic field B is along the y-axis. At any point of the helical surface, t, n
and b denote, correspondingly, tangential, normal and binormal unit vectors. (b) [(c)] Scheme of the
areas with the maximal [minimal] values of the normal component of the magnetic field Bn = B [Bn =
− B]. The linear extent of those areas along the z-axis is of the order ofWz. (d) [(e)] Scheme of a set of
superconducting screening currents in the top [bottom] parts of the helical turns (from [Fomin17]).
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where ,=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πRð Þ2 +P2

q
is the length of a single turn, the (longitudinal) coordinate

along the helix ξ∈[0,L], L=N
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πRð Þ2 +P2

q
is the total length of the centerline. The

helix angle θ, as defined through the relations

2πR
,

= sin θ, P
,
= cos θ, ) θ= tan− 1 2πR

P

� �
,

allows for the following representation of the centerline (2.9):

r= ,

2π
sin θ cos

2π
,
ξ

� �
, ,

2π
sin θ sin

2π
,
ξ

� �
, ξ cos θ

� �
. (2:13)

The unit tangential vector along the centerline is

t ξ , ηð Þ= ∂r ξ , ηð Þ
∂ξ

= − sin θ sin
2π
,
s

� �
, sin θ cos

2π
,
s

� �
, cos θ

� �
,

the unit normal vector to the cylindrical surface is

n ξ , ηð Þ= ∂r , ηð Þ
∂R

= cos
2π
,
s

� �
, sin 2π

,
s

� �
,0

� �
,

and the unit binormal vector b ξ , ηð Þ=n ξ , ηð Þ× t ξ , ηð Þ is

b ξ , ηð Þ= cos θ sin
2π
,
s

� �
, − cos θ cos

2π
,
s

� �
, sin θ

� �
.

The unit vectors t, n and b are shown in Fig. 2.16a.
Under the assumption of a thin helical coil, the superconducting order parame-

ter ψ is governed by the TDGL equation, which will be used in the dimensionless
form (2.1), where A = –Bxez is the vector-potential of the uniform magnetic field
B = Bey (see Fig. 2.16a). It is complemented with the boundary conditions on the free
boundaries (2.2a). The external normal to the boundary of the helical stripe coincides
with [is opposite to] the binormal b on the boundary (ξ,W/2) [(ξ,–W/2)], for instance:

∇− iAð Þ ψ ·b ξ , ±W=2ð Þjboundary =0 at any ξ . (2:14)

It coincides with [is opposite to] the tangential vector t on the boundary (L,η) [(0,η)],
for instance,

∇− iAð Þ ψ · t L or 0, ηð Þjboundary =0 at any η. (2:15)

An infinitesimally thin helical stripe of width W is a two-parametric surface repre-
sented by the radius vector

r ξ , ηð Þ= R cos
2π
,
s

� �
,R sin

2π
,
s

� �
, ξ cos θ+ η sin θ

� �
, s= ξ − η cot θ, (2:16)
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where the (transverse) coordinate across the helix is η∈[−W/2,W/2]. The width of
the helical stripe measured along the z-axis [see Fig. 2.16a] is

Wz =W= sin θ=W,= 2πRð Þ. (2:17)

The condition of no overlap of the consequtive turns P>Wz is represented in the
form

P>Poverlap with Poverlap =
1
W2 −

1

2πRð Þ2
 !− 1=2

. (2:18)

The Nξ × Nη mesh for the finite-difference calculation is naturally parameterized as
follows:

rij = r ξ i, ηj
� �

= R cos 2π
, sij
	 


,R sin 2π
, sij
	 


, ξ i cos θ+ ηj sin θ
n o

, sij = ξ i −

ηj cotθ; ξ i = i− 1
Nξ − 1 L, i= 1, . . . ,Nξ ; ηj = j− 1

Nη − 1W − W
2 , j= 1, . . . ,Nη.

(2:19)

As demonstrated below, the natural orthogonal coordinates (ξ, η) form a particu-
larly convenient basis for solving the TDGL equation on a helical stripe. In terms of
the cylindrical coordinates

φ= 2πs
,

, z = ξ cos θ+ η sin θ, (2:20)

the helical stripe is represented as a part of the cylindrical surface:

r φ, zð Þ= R cos φð Þ,R sin φð Þ, zf g. (2:21)

In the cylindrical coordinates, the shifted Laplace operator has the form

∇− iAð Þ2 = 1
R2

∂2

∂φ2 +
∂

∂z
− iA

� �2

. (2:22)

The substitution of s= ξ − η cot θ into eq. (2.20) leads to the transformation of
coordinates

Rφ= ξ sin θ− η cos θð Þ, z = ξ cos θ+ η sin θ. (2:23a)

An inverse transformation can be interpreted as a rotation of the cylindrical coordi-
nates by the helix angle:

ξ =Rφ sin θ+ z cos θ, η= −Rφ cos θ+ z sin θ. (2:23b)
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The coordinate axes (ξ, η) are represented in Fig. 2.16a. Under the rotation of eq.
(2.23b), the shifted Laplace operator of eq. (2.22) transforms as follows:

∇− iAð Þ2 = ∂2

∂ξ 2
+ ∂2

∂η2
− 2iA

∂

∂ξ
cos θ+ ∂

∂η
sin θ

� �
−A2. (2:24)

It is represented in a compact form using the longitudinal and transverse compo-
nents of the vector potential

A cos θ=Aξ and A sin θ=Aη,

correspondingly:

∇− iAð Þ2 = ∂

∂ξ
− iAξ

� �2

+ ∂

∂η
− iAη

� �2

. (2:25)

In terms of the longitudinal and transverse components of the vector potential, the
boundary conditions on two pairs of boundaries are explicitly independent from each
other:

∂

∂η
− iAη

� �
ψ ξ , ±W=2ð Þjboundary =0 at any ξ ; (2:26a)

∂

∂ξ
− iAξ

� �
ψ L or 0, ηð Þjboundary =0 at any η. (2:26b)

This property of the boundary conditions makes the coordinates introduced by the
eq. (2.23b) particularly useful for solving the TDGL equation on a helical stripe.

The stationary vortex distributions in a helical stripe emerge as a result of strongly
inhomogeneous normal magnetic field, whose pattern, shown in Fig. 2.17a in the coor-
dinates (ξ, η), depends on the geometrical characteristics of the helical stripe. The nor-
mal component is maximal (Bn =B) in the areas, where the unit normal vector nðξ , ηÞ
is parallel or close to the direction of the applied magnetic field ey (red in Fig. 2.16b),
and minimal (Bn = –B) in the areas, where the normal vector is antiparallel or close to
the direction opposite to the applied magnetic field (blue in Fig. 2.16c). The above
areas are favorable for the occurrence of vortices (compare with Section 2.1).

Calculation of the order parameter is performed using the finite-difference scheme
(see [Fomin09], where it was developed for planar nanostructured superconductors) for
the TDGL eq. (2.1) with the boundary conditions (2.14), (2.15) realized on the orthogonal
mesh (see eq. (B4) in [Fomin17]). The materials parameters for nanostructured Nb at the
relative temperature T/Tc= 0.95 are the same as in the previous sections: the coherence
length ξ = 56 nm, the penetration depth λ = 279 nm, the Ginzburg–Landau parameter
κ = 5, the diffusion coefficient D = 11.2 × 10−4 m2s−1 [Fomin12a]. The initial distribution
of the complex order parameter is taken as a random complex field. An ultrasmall
stochastic potential is added to the shifted Laplace operator in eq. (2.1), in order to
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allow for transitions of the vortex system between different configurations with close
or equal energies and to facilitate the evolution of the order parameter to a state with a
minimal free energy (see [Fomin17]). The evolution of the order parameter is traced to-
ward a stationary state. As illustrated in Fig 2.17b, d, the stationary distribution of the
order parameter contains single vortices or vortex chains aligned along the lines of the
maximal or minimal normal component of the magnetic field (compare Fig. 2.17b, d
with a). The fact that the lines of the 2π-phase shift of the order parameter (Fig. 2.17c)

Fig. 2.17: (a) Distribution of the normal component of the magnetic field Bn =B · nðξ , ηÞ in a helical
coil with parameters: R = 0.96 μm, W = 3 μm, P = 6 μm, L = 2,= 17.02 μm. The applied uniform
magnetic field is B = 1 mT. (b, d, e) Distribution of the modulus of the order parameter |ψ| in the
helical coil calculated using the orthogonal mesh with Nξ = 481 and Nη = 241. (c) Distribution of the
real part of the order parameter Reψ. Data in panels (b) and (c) are obtained at t = 5.58 ns, while
those in (d) and (e) are obtained at t = 116 ns. A stochastic potential, which enables transitions of
the vortex system between patterns with close or equal energies (see Appendix D in [Fomin17] for
details), has a higher magnitude in (e), than in (d) (from [Fomin17]).

Fig. 2.18: Average number of vortices per half-turn as
a function of the applied uniform magnetic field for a
helical coil with the same geometrical parameters as
those in Fig. 2.17. In insets, distributions of the order
parameter are shown for B = 5 mT and 10 mT. The
color scale is the same as in Fig. 2.17b. Data are
obtained at t = 5.58 ns (in Figs. 2.18 to 2.22, the
calculated data are represented with squares, while
solid lines are guides to the eye) (from [Fomin17]).
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go through dips of the modulus of the order parameter (Fig. 2.17b) evidences that those
dips represent superconducting vortices.

Given the magnetic field, the pattern and number of vortices are determined by
their confinement to the helical coil. The boundary conditions (2.15) are specific for
the helical stripe and provide a major distinction from the case of an open cylinder
[Fomin12a]. Qualitatively, a certain distribution of vortices on the surface of a cylin-
der is established due to the vortex–vortex interaction under the condition that
screening currents flow close to the boundaries of the upper and the lower halves
of the cylinder with respect to the direction of the applied magnetic field. In open
superconductor tubes, SSCs flow in each half of the whole cylinder as shown in
Fig. 2.1b. As distinct from that, in the helical coil those currents flow in each half-
turn (as shown schematically in Fig. 2.16d,e), and therefore the confinement of vor-
tices to the helical stripe affects the vortex pattern formation through a longer
boundary than that in a cylinder of the same radius and comparable overall height.

The different numbers of vortices occurring in different half-turns (for example,
two and three at B = 1 mT) are attributed to the adjustment of the vortex matter to
such a magnetic field, which requires a number of vortices, which is incommensura-
ble with (in other words, is not an integer multiple of) the total number of half-turns.
In the course of evolution, alternative patterns of vortices distributed over half-turns
may occur. At B = 1 mT, there are different configurations of nine vortices with three
vortices in different half-turns, shown, for instance, in Fig. 2.17d,e. This is a manifes-
tation of a quasidegeneracy of vortex patterns in a helical stripe. Henceforth, we de-
scribe the vortex distributions by the average number of vortices per half-turn.

A quantitative analysis of the vortex patterns in helical coils for different magnetic
fields and geometrical parameters of a helical coil is represented in what follows.
When increasing the magnetic field, the pattern of the vortex distribution changes
from single linear chains aligned along the lines of the maximal or minimal values of
Bn (see the case B = 1 mT in Fig. 2.17b, d) toward a few parallel chains represented in
Fig. 2.18 (see the cases B = 5 and 10 mT). These vortex chains are concentrated in the
areas of the maximal or minimal values of Bn, as sketched in Fig. 2.16b, c. This pattern
of ordering emerges as a result of the interplay between the vortex confinement to the
abovementioned areas in helical stripes and the vortex–vortex interaction.

The study of the impact of geometry on the distribution of vortices begins with a
sparse helical coil, when the pitch distance appreciably exceeds the value Poverlap, so
that there is a significant distance between neighboring turns. The average number of
vortices per half-turn increases with W, as illustrated in Fig. 2.19. At a low magnetic
field B = 1 mT, the average number of vortices per half-turn with increasing helical stripe
width is a slow function ofW due to the developing screening currents. With rising mag-
netic field up to B= 5 mT, the increase becomes faster due to developing multiple chain
patterns. At even higher magnetic fields (B > 5 mT), the dependence approaches a linear
function, which reflects the geometrical origin of the effect: in a sparse helical spiral
with a fixed pitch distance, the magnetic flux through the helical stripe in a fixed
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magnetic field rises directly proportional to its width. The vortices occur even in
sparse helical coils with rather narrow stripes (W ~ 1 μm), because the effective width
of a stripe along the helical coil axisWz [see eq. (B2) in [Fomin17]] increases with P.

Next, a dense helical coil is considered, when the pitch distance P slightly ex-
ceeds the value Poverlap [see eq. (2.18)], at which the subsequent turns start to overlap.
In this case, the neighboring turns are close to (almost touching) each other. The dis-
tribution of vortices occurs to be very sensitive to the helical stripe width W. In
Fig. 2.20, the average numbers of vortices per half-turn in dense helical spirals are
represented as a function of the helical stripe width W. The increase of the average
number of vortices per half-turn with increasing widthW occurs faster than the linear
dimension (of the order of Wz ≈W) of the areas with the maximal/minimal values of
Bn. This nonlinear behavior can be again attributed to developing multichain pat-
terns, as shown in the insets to Fig. 2.18.

The increase of the average number of vortices with the pitch distance depends on the
applied magnetic field. For single-chain patterns at weaker fields, as shown in Fig. 2.21
for B = 1 mT, the increase is slow presumably because of an appreciable impeding of
the vortex nucleation due to the boundary conditions at the helical stripe edges. For
multichain patterns at stronger fields, the increase of the average number of vortices
per half-turn occurs faster than the linear dimension (~Wz) of the areas with the maxi-
mal/minimal values of Bn. This behavior may be attributed to the following combina-
tion of geometrical and physical factors: with increasing Wz, not only the magnetic flux

Fig. 2.19: Average number of vortices per half-turn as a
function of the helical stripe width for a sparse spiral at
P= 6 μm placed in a fixed magnetic field (B= 1, 3 and 5
mT). Data are obtained at t= 5.58 ns (from [Fomin17]).

Fig. 2.20: Average number of vortices per half-turn as a
function of the helical stripe width for a dense helical
coil. At any value of W, the pitch distance slightly
exceeds the value Poverlap (also plotted). Data are
obtained at t = 5.58 ns. The applied uniform magnetic
field is B = 1 mT (from [Fomin17]).
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penetrating the helical stripe increases, but impeding of the vortex nucleation due to
the boundary conditions at the helical stripe edges becomes relatively weaker. A step-
wise increase of the average number of vortices as a function of the pitch distance in
Fig. 2.21 reflects the geometric fact that in the helical coil with two turns, vortex nucle-
ation or denucleation changes the average number of vortices per half-turn by 0.25 or
−0.25. In helical coils with a larger number N of turns, the magnitude of the smallest
change of the average number of vortices decreases as 1/(2 N).

The average number of vortices per half-turn increases with the radius, as shown in
Fig. 2.22. With rising magnetic field from B = 1 mT to B = 5 mT, the increase becomes
faster due to developing of larger multichain fragments. This occurs because of the fol-
lowing geometric factor. When increasing the radius R at fixed values of the helical
stripe width W = 3 μm and the pitch distance P= 6 μm, the areas with maximal [mini-
mal] value of the normal component of the magnetic field Bn =B [Bn =−B] [marked
with red in Fig. 2.16d (blue in Fig. 2.16e)] expand proportionally to the increasing length
of the stripe along the centerline L. The insets to Fig. 2.22 represent vortex patterns

Fig. 2.21: Average number of vortices per half-turn as
a function of the pitch distance at the helical stripe
width W = 3 μm. The effective width of a stripe along
the helical coil axis Wz is also plotted. The applied
uniform magnetic field is B = 1 mT. Data are obtained
at t = 16.74 ns (from [Fomin17]).

Fig. 2.22: Average number of vortices per half-turn as a function of the radius at the helical stripe
widthW= 3 μm and the pitch distance P= 6 μm for different values of the applied uniform magnetic
field (B= 1, 3 and 5 mT). Data are obtained at t= 16.74 ns. The length of the stripe along the centerline
L is also plotted. Distributions of the order parameter are shown in the insets for R=0.72, 1.68 and
2.4 μm (from [Fomin17]).
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at B= 5 mT for radii R=0.72, 1.68 and 2.4 μm. For a smaller radius (R= 0.72 μm), vortex
chains are arranged parallel to the lines, where the normal component of the magnetic
field has its maximal [minimal] value of Bn =B [Bn = −B]. With increasing radius, the
average number of vortices per half-turn rises more prominently at higher magnetic
field values, similarly to Fig. 2.18. At B= 1 mT and 3 mT, this behavior is manifested
over the whole interval of the considered radii. However, at still higher magnetic fields,
for example, B= 5 mT, the average number of vortices per half-turn as a function of ra-
dius saturates. This trend of vortex pattern in each of the upper and lower areas of the
helical stripe reflects a behavior similar to that in a planar stripe perpendicular to an
applied magnetic field, corresponding to the limit of negligible curvature. The multi-
vortex pattern acquires the shape of vortex chains parallel to the sides of the helical
stripe (inset for R = 2.4 μm). This may be attributed to stronger screening currents,
which effectively repel vortices from the sides of the stripe in helical coils of a larger
radius. At intermediate radii, an interplay of both trends of vortex ordering is observed:
(i) parallel to the lines, where the normal component of the magnetic field has its maxi-
mal [minimal] value, which is typical of an open tube [Fomin12a], and (ii) parallel to the
sides of the helical stripe, specific for a planar stripe [Tinkham96]. The interplay leads
to a mixed pattern even with some signs of a hexagonal order (inset for R= 1.68 μm).

The pattern and number of vortices in a stationary distribution are determined by
their confinement to the helical coil. For a dense helical coil, as well as for a sparse one
at lower magnetic fields, the increase of the average number of vortices with increasing
the stripe width occurs faster than the growth in the linear dimension of the areas with
extremal values of the normal component of the magnetic field. This behavior can be
presumably attributed to the trend of changing the vortex ordering patterns from one
to a few chains of vortices. For a sparse helical coil at higher magnetic fields, the aver-
age number of vortices appears to be a linear function of the stripe width, which re-
flects the geometrical origin of the effect. The increase of the average vortex number
with increasing pitch distance occurs faster than the growth in the linear dimension of
the areas, where the normal component of the magnetic field has its extremal values,
due to an interplay of geometrical and physical factors. The revealed quasidegeneracy
of the vortex patterns generates very interesting dynamics of vortices in helical coils.
Superconducting helical coils of increasing radius provide a physical realization of a
transition from the vortex pattern of an open tube to that of a planar stripe. The re-
vealed excellent tunability of the superconducting vortex patterns makes micro- and
nanohelices highly promising for application in superconducting electronics and super-
conducting qubits. Innovative schemes have taken advantage of the third dimension
for the development of high-performance and highly energy-efficient electronic compo-
nents [Shulaker17]. Thus, 3D nanosuperconductivity could represent a breakthrough
for future electronics components, particularly for sensors, energy-storage components
and quantum computing. A significant improvement of the microwave radiation detec-
tion has been demonstrated through the fabrication of a superconducting bolometer by
self-rolling 2D superconductor structures into 3D helical belts [Lösch19].
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Novel schemes based on the design of complex 3D nanoscale architectures are
required for the development of the next generation of advanced electronic compo-
nents. He+ FIB-microscopy in combination with a precursor gas allows one to fabri-
cate 3D nanostructures with an extreme resolution, and a considerably higher aspect
ratio than other FIB-based methods, such as Ga+ FIB-induced deposition, or other ad-
ditive manufacturing technologies. The fabrication of 3D tungsten carbide (WC)
nanohelices with on-demand geometries via controlling key deposition parameters
[Cordoba19] has led to the ultra small and densely packed nanohelices, with dimen-
sions of 100 nm in diameter, and aspect ratio up to 65. These nanohelices become
superconducting at 7 K and show large critical magnetic field and critical current
density [Cordoba19]. The fingerprints of vortex and phase-slip patterns are revealed
from the experimental data using numerical simulations based on the TDGL equa-
tion, given the 3D helical geometry of nanostructures [Cordoba19].

An interesting feature only visible in the measured resistance–current charac-
teristics (RCCs) for the nanohelix of one type is that the resistive transition occurs in
various steps, as observed in measurements under fixed perpendicular magnetic
field of 1 and 2 T (see Fig. 2.23). Nanohelices of other types do not show this feature.
In order to provide some insight to this behavior, numerical simulations based on
the TDGL equation coupled with Poisson equation have been performed using the
Link-Variables approach by finite-difference time-domain method.

The TDGL equation (2.10) is solved with the boundary conditions that follow from
the vanishing of the normal component of the superconducting current at the free edges:

n ·
 

1
iκ
∇−A

!
ψj∂Ds =0; n ·

 
1
iκ
∇−A

!
ψj∂Dy =0. (2:27a)

The electric potential φ is found as a solution of the Poisson eq. (2.11) coupled with
eqs. (2.10) and (2.27). The transport current density jtr yð Þ= const≡ jtr is imposed via
the boundary conditions for eq. (2.11) at the edges, to which electrodes are attached:

n ·∇φj∂Ds = −
1
σ
jtr; n ·∇φj∂Dy =0. (2:27b)

Parameters in the aforementioned equations used for numerical simulation are pre-
sented in Tables 2.3 and 2.4. The parameters provided in Table 2.3 are calculated for the
temperature T=0.5 K using the following expressions in the dirty limit [Esposito14]:
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For the numerical simulation, the 2D approximation is used with the mesh with
1,725 × 25 nodes that provides the spatial resolution as small as 0.5ξ. The discretiza-
tion time is equal to 0.0005τGL; however, this parameter is dynamically adapted to
the dynamics of the system: when there occurrs only a small variation of the order
parameter (phase and amplitude), the time discretization is increased and vice versa.
With these parameters, the model is capable to reproduce the vortex dynamics in the
presence of a transport current and a magnetic field. The number of iterations re-
quired to reach the specific order parameter pattern varies between 107 and 108.

Fig. 2.23: Experimental RCCs (left panels) for the nanohelix type 6, and simulated order-parameter
distributions plotted over the 2D surface of the helical structure (right panels) for the magnetic fields
1 T (upper-right panel) and 2 T (lower-right panel). The values of the applied transport current in units
of the critical current are indicated in the panels. The critical currents are evaluated from the
experimental data to be 3.3 µA for 1 T and 3.0 µA for 2 T. Different vortex and phase-slip patterns
correspond to steps of resistance (the correspondence is shown by the arrows) (from [Cordoba19]).
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This analysis reveals several patterns of the order parameter corresponding to
the spatial distribution of the normal to the surface component of the magnetic
field over the surface of the helical nanostructure. These patterns are represented in
the right panels of Fig. 2.23a and b for magnetic fields 1 and 2 T, respectively. The
order-parameter distribution over the surface of the helical structure is shown at
different values of the applied transport current (in units of the critical current).
The voltage generated by an individual vortex in motion for all patterns leads to a
finite resistance of the order of 1 Ω. Experimentally observed jumps (higher than

Table 2.3: Calculated and evaluated parameters for the nanohelix type 6 (from [Cordoba19]).

Physical parameter and units Value

Coherence length ξ, nm .

Magnetic field penetration depth λ, nm .

Diffusion coefficient D, m2=s . × 
−

Second critical magnetic field Bc, T .

Critical current Ic, µA (for magnetic field 1 T) . (evaluated from the experimental data: the
value at which the maximal resistance is reached)

Critical current Ic, µA (for magnetic field 2 T) . (evaluated from the experimental data: the
value at which the maximal resistance is reached)

Relaxation time τGL,ps .

Table 2.4: Parameters taken for the particular simulation of the nanohelix type 6 in the 2D
approximation (from [Cordoba19]).

Geometrical and physical parameters and units Value

Number of turns 

Radius of the helical coil R, nm .

Width W, nm 

Coherence length ξ0, nm . (averaged over all structures)

Magnetic field penetration depth λ0, nm  (averaged over all structures)

Conductivity in the normal state σ, 1/Ω ·m . × 
 (extracted from the experimental

data and averaged over all structures)

Critical temperatures Tc, K . (averaged over all structures)

Mean free electron path ,, nm . (evaluated from experimental data)

Fermi velocity vF , m/s , (calculated from the Drude model)
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100 Ω) in the RCCs are about two orders of magnitude higher than the resistance
induced by an individual vortex, which follows from the numerical simulation. The
most probable reason for the observed jumps is therefore the occurrence of phase
slips, which start to appear at transport current values shown in Fig. 2.23. The tran-
sition of two half-turns into the full phase-slip regime causes the resistance to in-
crease by about 1,000 Ω, whereas the presence of the phase slips in all half-turns
without the vortex dynamics results in a resistance of about 2,250 Ω. The simulated
order parameter at the magnetic field B = 1 T shown in Fig. 2.23a does not seem to
reveal vortices in static or dynamic states.

From an arbitrary initial state (for which a random distribution is taken), the
order parameter evolves to one of the three following quasistationary patterns: (i)
pure vortex state (the number of vortices is in the range from 0 to N), (ii) mixed
one: vortices plus order-parameter depression regions (phase slips) and (iii) pure
order-parameter depression regimes. It is suggested that the whole half-turn, at
which the order-parameter depression appears, switches to the normal state due to
the Joule heating as shown in Fig. 2.24. In regions, where the absolute value of the
normal to surface magnetic field is minimal, the order-parameter depression extent
is suppressed. This mechanism explains the experimental shelf-like features in
RCCs [Cordoba19]. As distinct from the planar 2D superconductor structures, the
complex 3D geometry of nanohelices determines topologically nontrivial SSCs and
confinement potentials that cardinally depend on radius and pitch (or, equiva-
lently, curvature and torsion) and imply, as shown below, occurrence of different
patterns of topological defects.

For all structures, a similar behavior is manifested, when the applied current increases
from 0 to the critical value. Namely, the modulus of the order parameter evolves from
a homogeneous state, which describes the pure superconducting phase, to different
patterns of vortices, then to different phase-slip patterns, finally resulting in the normal

Fig. 2.24: Simulated order-parameter distributions plotted over the 2D surface of the helical
structure (experimental type 6) for 1 T. Each calculated state manifesting a number of phase slips
in some half-turns (top panels) and the assumed phase-slips extension over the half-turns (bottom
panels). The values of the applied transport current in units of the critical current are indicated in
the panels (from [Cordoba19]).
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state. In order to check how phase-slip patterns evolve with increasing number of
turns, a simulation is performed for structures with fixed width (50 nm), helical diame-
ter (100 nm), and pitch (200 nm) under a magnetic field of 2 T. These geometrical char-
acteristics of the simulated structures correspond to the experimental helix type 1.
Results of this simulation for a fixed applied transport current (I ~ 0.6Ic) are shown in
Fig. 2.25. For the structure with one turn, phase slips are represented by three extended
regions over the half-turns. Phase slips occupy approximately 80% of the area of the
structure. For the structure with two turns, there are five regions with phase slips,
while the relative size of each phase-slip region is smaller than the relative size of a
phase-slip region for the structure with one turn. The trend of decreasing the size of
the phase-slip regions and increasing their number continues for the structure with
three turns. For the structure with four turns, the phase-slip regions disappear in some
parts of the structure. The increment of the resistance is proportional to the overall size
of the phase-slip regions, so, when the phase-slip pattern is represented by a number
of small regions, each new region gives a small increment to the resistance (the case
realized in the experimental helix types 1, 4, 7). In this case, there occur no shelf-like
features in the RCCs within the experimental conditions.

Extensive simulations performed for structures of different helical radii (from 50 to
150 nm) and pitches (from 200 to 925 nm) under various applied transport currents
(from 0 to 1.2Ic) reveal no qualitative difference in order-parameter patterns as a
function of the applied transport current. To confirm the above-discussed impact of
topology on the order parameter, the planar structures are simulated with the same
dimensions as the helical ones. For each number of turns, the order parameter is
provided for the corresponding planar structure (Fig. 2.26). It is remarkable that for
all planar structures, the order-parameter pattern does not depend on the size, un-
like that in helical structures (Fig. 2.25).

Fig. 2.25: The magnetic field and the order-parameter distributions for the nanohelix
(experimental type 1) with the width W = 50 nm, the helical radius R = 50 nm, the pitch P = 200 nm
and the number of turns N = 1, N = 2, N = 3 and N = 4. The transport current I e 0.6Ic (from
[Cordoba19]).
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In Fig. 2.27, the evolution of the order parameter with increasing transport cur-
rent is illustrated for the nanohelix with two turns and for the corresponding planar
structure. The spatial regions occupied by the normal phase of the order parameter
in a planar structure approximately linearly grow with the current, while the similar
spatial regions in the helical structure remain almost unchanged. This comparison
qualitatively demonstrates how the helical geometry changes the resistive proper-
ties of self-rolled nanoarchitectures.

Figures 2.25 to 2.27 demonstrate how chirality of nanohelices determines the
order-parameter patterns that are quite distinct from those in planar structures and
thus provide an insight into the occurrence of the shelf-like features in the RCCs in
some nanohelices, while there are no such features in other nanohelices. The same
mechanism seems to be responsible for the step-like CVCs detected in the much
larger microhelical belts [Lösch19].

Fig. 2.26: The order-parameter distributions for planar structures of the width W = 50 nm and
different lengths corresponding to the nanohelices with the numbers of turns N = 1, 2, 3, 4. The
transport current I e 0.6Ic (from [Cordoba19]).
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Fig. 2.27: The order-parameter distributions (panels 1–3) for the nanohelix (experimental type 1)
with the W = 50 nm, R = 50 nm, pitch P = 200 nm and the number of turns N = 2. The three bottom
panels (4–6) show the order-parameter distributions for the planar structures of the same
dimensions. The values of the applied transport current in units of the critical current are indicated
in the panels (from [Cordoba19]).
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3 Theory of phonons in advanced semiconductor
micro- and nanoarchitectures for thermoelectric
applications

Efficient nanoscale control of acoustic phonons is of immanent importance for de-
sign and fabrication of novel nanoelectronic systems, nano- and optomechanical
devices, micro- and nanoscale resonators, phonon-based quantum memories and
biomedical applications, thermoelectric materials. Spatial confinement of acoustic
phonons in semiconductor thin films, superlattices and nanowires changes their
properties in comparison with bulk materials. Phonon confinement in nanostruc-
tures leads to emergence of the quantized energy subbands with corresponding
modification of the phonon density of states (DOS). Nanostructuring, as suggested
in ref. [Hicks93], creates a timely opportunity to search for new advanced thermo-
electric materials (see [Dresselhaus07, Balandin12, Fomin18c] for reviews). A com-
bined “roll-up press-back” technology has been presented to fabricate novel acoustic
metamaterials/mechanically joined nanomembrane superlattices [Grimm14], which
reveal a significant reduction of the measured cross-sectional phonon transport com-
pared to a single nanomembrane layer [Li17].

It has been demonstrated theoretically that phonon heat flux can be signifi-
cantly suppressed in Si and Si/SiO2 nanowires with the periodically modulated
cross section area (MNWs) [Nika12, Cocemasov15]. Redistribution of the phonon en-
ergy spectra in MNWs leads to a strong decrease of the average phonon group ve-
locities and hence to a suppression of the phonon thermal flux in these nanowires
as compared to the generic nanowires. This effect is explained by the exclusion of
the phonon modes trapped in MNW segments from the heat flow.

Efficient engineering of the acoustic phonon energy spectrum has been achieved
in self-rolled multishell tubular structures. The acoustic phonon dispersion is deter-
mined by solving the equations of elastodynamics for InAs and GaAs material sys-
tems. It is shown that the number of shells is an important control parameter of the
phonon dispersion together with the structure dimensions and acoustic impedance
mismatch between the superlattice layers. Analysis of phonon spectra in multishell
nanostructured microtubes [Fomin15, Fomin18c] has revealed the fact that the num-
ber of shells is an important control parameter of the phonon dispersion, which im-
plies a prominent effect on the group velocity dispersion and the phonon DOS as well
as on the phonon transport. The obtained results suggest that self-rolled nanoarchi-
tectures are promising for thermoelectric applications owing to a possibility of sig-
nificant reduction of the thermal conductivity without degradation of the electronic
transport.

For the radial Si/SiOx hybrid nanomembrane superlattices (HNMSLs) [Li17], the
in-plane thermal conductivity of a one-winding Si tube shows a tremendous reduction
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compared to both the bulk Si material and other Si thin-film systems with the same
thickness. Interestingly, as the number of windings of Si tubes increases, the in-plane
thermal conductivity drops owing to the thermal interaction among various windings.
The theoretical simulation fits the experimental data very well and implies that the
thermal conductivity of the fabricated Si/SiOx HNMSLs is strongly affected by the pho-
non processes in the amorphous SiOx layers. The obtained thermal properties together
with the unique roll-up and compression technique pave a novel way for Si-based
thermoelectric applications.

The optical phonon spectra in multilayer cylindrical quantum wires manifest a
geometric structural effect [Klimin94], which is of immanent importance for under-
standing of the pairing of charge carries in quantum wires [Pokatilov00], as well as
the electron–phonon phenomena in multilayer coaxial cylindrical AlxG1−xAs/GaAs
quantum cables [Zhang03] and double-coupled nanoshell systems [Kanyinda08].
The aim of the present section is to demonstrate the feasibility of controlling the
acoustic phonon energy spectra and corresponding phonon velocity dispersion in
self-rolled micro- and nanoarchitectures. Of fundamental importance in this context
is the experimental evidence [Deneke07] that due to oxide formation during fabrica-
tion, a single period of a radial superlattice is represented by a semiconductor/
amorphous oxide/polycrystalline metal/amorphous oxide layer rather than a semi-
conductor/metal layer. This implies a necessity to investigate multilayer tubes. The
elastodynamic boundary conditions on spiral interfaces of a self-rolled microtube
with multiple windings or on cylindrical interfaces of a multilayer tube, which con-
sists of coaxial cylindrical shells, (multishell) immediately affect the acoustic pho-
non energy spectrum and, hence, phonon group velocities for propagation along
the tube. Since the effect of these boundary conditions depends on the number of
shells along with the geometric parameters, multishells are qualified into acoustic
metamaterials. This introduces, in particular, extra capability for tuning the phonon
spectrum, engineering the phonon transport and advancement of thermoelectric
materials [Balandin12].

3.1 Phonon spectra in multishell microtubes

Spiral interfaces of a self-rolled microtube with multiple windings (Fig. 3.1a,b) are
modeled by cylindrical interfaces of a multishell as shown schematically in Fig. 3.1c.
The elastic continuum model is used because it works well for the considered dimen-
sions of the structures. It was shown previously that such a model gives results in
good agreement with the lattice dynamics and molecular dynamics (MD) simulations
[Nika09, Hu11b, Bi12, He12]. The acoustic phonon modes near the Brillouin zone (BZ)
center are primarily responsible for heat transfer. The elastic continuum model is
particularly accurate for the BZ center phonons. Infinitely long structures can be
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considered because the length of fabricated micro- and nanotubes is much larger
than their diameter. The effect of the finite length on the phonon energies is sup-
posed to be negligible.

The displacement vector um in each layer (m= 1, . . ., N), treated as an elastic
continuum, obeys the equations of elastodynamics [Graff91]:

μm∇
2um + λm +μmð Þ∇∇ ·um = ρm

∂2um

∂t2
. (3:1)

Fig. 3.1: Microtube with multiple windings fabricated using roll-up technology, a scheme (a) and a
STEM image of a radial superlattice from a self-rolled 20 nm InGaAs/10 nm Ti/46 nm Au layer
(b) (republished with permission of IOP Publishing from ref. [Deneke09] © (2009) IOP Publishing.).
Cross section in the plane orthogonal to the X-axis of a multilayer tube consisting of coaxial shells
(multishell) (c). The tube core and the outer medium are vacuum. The axis of the structure is
selected as the X-axis. The polar coordinates in the YZ-plane are (r,φ). The picture corresponds to a
multishell with a periodic alternation of two materials (from [Fomin15]).
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At every intershell boundary rm (m = 1, . . ., N–1), the following six boundary condi-
tions represent continuity of the stress tensor components:

σrrm =σrrm+ 1;

σrxm =σrxm+ 1;

σrφm =σrφm+ 1;

(3:2)

and of the displacement vector components:

urm = urm+ 1;

uxm = uxm+ 1;

uφm = uφm+ 1.

(3:3)

At the internal boundary r0, the following three boundary conditions represent van-
ishing of the stress tensor components:

0=σrr1;

0=σrx1;

0=σrφ1.

(3:4)

Similarly, at the external boundary rN, the following three boundary conditions rep-
resent vanishing of the stress tensor components:

σrrN =0;

σrxN =0;

σrφN =0.

(3:5)

In total, there are 6N boundary conditions. The boundary problem described by eq.
(3.1) and the boundary conditions (3.2) to (3.5) for an arbitrary number of the shell
pairs satisfy the correspondence principle with respect to the case of a two-shell
composite coaxial tube [Armenakas66, Armenakas71].

The solutions to the equations of elastodynamics are sought in the form of a
combination of dilatational waves and shear (equivoluminal) waves:

um =ΔΦm +∇×Hm. (3:6)

Here, the scalar potential of the dilatational motion and the vector potential of the
shear motion along the axis of the structure (which has only two independent com-
ponents) satisfy the equations:

v21m∇
2Φm =Φ

..
m,

v22m∇
2Hm =H

..
m.

(3:7)
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The velocities ν1m and ν2m correspond to dilatational and shear waves in the mate-
rial of the mth layer. The solutions to the wave equations are sought as plane waves
traveling along the axis of the structure.

Every two neighboring layers are assumed to be perfectly bonded. Therefore,
the eigenwaves in all layers have the same longitudinal wave vector ζ and circular
frequency ω:

Φm = fm rð Þ cosðnφÞ cosðωt + ζxÞ,
Hrm = hrm rð Þ sinðnφÞ sinðωt + ζxÞ,
Hφm = hφm rð Þ cosðnφÞ sinðωt + ζxÞ,
Hxm = hxm rð Þ sinðnφÞ cosðωt + ζxÞ.

(3:8)

A multishell with a periodic alternation of two materials is further assumed
(see Fig. 3.1c with r0 = 100 nm. All odd shells (m= 2k + 1) consist of one and the
same material with elastic properties λ1, μ1, density ρ1 and have the same thick-
ness: Δr1. All even shells (m= 2k) consist of the same material with elastic properties
λ2, μ2, density ρ2 and have the same thickness: Δr2. They are represented in Table 3.1.
In what follows, the number of layers is denoted by NL. The wave characteristics in
the materials are defined in Table 3.2.

Table 3.1: Geometric and materials parameters of the multishell.

Parity i of the layer number m    

Material InAs [Ioffe] GaAs [Ioffe] Si [Ioffe] SiO[Bondi]
λi, dyn/cm

. × 


. × 


. × 


. × 


μi, dyn/cm
. × 


. × 


. × 


. × 



ρi, g/cm
. . . .

Δri, nm    

Table 3.2: Definitions of the wave characteristics in the materials (from [Fomin15]).

Characteristic of the layer with parity i of the number m Denotation

Velocity of a dilatational wave v1i = ½ðλi + 2μiÞ=ρi�1=2

Velocity of a shear wave v2i = ½μi=ρi�1=2

Squared radial wave number for a dilatational wave αi
2 = ω2=v1i2 − ζ2

Squared radial wave number for a shear wave βi
2 = ω2=v2i2 − ζ2

Dispersion of the Rayleigh waves αi =  ω = v1iζ

Dispersion of the Rayleigh waves βi =  ω = v2iζ
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The further procedure is a generalization of that in [Armenakas66] for a two-shell
tube onto an arbitrary number of shells. Substituting the eigenwaves of eq. (3.8)
into the differential equations of motion (3.7), we exclude three coordinates (t, x
and φ) and arrive at a set of differential equations with respect to the radial coordi-
nate r for the amplitude functions fm(r) and hxm(r) at m = 1, 2, . . ., NL:

∂2fm
∂r2

+ 1
r
∂fm
∂r

+ α2m −
n2

r2

� �
fm =0,

∂2hxm
∂r2

+ 1
r
∂hxm
∂r

+ β2m −
n2

r2

� �
hxm =0

(3:9)

and two similar equations for the amplitude functions hrm(r) and hφm(r). Due to gauge
invariance of the vector potential, one of the functions hrm(r), hφm(r), hxm(r) can be se-
lected arbitrarily; we use, like in [Armenakas66], the calibration hrm(r) =−hφm(r)≡ h1m(r).
The differential equations (3.9) are Bessel equations ([Abramowitz72], Chapter 9). Their
solutions can be represented in the general form:

fm rð Þ=A1mZn αmj jrð Þ+B1mWn αmj jrð Þ,
h1m rð Þ=A2mZn+ 1 βm

 r	 

+B2mWn+ 1 βm

 r	 

,

hxm rð Þ=A3mZn βm
 r	 


+B3mWn βm
 r	 


,

(3:10)

where Zn (Wn) are the Bessel functions of the first kind Jn (second kind Yn)
([Abramowitz72], p. 358) for the real radial wave numbers αm and βm and the modi-
fied Bessel functions In (Kn) ([Abramowitz72], p. 374) for the imaginary wave numbers
αm and βm. In the set of solutions (3.10), there are in total 6NL unknown coefficients,
which can be represented as a 6NL-dimensional vector Ξ≡ A1m,B1m,A2m,B2m,f
A3m,B3mjm= 1, 2, . . . ,NLg. After substituting the solutions (3.10) in the set of 6NL

boundary conditions (3.2) to (3.5), a homogeneous set of 6NL linear algebraic equa-
tions with respect to 6NL components Ξj (j = 1, . . ., NL) of the vector Ξ follows:

X6NL
j= 1

CijΞj =0, i= 1, . . . , 6NL. (3:11)

A nontrivial solution to this system exists under the condition that its 6NL × 6NL de-
terminant vanishes:

detðCijÞ=0, i, j= 1, . . . , 6NL. (3:12)

A numerical solution to the secular equation (3.12) is found using Intel® Visual
Fortran with Microsoft Visual Studio 2008 [Intel08]. It provides phonon eigenfrequen-
cies as a function of the longitudinal wave vector ζ. The resulting phonon dispersion
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curves are represented below in the nondimensional form using the units, which are
defined in Table 3.3.

The lowest phonon dispersion curves (in the window of eigenfrequencies [0, 1.5]) are
shown for axially symmetric waves n = 0, NL = 2 in Fig. 3.2. More time-consuming cal-
culations are required for flexural waves with n ≥ 1. There are anticrossings of torsional
or nontorsional modes, but there might occur crossings of torsional (ux = ur = 0, uφ ≠ 0)
and nontorsional (associated with the displacement components ux and ur, uφ = 0)
modes. Dispersion of the phonon group velocity for the dispersion curves in Fig. 3.2 is
represented in Fig. 3.3. The group velocity dispersion practically stops when the eigen-
frequency ω goes beyond the window [0, 1.5].

Table 3.3: Units for wave characteristics (from [Fomin15]).

Physical quantity Unit

Longitudinal wave vector ζ /Δr
Frequency ω πv/Δr
Group velocity dω/dζ πv

Fig. 3.2: Phonon dispersion curves for n = 0,
NL = 2. The inner and outer radii of a multishell
are r0 = 100 nm and r2 = 110 nm, respectively.
Nontorsional and torsional modes are
represented with filled and empty circles,
correspondingly. Dashed lines indicate the
dispersion curves for dilatational (αI = 0) and
shear (βI = 0) waves in the material with parity
i of the number m (from [Fomin15]).

Fig. 3.3: Phonon group velocity dispersion
curves for n = 0, NL = 2. Denotations of
nontorsional and torsional modes are the same
as in Fig. 3.2 (from [Fomin15]).
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The lowest phonon dispersion curves are shown for axially symmetric waves
n = 0, NL = 4 in Fig. 3.4. For clarity, dispersion curves for nontorsional and tor-
sional waves are represented separately. A larger number of phonon dispersion
curves in multishells with four shells emerge within the same interval of energies
and wave vectors as for multishells with two shells in Fig. 3.2. Dispersion of the
phonon group velocity for the lowest dispersion curves in Fig. 3.4 is represented
in Fig. 3.5.

Fig. 3.5: Phonon group velocity dispersion curves for nontorsional (a) and torsional (b) waves at
n = 0, NL = 4 (from [Fomin15]).

Fig. 3.4: Phonon dispersion curves for nontorsional (a) and torsional (b) waves at n = 0, NL = 4.
The inner and outer radii of a multishell are r0 = 100 nm and r4 = 120 nm, respectively (from
[Fomin15]).
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The lowest phonon dispersion curves are shown for axially symmetric waves
n = 0, NL = 6 in Fig. 3.6. A larger number of dispersion curves in multishells with six
shells emerge within the same interval of energies and wave vectors as for multi-
shells with four shells in Fig. 3.4 and even more so for multishells with two shells
in Fig. 3.2. Dispersion of the phonon group velocity for the lowest dispersion curves
in Fig. 3.6 is represented in Fig. 3.7.

Fig. 3.6: Phonon dispersion curves for nontorsional (a) and torsional (b) waves at n = 0, NL = 6.
The inner and outer radii of a multishell are r0 = 100 nm and r6 = 130 nm, respectively (from
[Fomin15]).

Fig. 3.7: Phonon group velocity dispersion curves for nontorsional (a) and torsional (b) waves at
n = 0, NL = 6 (from [Fomin15]).
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For the axially symmetric waves (n = 0), as follows from Figs. 3.2, 3.4 and 3.6,
the lowest group of the phonon dispersion curves, containing one torsional and
two nontorsional modes, at the small wave vectors ζ is only slightly changed by the
number of layers NL. In the same region of wave vectors, the second, consisting of
one torsional and one nontorsional modes (the third, consisting of one torsional
and two nontorsional modes) group of the phonon frequencies ω significantly de-
creases from 0.57 (1.17) for NL = 2 to 0.29 (0.57) for NL = 4 and 0.19 (0.38) for NL = 6.
Within the numerical accuracy, the decrease of the phonon frequencies in the long-
wave limit is inversely proportional to NL. Away from the long-wave limit, a general
trend of “compression” of the phonon energy spectrum towards lower values of
phonon frequencies persists.

As shown in Figs. 3.3, 3.5 and 3.7, the phonon group velocity related to the fun-
damental (lowest) torsional mode is a weakly varying function of the wave vector ζ,
while for the higher torsional modes it monotonously increases with the wave vec-
tor ζ towards saturation. For a fixed value ζ = 0.05, the phonon group velocity re-
lated to the lowest (second lowest) torsional mode depends on the number of layers
NL as follows: 1.17 (0.13) for NL = 2; 1.17 (0.27) for NL = 4 and 1.17 (0.37) for NL = 6.
Within the numerical accuracy, the increase of the phonon group velocity for
the second lowest torsional mode is directly proportional to NL.

The phonon group velocity related to the lowest two nontorsional modes is a
weak function of the wave vector ζ, while for higher torsional modes it always
strongly depends on ζ. For the same fixed value ζ = 0.05 as above, the phonon
group velocity related to the lowest (second lowest and third lowest) nontorsional
mode depends on the number of layers NL as follows: 0.75 (2.02 and 0.43) for NL = 2;
0.75 (1.98 and 0.82) for NL = 4 and 0.78 (1.94 and 1.06) for NL = 6. Within the numeri-
cal accuracy, the phonon group velocity for the third lowest non torsional mode re-
veals a sublinear dependence on NL.

Finally, in order to clearly visualize the overall impact of the number of layers in
a multishell on the group velocity dispersion, the average and root-mean-square
(RMS) phonon group velocities are calculated for the branches available from the re-
sults of the previous analysis. The results, shown in Fig. 3.8, demonstrate that an in-
crease of NL from two to four leads to an appreciable decrease of the average and RMS
phonon group velocities. A further increase of NL from four to six has a smaller impact
on the average and RMS phonon group velocities. For the wave vector ζ = 0.05, the
average phonon group velocity decreases from 0.82 for NL = 2 to 0.54 for NL = 4
and further to 0.53 for NL = 6. At the same time, the RMS phonon group velocity is
reduced from 0.95 for NL = 2 to 0.71 for NL = 4 and further to 0.65 for NL = 6. At
small wave vectors, the trend persists: the average and RMS phonon group veloci-
ties decrease with increasing NL.

3.1 Phonon spectra in multishell microtubes 55

 EBSCOhost - printed on 2/13/2023 8:39 PM via . All use subject to https://www.ebsco.com/terms-of-use



In summary, there exists a possibility of efficient engineering of the acoustic
phonon energy dispersion [Balandin15] in multishell tubular structures produced
by a novel method of self-assembly of micro- and nanoarchitectures. A depen-
dence on the number of layers in a multishell structure is a manifestation of geo-
metric effects on phonon energy spectrum. Such geometric effects are features
pertinent to acoustic metamaterials and phonon crystals. Based on the calculated
energies, the phonon confinement effects should be directly observable using
Brillouin–Mandelstam spectrometry [Kargar16]. The changes in the acoustic pho-
non spectrum affect phonon transport and can be experimentally detected in ther-
mal conductivity measurements. The above-discussed reduction of the phonon
group velocity and phonon thermal conductivity seems to be possible without sig-
nificant roughness scattering and degradation of electron transport. The arrays of
self-rolled multishell tubular structures are prospective candidates for advance-
ment in thermoelectric materials and devices.

3.2 Phonons in Si/SiO2 multishell microtubes

Using the elastodynamic model of Section 3.1, the phonon properties are analyzed for
Si/SiO2 multishell microtubes with the inner radius r0 = 1,050nm. The geometric and
materials parameters are provided in Table 3.1. As evident from the phonon disper-
sion curves in Fig. 3.9, with increasing the wave number, more phonon modes reveal
an appreciable dispersion and therefore provide a larger contribution to the average
phonon group velocity. The dispersion curves of torsional modes in a multishell
structure exhibit moderate kinks when hitting the dispersion curve of a Rayleigh

Fig. 3.8: Average (left panel) and RMS (right panel) phonon group velocity dispersion curves for
n = 0 at NL = 2, 4 and 6 (from [Fomin15]).
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wave at the surface of SiO2, which stems from the dispersion relation for a shear
wave β2 = 0. The dispersion curves of nontorsional modes in a multishell structure
manifest significant kinks when hitting the dispersion curve of a Rayleigh wave at
the surface of Si, which corresponds to the dispersion relation of a dilatational wave
α1 = 0. The phonon DOS represented in Fig. 3.10 reveals almost equidistant peaks typ-
ical of a one-dimensional quantum wire. It is worthy of notice, that the periods of the
phonon DOS manifest a hyperbolic dependence on the number of windings NL/2. The
corresponding average group velocities represented in Fig. 3.10 as a function of en-
ergy reflect the spectral structure of the phonon DOS. Similar to Fig. 3.8, the phonon
group velocity calculated for long-wave phonons in Si/SiO2 multishell tubes system-
atically decreases within increasing NL [Fomin18c].

Fig. 3.9: Phonon dispersion curves in multishell tubes Si/SiO2 with one winding (NL = 2) and two
windings (NL = 4). The geometric parameters are Δr1 = 18 nm,Δr2 = 2 nmand r0 = 1,050 nm.
Thel unit for the phonon energy ħω is ~5 meV. The unit for the wave number is ~5 × 108 m−1. The
lowest torsional branches are close to the Rayleigh wave β1 = 0 (from [Fomin18c]).
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Phonon thermal conductivity is calculated within the formalism of ref. [Callaway59]
using the average group velocities from Fig. 3.10 and the phonon scattering mech-
anisms for superlattices [Li17]. Within the assumed model, the scattering rate is
generalized as compared to [Li17] (Supporting Information) as follows:

τ− 1 ωð Þ= dSi
d

τ− 1
bulk Si ωð Þ+ dSiO2

d
τ− 1
bulk SiO2

ωð Þ+ NL

2
τ− 1
I ωð Þ. (3:13)

Here, the bulk scattering rates of materials of both shell types are weighted with
factors, representing their relative width dSi=d, dSiO2=d, while the number of wind-
ings NL=2 as a factor in front of the interface scattering rate for a single interface is
invoked in order to explicitly take into account the corresponding increase of the
mechanical interface area. As shown in Fig. 3.11, the elastodynamic model of

Fig. 3.10: Phonon DOS (red) and the average phonon group velocity (green) in multishell tubes
Si/SiO2 with one winding (NL = 2), two windings (NL = 4) and five windings (NL = 10) calculated for
the dispersion curves shown in Fig. 3.9. The periods of DOS (found using FFT) as a function of
frequency are shown in panels (a) to (c) (after [Fomin18c]) and as a function of the number of
windings in panel (d).
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phonons allows for an explanation of the decay of the calculated phonon thermal
conductivity with increasing the number of windings.

Scattering parameters significantly change the value of the thermal conductiv-
ity and its behavior as a function of temperature. For instance, when decreasing the
specularity parameter p from 0.95 to 0.1, which corresponds to enhancement of the
interface scattering, the maximum of the thermal conductivity as a function of tem-
perature shifts to higher temperatures, while the values of the thermal conductivity
at 400 K decrease by a factor of more than 10. Optimization of the thermal conduc-
tivity range requires a fine-tuning of the scattering parameters appropriate for mul-
tishell tubes in conjunction with the available experimental data.

3.3 Thermal conductivity of HNMSLs

A novel approach to manage thermal conductivity of Si thin-film-based high-tech
nanoarchitectures through the formation of rolled-up radial and pressed-back pla-
nar Si/SiOx HNMSLs shown in Fig. 3.12 has been realized [Li17]. The in-plane ther-
mal conductivity is measured in three types of Si/SiOx HNMSLs configurations with
diverse numbers of windings (1, 2 and 5), while three planar HNMSLs each incorpo-
rating stacked Si/SiOx nanomembranes are then selected to carry out comparative
measurements. First, it is demonstrated that the in-plane thermal conductivities of
the radial Si/SiOx HNMSLs with various numbers of windings (1, 2 and 5) show a
tremendous reduction relative to the bulk single-crystalline silicon at temperatures
ranging from 300 to 400 K. Second, a continuous reduction in thermal conductivity
with increasing number of windings is observed, indicating thermal correlations

Fig. 3.11: Phonon thermal conductivity for multishell tubes Si/SiO2 with one winding (NL = 2) and
two windings (NL = 4) estimated within the formalism of ref. [Callaway59] using the average group
velocities from Fig. 3.10 and the phonon scattering mechanisms for superlattices [Li17].

3.3 Thermal conductivity of HNMSLs 59

 EBSCOhost - printed on 2/13/2023 8:39 PM via . All use subject to https://www.ebsco.com/terms-of-use



between the layers of Si/SiOx HNMSLs. Third, planar Si/SiOx HNMSL, which are fab-
ricated by mechanically compressing the 5-winding radial tube, shows the in-plane
thermal conductivity in the range of 4.4 to 5.7 W m−1 K−1 at temperatures from 200
to 400 K, which is the smallest among the values of Si-based planar superlattices
reported before ref. [Li17].

To obtain an insight into the phonon transport processes in HNMSLs, we propose
a model simulating the phonon thermal conductivity of planar Si/SiOx HNMSLs in
the framework of a linearized Boltzmann transport equation (BTE) [Volz99, Mingo03,
Nika12]. For the simulation, we assume a superlattice period consisting of 20-nm sin-
gle-crystalline Si and 2-nm amorphous SiO2 on each side, as shown schematically
in Fig. 3.12a. Within the Born–von Kármán (BvK) theory of lattice dynamics, the pho-
non dispersion is calculated in planar Si/SiO2 HNMSLs. The set of equations of mo-
tion for atoms from the monolayer s of a HNMSL can be written in a harmonic
approximation as follows:

mω2Ui ns,~qð Þ=
X
n′
s′

X
j= x, y, z

Φij ns, n′s′
	 


exp i~q · ~r n′s′
	 


−~r nsð Þ	 
	 

Uj n′s′,~q
	 


, (3:14)

where i= x, y, z, m is the mass of an atom, ω is the phonon frequency, ~q is the pho-
non wave vector, ~U is the displacement vector,~r nsð Þ is the radius-vector of the nth
atom from the sth monolayer and Φ is the force constant matrix. The interaction is
considered between the atoms from the nearest- and second nearest-neighbor atomic
spheres; therefore, the summation in eq. (3.14) is performed over all atoms n′s′ from
two neighbor spheres of the atom ns. The force constant matrix contains three inde-
pendent force constants: α, β and μ. Having solved eq. (3.14) in the long-wavelength
limit q ! 0, we express the interatomic force constants through independent elastic
moduli of a bulk material c11 and c44 as: α= aπ2c11=16, β=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α a c11 − 2c44ð Þ+ αð Þ=2p

and
μ= ac11 − αð Þ=8, where a is the corresponding lattice constant.

Fig. 3.12: Schematic diagram of a Si thin-film sample as well as a self-rolled radial and pressed-
back planar Si/SiOx HNMSL (from [Li17]).
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The amorphous SiO2 layers are treated in the virtual crystal (VC) approxima-
tion, which has been extensively used for modeling vibrational and thermal proper-
ties of disordered materials and interfaces. The translational symmetry of the SiO2

material under the VC approximation [Abeles63, Ma05, Beechem07, Larkin13] re-
sults in the appearance of a pseudo-BZ with definite wave numbers qx, qy, qz char-
acterized by the microscopic reference state in the form of a crystal lattice with a
lattice constant a. The pseudo-BZ terminology for glasses is discussed in ref. [Grest84].
Using the pseudo-BZ concept, the authors of ref. [Chumakov11] associate the well-
known “boson peak,” characteristic to all amorphous materials, with the singularities
of transverse acoustic vibrations near the pseudo-BZ boundary. Moreover, both longi-
tudinal and transverse acoustic phonon dispersion curves in SiO2, calculated within
the BvK model (see green curves in Fig. 3.13b), are in a good accordance with the in-
elastic X-ray and neutron scattering experiments for amorphous silica at wave num-
bers up to ~6 nm−1 [Baldi08]. For Si/SiO2 HNMSL, the periodicity of the SiO2/Si/SiO2

segments results in the occurrence of the pseudo-BZ with the wave number qz between
0 and π/d, where d=dSi + 2dSiO2 is the superlattice period.

In Fig. 3.13b,c, the obtained phonon energy spectra are shown for the in-
plane ωs qxð Þ and cross-plane ωs qzð Þ directions. For comparison, both in-plane
and cross-plane phonon branches of bulk Si and SiO2 are shown together. It is
worthy of noticing that for the in-plane direction, the BZs of bulk materials and
HNMSLs are almost of the same size, while the BZ of the HNMSL for the cross-
plane direction is ~1/90th of the corresponding value for the in-plane case due
to the zone folding. The average phonon group velocity is calculated over
all qx, qzð Þ directions in the BZ and the results are plotted as a function of the
phonon energy in Fig. 3.13d. From Fig. 3.13d, the impact of the phonon confine-
ment on phonon energy dispersion and group velocities in Si/SiO2 HNMSLs is
revealed. Importantly, there appear hybrid vibrational modes propagating in the
whole structure, rather than separate vibrational modes in individual Si or SiO2

layers. Finally, a linearized BTE approach is used to calculate the heat transport.
By comparing the experimental temperature dependence of thermal conductivity
of bulk Si with our model, we find phonon scattering mechanisms characteristic
of this material. A good agreement between theoretical and experimental ther-
mal conductivities is obtained considering Umklapp and point-defect scattering:

τ− 1
Si, s qð Þ= τ− 1

U, s qð Þ+ τ− 1
PD, s qð Þ. (3:15)

The Umklapp scattering rate is calculated as [Mingo03]

τ− 1
U, s qð Þ=B ωs qð Þð Þ2Texp −

C
T

� �
, (3:16)
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where B = 1.82 × 10−19 s/K and C = 177.0 K. The point-defect scattering rate is calcu-
lated as [Klemens94]

τ− 1
PD, s qð Þ= V0

4π
Γ

ωs qð Þð Þ4
vs qð Þð Þ3 , (3:17)

where V0 is the volume per atom, Γ is the strength of the point-defect scattering
(=0.0002012 for natural Si).

Fig. 3.13: (a) Schematic structure of a planar Si/SiO2 HNMSL with a SL period consisting of 2 nm
SiO2, 20 nm Si and 2 nm SiO2. (b–c) Phonon energy spectra along the qx (in-plane) and qz (cross-
plane) directions from the Brillouin zone center for Si/SiO2 HNMSL (black curves), bulk Si (red
curves) and bulk SiO2 (green curves). For bulk Si: qmax

x = qmax
z = 11.57 nm− 1; for bulk SiO2:

qmax
x =qmax

z = 11.64 nm− 1; for the superlattice: qmax
x = 11.57 nm− 1, qmax

z =0.13 nm− 1. (d) Average
phonon group velocity as a function of the phonon energy for Si/SiO2 HNMSL (black curve, in-plane
component; purple curve, cross-plane component), bulk Si (red curve) and bulk SiO2 (green curve).
(e) In-plane lattice thermal conductivity as a function of temperature in Si/SiO2 HNMSL. Red solid
squares denote the experimental data. Theoretical calculations for HNMSL with amorphous SiO2

layers at different values of mean vibrational energy: hEi = 34 meV (purple curve), hEi = 53 meV
(black curve) and hEi = 70 meV (green curve) are presented, along with those for HNMSL with
crystalline α-quartz layers (gray curve) (from [Li17]).

62 3 Theory of phonons in advanced semiconductor micro- and nanoarchitectures

 EBSCOhost - printed on 2/13/2023 8:39 PM via . All use subject to https://www.ebsco.com/terms-of-use



In case of bulk amorphous SiO2 or other amorphous materials, it is accepted
[Allen89] that the major part of thermal energy is transferred by diffusion between
localized atomic vibrations, rather than by propagating waves (as in crystalline
materials). Therefore, a description of the thermal transport should be carried out
in terms of vibration diffusivity rather than in terms of phonon lifetimes or group
velocities. However, comparing the equation for thermal conductivity obtained in
ref. [Allen89] based on vibration diffusion mechanism with that obtained from
BTE, an “effective relaxation rate” of phonons in amorphous SiO2 can be intro-
duced in the form:

τ− 1
SiO2 , s = vs qð Þð Þ2 3ωs qð Þ

a2A�ω2 , (3:18)

where a = 0.235 nm is the bond length, �ω is the mean vibrational frequency,
vs = dωs qð Þ

dq is a group velocity of the s, qð Þ vibration mode and A = 0.33 is taken from
ref. [Allen89]. The validity of this approach is checked by comparison of theoreti-
cal and experimental [Cahill87] curves of temperature-dependent thermal conductiv-
ity in bulk amorphous SiO2. The best accordance between theory and experiment is
achieved for mean vibrational energy �h�ω= 34meV. The obtained good agreement be-
tween theoretical and experimental results [Cahill87] confirms accuracy of the pro-
posed model for the description of thermal processes in amorphous SiO2.

The resulting in-plane phonon thermal conductivitykx of a Si/SiO2 HNMSL is
plotted as a function of temperature in Fig. 3.13e. The theoretical calculations are
performed for different values of the mean vibrational energy hEi=�hh�ωi in SiO2,
namely, 34 meV (purple curve), 53 meV (black curve) and 70 meV (green curve).
The experimental data points are denoted with red squares. The computed values
of κx show a good agreement with experimental data for hEi= 53 meV.

In order to reveal the impact of the structural disorder of amorphous SiO2 on
the thermal conductivity of Si/SiO2 HNMSL, we have carried out calculations with
crystalline SiO2 layers. As an example of crystalline SiO2, α-quartz is taken, and
the in-plane κx in Si/ α-quartz HNMSL is shown by the gray curve in Fig. 3.13e. A
53–60% drop of thermal conductivity for temperatures between 100 and 400 K is
observed when comparing HNMSLs with crystalline α-quartz layers and amor-
phous SiO2 layers, respectively. Therefore, our calculations reveal a strong depen-
dence of the lattice thermal conductivity in Si/SiO2 HNMSL on the structural and
vibrational properties of the SiO2 layers. This conclusion is, generally, in line with
that made in ref. [Neogi15] based on MD simulations, namely, that ultrathin SiOx

layers natively grown on both sides of a silicon membrane could significantly sup-
press the overall thermal conductivity of the structure. A 100-fold drop of the ther-
mal conductivity in comparison with bulk Si is also predicted in ref. [Donadio09]
for thin Si nanowires with amorphous surface, due to a decrease of propagating
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mode lifetimes at the crystalline–amorphous interface combined with the pres-
ence of diffusive vibration modes. In conclusion, based on the developed theoreti-
cal model and under the same scattering mechanisms, the cross-plane thermal
conductivity κz = 1.1 Wm−1K−1 at room temperature is obtained in a good agree-
ment with the experimental value [Grimm14].
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4 Magnetized rolled-up microstructures

4.1 Dynamics of magnetized microhelix coils

Along with the ferro- (parallel) and antiferromagnetic (antiparallel) spin ordering in
magnetic materials, nature proposes a variety of complex topologically stable mag-
netic configurations. Examples of such configurations are skyrmion magnetic (spin)
texture, in which the magnetic moments (spins) form a vortex-like configuration or
point in all the directions wrapping a sphere [Bogdanov89, Bogdanov01, Romming13],
helical spin texture, which is characterized by a gradual spatial tilt of adjacent dis-
crete spins [Uchida06] or magnetic toroidal moment [Ederer07] observed in bulk mul-
tiferroic materials. They lead to novel topology-driven transport effects, such as the
topological Hall effect [Lee09, Yu10]. Design and characterization of self-rolled 3D mi-
crohelices with different magnetization configurations [Smith11] offer an unprece-
dented microscale implementation of topologically nontrivial magnetic textures.

Three-dimensional microhelix coils are fabricated by rolling up highly strained
magnetic strips on a substrate surface [Smith11]. The strips are magnetized in differ-
ent orientations prior to roll up, thus leading to various different magnetic states.
The concept outlined by micromagnetic simulations (see [Smith11] for details) is
shown in Fig. 4.1a–c. If the magnetic moment is oriented in-plane, orthogonally to
the strip axis, the coiling process results in a hollow-bar-magnetized structure
(Fig. 4.1a). If the magnetic moment is oriented in-plane, parallelly to the strip axis,
a corkscrew-magnetized helical coil structure occurs (Fig. 4.1b). If the easy axis of
magnetization of the strip is pointing out-of-plane, a radial-magnetized helical coil
geometry is realized (Fig. 4.1c).

The fabrication relies on the following process [Smith11]. First, SU8 strips
(L = 1 mm ×W = 7 μm × H = (2–10 μm)) are defined by means of photolithography.
Next, an “active” magnetic layer is deposited. A 20-nm-thick Co film is chosen to cre-
ate either corkscrew-magnetized or hollow-bar-magnetized helix coil structures
(Fig. 4.1a,b). The radial-magnetized coils (Fig. 4.1c) are made using an “active” mag-
netic [Co(0.4 nm)/Pt(0.6 nm)]5 multilayer stack with a well-defined out-of-plane easy
axis of magnetization [Hashimoto89, Carcia85]. In addition, a reference nonmagnetic
sample consisting of a [Cu(0.4 nm)/Pt(0.6 nm)]5 multilayer is also prepared [Smith11].
Deposition of the “active” layer onto SU8 leads to a differential strain throughout the
structure [Schmidt01a]. A delamination process is then performed by placing the
sample into N-methyl-2-pyrrolidone, and the “active” strips spontaneously form into
the 3D hybrid helix coils of radius 35 µm and length 50 µm.

Because it is challenging to directly measure the magnetic configuration of the
coils, the magnetic state is revealed by probing the response of the coils to an alter-
nating external magnetic field [Smith11]. If the magnetic strip is prepared out of the
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[Co/Pt] multilayers, which are initially out-of-plane magnetized, the forward motion
of the coil is found to be directionally deterministic (Fig. 4.2a). The coils with an in-
plane “active” layer (magnetized parallelly to the strip before roll-up) exhibit a for-
ward dancing motion (Fig. 4.2b). The coils with the other in-plane magnetized config-
uration (magnetized perpendicularly to the strip before roll-up) perform end-over-
end tumbling because the effective magnetic moment is similar to a hollow bar mag-
net (Fig. 4.2c). The directionally deterministic motion is exceptional for the out-of-
plane magnetized coil.

Given the small size of the coil and the distance from the sample to the external
magnet (approximately 3 cm), the magnetic field gradient of the external magnet is
rather small. Therefore, the main source of the force acting on the coil is due to a
magnetic torque, while the magnetic field gradient has only a minor influence over
the motion.

Fig. 4.1: FEM simulations of the different obtainable magnetizations using a coiling approach.
(a) With initial in-plane, perpendicular-to-strip magnetized structures (left), hollow-bar-magnetized
helix coils can be created (right). (b) With initial in-plane, parallel-to-strip magnetized structures
(left), corkscrew-magnetized structures can be created (right). (c) If the strips have an out-of-plane
magnetic moment (left), radial-magnetized structures result (right) (after [Smith11]).
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Due to its symmetry, a radial-magnetized cylinder is expected to be magneti-
cally compensated. However, a coil structure has an uncompensated magnetic mo-
ment as a result of the windings at either end. The uncompensated moment of the
coil tries to align to the orientation of the external magnetic field. Given that the
coercive field of the film (≈ 22 mT) is sufficiently larger compared to the external
magnetic field (≤10 mT), a switching of the magnetic moment orientation in the
[Co/Pt]5 multilayer stack is unlikely. Therefore, alignment of the uncompensated
magnetic moment is only possible through a physical rotation of the coil around
the z-axis (Fig. 4.3). We can track one end of a coil in comparison to the rotation of
the external magnetic field (schematized in Fig. 4.3b,d, respectively).

The external magnet is rotated at various angular velocities, ωmag. The time
evolution of the applied external magnetic field of the bar magnet, measured using
a Hall probe, is shown in Fig. 4.4. This experimentally determined field profile, red
dots, is fitted with different functions, with the best fit resulting from an average of
the first five odd powers of a cosine functions, ζ

5

P4
n=0 cos

2n+ 1ðωmagt +φ), blue line.
The responding angular position of the coil, Ψcoil, is recorded (Fig. 4.5a–c). The

slopes of the data fit, τ, are used to derive an average rotational angular velocity of
the coil. Yet, as discussed later, due to the nonlinear nature of the motion, τ does not
represent the real full angular velocity of the coil. The average rotational angular ve-
locity increases with increasing ωmag. However, as ωmag increases, τ begins to lag be-
hind and eventually drops off above a certain critical frequency ωtransition

mag . This
behavior is characteristic of all coils investigated, and ωtransition

mag is found to be depen-
dent on the coil dimensions. For the coil under discussion, a critical frequency region
of 250° s−1 <ωtransition

mag < 300° s−1 is measured, described as a transition from rotational
to oscillatory-like rotational (OLR) motion. If a close-up (3 s time lapse) is made for
ωmag = 150° s−1 and 200° s−1, Fig. 4.5b, one can see that Ψcoil versus t has an overall
positive slope. When ωmag > ωtransition

mag , OLR motion of the coil occurs, which is com-
posed of oscillations superimposed over the rotational motion, Fig. 4.5c.

Fig. 4.2: Coil trajectory versus magnetized film orientation. (a) Straight and deterministic forward
motion of coils with out-of-plane magnetized films. (b) Coils with in-plane magnetized films in the
parallel-to-strip direction exhibit forward dancing motion. (c) Coils with in-plane magnetized films
in the perpendicular-to-strip direction exhibit end-over-end tumbling motion (after [Smith11]).
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Fig. 4.3: Response of radial-magnetized coils to an external magnetic field. (c) An external
magnetic field leads to an alignment of the coil’s magnetic moment. (b) A schematic of the coil’s
uncompensated magnetic moment (highlighted in yellow) aligning with the external magnetic field.
The inset of (b) shows the geometry making up the uncompensated magnetic moment component
of the active layer. As the external magnet is rotated, the coil is forced to rotate by approximately
the same number of degrees due to the uncompensated out-of-plane magnetic moment of the coil.
(c) Tracking of either end of the coil can be made (red dotted line) to show the motion over
approximately 120° rotation of the external magnet. (d) A schematic of coil’s rotation, Ψcoil, after a
rotation of the external magnet, θmag (from [Smith11]).

Fig. 4.4: Fit for the external applied magnetic field as a function of time. The magnetic field
intensity as a function of time measured with a Hall probe (red dots). Different functions are used
to fit the data. The best fit is an average of odd cosine functions, ζ5

P4
n=0 cos

2n+ 1ðωmagt +φÞ
(blue line) (from [Smith11]).
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The dynamics of a coil possessing an uncompensated magnetic moment M
(Fig. 4.3b) and immersed in a liquid are modeled by the equation of motion:

I
d2Ψcoil

dt2
=TðΨcoil, tÞ, (4:1)

where I =mðR2
ext −R2

intÞ=2 is the moment of inertia for a coil of mass m with internal
and external radii Rext and Rint, correspondingly. The total torque [Helgesen90]

TðΨcoil, tÞ=TMðΨcoil, tÞ+ TH (4:2)

Fig. 4.5: Dynamics of coil versus rotation of external magnetic field. (a) Data taken comparing Ψcoil

versus t for various ωmag. The slope, τ, of each curve reveals the average rotation speed of the coil for
a corresponding ωmag. When ωmag ≥ωtransition

mag (here 250° s−1 <ωtransition
mag < 300° s−1), the average

rotational velocity of the coil drops off. (b) A close-up view of two full rotations of the coil for values
of ωmag < ωtransition

mag shows that Ψcoil(t) is not linear; however, the motion of the coil is rotational. (c). A
close-up view for ωmag > ωtransition

mag over the same timescale as in (b) illustrates an OLR motion of the
coil, revealing the drop-off in the average rotational velocity. Corresponding theoretical trajectories
in panels (d), (e) and (f) are calculated using the model described in the text (from [Smith11]).
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consists of the magnetic torque

TMðΨcoil, tÞ= MðΨcoilÞ×BðtÞ½ �z =MxðΨcoilÞByðtÞ−MyðΨcoilÞBxðtÞ (4:3)

and the hydrodynamic (damping) torque

TH = − γ
dΨcoil

dt
. (4:4)

Here, the drag coefficient γ= κVη∂ is determined by the coil shape factor [Tirado84]
κ, the total volume of the coil V =πR2

extL with length L, and the effective viscosity of
the medium η. The optional factor ∂ accounts for a superlinear behavior of the
damping torque as a function of the angular velocity [Pawasche09]. The Cartesian
components of the uncompensated magnetic moment of the coil are Mx =McosΨcoil,
My =MsinΨcoil (see inset of Fig. 4.3b). The magnitude of the uncompensated magnetic
moment in a magnetic stripe of width W and thickness T, which is a part of a cylindri-
cal surface with radius R= ðRext +RintÞ=2 and central angle 2α (see inset of Fig. 4.3b), is
M = 2MsRTW sin α, whereMs is the saturation magnetization. The magnitude of the ap-
plied magnetic field acquires the form factor FF tð Þ= ζ

5

P4
n=0 cos

2nðωmagt +φÞ due to
the specific profile of the magnetic field used for the excitation (Fig. 4.5). Its rotation is
described by the harmonic evolution of the Cartesian components of the applied mag-
netic field: Bx tð Þ=B0FF tð Þ sin ωmagt +φ

	 

, By tð Þ=B0FF tð Þ cos ωmagt +φ

	 

. This leads

to a magnetic torque from eq. (4.3) of the form

TM tð Þ=MB0FF tð Þ sinðωmagt +φ−ΨcoilÞ. (4:5)

A nonlinear nature of the dynamics of the coil is implied by the presence of Ψcoil in
the argument of the trigonometric function in eq. (4.5). The time-dependent form-
factor FF(t) in the magnetic torque (4.5) represents a parametric excitation of the coil.
Plugging eqs. (4.4) and (4.5) into eq. (4.1), we are left with the equation of motion:

I
d2Ψcoil

dt2
=MB0FFðtÞ sinðωmagt +φ−ΨcoilÞ− γ

dΨcoil

dt
. (4:6)

The parameters used for calculating the plots for Fig. 4.5d–f are as follows:
m= 5.02× 10− 11 kg, Rint = 30 µm, Rext = 37 µm, L= 38.5 µm, η= 1.002× 10− 3 Pa · s, the
factor ∂ is 0.625 for ωmag ≤ 250° s

−1, increases from 0.625 to 1.0 in the range 250°
s−1 ≤ ωmag ≤ 300° s

−1 and is 1.0 for ωmag ≥ 300° s
−1, Ms = 480 kA/m, T = 5.0 nm, W

= 7.0 µm, sinα = 0.0226 and φ = π/2.
Equations of motion with and without inertia are considered. In agreement

with the classical work [Purcell77], the motion of the coil can be described neglect-
ing inertia at low Reynolds numbers. Although the model without inertia allows for
simulating the dynamics of the coil, the physical picture based on the balance of
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the torques acting on the coil is not accessible in this simplified model. For this rea-
son, the model with inertia is investigated in [Smith11]. Using this model of motion,
the trajectories observed in the experiment, Fig. 4.5a–c, can be recreated theoreti-
cally in Fig. 4.5d–f, respectively. The model also reveals other subtleties going from
rotational (ωmag ≤ 250° s−1) to the OLR (ωmag ≥ 300° s−1) motion, which are hardly
seen experimentally.

The frequency region of a transition from rotational, Fig. 4.6a, to OLR motion,
Fig. 4.6d, is theoretically explored in Fig. 4.6. When ωmag slightly exceeds 250° s−1,
the motion of the coil consists of periods, where it performs rotation (accompanied
by relatively weak oscillations) interrupted by “hiccups” representing back-and-
forth motions of the coil (seen as dips in the upward slope of plots in Fig. 4.6b,c).
They become more frequent as ωmag increases until the motion is comprised only of
“hiccups.” At this point, the coil has entered the OLR regime. The origin of the “hic-
cups” is found in the balance between the magnetic and damping torques, which is
easily traced in the model with inertia (see below). As follows from the value of the
scaling factors in Fig. 4.6 (8,000 for TðΨcoil, tÞ), the magnetic and damping torques
in eq. (4.2) compensate each other to a high extent.

Fig. 4.6: Origin of a transition in the coil dynamics. (a) ωmag = 250° s−1; (b) ωmag = 252° s−1;
(c) ωmag = 260° s−1; (d) ωmag = 300° s−1. Arrows and a vertical bar are explained in the text.
Different scaling factors are used for magnetic and damping torques (×100) compared to the total
torque (×8,000) (from [Fomin11]).
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On the basis of the parametric magnetic excitation in combination with the non-
linear dynamics, a quantitative explanation of the experimentally observed behavior
of radial-magnetized microhelix coils is provided: a rotation at lower frequencies
(ωmag ≤ 250° s

−1) and an OLR motion at higher frequencies (ωmag ≥ 300° s
−1). A closer

comparison of the dynamics obtained theoretically to the dynamics observed experi-
mentally demonstrates that the coil shape factor κ in the drag coefficient γ increases
from 0.173 for lower frequencies to 0.276 for higher frequencies, implying a depen-
dence on the coil angular velocity. At lower frequencies, the system undergoes a peri-
odic pulsed torque and therefore performs a rotational motion (accompanied by
relatively weak oscillations). The OLR motion at higher frequencies originates from a
periodic sequence of pairs of positive and negative pulses of the total torque, which
produce swings of the coil back and forth [Fomin11].

This observation confirms the popular approximate derivation [Helgesen90,
Purcell77] of the dynamics from the condition TðΨcoil, tÞ=0. Nevertheless, the com-
pensation is not complete. The remaining uncompensated torque, though small, gov-
erns the specific pattern of the coil dynamics, which can be explained by virtue of
inertia in the system. The rotation accompanied by oscillations originates from a peri-
odic sequence of positive and negative pulses of the total torque (Fig. 4.6a). The
jumps of the coil in the direction opposite to the direction of rotation occur when a
pair of negative pulses of the uncompensated torque acts on the coil consecutively
(labeled with arrows in Fig. 4.6b, c). For ωmag = 300° s−1, pairs of positive and negative
pulses of the total torque act in a sequence, producing the back-and-forth swings of
the coil, which are only rarely interrupted by a combination of a positive and a nega-
tive pulse of the total torque (labeled with a vertical bar in Fig. 4.6d), which leads to a
slight pure rotation. At this point, there are no longer clearly manifested periods of
the rotation at all: the coil has entered the OLR regime. A close-up view of the torques
at the “hiccup” regions in the transition of the coil dynamics is given in Fig. 4.7.

An insight into the nonlinear dynamics of the coil with parametric excitation is
provided by plotting the phase trajectories in the phase plane [Tabor89] (dΨcoil dt= ,
Ψcoil) (Fig. 4.8b–d). The regime of rotation (accompanied by weak oscillations) is
represented by an oscillating phase portrait (see black curves ωmag = 250° s−1 in all
panels). Every back-and-forth motion of the coil is represented by a loop in the
phase space. An increase in ωmag leads to a decrease of the angular separation be-
tween the loops, δ (inset of Fig. 4.8b). This is typical of the transition between two
regimes of the coil dynamics. For ωmag = 270° s−1 and 280° s−1, a periodic pattern of
the envelope of the minima and maxima of the loops is manifested (Fig. 4.8c). At
ωmag = 300° s−1, different loops begin to touch each other, characteristic of the OLR
regime (Fig. 4.8d). The sequences of interpenetrating loops, which emerge for
higher ωmag (Fig. 4.8d), resemble a phase portrait of a driven oscillator.

In summary, a straightforward method has been put forth for creating helical coil
structures with a number of different magnetic states: radial, corkscrew and hollow-
bar magnet. In order to experimentally confirm the magnetization configurations, the
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response of the coils to an alternating external magnetic field is explored. The dy-
namical behavior of the coils with different magnetizations experience unique fea-
tures; for instance, radial-magnetized coils respond to an external field through a
directionally deterministic motion. The experimental results are confirmed theoreti-
cally [Smith11], and three distinct dynamical regimes are identified: a rotational re-
gion when ωmag <ωtransition

mag , a transitional region when ωmag ≈ωtransition
mag and an OLR

region when ωmag >ωtransition
mag .

The continuously distributed macroscopic magnetic moment of the microhelix
coils resembles that of the discrete spin patterns of helimagnetic materials. Given
that, a magnetic toroidal moment [Ederer07] can be generated by a ring-like arrange-
ment of magnetic dipoles [VanAken07] (as shown in Fig. 4.1), the self-rolled magne-
tized microhelices provide a technique for its implementation [Smith11], thus allowing
for experimental investigations on this novel type of multiferroic material. It has been

Fig. 4.7: Dynamics of the coil. (a) Trajectory of the coil exposed to the magnetic field with excitation
frequency ωmag = 252° s−1. (b) Magnetic torque (TΜ) and damping torque (TΗ) are shown.
The resulting total torque T(Ψcoil,t) = TΜ(Ψ,t) + TΗ (magenta curve) is very close to zero as it is
expected for microobjects moving in a viscous medium at low Reynolds number. (c) A close-up of
T(Ψcoil,t) reveals a deviation of the resulted torque from zero, which can be followed in the model
accounting for inertia. The “hiccup” in total torque directly correlates to a transition from rotational
to oscillatory motion, marked by red arrows in (a) (from [Fomin11]).
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shown theoretically and experimentally that diverse nontrivial topologic effects occur
due to a special geometry of spin and magnetic textures in curved magnetized micro-
architectures [Pylypovskyi15, Nord15, Streubel16, Krtavchuk16, Volkov19]. In addition,
due to their particular deterministic motion, the radial-magnetized helical coils offer
practical applications in microrobotics and roving sensors acting in fuel-free environ-
ments, such as in biomedicine.

4.2 Dynamics of a deformable microcoil: asymmetric drag
in oscillatory motion

Asymmetry of magnetic objects in a fluid under an oscillating magnetic field leads
to a wealth of nonequilibrium dynamics phenomena including a novel ratchet ef-
fect without an asymmetric substrate. These nonlinear dynamics are explained in
the framework of the Stokes’ model by a drag coefficient, which depends on the di-
rection of motion [Fomin13].

Fig. 4.8: Transition and phase portraits of coil dynamics. (a) Detailed dynamics of a coil
transition from rotational to OLR motion over the transition frequency region
(250° s−1 <ωtransition

mag < 300° s−1). Phase portraits (dΨcoil dt= versus Ψcoil) of the coil dynamics for (b)
ωmag = 252° s−1 and 254° s−1; (c) ωmag = 270° s−1 and 280° s−1; (d) ωmag = 300° s−1 and 350° s−1 – in
all panels in comparison with ωmag = 250° s−1. Inset to panel (b): Angular separation (δ) between
loops versus the magnetic field frequency (ωmag) (from [Smith11]).
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Nonlinear dynamics imply various regimes of motion. Some examples of these
regimes include laminar versus turbulent flows of a liquid [Feynman63] or synchro-
nous versus asynchronous rotations of molecules in a liquid crystal driven by a rotat-
ing magnetic field [Migler91]. One of the types of nonlinear dynamics is the ratchet
effect arising due to the asymmetry of the potential, for example, owing to the inter-
action with substrate [Engel03, Tierno08, Tierno10], or the asymmetry of the drive or
of the surrounding media [Reichhardt05, Reichhardt06, Cole06, Tierno07] without
asymmetric substrates. In contrast to the aforementioned reasons, analysis in
[Fomin13] shows that a ratchet effect can occur due to asymmetry of the dissipation,
owing to the shape of a system. Moreover, transitions between different regimes of
motion are due to external influences, that is, interaction with the surrounding
media and applied fields. A dependence of the drag coefficient on the direction of
motion, due to the asymmetry of the object’s shape, readily explains the nonlinear
behavior in the presence of a periodic driving force. This explanation is general and
is independent of the size of the object and the physical mechanism of the directional
dependence of the drag coefficient.

In contrast to the non-linearity of the drag torque as a function of the angular
velocity developing for a rotationally asymmetric object at high Reynolds numbers,
there are two possible physical mechanisms underlying the directional dependence
of the drag coefficient in the Stokes’ regime at low Reynolds numbers. One is re-
lated to nonrigidity of the moving object leading to its rotationally asymmetric
shape, while another is pertinent to the motion of a chiral body immersed in a
bounded fluid. Experimental verification is provided to the applicability of the theo-
retical model [Fomin13] for two systems, a nonrigid magnetic microcoil and a chiral
magnetic macroobject immersed in a bounded fluid.

Consider motion of an object carrying a magnetic moment M(t), in a viscous
medium, which is subject to a rotating external magnetic field B(t; ωmag), with fre-
quency ωmag. The magnetic moment tends to align to the magnetic field. The posi-
tion of the object at any given time is characterized by the angle Ψobj(t) between
M(t) and an axis in the plane, where B(t; ωmag) rotates. The resulting time-dependent
driving torque is TM(Ψobj, t) = Fsin(ωmagt – Ψobj), where F is a product of the ampli-
tudes of the magnetic moment and the magnetic field. Rotational dynamics of the
object with the moment of inertia I under the action of the driving magnetic torque
TM(Ψobj, t) and the drag torque TD(dΨobj/dt) is governed by the equation of motion
(4.1), which is represented here in the form

I
d2Ψobj

dt2
=TMðΨobj, tÞ −TDðdΨobj=dtÞ. (4:7)

The system may reveal a uniform-in-time rotation (linear regime), synchronized to
the driving torque, with a phase shift φ: Ψlin

obj(t) =ωmagt – φ. The linear regime is
possible only when the frequency ωmag is lower than a certain transition frequency
ωT [Cebers06]: ωmag ≤ωT = F

κVη , where the parameters in the denominator are
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determined in eq. (4.4). At the transition frequency ωT, the system enters a nonlin-
ear regime characterized by back-and-forth motions [Cebers06, Sudo06, Zhang08,
Bermudez09, Ranzoni10, Smith11, Fomin11] (see the previous section). For a chiral
object, there are different shape factors depending on the direction of motion, κCW
for clockwise (CW) and κCCW for counterclockwise (CCW) rotational motion.
Therefore the drag torque is modified in a time-dependent way, which is mediated
by the dependence of the shape factor κ on the sign of the angular velocity [sgn
(dΨobj/dt)]:

TD
dΨobj

dt
= κ sgn

dΨobj

dt

� �
Vη

dΨobj

dt
, (4:8)

where V is the volume of the object and η is the dynamic viscosity of the environ-
ment. In the systems considered below, the Reynolds number for the macroscopic
object at the highest angular velocity dΨobj/dt = 0.5 kdeg/s reaches it maximal
value ~ 1 at the most distant points from the rotation axis, and for the microhelix
structure, it constitutes ~ 10−4, which makes it reasonable to assume the regime of
linear drag force.

The dynamics of a chiral macroobject possessing such a direction dependent, but
velocity independent, drag coefficient is investigated theoretically and experimentally.
The investigated object consists of three NdFeB magnets (1 × 1 × 3 mm3; weight = 22 mg)
glued together in a Z-like configuration [Fomin13]. The object is rotated about the mag-
netic field (of a rotating magnet below the sample) perpendicular to the object’s plane
and passing through the geometrical center of the middle magnet. Due to the asymme-
try of the object, the shape factor for the CW (κCW) direction of motion is significantly
different compared to that for the CCW direction (κCCW). The experimental setup con-
sists of the object placed in an oil-filled Petri dish positioned ~ 15 cm above a rotating
magnet on a motor, which can be set to the desired rotational speeds. The magnitude
of the kinematic viscosity for the oil is 30 mm2/s (at 40 °C), and the density of the oil is
900 kg/m3. The magnetic field, at the height of the Petri dish, is selected to be 0.35,
0.65, 0.8 and 1.15 mT at maximum. The rotations of the motorized magnet are per-
formed in plane parallel to that of the magnetic macroobject (similarly to a typical stir-
ring-rod setup).

The macroobject is chiral, that is, it does not have mirror symmetry about a plane
that contains its rotational axis (Fig. 4.9a). Shape factors κCCW = 672 and κCW = 139 are
derived from experimental data fitting (see below). In this case, we obtain ωT(κCCW) <
ωT(κCW), with ωT(κCCW) = 123 deg/s and ωT(κCW) = 596 deg/s. In the course of the theo-
retical simulations of the dynamics of the macroobject, κCW is kept constant and the
object becomes more and more asymmetric by increasing κCCW from 139 (= κCW) to
672. Initially, when κCCW = κCW, trajectories characterizing the motion of the object
(black and blue lines in Fig. 4.9a) are mirror symmetric with respect to the time axis
and independent of the frequency ωmag of the magnetic field. This holds for both the
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linear and the nonlinear (Fig. 4.9a) regimes of motion. When the object becomes
asymmetric, a significant difference between CCW and CW trajectories emerges.

Simulations start with the magnetic field of 0.35 mT. The calculations for ωmag =
± 0.5 kdeg/s and 1.0 kdeg/s (Fig. 4.9) reveal the following common feature of the
shape factor. For CCW excitation at |ωmag| >ωT(κCCW), the system is in the nonlin-
ear regime revealing back-and-forth motion (Fig. 4.9a, upper part). Its rotational
velocity increases until it reaches the maximum (Fig. 4.9b) close to the transition
frequency ωT(κCCW). Further on, the velocity decreases and the motion deviates
significantly from the linear regime of rotation, resulting in back-and-forth mo-
tions; that is, at a certain moment, the velocity dΨobj/dt changes its sign from pos-
itive to negative (Fig. 4.9b). This causes the system to simultaneously acquire a
smaller shape factor κCW and continue to move in the CW direction until its nega-
tive velocity reaches the transition frequency –ωT(κCW). At this instant, the nega-
tive velocity starts to increase. A driving torque forces the system to rotate in the
CCW direction, so that the velocity dΨobj/dt further increases and, at a certain mo-
ment, again changes its sign (Fig. 4.9b), now from negative to positive with a
larger shape factor κCCW. As a result, the shape factor as a function of time mani-
fests intermittent behavior.

For frequencies |ωmag| >ωT(κCW), the system is always in a nonlinear regime
of motion. For CW excitation (ωmag = –1.0 kdeg/s), the motion (Fig. 4.9a, lower
part) is only slightly affected by increasing κCCW. In contrast, for a CCW excitation
(ωmag = + 1.0 kdeg/s), the trajectories are strongly influenced by changing the value of
κCCW. The maximal angular velocity, equal to ωT(κCCW), decreases inversely propor-
tional to κCCW, while the minimal angular velocity always remains the same [equal to

Fig. 4.9: (a) Theoretical dynamics of a magnetized object
with chiral geometry, in a viscous medium, excited at
|ωmag| = 1.0 kdeg/s by a magnet rotating in the clockwise
(CW) or counterclockwise (CCW) direction. (b) Theoretically
revealed time evolution of dΨobj/dt for |ωmag| = 1.0 kdeg/s,
with an intermittency of the direction-dependent (for the
CW and CCW motion) shape factor (from [Fomin13]).
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ωT(κCW)]. Therefore, even for the CCW excitation (ωmag = +1.0 kdeg/s), starting from a
certain magnitude of the shape factor κCCW, the overall angular displacement of the
object is in the CW direction (Fig. 4.9b, upper part, curve for κCCW = 672). This is a hall-
mark of a ratchet effect due to the strongly asymmetric drag, and the corresponding
average angular velocity becomes negative (Fig. 4.9b).

The motion of the chiral macroobject is an intermitting sequence of stages gov-
erned by two different shape factors. Its characteristics, for example, the average
angular velocity (Fig. 4.10a) and the average shape factor (Fig. 4.10b), are controlled
by the frequency of the magnetic field, ωmag. As shown in Fig. 4.10a, for an object
of asymmetric shape, at a given value of the CCW excitation frequency (e.g., ωmag =
+ 0.5 kdeg/s), an increase of the value of κCCW (a stronger asymmetry) results in a
transition from the linear regime of rotation to the nonlinear regime of back-and-
forth motions, followed by the occurrence of the ratchet effect. As typically ob-
served in the experiment, there is a transition between different regimes of motion
with increasing ωmag [Fomin13]. By making the selection of the intermittent κ for
the object rotating CW and CCW, the experimental dynamics fits the theoretical pre-
diction. For a symmetric object, the model with a single, direction-independent,
shape factor is sufficient for interpreting the experimentally observed dynamics.

It is known from experiment (see, e.g., Fig. 4.6 in [Migler94]) that even in the lin-
ear drag regime, the shape of a chiral object may be dependent on the direction of
rotation. This finding does not contradict the conclusion of Happel and Brenner
([Happel83], p. 172) (where it is stated that for a rigid body in an unbounded fluid
in the linear regime of rotation, the rotation tensor is symmetric) because the body
is not rigid, that is, it is not identical to itself when it rotates CW and CCW. This
mechanism is relevant to explain the asymmetry of the shape factor of a deform-
able microcoil [Smith11, Fomin11].

Fig. 4.10: Motion of the chiral macroobject. (a) < dΨobj/dt >
as a function of ωmag. (b) < κ > as a function of ωmag

(from [Fomin13]).
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Asymmetry of a nonlinear drag can, in principle, result in a similar observation.
To clarify this point, additional measurements of the transition frequencies, ωT, are
performed at different values of the applied magnetic field for the chiral macroscopic
object (Fig. 4.11). The experimental data are fitted to the model assuming the same
values of κCW and κCCW independently of the applied magnetic field. By making the
earlier-described selection of the intermittent κ for the object rotating CW (positive
angular velocity; κCW = 672) and CCW (negative angular velocity; κCCW = 139), the ex-
perimental dynamics fit the theoretical prediction (Fig. 4.11). This clear agreement be-
tween the theory and experiment implies that rotationally anisotropic shape factors
explain the experimental observation. In turn, this data confirm that a linear, rather
than quadratic, drag is experienced by the chiral macroscopic object. This finding
does not contradict the earlier-mentioned conclusion of ref. [Happel83], because the
chiral macroscopic object does move in a bounded fluid, that is, it experiences differ-
ent influences from the side of the bottom of an oil-filled Petri dish, when it rotates
CW and CCW [Fomin13].

Also a “classical” ratchet effect is demonstrated due to the directional asymmetry of
the potential, which leads to a time-irreversible evolution of systems [Loutherback09,
Balvin09]. A ratchet (gear and pawl) with a pronounced structural asymmetry is fabri-
cated [Fomin13], and its rotation is investigated under an external magnet with excita-
tion frequency ωmag = 400 deg/s. The ratchet is a curved plastic gear with two NdFeB
permanent magnets (sizes 1 × 1 × 3 mm3; weight 20 mg). The ratchet is placed on oil in
a Petri dish positioned 8 cm above a rotating motorized permanent magnet. It is im-
portant to indicate that the teeth of the gear do not touch the surface of the oil. The
strength of the magnetic field at the height of the Petri dish is ~2 mT. Two series of
experiments are performed. In the first series, the gear without the pawl is rotating
with the same angular velocity in the CCW and CW direction. As the object is rotation-
ally symmetric, its motion is observed to be independent of the excitation direction.
On the contrary, when the pawl is engaged, the strongly asymmetric potential for ro-
tation of the gear becomes relevant. The position of the pawl is chosen to forbid rota-
tion of the gear in the CCW direction, but not to influence its CW motion. Therefore, a

Fig. 4.11: Motion of the chiral macroobject. ωT as a
function of B. Theory (for κCW = 139 and κCCW = 692) and
experiment compare well. Inset: < dΨobj/dt > as a function
of B (from [Fomin13]).
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pronounced asymmetry in the motion of the ratchet is visualized. Peculiarly, as pre-
dicted, when excited in the CCW direction, the ratchet is found to rotate in the CW
direction.

The behavior of the average shape factor with increasing the CCW excitation fre-
quency |ωmag| (Fig. 4.10b) provides an explanation for the increase of the effective
shape factor with increasing excitation frequency. As shown in the previous section,
this is experimentally observed [Smith11] in the dynamics of radial-magnetizedmicro-
helix coils (Fig. 4.12). More specifically, a radial-magnetized microhelix coil with
small structural asymmetry (Fig. 4.12a) is considered to be driven by an external mag-
netic field with excitation frequency ωmag. The dynamics of this coil is theoretically
mapped with the angular coordinate Ψcoil assuming again different shape factors for
CW and CCW motion (Fig. 4.12b) about the coil axis. However, both parameters re-
main constants, independent of the absolute value of ωmag. The experiment [Smith11]
implies that the transition region between different regimes of motion (rotational and
OLR) is between ωmag= 250° s−1 and 300° s−1. By selecting an intermittent κ, the theo-
retical model explains the experimental dynamics. The motion on a long-time scale
can be described by introducing an average shape factor < κ > calculated through a
probability of either CW or CCW motion occurring (Fig. 4.12c). The coil average angu-
lar velocity < dΨcoil/dt > as a function of ωmag is linear for ωmag < 250° s

−1 and decaying
for ωmag > 250° s

−1 (Fig. 4.12d).

4.3 Star-shaped thermoresponsive magnetic microrotors

An intermittent shape factor leads to a dramatic qualitative difference between
the regimes of dynamics of a chiral object for both directions of rotation of the
magnetic field. This is distinct from the case of symmetric dynamics for both di-
rections of excitation, revealed by a symmetric object. The fundamental asymmet-
ric dissipation in oscillative motion is of significance not only for macrosystems,
but also for obtaining insight into the mechanical properties of a wide class of
driven microobjects, including magnetic microsystems, biological cells with
magnetite [Erglis07] and magnetotactic bacteria [Neuman08, Blakemore75].
Manipulation of magnetic particles with a rotating magnetic field provides a
straightforward technique to wind up biological molecules and study their struc-
tural properties [Midgley09] by following the rotational dynamics of the micro-
objects in fluids.

Using materials with properties similar to those of cells and microorganisms to-
gether with innovative fabrication methods, soft and smart microrobots can be de-
veloped, with increased adaptability and flexibility toward in vivo applications.
These tiny robots are designed to carry out difficult tasks, such as noninvasive mi-
crosurgery, diagnosis and therapy in complex environments, including viscous
media and intricate channels. Moreover, the novel property of the soft materials to
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respond to stimuli has paved the way for the creation of reconfigurable and smart
microrobots with both sensing and actuation capabilities. As a representative case
[Medina18], soft flower-shaped microrotors are able to respond to a magnetic field
as well as to temperature changes. These microrotors, as depicted in Fig. 4.13a, are
composed of temperature-responsive polymer poly(N-isopropylacrylamide)-AB with

Fig. 4.12: (a) A microhelix coil reveals complex dynamics when nonlinearly excited by a rotating
magnet. (b) Time evolution of dΨcoil/dt for two values of ωmag with an intermittency of the
direction-dependent shape factor (CW and CCW motion). (c) The average shape factor calculated as
a function of ωmag. (d) < dΨcoil/dt > as a function of ωmag (from [Fomin13]).
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a thin magnetic coating of 3 nm Ti and 10 nm of Fe on one side, deposited by the
angled electron beam evaporation. The deposition of the thin iron layer makes the
microstructures responsive to an external magnetic field. The structures can be ro-
tated in the solution, if a permanent magnet is rotated near the sample. This can be
used for improved mixing and also directional motion of the microrotors, when the
rotating magnetic field is changing its rotation direction. An interesting phenome-
non is observed, when in addition to the magnetic rotation, temperature cycles are
applied: when the structures swell due to cooling, their volume increases and they
seem to drop out of the rotation.

A closer look at the behavior of the flower-shaped microrotors reveals the fact
that it does not stop completely, when the volume increases, but rather switches
to an oscillating motion. As the volume of the microstructure increases due to
swelling, the friction also increases and, at a certain volume, the microrotor cannot

Fig. 4.13: Flower-shaped thermoresponsive magnetic microrotor. (a) In the cool, swollen state, the
microrotor does not rotate (i), whereas in the warm, shrunk state it rotates (ii) according to the
pulsed magnetic field of a rotating permanent magnet. Angular velocity and volume of microrotors
as a function of time with (b) lower frequency of 720 deg/s of the pulsed applied magnetic field
and (c) higher frequency of 1,565 deg/s (from [Medina18]).
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follow the rotational motion so that only oscillations are left. In fact, in the rotational
state, the oscillations are also present, but latent. Also, the critical volume, at which
the micromotor drops out and does not follow the rotation, decreases with increasing
the applied magnetic field frequency, as shown in Fig. 4.13b,c.

The image sequences in Fig. 4.13a illustrate the observations. In the upper four
images, the microstructure does not rotate, but oscillates, even though an external
field is continuously applied. Once the structure is heated and thereby shrinks, it
starts rotating, as can be seen in the lower image series in Fig. 4.13a. The yellow
circles point at a microparticle, which is attached to one of the tips of the star-
shaped structure. The dynamics of the flower-shaped thermoresponsive structure is
modelled following [Fomin11, Fomin13]. Consider the motion of a “flower” carrying
a magnetic moment M(t), in a viscous medium, which is subject to a pulsed mag-
netic field B(t;Ω) of a permanent magnet rotating with frequency Ω. The magnetic
moment tends to align to the magnetic field. The position of the object at any given
time is characterized by the angle Ψobj(t) between M(t) and an axis in the plane,
where B(t;Ω) rotates.

In the systems under consideration, the Reynolds number constitutes ~ 2 × 10−2 ≪1.
In the low-Reynolds-number regime, the torque equation is represented in the form:

TD
dΨobj

dt
= FsinðΩt −ΨobjÞ (4:9)

Moreover, the smallness of the Reynolds number makes it reasonable to assume the
regime of linear drag force. For the thermoresponsive “flower,” there are different
values of volume depending on the temperature that varies with time. Therefore,
the drag torque is modified in a time-dependent way, which is mediated by the de-
pendence of the volume of the “flower” V(t) on time:

TD = κV tð Þη, (4:10)

where κ is a form factor of the “flower” and η is the dynamic viscosity of the envi-
ronment. The system may reveal a uniform-in-time rotation (linear regime), syn-
chronized to the driving torque, with a phase shift φ: Ψlin

obj(t) =Ωt −φ. The linear
regime (in the case when F and V are constants) is possible, only when the fre-
quency Ω is lower than a certain transition frequency ωT [Cebers06]: Ω≤ωT = F

κVη .
At the transition frequency ωT, the system enters a nonlinear regime characterized
by back-and-forth motions (see [Fomin13] as well as Fig. 4.14). The modeling of the
dynamics of a “flower” in a pulsed magnetic field B(t;Ω) of a rotating permanent
magnet is performed by solving the nonlinear differential eq. (4.9) numerically with
using the dependence V(t) extracted from the experiment.

The simulations of the microrotor dynamics represented in Fig. 4.14a,b(c,d) are
performed for the square-shaped change of the volume of the flower-shaped object
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V(t) from 74,000 μm3 to 120,000 μm3 in the interval from 30 to 35 s (15 to 35 s) and
back to 74,000 μm3. For Ω = 1,000 deg/s, this change of the volume leads to a corre-
sponding increase of the drag torque (4.10), which drives the dynamics from a lin-
ear regime to a nonlinear regime within the pulse duration, characterized by a
dramatic reduction of the average rotational angular velocity.

In Fig. 4.13b, a lower frequency of 720 deg/s is applied, which keeps the flower-
shaped microrotor in the linear regime throughout the whole volume modification.
When the frequency is increased above the critical frequency, the microrotor enters
the nonlinear regime as long as it increases in size (Fig. 4.14). This mechanism
shows potential as a novel type of fine spatiotemporal control for actuators by the
combination of the magnetic and thermal control as an example for multistimuli
actuation.

The versatile control of soft microrobots by their ability to respond to multiple
stimuli offers important advanced applications. In particular, the multiple inputs
and their combinations can be used to demonstrate logic-gate behavior of the mi-
crorobots. There have been some attempts to demonstrate logic-gate behavior using

Fig. 4.14: Model calculations for the flower-shaped microrotors with a form factor κ = 2. Angle
(a and c) and angular velocity (b and d) as a function of time, when a cycle of cooling and heating is
applied, as described in the text and corresponding to experimental demonstrations in Fig. 4.13b,c
(panels a,b from [Medina18]).
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individual- or multiple-stimuli-responsive microrobots. Examples of multistimuli
control mostly use the addition of magnetic nanoparticles or magnetic layers for
the directional control of microrobots or magnetically driving robots in combination
with a light-, pH-induced or thermal mechanism to reconfigure the shape or release
an agent (see table 1 in [Medina18] for details).
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5 Propulsion mechanisms of catalytic tubular
micromotors

Within the recent advancements in micro- and nanorobotics [Ozin05, Mallouk09,
Sanchez09, Sengupta12, Wang12], of particular importance are self-rolled catalytic
micromotors, which exhibit self-propulsion in the presence of chemical fuels, such as
hydrogen peroxide solutions [Mei08, Solovev09]. The smallest man-made jet engine
(600 nm in diameter and 1 pg of weight) is synthesized based on self-rolling of heter-
oepitaxially grown layers [Mei08, Solovev09, Sanchez11]. Several applications of
these catalytic micromotors have been proposed [Solovev12] and several geometries
have been designed [Pumera11]. Bubble-free propelled tubular nanomotors (200 nm
in diameter, grown of silica on silver nanowires by sol–gel chemistry) powered by an
enzyme-triggered catalytic reaction using a naturally occurring compound, urea, as a
biocompatible fuel render possible biomedical applications [Ma16b].

The energy needed to propel micromotors is based on the catalytic decomposi-
tion of the hydrogen peroxide fuel into molecular oxygen and water with the aid of
the material, of which the tube is fabricated, platinum, as a catalyst. Some review
papers summarize the different mechanisms that have been proposed for these active
swimmers [Wang09, Sanchez09, Mirkovic10]. In the particular case of microtubular
jets, the propulsion force originates from the generation of oxygen bubbles that are
expelled from the tube [Mei08, Solovev09]. This mechanism makes microjets very in-
teresting since, up to now, microtubular jets generate a higher propulsion force than
nanorods, spherical Janus particles or microhelices, to name a few [Gao12]. In addi-
tion, they can navigate in biological media, which makes them potentially attractive
for environmental and medical applications [Balasubramanian11]. Enhanced degra-
dation of organic pollutants in water at small-scale environments underlies an impor-
tant potential application of catalytic micromotors [Soler13].2

The development of these catalytic micromotors illustrates one of the first steps
toward designing and powering small-scale robotic systems for applications in di-
verse fields, such as medicine or nanomanufacturing. Substantial efforts have been
made toward demonstrating that these micromotors can develop useful tasks
[Solovev12]. The present Chapter is devoted to a discussion of the propulsion mecha-
nisms of these micromotors. A typical experimental realization of a self-rolled cata-
lytic micromotor is provided in Fig. 5.1.

Microsystems combining diverse functionalities, like untethered motion, actu-
ation and communication, are in demand for applications ranging from microro-
botics to micro-/nanocargo delivery and teranostics in nanomedicine. To this end, a
broad variety of components, such as microelectronic circuits, engines, actuators,

2 This paper counts 376 citations according to [Scholar20] (as of 30.09.2020).
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power supplies, detectors and sensors, must be integrated on a single platform.
Single-tube micromotors have been intensively explored and optimized toward
their functionalization. However, the restricted room and accessibility provided by
a single-tube micromotor impede integration of additional functional components.
A more advanced microsystem designed and fabricated toward this goal is a motile
twin-jet-engine microsystem (MTJEMS), which is based on two parallel self-rolled
tubes [Mei11] and possesses three promising features due to its complex geometry.
(i) The platform bridging the two tubular micromotors provides enough room for
circuits and devices that enable versatile functionalities, in particular, a remote
power supply, steering of the microsystem and chemical detection. (ii) Individual
MTJEMSs can be addressed in a swarm, for example, by using radiofrequency. (iii)
The MTJEMS generates more powerful propulsion and, by decreasing the stochastic
spread of gas bubbles nucleation, growth, motion and expulsion from each micro-
motor, its locomotion obtains an enhanced stability. A flexible MTJEMS is fabri-
cated, which consists of two catalytic tubular micromotors connected via a flat
polymeric structure (Fig. 5.2a). Being driven by wireless power transfer, it is capable
of controlled locomotion and actuation. A square coil that is integrated into the
platform enables wireless energy transfer via inductive coupling of the transmitter
coil with the catalytic micromotors (Fig. 5.2a). A local heating of one of the micro-
motors in a symmetric MTJEMS allows for a control over the direction of motion
(Fig. 5.2b). Circular motion is achieved by maintaining the wireless energy transfer
for several seconds. When the wireless power transfer is deactivated, the tubular
engine cools down and the MTJEMS returns to a linear motion. Steering and turning
the microsystem can be achieved by controlling the generation and expulsion rate
of gas microbubbles from one of the two micromotors, which is realized by actively
and remotely controlling the “on” and “off” states of the wireless energy transfer.
For example, by applying different voltages at the transmitter coil, a complex trajec-
tory of MTJEMS consisting of turning left, linear motion and turning right is achieved

Fig. 5.1: Generation of an O2 bubble inside of the tube in an
aqueous solution of 1% H2O2 and 1% sodium dodecyl
sulfate (SDS). (a) Aqueous solution fills the microtube from
the smaller opening. (b) The inner surface of Pt catalyzes
the decomposition of H2O2 fuel and, consequently, the
generation of an O2 bubble. (c) Bubble growth and
movement to the larger opening of the tube. (d) The bubble
is released. The dashed orange lines highlight the walls of
the self-rolled tube. The red arrow shows the evolution of
one single bubble inside of the tube. Scale bar 10 μm (from
[Fomin14]).
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(Fig. 5.2c). By integrating light emitting diodes and a thermoresponsive microarm in
the platform, microrobotic grasp and release functions can be realized [Bandari20].

5.1 Theoretical models of propulsion of catalytic micromotors

In this section, theoretical ideas are overviewed concerning the self-propulsion
mechanisms of the catalytic micromotors, which are prospective in robotics, bio-
medical engineering and environmental sustainability. We discuss the propulsion
mechanisms of the catalytic microjet engines that are fabricated using rolled-up
nanotech [Solovev12].

According to Newton’s third law of motion and considering a steady motion at
very low Reynolds numbers, the dynamics of the catalytic micromotor is governed
by the mutual compensation of the driving force FDriving and drag force Fd,j at any
instant t:

FDriving tð Þ= −Fd, j tð Þ. (5:1)

Fig. 5.2: Local heating effect via wireless energy transfer and locomotion of the MTJEMS.
(a) Scheme of wireless energy transfer from the transmitter coil (shown in the bottom of the panel)
to the receiver coil on board the MTJEMS. The area with Pt catalyst pads in one micromotor is
heated, generating a higher expulsion rate of oxygen gas bubbles. (b) Schematic of the trajectory
of a symmetric MTJEMS. Voltage at the transmitter coil is 12 V. (c) Schematic of a complex
trajectory of an asymmetric MTJEMS for different voltages at the transmitter coil
(indicated in circles). (Reprinted by permission from the Springer Nature Customer Service Centre
GmbH: Springer Nature, Nature Electronics. A flexible microsystem capable of controlled motion
and actuation by wireless power transfer, V. K. Bandari, Y. Nan, D. Karnaushenko, Y. Hong, B. Sun,
F. Striggow, D. D. Karnaushenko, C. Becker, M. Faghih, M. Medina-Sánchez, F. Zhu, O. G. Schmidt
© (2020) [Bandari20]).
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The drag force acting on the micromotor depends on its instantaneous speed vj(t), the
length L, the maximum radius Rmax, the semicone angle ϕ= tan− 1 Rmax −Rmin

L

� �
and the

dynamic viscosity η of the fluid:

Fd, j tð Þ= −
2πηLvjðtÞ
ln L

b

	 

+ c1

, (5:2)

where c1 is defined by the geometry of the tube

c1 = − 1
2 + ln 2− 2− ξ tanϕ

2ξ tanϕ
2

2− ξ tanϕ ln
2

2− ξ tanϕ

� �
− 2− 2ξ tanϕ

2− ξ tanϕ ln 2− 2ξ tanϕ
2− ξ tanϕ

� �h i
(5:3)

with b=Rmax −
L
2
tanϕ and ξ = L

Rmax
[Li15].

The nature of the driving force in eq. (5.1) is revealed within a few mechanisms of
the self-propulsion that have been advanced in conjunction with available experimen-
tal evidence. In fact, they play different roles at different stages of the bubble dynam-
ics (see Fig. 5.3). First, the geometric asymmetry of a tubular microjet leads to the
development of a capillary force, which tends to propel a bubble toward the larger
opening of the tube [Fomin14, Klingner17]. This capillarity mechanism leads to a force
occurring when the oxygen bubble touches the inner wall of the tube, which gives
rise to a movement of the bubble through its lumen. While the bubble continues grow-
ing by collecting oxygen, a fuel flow is induced [Sarkis15], which increases the pres-
sure in the surrounding fluid near the larger opening of the tube and decreases it near
the smaller opening. The resulting pressure difference leads to a propulsion of the mi-
cromotor with its smaller opening forward (i.e., against the direction of the bubble
release). Second, due to the continuous production of oxygen the bubble growth pro-
cess occurs at the larger opening of the tube, imposing a growth force governed by the
Rayleigh–Plesset equation and displacing both the surrounding fluid and the micro-
motor [Manjare12, Manjare13]. Third, when the bubble detaches from the larger open-
ing of the tube, the bubble expulsion mechanism emerges. A frequent release of
bubbles from the tube causes a flow of the fluid opposite to the direction of the motion
of bubbles. The propulsion of the micromotor is then caused by conservation of

Fig. 5.3: Schemes of the bubble-driven propulsion
mechanisms in a catalytic micromotor: capillarity,
bubble growth and bubble expulsion, occurring at
different stages of the bubble dynamics (after
[Wrede20]).
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momentum in the system that includes the motor, the bubbles and a surrounding
fluid [Li11]. A numerical time-resolved model is presented for predicting the transition
between unidirectional and overloaded motion of catalytic tubular micromotors
(Ti/Fe/Pt self-rolled microtubes) in an aqueous solution of hydrogen peroxide
[Klingner17]. A combination of three above-described propulsion mechanisms is
shown to be needed for interpretation of the experimental evidence [Wrede20].

5.1.1 Capillarity mechanism

Real self-assembled tubular micromotors are as a rule asymmetric. The most com-
mon scenario is a geometric asymmetry of a micromotor: a deviation from an ideal
cylindrical shape. In accordance with the typical experiment (Fig. 5.1), a micromo-
tor is selected in shape of a conical tube (Fig. 5.4a). The dynamics of bubbles in the
micromotor is schematically represented in Fig. 5.4. In a conical tube, the left
Rl and right Rr radii of the spherical cups, which are constituents of the deformed
bubble (Fig. 5.4c), are different. As a result, a capillary force occurs, which drives
the bubble toward the larger opening of the tube, tending to decrease its surface

Fig. 5.4: Scheme of bubble dynamics in a conical micromotor. Gray (blue) area represents the fluid
(the gas). (a) Geometric parameters of the tube are the length L, the radii of the smaller rmin and
larger rmax openings, the semicone angle ϕ. The position of the bubble nucleation x0 is eventually
determined by an imperfection. (b) Growth of the bubble at the fixed position x0. (c) Nucleation of
the second bubble at x0 and growth of the first bubble, which moves at speed vi toward the larger
opening. The bubble shape is geometrically described as two spherical caps (left and right) of radii
Rl and Rr, and heights hl and hr and two cones of heights ll and lr. (d) Growth of the second bubble
at the fixed position x0. The first bubble has arrived at the larger opening and grows outward of the
tube. Ejection of the first bubble (which is repeated for the second and subsequent bubbles with
frequency f), when it possesses the radius re, initiates unidirectional micromotor motion with its
smaller opening forward (after [Klingner17]).
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and, hence, the surface tension energy [Fomin14]. The bubble of mass mb (which
depends on time as long as the catalytic production of the gas goes on) moves with
respect to the tube of mass mj with a relative velocity in the low Reynolds number
regime [Clanet04]:

vb tð Þ≈0.012Fp tð ÞπR
2
j xb tð Þð Þ
ηVb tð Þ . (5:4)

It is determined by the capillary force, which plays the role of the driving force:

Fp tð Þ=πR2
j xb tð Þð Þσ 1

Rl
−

1
Rr

� �
, (5:5)

where Rj xð Þ is the micromotor radius in the cross section determined by the coordi-
nate x, xbðtÞ and Vb tð Þ are the instantaneous position and volume of the bubble, σ
is the surface tension.

With respect to the vessel, the tube moves with a velocity vj, and the bubble
moves with the velocity vb + vj, where vb is the instantaneous speed of the bubble
relative to the tube [Klingner17]. The equation of motion for the system tube + bub-
ble in a viscous liquid reads:

mj
dvj
dt

+ d
dt

mb vb + vj
	 
� �

=Fd, j +Fd,b, (5:6)

where Fd, j and Fd,b are the drag forces acting on the tube and the bubble, respectively.
The catalytic micromotors move in the regime of very low Reynolds numbers. In this
regime, the inertial forces exerted on the microjet and on the bubble are significantly
smaller than the drag forces:

mj
dvj
dt

 � Fd, j
 , d

dt
mb vb +vj
	 
� � � Fd,bj j, (5:7)

in accordance with the neglect of all inertial forces in the low Reynolds number
world.

For the capillarity mechanism [Fomin14, Klingner17], a driving force is a capil-
lary force induced by the bubble motion through the tube. Accordingly, the driving
force in eq. (5.1) as a function of time FC(t) depends on the instantaneous bubble
radius Rb(t) and the absolute speed of the bubble with respect to the vessel
vb tð Þ+vj tð Þ:

FC tð Þ= − 6πηRb tð Þ vb tð Þ+vj tð Þ
	 


. (5:8)
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Starting from mbðtÞ=GO2 t =
4
3
ρO2πRb tð Þ3, we find the maximal bubble radius

Rb 1=fð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3GO2= 4fπρO2

� �
3
r

, where f is the bubble release frequency, ρO2 is the mass
density of oxygen and GO2 is the mass rate of oxygen production. The instantaneous
micromotor speed for this mechanism [Klingner17] is calculated according to eq. (5.1):

vjðtÞ= −
3RbðtÞvbðtÞ

3RbðtÞ+ L

ln L
b

	 

+ c1

. (5:9)

5.1.2 Bubble growth mechanism

Within the one-dimensional model of the bubble growth mechanism [Manjare13],
the driving force FG(t) depends on the size of the growing bubble [Zeng93]:

FG tð Þ= ρwπRb tð Þ2 3
2

� �
Cs

_Rb tð Þ2 +Rb tð ÞRb

..
tð Þ

� �
(5:10)

and is directed along the x-axis (see Fig. 5.4d). Here ρw is the mass density of the
fluid and Cs is a sample-specific fitting constant taken from experiment [Manjare12].
As long as the growth of the bubble occurs as a cubic root of time: Rb tð Þ= γt1=3,
where γ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3GO2 ð4πρO2Þ,

.
3

r
the driving force obeys the power law with the decay expo-

nent −2/3:

FG tð Þ=mjβt − 2=3 with the coefficient β= γ4
ρwπ
9mj

3
2
Cs − 2

� �
. (5:11)

For the micromotor characterized by a position xj, the second Newton’s law of mo-
tion mjx

..
j = FG + Fd, j reads

_vj = βt −
2
3 − kvj, k =

2πηL
mj ln L

b

	 

+ c1

� � . (5:12)

The instantaneous micromotor speed for the bubble growth mechanism results to
be [Manjare13]:

vG tð Þ= β
ðt
0

τ− 2
3ekτdτe− kt . (5:13)
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As mentioned in (5.11), it is proportional to the fourth power of the bubble growth
parameter γ. The time average micromotor speed is finally found as an integral over
the period 1/f between two consecutive ejections:

vG = f
ð1=f
0

vG tð Þdt. (5:14)

5.1.3 Bubble expulsion mechanism

The driving force for the bubble expulsion mechanism [Li11] originates due to bub-
bles leaving the micromotor frequently, giving rise to a flow of the liquid against
the directed motion of the bubbles. It is expressed by the following equation:

FE tð Þ= 6πηRb tð Þvb tð Þ cos θ, (5:15)

where θ is the inclination angle of the direction from the center of the micromotor open-
ing to the center of the bubble with respect to the axis of the tube, resulting from a buoy-
ancy force during asymmetric growth of the bubble. The key assumption to calculate
the displacement of the micromotor in one step is the integral of (5.1) during a specially
selected time interval t0, t1½ � that corresponds to one step of the micromotor propulsion

ðt1
t0

FE τð Þdτ= −
ðt1
t0

Fd, j τð Þdτ, (5:16)

supplemented with the phenomenological condition that after the expulsion, the
bubble and the micromotor stop at the distance equal to the bubble diameter:

Lm +
ðt1
t0

vb τð Þdτ= 2Rb. (5:17)

Here, Lm =
ðt1
t0
vj τð Þ is the displacement of the micromotor during one propulsion step.

The latter is found from (5.17) by substituting (5.2) and (5.15) into (5.16):

Lm = 6R2
b cos θ

3Rb cos θ+ L= ln L
b

	 

+ c1

	 
 . (5:18)

The bubble expulsion frequency is straightforwardly calculated (from the condition
that the amount of generated oxygen during the period 1/f between two consecutive
expulsions equals the volume of the bubble)
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f = 6nc0L Rmax − L
2 tanϕ

	 

4Rb

3 cosϕ
(5:19)

as a function of the concentration c0 of H2O2, and the volume rate of oxygen production
from a unit area n. For instance, the latter is estimated to be 9.8 × 10–4 m·s–1 from both flat
and rolled-up surfaces in H2O2 with concentrations up to ~10% in the experiment of ref.
[Li11]. Finally, the time average micromotor speed for this mechanism is found to be [Li14]

�vE ≡ f
ð1=f
0

vE tð Þdt = fLm = 9nc0L Rmax − L
2 tanϕ

	 

cos θ

3Rb
2 cosϕ cos θ+ LRb cosϕ= ln L

b

	 

+ c1

	 
 . (5:20)

According to eqs. (5.15) and (5.20), the micromotor speed for the expulsion mecha-
nism vanishes as soon as bubbles either do not move (vb =0) or are not expelled
from the micromotor (f = 0). This phenomenological model is demonstrated to be
useful to explain the average speed of a micromotor in certain cases [Li14].

5.1.4 Combination of propulsion mechanisms

The propulsion of micromotors fabricated by 3D laser lithography by polymerizing the
photoresist and coating the structures with Cr (10 nm), Ni (130 nm), Ti (20 nm) and Pt
(30 nm) by E-beam evaporation is experimentally investigated by immersing them in a
water solution of H2O2, which undergoes catalytic decomposition into oxygen and
water on the Pt surface, and surfactant SDS, which reduces the surface tension.
The numerical modeling of propulsion is performed for catalytic micromotors
with the length L = 50 µm, the radii of the lager and smaller openings Rmax =
10 µm and Rmin = 5.6 µm, correspondingly, the semicone angle ϕ = 5° [Wrede20].

The speed of micromotors increases with increasing surfactant concentration
from 1.25% to 10% SDS, where the bubble growth mechanism provides the largest
contribution. When the concentration of SDS in the fuel liquid is further increased
to 20% and to 30%, where the capillarity mechanism is most significant, a rapid de-
crease in the speed of micromotors occurs (see Fig. 5.3a). This behavior is associated
with the fact that the bubbles diminish with increasing surfactant concentration from
1.25% to 10% SDS, and grow much larger when further increasing SDS concentration
to 20% and 30%. At the same time, the average bubble expulsion frequency rises
with increasing surfactant concentrations from 1.25% to 10% SDS, and dramatically
decreases for concentrations of 20% and 30% SDS. The micromotors stop completely
at SDS concentration of 30% by forming only one big bubble, which remains at-
tached to the tube (this is a transition to the overloaded micromotor regime discussed
in Section 5.2).

The observed increase in the micromotor speed with increasing concentration
in the interval from 2.5% to 30% H2O2 shown in Fig. 5.3b is associated with a
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decrease of bubble size and an increase of the average bubble expulsion frequency.
The bubble growth mechanism is predominant at the concentration of peroxide
<22%, yielding a dominant position to the bubble expulsion mechanism at the
higher concentrations. However, as shown in Fig. 5.5b, at the highest concentration
of 30% H2O2, the calculation solely for the bubble expulsion mechanism provides a
good comparison with the observed data.

In Fig. 5.3c, the trend of lowering the speed due to higher viscosity is revealed
in the observed micromotors by adding the methylcellulose in the liquid. It arises
due to the increase of the bubble size and the decrease of the bubble expulsion fre-
quency in fuels with higher viscosity. The graphs for the simulated speed of micro-
motors for the three considered propulsion mechanisms indicate that with
increasing viscosity η < 2 mPa⋅s via 2 mPa⋅s < η < 5.5 mPa⋅s to η > 5.5 mPa⋅s, the
bubble growth mechanism, the capillarity mechanism and the bubble expulsion
mechanism are consecutively the most influential.

In summary, as follows from Fig. 5.5, none of the above propulsion mechanisms
alone is sufficient to explain the measured micromotor speed. A solution to over-
come this challenge is provided by considering a combination of the different
propulsion mechanisms [Wrede20]. A switching of the propulsion mechanisms,
each of which acts only over some time intervals within the combined regime
model (Fig. 5.6a), allows for explanation of the experimentally observed behav-
ior of the catalytic micromotors as a function of the fuel composition (Fig. 5.6b).
The bubble expulsion regime is dominant for the H2O2 concentrations of about
20% and higher. At the surfactant SDS concentrations ≥20% as well as the dy-
namic viscosities ≥0.004 Pa⋅s, the bubble growth combined with the capillarity
regime occurs dominant for the micromotor propulsion. All three propulsion re-
gimes are in force in the remaining areas of the fuel parameters.

5.2 Transition between unidirectional motion and overloaded
regime

The multiple bubble nucleation model (illustrated in Fig. 5.6a for the case of two
bubbles) describes the micromotor movement due to the bubble expulsion, when
there are a few bubbles in the tube at any time [Klingner17]. Unidirectional micro-
motor motion is attributed to bubble expulsion before micromotor blockage by addi-
tional bubbles. The multiple bubbles nucleation model provides stepwise micromotor
motion (Fig. 5.7), which compares well to the experimental results [Fomin14].
Compared with that experiment, the multiple bubble nucleation model provides
more accurate results for bubble expulsion frequency, than the bubble expulsion
model and the bubble growth model, and agrees with experimentally detected micro-
motor speed within a factor of 2. The bubble position xb(t) and micromotor speed vj(t)
are shown in Fig. 5.7 for three periods. In the first 50.9 ms of each period, the bubble
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Fig. 5.5: Speed of micromotors as a function of the surfactant SDS concentration (a), peroxide
concentration (b) and the dynamic viscosity of the fuel solution (c) for different propulsion
mechanisms in comparison with experimental data (after [Wrede20]).
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remains at its initial position and vj is zero. Then the bubble moves toward the larger
opening at speed of up to 60 μm/s and is expelled. As a result, the micromotor moves
stepwise with average speed of 200 μm/s.

The multiple bubble nucleation model allows for a systematic analysis of the
micromotor dynamic regimes as a function of the nucleation position (Fig. 5.8a),

Fig. 5.6: (a) Scheme of the driving forces acting over different time intervals during the motion of a
catalytic micromotor with two bubbles within the model of combined propulsion regimes. (b)
Switching of the propulsion regimes of self-rolled micromotors as a function of the H2O2

concentration, the SDS concentration and the viscosity (a schematic) (after [Wrede20]).

Fig. 5.7: Bubble position xb(t) and micromotor speed vj(t) as a function of time for x0 = 10 μm, θ= 0°,
and hydrogen peroxide concentration c0 = 1% (from [Klingner17]).
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the hydrogen peroxide concentration (Fig. 5.8b), the micromotor length (Fig. 5.8c)
and the contact angle (Fig. 5.8d) (after [Klingner17]).

Unidirectional micromotor motion is achieved for all nucleation positions in
Fig. 5.8a. As the first bubble nucleates close to the smaller opening, it collects a
large amount of oxygen, when it moves through the whole tube due to the capillary
force. Therefore, the expelled bubble is relatively large and possesses high speed
toward the larger opening. Consequently, the average speed and frequency of bub-
ble expulsion are relatively high. The second bubble has a relatively small radius as
it has a shorter time to grow and a smaller surrounding, from which it collects oxy-
gen, as compared to the first bubble. If the first bubble nucleates close to the large
opening, it reaches low speed, since the pressure difference is decreased. Therefore,
the expulsion frequency is low, and the expelled bubble has the size of the large open-
ing Rmax. The second bubble is large, as it has a longer time to grow and a larger sur-
rounding to collect oxygen. These results explain the statistical nature of micromotors’

Fig. 5.8: Average bubble speed (vb) and average micromotor speed (vj), normalized ejected bubble
size re/Rmax, frequency f and normalized second bubble radius r2/Rj(x0) as a function of (a) the
nucleation position x0 for L = 50 μm at c0 = 1%; (b) the hydrogen peroxide concentration for
L = 200 μm, x0 = 10 μm; (c) the length L for x0 = 0.1 L, the average tube radius R = 3 μm,
ϕ = 1.14° at c0 = 7%; (d) the semicone angle ϕ for L = 50 μm, x0 = 0.1 L, R = 3 μm at c0 = 7%.
In all cases, the contact angle θ = 0° (from [Klingner17]).
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behavior reported in [Mei08, Solovev09] by a random variation of the nucleation
position.

All other physical and geometrical parameters of the model reveal a transition
from the unidirectional to the overloaded regime. Overloadedmicromotors are caused
by multiple bubbles of the size of micromotor radius, which hinder further bubble
ejection, and result in negligible displacement of the microjet. Quantitatively, over-
loaded microjets are found by the model for high contact angles (>9°), high hydrogen
peroxide concentration (>2.5%) and relatively long microjets (>160 μm).

The micromotor has unidirectional motion up to the contact angle of 9°, the
characteristics of that motion being independent of θ. The first bubble is expelled
with radius slightly exceeding Rmax, while the second bubble reaches the size of
~0.4Rj(x0). At contact angles above 9°, the size of the second bubble increases sud-
denly, establishing the overloaded regime, when the frequency, the bubble speed
and the micromotor speed are reduced to zero. Overloaded micromotors at high
contact angles θ > 9° explain the experimentally reported necessary addition of sur-
factants to reduce contact angles [Solovev09], because the contact angle of water
on platinum surface equal to 40° lies within the overloaded regime.

As shown in Fig. 5.8b, below the critical hydrogen peroxide concentration of
2.5%, the microjet moves unidirectionally, and the bubble speed, the micromotor
speed, the radius of the expelled bubble, the radius of the second bubble and the
expulsion frequency increase with the concentration. The micromotor occurs over-
loaded above a critical concentration of 2.5%, when r2/Rj(x0) = 1.

The predicted critical length of 160 μm for a transition from the unidirectional
to overloaded regime (Fig. 5.8c) is in agreement with the experimental value be-
tween 150 and 200 μm [Li11]. A transition from unidirectional to overloaded regime
is observed at ϕ = 2.4° (Fig. 5.8d). In the unidirectional regime, the bubble speed,
the micromotor speed and the expulsion frequency increase with the semicone
angle and decrease for ϕ > 2°. The angle does not have to be precisely implemented,
because there is a broad maximum around the optimum semicone angle.

5.3 Theory of self-propelled micromotors for cleaning polluted
water

The use of catalytically self-propelled micromotors for degrading organic pollutants in
water via the Fenton oxidation process is described in [Soler13]. The tubular micromo-
tors are composed of self-rolled functional nanomembranes consisting of Fe/Pt bi-
layers. Both the inner and outer layers of the micromotors actively interact with their
environment, that is, the inner Pt for the self-propulsion and the outer Fe for the
in situ generation of ferrous ions. Altogether, these micromotors are capable of boost-
ing the degradation of organic pollutants and mixing the liquids where they swim. The
degradation of organic pollutants takes place in the presence of hydrogen peroxide,
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which acts as a reagent for the Fenton reaction and as main fuel to propel the micro-
motors. Factors influencing the efficiency of the Fenton oxidation process, including
thickness of the Fe layer and concentration of hydrogen peroxide, are investigated.
The ability of these catalytically self‐propelled micromotors to improve intermixing in
liquids results in the removal of organic pollutants approximately 12 times faster than
when the Fenton oxidation process is carried out without catalytically active micromo-
tors. The use of catalytic micromotors to boost Fenton oxidation processes holds con-
siderable promise for the remediation of water contaminated with nonbiodegradable
and dangerous organic pollutants.

Mixing of the peroxide solution in the reaction vessel due to the propulsion of
microjets is modeled using the stationary continuity equation for fluid dynamics
[eq. (2-1.1) in [Happel83]]

divj rð Þ=0, (5:21)

where the mass flux density is defined as a product of the local concentration c rð Þ
and local fluid velocity v rð Þ:

j rð Þ= c rð Þv rð Þ. (5:22)

The process of mixing along the vertical z-axis can be modeled by assuming that
the concentration is a function of the z-coordinate only, while the z-component of
the velocity is an average over an ensemble of micromotors with different coordi-
nates (x,y) in the horizontal plane over all area in the Petri dish, which is accessible
to the moving micromotors:

vz zð Þ=
ð

accessible area

vz x, y, zð Þdxdy
� ð

accessible area

dxdy. (5:23)

Then the continuity equation [eq. (5.21)]

d
dz

c zð Þvz zð Þ½ �=0 (5:24)

after integration over the vertical coordinate from a point z to the top of the fluid in
the Petri dish (Lfluid) gives

c zð Þ
c Lfluidð Þ =

vz Lfluidð Þ
vz zð Þ . (5:25)

With the diameter of the Petri dish D = 30 mm and the volume of the fluid V = 1 ml,
the height of the fluid in the Petri dish is Lfluid = 1.41mm.

Investigation of the velocity profile v rð Þ of a viscous fluid dragged by a moving
micromotor constitutes a challenging hydrodynamic problem. Here we use a standard
approximation: when analyzing motion in a viscous fluid, elongated orthotropic bodies
can be represented by prolate ellipsoids of revolution ([Happel83], p. 222). The flow of a
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viscous fluid dragged by an ellipsoid (in our calculation, the axes of the ellipsoid are
equal to diameter 2R = 120 μm and length L = 500 μm of the microjet) moving with ve-
locity vjet (according to the experimental data, vjet = 538μm=s) is described by employ-
ing the Navier–Stokes equation ([Happel83], Chapter 4). The solutions represented in
Fig. 5.9 are obtained using two assumptions: (i) low Reynolds number regime and (ii)
no-slip boundary conditions at the surface of the body. These results provide a general-
ization of the well-known Stokes law of resistance onto a fluid flow past a nonspherical
body [Happel83]. Because of a large diameter of the Petri dish compared to the sizes of
a model micromotor, the effects of the walls on the fluid velocity field are negligible.

The average z-components of the fluid velocity are estimated for model micromotors
centered at the half-height of the fluid in the vertical direction (0.5Lfluid) and mov-
ing at various values of the angle Ψ between the microjet velocity vjet and the verti-
cal z-axis. In Fig. 5.10a, they are plotted as a function of the coordinate z together
with the average over an ensemble of micromotors with different values of the
angle Ψ from 0 to 90°. The corresponding profiles of the hydrogen peroxide concen-
tration calculated according to eq. (5.11) are represented in Fig. 5.10b.

The average z-component of the fluid velocity reaches its maximum values at the
front and rear points of the moving micromotor, where the absolute value of the total
fluid velocity is vjet due to the nonslip boundary condition. These points are separated
by a distance equal to the size of the projection of the micromotor onto the vertical
axis. This is clearly shown in Fig. 5.10a: the distance between the local maxima of the
average z-component of the fluid velocity is the largest for Ψ = 0 and monotonously
decreases with increasing Ψ. Averaging over an ensemble of micromotors with differ-
ent values of angle Ψ results in a significantly broadened profile of the z-component of
the fluid velocity with its largest values at intermediate angles Ψ ~ 45°, because in this
case contributions to the z-component of the fluid velocity are gathered optimally from
the total surface of the micromotor, which propels inclined with respect to the vertical
axis. However, averaging over an ensemble of micromotors with different values of

Fig. 5.9: The fluid velocity profile related to the micromotor velocity as a function of the vertical
coordinate z and the horizontal coordinate for model micromotors centered at the half-height of
the fluid in the vertical direction (0.5Lfluid). The values of the angle Ψ between the microjet velocity
vjet and the vertical z-axis are given in the panels. Calculation parameters are given in the text.
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angle Ψ provides the z-component of the fluid velocity of the same order of magnitude
as that for vertically moving micromotors (Ψ = 0).

Within the present model, mixing of the hydrogen peroxide occurs due to the
following physical reason: In order to keep the mass flux density along the vertical
axis constant, the hydrogen peroxide concentration must be an inverse function of
the average z-component of the velocity [see eq. (5.25)]. As shown in Fig. 5.10b, the
hydrogen peroxide concentration profile has minima just in the regions at the front
and rear points of the moving micromotor, where the average z-component of the
fluid velocity reaches its maximal values. Accordingly, there occurs a redistribution
of the hydrogen peroxide concentration in the vicinity of the micromotor, which de-
cays far away from it. The highest modulation of the peroxide concentration ~20%
is due to the vertical propulsion of microjets (Ψ = 0). Averaging over an ensemble of
micromotors with different values of the angle Ψ smears the profile of the hydrogen
peroxide concentration and provides the modulation of the order of 10%.

In conclusion, the region of rearrangement of the hydrogen peroxide concentra-
tion moves in space together with propelling micromotors. Therefore, the drag of the
solution due to the propulsion of micromotors is an effective mechanism of mixing
hydrogen peroxide in the reaction vessel. The combination of mixing and releasing
iron ions in liquids results in a rate of removal of rhodamine about 12 times higher
than when the Fenton oxidation process is carried out with nonpropelling Fe self-
rolled tubes [Soler13]. The usefulness of the self-rolled micromotors lies thus in
their combined capacity not only to propel, but to exploit their motion using their
external surface to enhance useful catalytic reactions.

Fig. 5.10: The average z-component of the fluid velocity related to the microjet velocity (a) and the
peroxide concentration related to its undisturbed value far away from the moving micromotor
(b) calculated as a function of the vertical coordinate z for model micromotors centered at the
half-height of the fluid in the vertical direction (0.5Lfluid). The values of the angle Ψ between the
microjet velocity vjet and the vertical z-axis are given in inset. The results averaged over an
ensemble of micromotors with different values of the angle Ψ are represented with open circles.
The pink thin line in panel (b) represents the undisturbed value of the hydrogen peroxide
concentration far away from the moving micromotor (from [Soler13]).
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6 Topologic signatures of electromagnetic fields
in rolled-up microcavities

Modern advances in nanofabrication have provided novel high-tech materials for nano-
photonics with tailored optical properties. Thanks to the self-rolling nanotechnology, a
variety of nanomembrane-based tubular sensors working on different principles have
been developed [Wang19]. First, tubular electrodes have been developed as electric bio-
sensors for detecting hybridization of complementary DNA strands [Medina16] by im-
pedimetric measurements. Second, self-rolled microtubes have been integrated with
silicon-based waveguides [Madani15] and developed as vertical whispering-gallery-
mode (WGM) optical microcavities for optofluidic sensing [Madani17]. Strong evanes-
cent fields occurring due to the microcavity walls of thickness ~100–200 nm have
ensured efficient interactions between the WGMs and the objects inside the inner
opening of the microtube acting as sensing channel [Wang18]. Third, because of a
highly flexible integration with on-chip optical, magnetic, electrical devices as
well as microfluidic circuits [Harazim12], self-rolled microtubes have been pro-
posed as a key structural element for lab-on-a-chip biosensing systems. Fourth,
silica-based microtubes as optical [Miao15, Yin19a] or optoplasmonic [Yin19b] cav-
ities have been designed for probing the binding dynamics of molecules. In particu-
lar, graphene-integrated optoplasmonic microtubes have been applied for sensitive
surface detection with resolution down to the single molecular layer [Yin19b].
Finally, a merger of all these individual biosensing nano-/microarchitectures by inte-
gration onto a silicon chip is a highly promising way to create chip-scale, low-cost,
highly sensitive, multifunctional optoelectrofluidic bioanalytical systems [Wang20]
for advancing medical diagnostic and personal healthcare.

A Möbius-ring resonator [Li13] and a self-rolled asymmetric microcavity [Ma16a]
discussed in the present Chapter are representative nanostructured microarchitec-
tures, which give rise to fascinating topological effects by virtue of Möbiosity, optical
spin–orbit coupling and non-Abelianism.

6.1 Resonant modes of light in a Möbius-ring resonator

In-plane polarized light reveals a nontrivial topological evolution in the course of a res-
onant propagation in a Möbius-ring resonator made of a twisted dielectric strip with the
refraction index n [Li13]. The strip thickness Lz is assumed to be much smaller than the
light wavelength: Lz < λ/n, so that the electric field is assumed to be stringently confined
within the strip in the course of propagation. The strip width is taken larger than the
wavelength, and the strip length is selected in the micrometer range to support optical
modes in the visible spectral range. Figure 6.1 shows amplitude profiles for resonant
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modes of light in a cylindrical-ring resonator and a Möbius-ring resonator with the num-
bers of wavelengths along the centerline nu= 8 and nu= 7.5, respectively.

The integer linearly polarized resonance modes in a cylindrical ring are invari-
ant under rotations by 2π around the z-axis, which is analogous to the rotational
symmetry of a boson field:

E u+ 2πð Þ=E uð Þ. (6:1)

In a cylindrical ring, a rotation of the electric field around the z-axis by 2π returns
it to the original position (Fig. 6.2a). The half-integer linearly polarized resonance
modes in a Möbius ring are invariant under rotations by a minimum of 4π rather
than 2π around the z-axis, in analogy to the rotational symmetry of fermions
[Ballon08]:

E u+ 2πð Þ= −E uð Þ, E u+ 4πð Þ=E uð Þ. (6:2)

Due to the twist, a rotation of the electric field around the z-axis by 2π results in a
vector reversal (Fig. 6.2b). Thus, Möbiosity introduces a key property of fermions to
the bosonic electromagnetic field.

The structure of the amplitude profiles for resonance light modes reveals a re-
markable similarity to the structure of the electronic wave function in a Möbius ring
with a half-integer number of wavelengths along the centerline of the Möbius band
nu shown in Fig. 6.4 of [Fomin18b]. However, when a linearly polarized light enters

Fig. 6.1: Amplitude profiles for resonant modes with integer and noninteger number of wavelengths
along the centerline for a cylindrical-ring resonator (a) at nu =8 and a Möbius-ring resonator (b) at
nu = 7.5. Both structures are formed of equivalent strips with Lx = 2,510 nm, Ly = 320 nm, Lz = 80 nm
with a refractive index n = 3.5 and immersed in air. Numbers of antinodes along the centerline are
N = 16 and N = 15, correspondingly. (c) Calculated resonant spectra of intensity for two resonant
modes in the cylindrical-ring resonator (nu = 7, 8) and two resonant modes in the Möbius-ring
resonator (nu = 7.5, 8.5) (after [Li13]).
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the Möbius-ring resonator with an appreciable contrast of refractive indices, the op-
tical electric field is forced to remain parallel to the plane of the twisted strip, and
consequently, the polarization orientation continuously varies along the twisted
strip during propagation. This behavior represents an adiabatic parallel transport of
linearly polarized light in a smoothly curved Möbius ring [Berry87] and allows for
an interpretation [DeWitt79] in terms of a geometric phase introduced by the twist.

Similar numerical simulations reveal occurrence of half-integer plasmonic modes
in metallic Möbius rings at the nanoscale [Yin17].

6.2 Evolution of light in self-rolled asymmetric microcavities

The cone-like microcavities are fabricated by self-rolling pre-strained circularly pat-
terned SiOx/SiO2 bilayer nanomembranes on a silicon substrate [Bolanos12]. After
roll-up, a 30-nm-thick hafnium oxide film is grown on the microtube surface by
atomic-layer deposition. The wall thickness is about 100 nm. The tube length is
45 mm. The microtube has a mean diameter of 7 μm and a difference of ~1.5 μm be-
tween the diameters at the larger and smaller ends. Correspondingly, the conical
angle of the asymmetric tube is estimated to be ~2°. The average refractive index of
the asymmetric tube wall is anisotropic: it changes along the tube axis due to the
variation of the number of windings [Ma16a].

In the asymmetric microtube cavity, optical WGM resonances are established via
optical self-interferences along a closed trajectory guided by the cylindrical tube
wall. To pump the WGM resonances, a linearly polarized laser light at 532 nm is fo-
cused on the larger end, where high-quality-factor resonant modes exist. The laser-
excited luminescent defects in the amorphous silicon oxide emit light in the visible

Fig. 6.2: Distributions of the electric field E (blue line) and intensity I (red line) for linearly polarized
resonance modes around the centerline (dashed line) in the tangential plane for (a) a cylindrical-
ring resonator (nu =8) and (b) a Möbius-ring resonator (nu = 7.5) (after [Fomin18b]).
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spectral range at room temperature. Due to the subwavelength-thin tube wall of
100 nm, photons are supposed to be linearly polarized along the tube wall because of
a high enough dielectric contrast between the silicon oxide and the air. The photons
move along a closed trajectory within the microtube. Those photons, which eventu-
ally escape from the microcavity, are measured and analyzed [Ma16a]. The initial
state of the resonant light is linearly polarized with the polarization oriented around
the tube axis.

In such conical-shaped self-rolled asymmetric microcavities, the optical spin–orbit
coupling is enabled and, as a consequence, a noncyclic optical geometric phase ac-
quired in the course of a non-Abelian evolution is observed [Ma16a]. Namely, in a self-
rolled asymmetric microcavity being pumped by a laser beam (532 nm), the incoming
linearly polarized light is found to evolve as the elliptically polarized one, the major
axis being tilted out of the tube axis by an angle φ (Fig. 6.3a).

Propagation of light in an inhomogeneous anisotropic dissipationless medium with
dielectric permittivity tensor ε̂ rð Þ is described by the wave equation [Bliokh07,
Bliokh08]

L2Δ−L2∇∇+ ε̂ rð Þ� �
E=0, (6:3)

where L= c
ω is the vacuum wavelength divided by 2π. In a weakly anisotropic

medium

ε̂ rð Þ= ε0 rð Þ̂I+ Δ̂ p, rð Þ,

Fig. 6.3: (a) Self-rolled conical microtube cavity and the elliptical polarization state of light
occurring due to the conversion of basis. (b) Conversion between the clockwise (green) and
anticlockwise (violet) basis states. Lines represent the squared amplitudes of the circularly
polarized waves as a function of the geometric phase calculated according to eq. (5.11). The
experimental data are shown with circles of the respective colors (from [Ma16a]. This work is
licensed under a Creative Commons Attribution 4.0 International License, http://creativecommons.
org/licenses/by/4.0/).
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where hats denote matrices; Î is a unit matrix. The wave equation (6.3) is solved in
the first approximation in the parameters of the weak anisotropy (μA = jj Δ̂jj=ε0 � 1)
and geometric optic (μGO = λ L � 1= ) [Bliokh08]. The evolution of the polarization
along a ray from the initial polarization a 0ð Þ is approximately described by the path
integral over the phase coordinates ~p,~rð Þ of the zero-approximation light ray of
length L [like in a(L) in eq. (6.4)]:

a Lð Þ=
ð
exp iΦ̂

h i
D~pD~r a 0ð Þ (6:4)

with the phase

Φ̂= 1
L

ðL
0

~p ·d~r̂I+
ðL
0

~a ~pð Þ · _~pσ̂zd,+ 1
2L

ðL
0

δ̂ ~p,~rð Þd,. (6:5)

The first term in eq. (6.5) describes classical dynamics of the center of a wave packet
in the circular basis; it is the same for both polarizations and does not change the
polarization characteristics. In what follows, it will be disregarded without loss of
generality. The second term in eq. (6.5) is analogous to the electron spin–orbit inter-
action, which gives rise to the geometric phase. The third term stands for the effect
of the weak anisotropy of the medium; δ̂ ~p,~rð Þ is a transform of the tensor Δ̂ p, rð Þ.
Unlike the spin–orbit interaction, the third term in eq. (6.5) contains all three Pauli
matrices. The component proportional to σ̂z renormalizes the spin–orbit interaction.
The components proportional to σ̂x and σ̂y are anticommutative with each other
and with the spin–orbit interaction [LeBellac06]. This implies the non-Abelian evo-
lution of light represented by eq. (6.4).

An approximate description of the evolution of polarization in a non-Abelian sys-
tem is introduced by eqs. (6.4) and (6.5). A parametrization of that evolution is per-
formed in terms of two parameters along the ray, φ=φ Lð Þ andCA =CA Lð Þ, describing
the geometric phase and the magnitude of the anisotropy effect:

a= a Lð Þ= M̂a 0ð Þ. (6:6)

The mapping matrix

M̂= exp i φσ̂z +CAσ̂xð Þ½ � (6:7)

is analytically calculated by expanding the exponential in a power series of its
argument:

M̂= Î+ i φσ̂z +CAσ̂xð Þ− 1
2!

φσ̂z +CAσ̂xð Þ2 − i
2!

φσ̂z +CAσ̂xð Þ3 + � � �
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Considering the basic properties of the Pauli matrices [Le Bellac06]:

σ̂x
2 = σ̂z

2 = Î, σ̂zσ̂x + σ̂xσ̂z =0,
we arrive at

M̂= Î+ i φσ̂z +CAσ̂xð Þ− 1
2!

φ2 +C2
A

	 
̂
I−

i
3!

φσ̂z +CAσ̂xð Þ φ2 +C2
A

	 

+ � � �

Arranging coefficients for each of the independent matrices, we find an analytic
representation

M̂= Î cos
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ2 +C2

A

q� �
+ i φσ̂z +CAσ̂xð Þ

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ2 +C2

A

q� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ2 +C2

A

q , (6:8)

or in the explicit form χ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ2 +C2

A

q� �

M̂=
cos χ + iφ

sin χ
χ

iCA
sin χ
χ

iCA
sin χ
χ

cos χ − iφ
sin χ
χ


. (6:9)

It is noteworthy that the parameters responsible for the geometric phase φ and the
magnitude of the anisotropy effect CA are entangled in each matrix element due to
the non-Abelian nature of the system.

According to eq. (6.9), the action of the mapping matrix on a linearly polarized
initial basis a 0ð Þ= 1ffiffi

2
p 1

1

� �
results in

a+

a−

 !
= M̂

1ffiffiffi
2

p 1

1

 !
= 1ffiffiffi

2
p

cos χ + i CA +φð Þ sin χ
χ

cos χ + i CA −φð Þ sin χ
χ

0BB@
1CCA. (6:10)

Due to the anisotropy effect, the squared amplitudes of the circularly polarized
components

a+j j2 = 1
2

1+ 2CAφ
sin2χ
χ2

� �
, a−j j2 = 1

2
1− 2CAφ

sin2χ
χ2

� �
(6:11)

become different, which implies an elliptical polarization of the electromagnetic
wave. This is a manifestation of the conversion of basis occurring due to the non-
Abelian dynamics of the system. According to eq. (6.11), the norm of the polarization
vector is conserved: a+j j2 + a−j j2 = 1. The plots of the squared amplitudes of eq. (6.11)
in Fig. 6.3b represent conversion of the circular basis.
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A correspondence principle to the emergence of geometric phase in isotropic
systems is demonstrated in the limit CA ! 0, when the basis

a+

a−

 !
= 1ffiffiffi

2
p exp iφð Þ

exp − iφð Þ

 !
(6:12)

describes the geometric phase φ for the clockwise and −φ for the anticlockwise cir-
cular polarizations.

Introducing the inverse function to φ=φ Lð Þ ) L= L φð Þ, the dependence of the
anisotropy parameter on the ray length gives rise to the link between the parame-
ters, which determines the mapping matrix: CA =CA L φð Þð Þ ! CA φð Þ. The resonant
light experiences the non-Abelian evolution in the self-rolled asymmetric microcav-
ity. The polarization state, as described by the eccentricity and the tilt angle, contin-
uously changes during the resonant light propagation in the microcavity, as shown
in Fig. 6.3a. It is experimentally detected when the light escapes from the microcav-
ity. At that point, the final state of the evolution of light is reached. The ray length
from the light pumping until the light escape is determined by the quality factor of
the asymmetric microtube cavity. In the course of this process, the major axes of the
evolving polarization state trace a helical spiral around the axis of the microtube.
Matching eq. (6.11) to the experimentally detected squared amplitudes of the circu-
larly polarized components for φ ranging from 0° to 44.5°, as shown in Fig. 6.4b, al-
lows for the following numerical fitting [Fomin18b]:

CA =0.318× φ−0.433. (6:13)

Using the mapping matrix (6.10) and the numerical fitting (6.13), a plot of the non-
Abelian evolution on the Poincaré sphere is obtained that is represented in Fig. 6.4.
For the interval 0° to 44.5°, the calculated curve nicely matches the experimental
data shown with circles [Ma16a]. In Fig. 6.4, the plot is continued until φ = 720°,
beyond the experimentally achieved range. The curve encircles the z-axis, and at
every next round, it steadily approaches the equator of the Poincaré sphere, which
corresponds to the linear polarization of light.

In summary, in self-rolled asymmetric microtube resonators, the noncyclic geo-
metric phase as well as the conversion of the photon basis occur during the non-
Abelian evolution. The cone-like self-rolled asymmetric microcavities provide a plat-
form to realize the spin–orbit interaction of light for the examination of nontrivial to-
pological effects in the context of the non-Abelian evolution. Robustness of the
topologically driven geometric phase implies promising applications by efficient ma-
nipulating photons in on-chip quantum devices.
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Fig. 6.4: Illustration of the non-Abelian evolution calculated using eqs. (6.10) and (6.13) as a curve on
the Poincaré sphere. In order to facilitate perception, the Poincaré sphere is represented from different
points of view. The experimental data of ref. [Ma16a] are shown with red circles (after [Fomin18b]).
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7 Conclusions and outlook

Self-rolling high technology has been demonstrated to be one of the main avenues of
fabricating diverse micro- and nanoarchitectures of complicated geometries and non-
trivial topologies, which support a novel powerful trend in their functionalization in
the field of nanotechnology. Therefore, analytical and numerical modeling of geome-
try- and topology-driven properties of self-rolled nanoarchitectures will be of para-
mount importance for future progress of nanophysics and nanotechnology. The key
objective of this progress is to establish a large impulse for the novel topic in con-
densed matter: tailoring topological order by virtue of complex geometric confinement,
which manifests unprecedentedly robust quantum properties of self-rolled nanoarch-
itectures and nanostructured metamaterials, and to develop their functionalization
motivated by the industrial demand to replace the existing optoelectronic, biomedical
and information technologies and circumvent their present limitations.

The basis for diverse prospective applications of superconducting nanodevices,
in particular, as new types of detectors, sensors, qubits for quantum computing and
bolometers, is in complex geometries and nontrivial topologies. Prominent signa-
tures of vortex and phase-slip patterns due to the complex 3D geometries of the
self-rolled superconductor nanoarchitectures have been theoretically described and
experimentally found. This behavior is attributed to the specific order parameter
and magnetic field distributions, which reveal nontrivial topologic properties and
favor the formation of superconducting vortices and phase slips in certain regions.
A nontrivial superconducting current topology induces the phase-slip dynamics,
which determine the magnetic-field–voltage and current–voltage characteristics in
nanoarchitectures with multiple loops of superconducting screening currents. The re-
vealed topological transition between the vortex-chain dynamics and the phase-slip
regime shows pathways of engineering the nonequilibrium properties of self-rolled
superconductor nanoarchitectures for application in fluxon-based information tech-
nologies, as highly sensitive detectors and bolometers. The accumulated theoretical
knowledge demonstrates that the roll-up technology provides an innovative, efficient
and robust tool for fabrication of design-on-demand, better performing, energy-
saving and more compact 3D nanoarchitectures.

Self-rolled heterostructures of hybrid materials, in particular, systems of inor-
ganic/organic, semiconductor/metal or crystalline/amorphous heterostructures, pos-
sess promising potential in tailoring the thermoelectric properties on demand because
of varying contributions of individual components to the electron and phonon
transport. Therefore, the topological methods will be increasingly important for theo-
retical optimization of vibrational spectra and thermal transport properties in hybrid-
material self-rolled systems. For this purpose, the Archimedean helical structures
with standing waves along the self-rolled multilayers will be treated by generalizing
the knowledge achieved for concentric cylindrical multishell models with running

https://doi.org/10.1515/9783110575576-007
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waves in the azimuthal direction. The phonon dispersion and transport properties in
self-rolled multishell tubular nanostructures with sizes of the order or 100 nm is a chal-
lenge for further analytical or numerical treatment, because they are in the transitional
region between the realms of applicability of elastodynamics (for sizes larger than
1 μm) and the atomistic approaches (for sizes below 10 nm). The changes in the acous-
tic phonon spectrum and their effect on phonon transport have been experimentally
detected in first thermal conductivity measurements in multishell tubular micro- and
nanostructures. Realistic rolled-up spiral structures with contacting boundaries will be
simulated as equivalent flat structures preserving the boundary conditions in geomet-
rically nonlocal sense. Further studies are required to show that a reduction in the
phonon group velocity and phonon thermal conductivity can be achieved without sig-
nificant roughness scattering and degradation of electron transport in cross-section-
modulated micro- and nanowires and arrays of self-rolled radial superlattices as prom-
ising candidates for advancement in thermoelectric materials and devices.

Self-rolled magnetized microarchitectures constitute a new playground to test
unconventional topologically driven quantum-transport phenomena, like topologi-
cal Hall effect, at the microscale. The magnetized microhelix coils open the unique
possibility to investigate the rich variety of complex magnetic transitions, charac-
teristic of helimagnetic bulk materials or magnetic toroidal moment in multiferroic
materials, at the micrometer scale. Combination of magnetically driven propulsion
and directional control of assemblies of self-rolled soft microrobots with multisti-
muli control over their shape using light-, pH-induced or thermal mechanism as a
frontline approach to deliver and release cargos, represents a future endeavor to-
ward biomedical applications. Since such self-rolled microrobots are being de-
signed and created, appropriate simulation tools are of immense importance to
investigate not only physical parameters, but also chemical and molecular changes,
in order to predict their behavior under certain stimuli and to optimize their geome-
try and topology toward further functionalization.

The theoretical analysis and numerical simulation of the self-rolled bubble-
propelled conical micromotors based on the interplay of the three propulsion mecha-
nisms have provided fundamental understanding of the impact of various geometrical
parameters (length, semicone angle, surface properties) and thus allowed for a quanti-
tative interpretation of the available experimental data. This conceptual platform will
be exploited to predict and optimize the performance of catalytic micromotors in differ-
ent working environments, in particular, in biological media, toward designing and
powering self-rolled robotic systems with a reproducible and reversible actuation at
microscale down to nanoscale, opening up a whole cornucopia of applications in
nanomedicine and nanomanufacturing. The revealed synergy between the internal
and external functionalities of the self-rolled catalytic micromotors results in an en-
hanced degradation of dangerous organic pollutants at small-scale environments and
holds a revolutionary impact on the remediation of contaminated water.
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Development of the next generation of multifunctional optoelectrofluidic bioa-
nalytical systems by integrating the individual biosensing nano-/microarchitectures
onto a silicon chip poses a challenge of theoretical justification and numerical vali-
dation of strategies for elevating the sensitivities and optimizing the integration
and packaging schemes for the involved microfluidic components and self-rolled
optoelectronic devices: on-chip waveguide-based interferometers, microring resona-
tors and photonic crystal-based cavities.

Realization of the existing ambitious goals for experiment supported by theory
and modeling in the fascinating realm of self-rolled 3D micro- and nanoarchitec-
tures will provide metamaterials and devices with tailored on-demand unprece-
dented characteristics, structural freedom in complex geometries and nontrivial
topologies superior over conventional microelectronics, easier parallel fabrication
procedures down to nanoscale, and thus advance the strategic application potential
for nanoscience and nanotechnology.
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"compression" of the phonon energy spectrum
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"effective relaxation rate" of phonons in
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2D approximation 17, 40–41
– justification 7

accumulated trajectories 9
accumulated trajectories of vortices 10
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adaptive finite-difference scheme 8
adiabatic parallel transport of light 105
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– a stepwise increase 37
– saturation 38
average phonon group velocity 46, 61–62
– in multishells 56–58
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micromotors 100

back and forth swings of the coil 72
back-and-forth motion 72, 77
– of the coil 72
back-and-forth motions 71, 76, 83
barrier
– changing in time 12
– disappearing 12
– reduction 21
Bean-Livingston barrier 11

bifurcation of vortex trajectories 4
Boltzmann transport equation 63
Born–von Kármán theory of lattice

dynamics 60
boundary conditions
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bubble
– dynamics 89–90
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– multiple 95
– nucleation 90
– nucleation position 90

– position 97
– release frequency 92

capillarity 89–90, 94–96
capillary force 89–90
catalytic decomposition of the hydrogen
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chain of moving vortices 26
– active 26
– quasistatic 27
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– duration of the vortex motion 4, 17
– for the planar membranes 26
– for the tubes 26
– period of nucleation of vortices 4
– time of the vortex motion 10
– vortex nucleation
– period 10

chiral macroobject 76
chiral macroscopic object 79
chiral magnetic macroobject 75
coexistence of superconducting vortices and

Meissner currents 9
coherence length 6
coil trajectories in the phase plane 72
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– dynamics 69
– in-plane magnetized 66
– model at low Reynolds number 70
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– out-of-plane magnetized 66
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– uncompensated magnetic moment 67–70
– dynamics 69

combination of geometrical and physical
factors 36

conical tube 89
contact angle 99
continuity equation for fluid dynamics 100
continuity
– of the displacement vector components 49
– of the stress tensor components 49
control current 18, 20
control over vortex dynamics 17
controlled locomotion and actuation 86
conversion of basis 108
corkscrew-magnetized coil 65
correlation between the dynamics of

vortices 12
correlation between the order parameters at

the points of nucleation of vortices 15
Coulomb gauge 24
critical magnetic field 11
– as a function of temperature 17
crossover between characteristic times 20
cross-plane thermal conductivity 64
current density
– pattern 19–20
current induced by vortices 9
current–voltage characteristic (CVC) 25, 29
curvature at the nanoscale
– combined with chirality 30
curvature effects 25
curvature
– effects on the dynamics of vortices 6
– impact on the dissipative characteristics 25
curved superconductor micro- and

nanoarchitectures 5

degradation of organic pollutants 112
– by micromotors 102
– in water 86
denucleation 9
diffusion constant 6
directional control of microrobots 85
discretization time
– dynamically adapted 40
drag coefficient
– directional dependence 75
drag force 76, 83, 88–89

drag of the solution due to the propulsion of
micromotors 101–102

driving force 75, 88–89, 91–93, 97
dynamic viscosity 88

elastic continuum model 47
elastodynamics 48
equilibrium patterns of the order parameter 9

Fe/Pt self-rolled functional nanomembranes 99
Fenton reaction 99, 102
FIB-microscopy 38
fingerprints of vortex and phase-slip patterns 39
finite-difference
– calculation mesh 32, 34, 40
– scheme 33
– time-domain method 17, 39
flower-shaped microrotors 81–82, 84
fluid velocity profile 100–102
functionalities of microsystems 86

gauge invariance of the vector potential 51
generator of correlated vortex pairs 15
geometric constraints at the micro- and

nanoscale 22
geometric effects on phonon energy spectrum 56
geometric phase 108–110
– introduced by the twist 104–105
– noncyclic optical 106, 110
geometry 1
– complex geometry 3, 111, 113
– curved 5, 21
Ginzburg–Landau parameter 6

half-integer modes 104
helical coil 29–30
– binormal vector 31
– boundary conditions for the TDGL equation 31
– dense 36
– distribution of the modulus of the order

parameter 34
– distribution of the normal magnetic field 34
– distribution of the real part of the order

parameter 34
– length of the centerline 31, 37
– normal vector 31
– pitch distance 30, 37
– radius 30, 37
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– sparse 35
– stripe width 30, 36
– tangential vector 31
helical coils at the micro- and nanoscale 5
helical spin texture 65
helical stripe
– as a two-parametric surface 31
– natural orthogonal coordinates 32
helimagnetic materials 73, 112
helix angle 31
hollow-bar-magnetized coil 65
hybrid vibrational modes in Si/SiO2 HNMSL 61
hybridization of the reduced dimensionality

with curved geometry 22
hydrogen peroxide concentration 94–99

impact of geometry on the distribution of
vortices 35

incommensurability between the numbers of
vortices and half-turns 35

induced voltage 5
InGaAs/GaAs/Nb 6
– micro- and nanotubes 4
in-plane phonon thermal conductivity 63
in-plane thermal conductivity 46, 59
integration of multifunctional components 3
interfaces
– cylindrical 47
– spiral 47
intermittency of the shape factor 81
inversion symmetry
– destroyed 21

Landau gauge 7, 17
Laplace operator
– transformation to the natural coordinated on

a helical stripe 33
light emitting diodes 88
linear rotation regime 75, 83
linearized Boltzmann transport equation 60
Link Variables 24, 39
local heating 2, 87–88
low Reynolds number 75, 83, 88, 91, 101

magnetic field orthogonal to the axis 4
magnetic field
– applied 8

– curvature-induced inhomogeneity of the
normal component 8

– induced 8
– renormalization 7
magnetic field–voltage characteristic 29
magnetic flux quantum 7
magnetic textures in curved magnetized

microarchitectures 74
magnetic toroidal moment 65, 73, 112
magnetized coil trajectories 67
Magnus force 9–10, 12, 15, 19, 28
man-made topological manifolds 3
mapping matrix 108
mean vibrational energy 63
Meissner currents 8–10, 17, 23
micro- and nanotubes 2
microelectronic functionalities 3
microhelical belts
– step-like CVCs 44
microhelix coil 81
micromotor length 98
micromotor speed 94–99
micromotors
– fabrication 94
microrobotics and roving sensors in fuel-free

environments 74
mixing of the hydrogen peroxide by the

micromotors 102
mixing the liquids by micromotors 99
Möbiosity 103–104
Möbius ring
– electronic wave function 104
– smoothly curved 105
– resonator 103, 105
molecular dynamics 47, 63
moment of inertia 69, 75
motile twin-jet-engine microsystem

(MTJEMS) 87–88
multilayer cylindrical quantum wires 47
multiple bubbles nucleation 95
multishell 47–48
– microtubes as acoustic metamaterials 47
– nanostructured microtubes 46
– tube
– number of windings 47

– with a periodic alternation of two
materials 50
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multistimuli actuation 84
multivortex regime 10

nanoarchitectures
– helical 29
nanohelices
– impact of topology on the order

parameter 43
– order-parameter distributions 43
– order-parameter patterns determined by

chirality 44
– phase slips 42
– quasistationary patterns of the order

parameter 42
– shelf-like features in RCCs 42–43
– smallest and densely packed 39
– steps of resistance 40
– switching of half-turns to the normal state 42
– transition of half-turns into the phase-slip

regime 42
nanomedicine 2
– autonomous diagnosis 2
– autonomous microrobotic system 2
– signal analysis 2
– wireless communication 2
nanostructures
– 3D helical geometry 39
nanostructuring
– impact on the normal superconducting phase

boundary 5
nanowriting techniques 4
Navier-Stokes equation 100
Nb
– film 23
– membrane 6
– microtubes 22
– nanotube 28
non-Abelian
– dynamics 109
– evolution of light 108–110
– evolution 106
– system 108–109
non-Abelianism 103
nonlinear dynamics 19
– nonlinear dynamics of the coil 70
– nonlinear dynamics regime 83
nonlinear motion regime 76
nonrigid 75
– nonrigid magnetic microcoil 75

– nonrigid microhelix 76
nontrivial topological evolution of light 103
normal conductivity 24
normal magnetic field
– inhomogeneous 33
no-slip boundary conditions 101
nucleation 9
number of moving vortices 26

O2 bubble 87
open microtubes 4
open
– cylinder 6
– tube 8, 6, 16
optical whispering-gallery-mode

resonances 105
optoelectrofluidic bioanalytical systems 103
order parameter
– 2π-phase shift 34
– distribution 10
– dynamics of the squared modulus 13
– inversion symmetry violation 18
– pattern of the modulus 16
– vortex 34
oscillatory-like rotational (OLR) motion of the

coil 67
overloaded micromotor regime 94
overloaded micromotors 98
oxygen bubbles 88–89
oxygen production rate 94

parametric magnetic excitation of the coil 72
paraxial slit 6
path integral over the phase coordinates 107
penetration depth 6
– London penetration depth 7
phase portrait of the coil dynamics 72, 74
phase-slip
– domain 28
– patterns 43
– regime 29
– region 28, 43
phonon confinement
– impact on phonon energy dispersion 61
– impact on phonon group velocity

dispersion 61
phonon dispersion 54
– in multishells 52–54, 57
phonon DOS
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– in multishells 57–58
phonon energy spectra 62
phonon group velocity 52
– average and RMS 56
– in multishells 54
– dispersion 53

– in multishells 52–53
phonon modes
– nontorsional 52
– torsional 52
phonon scattering mechanisms 61
phonon thermal conductivity
– decay with increasing the number of

windings 59
– in multishells 58–59
phonon transport
– engineering 47
pinning centers 4
pinning sites 22
planar structure
– order-parameter distributions 44
Poincaré sphere 107, 110
Poisson equation 24, 39
prolate ellipsoids of revolution 100
propulsion mechanisms 86, 88–89, 95–96, 112
– bubble expulsion 89, 93
– bubble growth 89, 92
– capillarity 89–90
– combination 90, 94
– switching 95–96
propulsion regimes
– switching 95–96
pseudo-BZ for glasses 61

radial superlattice 47
radial-magnetized
– coil 65, 68
– cylinder 67
– microhelix coil 72, 80
ratchet (gear and pawl) 79
ratchet effect 74–75, 78–79
reduction of thermal conductivity 46
resistance–current characteristic (RCC) 39–40
resistive transition
– occurrence in steps 39
rolled-up (see also self-rolled)
roll-up
– 3D self-organization 4
– fabrication of micro- and nanoarchitectures 3

– strain-driven procedure 2
– technology 48
rotating
– external magnet 68
– magnetic field 75
– permanent magnet 82–83
rotational motion of the coil 67, 69

scalar potential 24
– of the dilatational motion (in

elastodynamics) 49
self-assembly of micro- and

nanoarchitectures 2
self-propelled
– micromotors
– for degrading organic pollutants in

water 99
self-rolled (see also rolled-up)
– catalytic micromotors 86
– 3D micro- and nanoarchitectures 113
– 3D microarchitectures 3
– asymmetric microcavity 106
– asymmetric microtube resonators 110
– bubble-propelled micromotors 112
– catalytic micromotors 112
– conical microtube cavity 106
– heterostructures of hybrid materials 111
– hybrid organic/inorganic heterostructures 3
– magnetized microarchitectures 112
– magnetized microhelices 65
– metamaterials 2
– micro- and nanoarchitectures VII
– acoustic phonon energy spectra 47

– micromotors 102
– combined capacity 102

– microtube
– with multiple windings 46–47

– multishell tubular structures 47, 56
– acoustic phonon energy spectra 47
– nanoarchitectures 46

– for thermoelectric applications 46
– resistive properties changed by
geometry 44

– optoelectronic devices 112
– radial crystals 2
– radial superlattices 2
– robotic systems 112
– superconductor helical belts 38
– superconductor nanoarchitectures 111
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– superconductor helical nanocoils 30
– superconductor micro- and nanotubes 6
– superconductor open tubes 22
– thermoelectric materials and devices 112
self-rolling 3
– pre-strained nanomembranes 105
semicone angle 89, 99
shape factor
– of a deformable microcoil 78
– depending on the direction of motion 76
– intermittent behavior 77
Si/SiO2 nanowires
– with modulated cross section 46
Si/SiO2

– HNMSL 62
– multishell microtubes 56
– planar HNMSL 60
Si/SiOx

– hybrid nanomembrane superlattice 46–47,
59–60

– thermal conductivity 47
Si
– single-crystalline 60
Si-based thermoelectric applications 47
SiO2

– amorphous 60, 63
– structural disorder 63

sodium dodecyl sulfate (SDS)
– surfactant 86
soft microrobots 84
spatiotemporal control for actuators 84
specularity parameter 59
speed of micromotors 94–95
spin–orbit coupling
– optical 103, 106
spin–orbit interaction 108, 110
steering and turning the microsystem 87
stepwise micromotor motion 97
superconducting bolometer 38
superconducting current
– density 24
– patterns 14
– streamlines 28
– topology 28
superconducting electronics 38
superconducting micro- and nanostructures
– 3D helical 30
superconducting order parameter 6
superconducting qubits 38

superconducting screening currents (SSCs) 28
– in a helical coil 35
– in an open tube 35
– in the helical turns 29
superconductor nanohelices 5
superconductor shells
– cylindrical 5
– spherical 5
superconductor-based sensors 4, 19
supercurrent circulation in a thin-wall

cylinder 9
superposition of superconducting vortices and

supercurrent circulation 9
suppression of the phonon thermal flux 46
surface tension 91
sustainability of the low dissipation in

tubes 26
synergetic effects of curvature and chirality 30

tailoring equilibrium and nonequilibrium
properties of vortices 5

temperature-responsive polymer 81
thermoelectric materials 56
– nanostructured 46
thermoresponsive microarm 88
Ti/Fe/Pt
– self-rolled catalytic tubular micromotors 90
time-dependent Ginzburg–Landau (TDGL)
– approach 4
– equation 6, 23, 39
topologic order tailoring 1
topological defects
– in superconductor nanoarchitectures 42
topological matter 1
topological transition 28
topologically nontrivial magnetic

texture 65–66
topologically nontrivial manifolds at the

nanoscale VII
topology 1
– as a background for new physical effects 1
– nontrivial topology 3, 5, 113
– due to a special geometry 2

– topological property 1
– topologically protected states due to the

topologically nontrivial electronic structure 2
– topology-driven concepts 1
topology- and geometry-controlled quantum

properties 1
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torque
– hydrodynamic (damping) 70, 73
– hydrodynamic (drag) 75
– magnetic 70, 73, 75
– total 69, 73
transition from unidirectional to overloaded

regime 99
transition magnetic field 11
– increase by rolling up 15
transition
– from rotational to OLR motion 67, 71–74
– between the rotation and the back-and-forth

motion 77–78
transmitter coil 87
transport current 8–9, 17
– additional 16
– density 9, 24, 39
– inhomogeneous 19, 21
– in open superconductor micro- and

nanotubes 4
tunable superconducting fluxon generators 4
tungsten carbide (WC)
– nanohelices 39
two parallel self-rolled tubes 87
two-shell composite coaxial tube 49

ultrasmall stochastic potential 33
unidirectional micromotor motion 96

vector potential
– of the magnetic field 6–7, 17, 24, 33
– of the shear motion (in elastodynamics) 49
vibration diffusion mechanism 63
virtual crystal approximation 61
voltage generated by moving vortices 22
voltage
– as a function of the magnetic field 26
– average 24
– generated by an individual vortex 41
– generated 26
– induced 26–27
– a pulse as a function of the magnetic

field 27
– as a function of the magnetic field 27

vortex and phase-slip patterns 5
– in nanohelices 40
vortex/antivortex lifetime 29
vortex
– as a topological defect at the 2D scale 24

– chains 9, 24, 34, 38
– confinement 35, 38
– denucleation 12, 16, 24, 37
– new regimes in a self-rolled microtube 27

– dynamics 4, 17, 24
– a switch between two regimes 26
– symmetrical 17

– generation tuning 21
– lifetime 29
– motion 26

– azimuthal 26
– paraxial 26

– nucleation 9–10, 12, 14–21, 23–24,
36–37

– blockade 18
– locus 28
– period 16–21
– branching

– ordering 38
– mixed pattern 38
– trends of 38

– pattern 5, 22, 27, 38
– a transition in a microtube 27
– dynamical 22
– in helical coils 35
– multichain 36
– single-chain 36
– tunabilty of 38

– quasidegenerate patterns in a helical
stripe 35

– removal 19
– single 34
– transmission line 15
– velocity 26
vortex–antivortex pair 12
– annihilation 29
– denucleation 28
– nucleation 28
– separation 28
vortex–antivortex pairs
– generation of 28
– kinematic 28
– line of fast dynamics 28
– vortex–vortex interaction 35
vortices
– a few parallel chains 35
– confinement to a helical stripe 35
– moving in opposite directions in the tube 10
– single linear chains 35
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waves
– axially symmetric 52
– dilatational 49–50
– flexural 52

– Rayleigh 50, 57
– shear 49–50
wireless energy transfer 88
– via inductive coupling 87
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