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hugeinvolume,variety,andvelocity.Thedemandforusingmachinelearninginanalysingsocialmedia
contentisincreasingatafasterpaceinidentifyinginfluencers,demandsofindividuals.However,thereal
complexityliesinmakingthedatafromsocialmediasuitableforanalysis.Thetypeofdatafromsocial
mediacontentmaybeaudio,video,image.Thechapterattemptstogiveacomprehensiveoverviewof
thevariouspre-processingmethodsinvolvedindealingthesocialmediacontentandtheusageofright
algorithmsattherighttimewithsuitablecaseexamples.

Chapter 10
ChallengesandApplicationsofRecommenderSystemsinE-Commerce......................................... 175

Taushif Anwar, Pondicherry University, Pondicherry, India
V. Uma, Pondicherry University, Pondicherry, India
Md Imran Hussain, Pondicherry University, Pondicherry, India

E-commerceandonlinebusinessaregettingtoomuchattentionandpopularityinthisera.Asignificant
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Themainobjectiveistorecognizethechatfromsocialmediaasspokenlanguagebyusingdeepbelief
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processing,artificialintelligence,anddeeplearning.Languageclassificationistheprocessofascertaining
theinformationbeingpresentedinwhichnaturallanguageandrecognizingalanguagefromtheaudio
sound.Presently,mostlanguagerecognitionsystemsarebasedonhiddenMarkovmodelsandGaussian
mixturemodelsthatsupportbothacousticandsequentialmodeling.ThischapterpresentsaDBN-based
recognitionsysteminthreedifferentlanguages,namelyEnglish,Hindi,andTamil.Theevaluationof
languagesisperformedontheselfbuiltrecordeddatabase,whichextractsthemel-frequencycepstral
coefficientsfeaturesfromthespeeches.ThesefeaturesarefedintotheDBNwithabackpropagation
learningalgorithmfortherecognitionprocess.Accuracyoftherecognitionisefficientforthechosen
languagesandthesystemperformanceisassessedonthreedifferentlanguages.

Chapter 12
MachineLearningApproach:EnrichingtheKnowledgeofAyurvedaFromIndianMedicinal
Herbs................................................................................................................................................... 214

Roopashree S., Dayananda Sagar University, India & Visvesvaraya Technological 
University, India

Anitha J., RV Institute of Technology and Management, India
Madhumathy P., Dayananda Sagar Academy of Technology and Management, India

Ayurvedamedicinesusesherbsforcuringmanyailmentswithoutsideeffects.Thebiggestconcernrelated
toAyurvedamedicineisextinctionofmanyimportantmedicinalherbs,whichmaybeduetoinsufficient
knowledge,weatherconditions,andurbanization.Anotherreasonconsistsoflackofonlinefactson
Indianherbsbecauseitisdependentonbooksandexperts.Thisconcernhasmotivatedinutilizingthe
machinelearningtechniquestoidentifyandrevealfewdetailsofIndianmedicinalherbsbecause,until
now,itisidentifiedmanually,whichiscumbersomeandmayleadtoerrors.Manyresearchershaveshown
decentresultsinidentifyingandclassifyingplantswithgoodaccuracyandrobustness.Butnocomplete
frameworkandstrongevidenceisprojectedonIndianmedicinalherbs.Accordingly,thechapteraims
toprovideanoutlineonhowmachinelearningtechniquescanbeadoptedtoenrichtheknowledgeof
Indianherbs,whichadvantagesbothcommonmanandthedomainexpertswithwideinformationon
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Allthesetypesofanalyticshavebeenansweringbusinessquestionsforalongtimeabouttheprincipal
methodsof investigatingdatawarehouses.Especiallydataminingandbusiness intelligencesystems
supportdecisionmakerstoreachtheinformationtheywant.Manyexistingsystemsaretryingtokeep
upwithaphenomenonthathaschangedtherulesofthegameinrecentyears.Thisisundoubtedlythe
undeniableattractionof‘bigdata’.Inparticular,theissueofevaluatingthebigdatageneratedespecially
bysocialmediaisamongthemostup-to-dateissuesofbusinessanalytics,andthisissuedemonstrates
the importance of integrating machine learning into business analytics. This section introduces the
prominentmachinelearningalgorithmsthatareincreasinglyusedforbusinessanalyticsandemphasizes
theirapplicationareas.
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Preface



DataScienceisanextremelyimportantdomainintoday’sdata-drivenworldwhere90%ofthedata
hasbeencreatedinthelast2yearsalone.Scientistsexaminelargeamountsofdatatouncoverhidden
patterns,correlations,andinsights.Withtoday’stechnologies,it’spossibletoanalyzeahugeamountof
dataandgetanswersfromitalmostimmediately.Itismoreefficientandfastercomparedtotraditional
businessintelligencesolutions.Thus,datascienceisbooming,andsoisdataanalytics.Dataanalystis
thenassignedtohelporganizationtomakebetterbusinessdecisions.Thiscanfallunderthepurview
of cuttingdowncosts, increasing the returns coming frommarketing initiatives, advisingcorporate
managementonenteringnewgeographies,makenewerproductlaunches,andsoforth.Adataanalyst
inalargeorganizationcanevenplaytherolewhichisspecifictowhathedoesintheorganization:so,a
dataanalystinaFortune500companymaygobythenameoffinancialanalyst,salesanalyst,operations
analyst,marketinganalyst,chiefdataofficer,andsoon.

Socialmediaisonesuchdomainthathasincreasedthegrowthrateofthedata.Dataavailablefrom
socialmediaisanexampleofhownewdigitaltechnologiesprovidebusinesseswithamorecompre-
hensiveunderstandingof theconsumer.Socialmediahasbecomeembeddedinnearlyeverysphere
of life.Newsstoriescirculatesocialmediachannelsside-by-sidebusinesspromotionsandeveryday
sentimentsofusers.Dailyactionsandinteractionsarerecordedandcollectedsothatonecandiscover
informationsuchaswhatthetargetaudienceistalkingaboutandwhatthewidertrendsofthedayare.
Morespecifically,howaretheyinteractingwiththecompany?Aretheysharingorlikingornegative
aboutwhatwasposted?

Socialmediaisjustonefieldofdigitaldisruptionthatisgeneratingmoredatatodrawintuitionfrom.
Howeconomictransactionsoccurhasbeendigitizedtosuchanextentthatonecananalyzenotonly
consumer’sinteractionwithmarketingandnewsbutalsohowandwhentheyactafterlikingorsharing
acompany’spromotion,trackingofconsumers,tellingaboutwhotheyareinteractingwithandwhatis
attractingthem.Thislistgoeson.

Withexponentiallyincreasingamountsofdataaccumulatingday-by-dayinreal-time,theremaybe
noreasonwhyoneshouldnotturnittoacompetitiveadvantage.Whilemachinelearning,drivenby
advancementsinartificialintelligence,hasmadegreatstrides,ithasnotbeenabletosurpassseveral
challengesthatstillprevailinthewayofbettersuccess.Suchlimitationsasthelackofbettermethods,
urgefordeeperunderstandingofproblems,andneedforadvancedtoolsarehinderingprogress.For
example,memory-augmentedneuralnetworksrequireread/writeaccesstoalargeworkingmemoryto
discoverfacts,store,andavailthemtransparently.Similarly,achievingnaturallanguageprocessingand
understandingcontentarestilllackingdrastically.Objectdetection,correctidentification,localization
andsearch,imageclassificationandsemantics,semanticsegmentation,andenablingneuralnetworks
tolearnusingmuchfewerexamplesmayaswellberecounted.
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Preface

Thus,theproposedtitleforthisbookfocusesonprevailingchallengesindataanalyticsanditsappli-
cationonsocialmedialikeWWW,Facebook,Twitter,blogs,e-commerce,e-service,andsimilarsocial
outlets.SocialmediainvolvesvariousinteractiveWeb2.0Internet-basedapplications,user-generated
content,digitalphotosorvideos,anddatageneratedthroughallonlineinteractions,user-createdservice-
specificprofilescreatedbyusersofwebsitesorapplications.Amongallofthepossibleinteractions,
e-commerce,e-education,e-healthandvariousotherprevailinge-serviceshavebeenidentifiedasimpor-
tantdomainsforapplicationofanalyticstechniques.So,thisbookfocusesonvariousmachinelearning
anddeeplearningtechniquesinimprovingpracticeandresearchinsuche-Xdomainsinsocialrealm.

Prevailingknowledgeandresearchissuesinthefollowingarebeingcoveredthroughcontributed
authorsofspecificfieldexpertise:

• Introductiontodataanalytics,
• AI,deeplearning,machinelearningapplications;
• Cloudcomputing,edgecomputing,andsocialmedia;
• Socialmediausecasesforindividualsandorganizations;
• ChallengesofInternet-andcloud-basedIoTapplications,andedgecomputing;
• (Social/)Bigdataissues:gathering,governance,GDPR,security,andprivacy;
• Dataanalyticspracticeusingtools&languages,Python,R,soon;
• MachineanddeeplearningtechniquesinIoTandcloud;
• Datacleaning,reduction,andvisualizationtechniquesandtools;
• Applicationsofdataanalyticsinemergingfields;
• Emergingtrendsindataanalytics:explainableAI,naturallanguageprocessing(NLP),predictive

andaugmentedanalytics,darkdata,continuousintelligence,datafabric,persistentmemoryserv-
ers…

WithRegards

V. Sathiyamoorthi
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Atilla Elçi
Hasan Kalyoncu University, Turkey
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ABSTRACT

In their very beginnings, when social networks were solely used for leisure purposes, any action per-
formed online had minimal effect on the real world lives of their members. This has very much changed 
in our modern world, where becoming an influencer on Instagram can substantially raise one’s income, 
politics is done on Twitter, and an inappropriate video posted on YouTube can get one fired. Similarly, 
professional networks have changed the approach universities take to prepare their students, the mecha-
nisms behind companies seeking expertise, and the way in which professionals land matching jobs. In 
the context of discussing the benefits and pitfalls of using such platforms, several points relating to data 
privacy are highlighted. Additionally, for a complete view of all analytics possibilities, a survey was 
conducted by looking over 24 research papers, summarising their findings, detailing the six generic 
research areas which were identified and speculating on what the future might hold.

INTRODUCTION

During the last decade, the emergence of Web 2.0 standards, aimed at electronically connecting people 
and easing their collaboration, has greatly facilitated the implementation and maintenance of various 
social networks, making them an integral part of our online presence (Dasgupta & Dasgupta, 2009). 
Along with the exponential growth of content being produced using these novel platforms, new endeav-
ours, aiming to uncover the underlying aspects within massive amounts of interconnected information, 
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have also emerged. In turn, big data engineering, mining and analysis can now be distinguished as very 
prolific research areas.

In the context of these people-centric Web 2.0 techniques, many social platforms have rapidly become 
household names. They cover diverse specialised topics, such as LinkedIn helping professionals expose 
resumes, share knowledge or seek jobs or talent, or ResearchGate enabling academics to disseminate their 
work and collaborate. Of course, there is also the more generic effort of simply (re)connecting people, such 
as Facebook facilitates users keeping contact with friends and family. By eliminating various time and 
location barriers, social networks make it easier for people to engage. Some of these platforms are open 
for everybody, while others are closed-circle networks, as per the aforementioned ResearchGate, which 
only allows academics to enrol. The success of a social network greatly depends on how its members are 
motivated to contribute (Constantinov, Mocanu, Bărbulescu, Popescu, & Mocanu, 2017), meaning that 
only a number of them have achieved success, gathering a strong community of users that generate data.

In order to conduct relevant analytical studies, large amounts of information are required, reason for 
which only the most popular social networks are usually targeted by the scientific community. Typical 
academic research includes the effort of identifying patterns within the data which can then be used 
to predict social or economic behaviours. However, interest in the topic started to exponentially grow 
when the business angle of performing this analysis became obvious: Data insights can be leveraged by 
companies to better target their products to potential customers, by identifying those individuals which 
are more likely to have an interest in them.

Having Soryani and Minaei’s (2011) research as a starting point, where these authors detailed the 
types of analytics that can be conducted over social platforms, this chapter gets more specific by looking 
over how data from a professional social network can be put to use. For supporting claims, this chapter 
references an arguably decent number of highly relevant papers. Discussions are first centred around 
topics such as the issues faced by universities when trying to assess and improve the degree to which 
their alumni are prepared for the job market. Similarly, it is debated that it is not sufficient for graduates 
to obtain an initial job for a university programme to be deemed successful, but they should further show 
a clear and thriving evolution. It is also argued that social networks have made job transitions happen 
easier, by enabling users to almost effortlessly find and even be found by companies having suitable job 
openings, facilitating their career progress. Lastly, it is evaluated how companies can leverage social 
network information for making sure that the right employees are given access to the right training 
programmes and courses, helping them reach their full potential and placing them in the right positions.

Throughout the discussion, the authors will highlight the fact that these are problems which can be 
more easily addressed by employing novel technologies, presenting concrete evidence regarding the 
ways in which social data analysis can help.

BACKGROUND

As the services LinkedIn provides have diversified over the years, seeing it as simply a tool people 
use when changing jobs is becoming an outdated perception. Nowadays, LinkedIn can be viewed as 
a complex platform that enables individuals to learn and grow, making companies to even encourage 
their employees to use it. This section will detail on what are the risks and benefits of using professional 
social networks, with a focus on LinkedIn. A brief introduction on the interest that the platform now 
holds for researchers also follows.
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The Age of LinkedIn

Skeels and Grudin (2009) pointed out that, because in its early days Facebook was restricted to university 
students and then to the employees of a few companies, along with its typical use-case, this platform ad-
ditionally had a clear professional role. Specifically, using it was seen as beneficial for people following 
a traditional educational trajectory, understanding that relationships can certainly provide a career edge. 
Perhaps because at the time of that study LinkedIn was much more static than it is today, the formation 
of groups being one of the few options for enabling interactions, only 4% of the people questioned by the 
authors reported using the platform on a daily basis. The prevailing attitude that the work highlights is 
that people used to visit the platform only when actively looking for a new job. During that period, just 
a handful of people who are called Influencers could write content on LinkedIn. In 2014, this feature 
was rolled out to all its members, allowing people to write articles (such as on a blog) and post updates 
directly on their profile (Roslansky, 2014). This was an incentive for contributors to become noticed and 
for members to return to the Web site often for consuming content. Time spent on the platform suddenly 
started to have a new connotation, as professionals could learn valuable, first-hand insights.

Another interesting observation is that, for reasons relating to awkwardly asking users to fill the 
Current position section of their profiles, LinkedIn did not initially market itself to students, leading 
them to believe that it is only addressed to mid-career professionals. This was, however, addressed over 
time, and, in 2016, the company released a new app conveniently called LinkedIn Students which aims 
to help young professionals start their career (Yu 2014). Appealing to younger generations has been 
a great move by LinkedIn, as Skeels and Grudin (2009) mention that most heavy LinkedIn users are 
fresh professionals, namely millennials around the age of 25. Many of them are at most at their second 
job, are known for not sticking with a company for too long and perceive constant job offers as a way 
to raise self-esteem. LinkedIn is also described as a way in which they can stay up-to-date with their 
peers’ career trajectories (so-called ambient awareness) as the platform servers as a “self-updating ad-
dress book.” Conversely, many professionals aged between 36–45 feel that they have “maxed out” their 
networks, and, as no longer tending to grow their connection graph, start to use LinkedIn more rarely.

Following updates on a social network gives people a certain sense of knowing someone at a personal 
level and can reduce the anxiety associated with approaching other professionals. Thus, LinkedIn is also 
described as a possible ice-breaker: A connection invite is not regarded as imposing or intrusive and is an 
easy way to potentially build social capital. An interesting aspect relates to how organisations typically 
think of these disruptive technologies: Although some consider that they stand in the way of productiv-
ity, progressive-minded companies might, for instance, see how social networks can also strengthen ties 
between colleagues. More specifically, following a teammate on Facebook might reveal more sincere 
aspects of his/her daily life than can be seen at the workplace. Of course, this depends on whether or not 
employees find it non-boundary-crossing to become friends on the platform.

Historically, email services and instant messaging posed the same questions regarding productivity 
more than a decade and a half ago, but, as they were popular among students which later became man-
aging employees, they soon were widely accepted in most workplaces. Similar attitudes surrounding 
social networks should be expected in the future: Activity on LinkedIn will probably no longer be solely 
viewed as a possible indicator for planning future career steps. Contrarily, by considering the learning 
opportunities, LinkedIn usage should be encouraged, as it can help professionals stay up to date with 
developments in their fields through written articles and group discussions. As this is an important aspect, 
one of the following sections will detail how the services LinkedIn offers have started to diverse over time.
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Considering the vast information available, LinkedIn is now also making the traditional CV (Cur-
riculum Vitae) obsolete. Candidates can now choose to “Easy Apply” for a job directly on the platform, 
using their profile data. This is also beneficial for LinkedIn, which can gather more data if playing an 
important part in managing the recruitment process. In recruiting, referrals are an asset, as individuals 
tend to be selective when recommending a peer, as this can affect their reputation. Even these recom-
mendations can also happen within the platform. In other cases, however, the recruiter typically does a 
background investigation of the candidate. For instance, as people are commonly evaluated based on who 
they know, Caers and Castelyns (2011) sustained that a recruiter can easily make guilt-by-association 
errors when visualising the peers of a potential candidate. This became a strong point for why certain 
members chose to keep their connection network private.

Caers and Castelyns (2011) additionally mentioned that about 42% of their respondents stated that 
they look over the number of connections that a user has. This is a very surprising phenomenon con-
sidering that many people on LinkedIn rely on growth hacking. Specifically, this technique implies that 
members randomly send connection requests to many other members, hoping that some will respond. 
A possible reason for which such a metric is appealing might be the fact that this is not something that 
can be deduced from a traditional resume. Interestingly, when it comes to recommendations received 
on LinkedIn, 80% of the recruiters confirmed their importance, although they seem more aware of the 
temptation of growth hacking. As a response, recruiters typically try to look for “courtesy” recommen-
dations in order to balance them out.

Zide, Elman, and Shahani-Denning (2014) indicated that, when it comes to usage, social networks 
are now just behind major search engines. As LinkedIn is becoming a primary tool used by recruiters, 
members need to learn how to market themselves, especially if considering that the extent to which 
they succeed in highlighting their skill set and talents can become critical for their future. This is one 
of the motivations behind this chapter, as, when comparing its high usage with the scarcity of literature 
regarding LinkedIn, it becomes obvious that more practical studies are desirable.

Although some might argue that, no matter the efforts done by LinkedIn, people are still using the 
platform solely during job transitions, there are undoubtable changes to this trend. It can be pointed out 
that, besides jobs, events such as meetups or workshops are now also being promoted on the platform, 
while certain members are gaining high notoriety through their knowledge-sharing posts and articles. 
Recently, LinkedIn has also rolled out a photo-tagging feature, similar to the one available for some 
time on Facebook, along with the option to “react” to content on the platform (Chen, 2019). While this 
stands to show that the major platforms are now converging towards a generic social network consisting 
of a set of common features, a positive side-effect is that studies which have been carried out over one 
network can easily be adapted to others as well.

Data Mining and Privacy Concerns

As Caers and Castelyns (2011) and Zide et al. (2014) observed, the extent to which professionals admit 
using Facebook data during the recruitment process can be labelled as troubling. Additionally, Skeels 
and Grudin (2009) reported how employees judge their coworkers or clients based on what they share on 
social media platforms. As for many of these sites the primary usage is leisure, members might sometimes 
choose not to bother with privacy concerns, when posting content. Even worse, tweets on Twitter and 
pictures on Instagram are typically public. As it can be expected that people will be judged more and 
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more based on their digital footprint, it is never too early to think about the permanent consequences of 
the actions performed online.

For instance, students should be advised about the implications of their Facebook posts, as, from 
a professional point of view, these can lead to unwanted biases even during the prescreening phase. 
Additionally, people tend to also post religious and political believes on Facebook. While this should 
definitely not be regarded as negative behaviour, there are cases of easy-to-offend recruiters which do 
not remain impartial while navigating through this information. As Skeels and Grudin (2009) discussed, 
things are now becoming much more complicated as, given the popularity of generic social networking 
sites, people often connect with both genuine friends, but also with work colleagues, on Facebook. Ide-
ally, members would tweak the security settings of their profiles and define custom audience lists for 
their content, keeping some posts as intimate as possible, in a carefully controlled fashion. Otherwise, 
individuals who should clearly be part of disjunctive audiences all get to “see the same thing.” However, 
this is just one type of concern regarding data exposed on social networks; Soryani and Minaei (2011) 
highlighted many others.

Fortunately, in the last few years, people are becoming aware of the potential consequences and tend 
to control the amount of information that they share. This is similar to what happened to the younger 
generation of Facebook users that slowly saw the platform becoming popular among their parents. At 
that time, they were forced to search for alternatives that could be used for sole entertainment purposes 
without any worries. One example is the steep rise in popularity for apps such as Snapchat, which is 
both not that popular among adults and also commonly (and ignorantly) regarded as a platform that does 
not leave permanent traces of the shared content (Magid, 2013). More recently, TikTok made headlines 
due to similar issues (Perez, 2019).

Although in a grey area from an ethical point of view, analysing Facebook data for capturing job 
success predictors and personality indicators is now used as a complementary tool in recruiting. For 
instance, sentiment analysis can be deployed on the content shared online, in order to assess the overall 
attitude of an individual. A very basic example was seen on Twitter, which, in 2011, allowed users to 
search for positive or negative tweets (Peri & Ho, 2011). As mentioned in an earlier section, everyone 
can now post content on LinkedIn, which means that, as enough data is available, the same analysis 
techniques can be applied to this platform. Moreover, doing so might not raise the same ethical issues, 
as the professional purpose of LinkedIn is clear to all the parties involved.

Bradbury (2011) illustrated novel techniques which can be applied when doing big data analysis in 
the context of a social network. Specifically, it is now becoming common to model these networks by 
using graph structures which come with a set of dedicated metrics. Some examples include closeness 
and degree, which are related to how “important” or central a node is within the graph, betweenness, 
which models the number of times a node is part of the shortest path between two other nodes, and 
structural cohesion, which refers to the minimum number of individuals required to be removed in order 
to disconnect the graph. The last metric is strongly related to the idea of weak ties, which bears great 
importance within professional social networks.

The strength of a LinkedIn profile not only comes from maintaining connections with close friends or 
colleagues, but also from extending the network beyond these individuals. LinkedIn seems to intention-
ally rely on the concept of weak ties, allowing to view profiles and suggesting connections for people a 
degree or two outside the current user’s network. These weak ties, otherwise known as acquaintances, 
provide bridges to new worlds of fresh information and ideas. Bridge nodes become bottlenecks as they 
connect network submodules and are vital for making sure information flows through the whole social 
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structure. While research effort Bakshy, Rosenn, Marlow, and Adamic (2012) shows that weak ties are 
indeed responsible for propagating information on Facebook, Hwang, Kim, Ramanathan, and Zhang 
(2008) proposed a novel approach to assessing the critically of individual entities and relationships. By 
first defining a new concept, called bridging coefficient, which can be applied for both nodes and edges 
and combining it with betweenness, the authors introduced the bridging centrality metric. This metric 
can be used in a bridge cut algorithm which is showed to produce better cluster structures. Psychologi-
cally, in a professional context, the strength associated with acquaintances comes from the necessity of 
being more direct and sincere when reaching out to them, making interactions more efficient (Miller, 
2016). Easley and Kleinberg (2010) discussed the fact that, as an individual tends to have access to the 
same information as his/her close friends, the best job leads are more likely to come from weak ties. 
Many LinkedIn members can thus act as intermediaries for passing messages (regarding job opportuni-
ties) along a network of weak ties.

Apart from the aforementioned metrics, performing data mining in order to learn about what individuals 
know exposes one of the hidden dangers of LinkedIn: Accidentally revealing sensitive corporate infor-
mation. Bradbury’s (2011) work gives an example of how, by innocently filling out the role description 
section on a LinkedIn profile, data regarding future services currently held secret can be exposed and 
leveraged by others for competitive intelligence. This phenomenon has since been coined light-leakage. 
This is also addressed in the authors’ previous work (Constantinov, Iordache, Georgescu, Popescu, & 
Mocanu, 2018). A conflict of interests develops between companies protecting their trade secrets and 
employees who want to highlight their key job responsibilities in order to build a stronger and more at-
tractive professional profile. This is thus a completely different problem, but which also relates to privacy.

When using the platform in the usual fashion, depending on user roles, there are various ways in which 
LinkedIn profiles can be searched and seen. Unauthenticated users can rely on public profiles, as also 
indexed by search engines, which, depending on each user’s settings, contain a subset of the information 
available on their full profiles. Basic LinkedIn users normally see the full profile of any other member. 
Premium users are allowed to perform unlimited, specific searches returning a larger number of profiles.

In case of systems that want to gather as much data as possible, it is common to rely on a different 
workflow, based on using the public API (application programming interface) of a platform. In case of 
LinkedIn, authentication keys are obtained, allowing third-party apps to access various data entities. The 
typical scenario is that users authorise these apps, granting them a number of permissions which generally 
relate to different profile sections or types of activities that the app can “see” and use. Doing so should 
not pose any moral issues as the user is in full control of what information he/she allows to be disclosed.

Over time, after analysing various changelogs, it has been observed that social network security 
policies are constantly adjusting, particularly in the direction of restricting the amount of information 
exposed via public APIs. For instance, in case of Facebook, in 2014, by obtaining a user access token with 
appropriate permissions, an app could also access a great deal of information regarding the authorising 
user’s friends, including their activity. One year later, even for simply checking whether two users were 
friends, both should have had authorised that app. As giving a user the power to grant access to the data 
of another user, without the second user’s consent did seem inappropriate, this amendment was under-
standable. However, this happened too late, and abuses ultimately led to the Cambridge Analytica scandal 
(Meredith, 2018). Around the same time, LinkedIn decided that, except for its partners, it was not going 
to allow apps to get the full profile details of a user, even if he/she were to allow it (Trachtenberg, 2015). 
Prior to this point, much more information was available from the LinkedIn API. If looking over all the 
major social networks, LinkedIn seems to be having one of the most restrictive data access policies. Out 
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of the many reasons for which this happens, it is worth mentioning that, if third-party companies were 
to mine all the data available on LinkedIn, they would be able to provide some of the same services for 
which LinkedIn charges Premium users.

A greater problem arises when using crawlers that can automatically parse profiles, especially if they 
use the credentials of a Premium member, thus having largely unrestricted access to the platform. As 
these kinds of actions violate LinkedIn’s User Agreement, there were multiple cases of lawsuits resulting 
in such crawlers being taken down. Things are starting to take a different twist, as, in 2017, the result of 
a lawsuit (Rodriguez, 2017) stated that at least public profile data should be available for scraping for 
anyone interested. Related to this subject, Anabo and Albizuri (2017) argued that, in case of using data 
for research purposes, it should not be mandatory to ask for permission.

On the other hand, LinkedIn gave a good reason for wanting to stop tools from scraping, as there 
are companies which use profile data for predicting when an employee is likely to leave. Starting from 
2014, members have the option of silently updating the profiles without broadcasting the changes to 
their network, by turning off LinkedIn Broadcasts (Oakley, 2014). However, by periodically mining 
profile data, these changes could still be detected. As LinkedIn understands that some people might be 
reluctant when searching for a job, as of 2016, members have to option of using the Open Candidates 
feature (Shapero, 2016). This enables job seekers to send a signal only to recruiters not believed by the 
platform to be linked with the seeker’s current employer, keeping everything as secret as possible.

Considering this whole context, research efforts do not only deal with the unwillingness of users to 
authorise access to personal data but also face problems actually getting this data even when permission 
is given. For gathering information, some of the works that will be presented in a later section rely on 
public profiles, sometimes available through search engines, thus bypassing the permission of the users. 
While the legal status of doing so is not yet clear, this might still pose some moral questions. Other stud-
ies make use of data coming from surveys, which, as the authors will later describe, comes with another 
set of problems. In most cases, studies are carried out for a few hundred or thousand individuals. There 
are, however, privileged research efforts which have been granted unrestricted access to professional 
social network data. For instance, some of the works rely on very large sets of LinkedIn profiles. As 
expected, the experiments carried out in these papers are typically much more conclusive, as they have 
the advantage of being run over millions of users.

CURRENT STATE-OF-THE-ART

Information overload has driven the evolution of sophisticated computational tools capable of making 
associations between entities. While the lack of data was a common problem some time ago, thanks to 
wide Internet access and cheap storage solutions, many organisations face the problem of gathering data 
at a faster pace than actually being able to process it for uncovering hidden insights. As long as this is 
the case, this input remains raw information, with little explicit value. However, by surfacing otherwise 
invisible details, data mining can play a significant role in decision-making, driving the key transition 
from supposition to facts and creating a major competitive advantage. As a result, platforms, such as 
LinkedIn, that are generating large amounts of potentially interesting content, will always be targeted 
by complex experiments.

This section is the result of the authors analysing 24 papers by the means of a full-text review, drawing 
on Richthammer, Weber, and Pernul’s (2017) procedure. The results show how diverse research car-
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ried over professional networks can be. Depending on what data source is used and on what the desired 
outcomes are, the authors organised the papers in a number of categories. Within a category, the works 
are chronologically ordered based on publication date. For papers which could have been included in 
more than one category, the authors chose the most relevant one.

On the other hand, for better expressing that articles typically dealt with more than one topic, the 
authors decided to build a system that would better express this visually. While conducting these thor-
ough reviews, personal observations and annotations were attached to each paper. The authors thus de-
cided to index all data produced for a research article along with the actual content of the paper itself to 
Elasticsearch. Additionally, for each of the topics, they manually defined dictionaries containing sets of 
significant terms. This allowed the automatic assessment of how well each paper actually covers every 
topic. For representing the results, a small application was then written that generated the radar charts 
that can be found in Table 1. Lastly, besides mentioning key aspects for each of these research efforts, 
Table 2 can be used for comparing papers which specifically target LinkedIn. Both these Tables can be 
found in the Annex at the very end of this chapter. In Table 2, the following abbreviations were used:

• U/A, standing for “unrestricted access” to data and generally used for papers where at least one 
author was associated with LinkedIn in some way. While in some cases the exact number of enti-
ties used is known, the authors decided to omit it from the Table, as it is usually at least five orders 
of magnitude higher than in case of papers not relying on this privilege.

• N/S, standing for “not specified” and used when either the population size is unknown or the 
means by which data was gathered was not explicitly mentioned.

• N/T, standing for “not tested” and manly used for preliminary works.

While some of the mentioned papers do not directly use professional network data, they still discuss 
topics that make them valuable to be referenced in this chapter. Although not exhaustive, this survey 
covers many of the most relevant efforts in their respective research area. Some of the papers include 
research conducted when the popularity of LinkedIn was not as great as it is today. Nevertheless, given 
their impact, they are still included for this analysis. In summary, the authors believe that all the papers 
in this section discuss topics that are now as pertinent as ever especially when keeping in mind the cur-
rent impact of professional platforms. The identified categories follow below.

Aligning Universities’ Curricula with Industry Demands

This topic covers the ways in which various data sources can be used to better describe and assess the 
syllabus or curriculum of a university programme. According to how data was obtained, two directions 
can be observed: A manual approach, which, for example, relies on sending questionnaires to students 
and alumni, hoping that they will respond, and an automated approach, which, for instance, can use 
publicly available data coming from professional networks.

One of the key aspects of performing alignment is to find a common language for expressing both 
course outcomes and industry requirements. Xun, Gottipati, and Shankararaman (2015) and Shankarara-
man and Gottipati (2016) described possible approaches and mentioned that little work had been pub-
lished in this area. This alignment has a dual role in both providing a means to improve the curricula, by 
highlighting where it fails to meet industry expectations, and in helping students chose courses relevant 
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for their career plan, by identifying the gaps between their current knowledge and the responsibilities a 
certain position within the job market requires.

Given the noisy, unstructured, and natural language description of both curricula outcomes and 
industry standards, this alignment process is often manual and thus overlooked. However, as one of the 
key success metrics of a university programme is employability, efficiently preparing a student for what 
the industry expects of him/her justifies extensive research on this topic.

Mining Social Data for Evaluating What Alumni Are Doing

This category includes several works performed by universities that use LinkedIn data to evaluate how 
the careers of their alumni have progressed. Along with providing more concrete insights on the outcomes 
of a programme, as Anabo and Albizuri (2017) pointed out, this information is also valuable for students 
wanting to attend a similar programme, as they can use the results of such a study for planning their 
careers. While the authors’ previous work (Constantinov, Popescu, Poteraş, & Mocanu, 2015) does also 
partially relate to this topic, the papers included in this category are much more focused on the subject.

Performing Recommendations Using LinkedIn Data

Papers from this category provide a stronger focus on showing how both content and collaborative filter-
ing can be done using LinkedIn profile information. For instance, Diaby, Viennet, and Launay’s (2013) 
and Diaby and Viennet’s (2014) papers show how users willing to authorise an application can benefit 
by receiving tailored job recommendations resulting from content-based analysis. Interestingly, most 
authors share a common message: Following the revelation surrounding its value, social network data 
has now become a trade good for many corporations operating over various domains.

A Closer Look on Skills and Competencies

As opposed to talking about the competencies of alumni, this category focuses on the problem of defin-
ing and assessing competency levels for a given skill, as certain job positions require. Similarly, efforts 
to identify people who show great proficiency with a given skill are also included.

An important component of LinkedIn is represented by endorsements which allow users to validate 
each other’s expertise in a certain skill that they claim to know. As already discussed, although this 
metric should have an indisputable weight when trying to identify talent, it is typical that endorsements 
are commonly-exchanged amiabilities, and, in some cases, strongly abused. This makes the process of 
simply counting them either insufficiently relevant or even meaningless.

As for more advanced approaches, Alvarez-Rodríguez and Colomo-Palacios (2014) detailed how an 
analysis leveraging the power of graphs can be carried out over professional data, while Ha-Thuc et al.’s 
(2015) work, benefiting from unrestricted access to the LinkedIn dataset, performed multidimensional 
computations which have a high probability of being accurate. Alternatively, possible solutions for 
assessing the competence level of each skill a member showcases can be developed by adapting other 
graph-based approaches, such as the maximum flow model (Levien, 2009), as a solution for estimat-
ing confidence levels for nodes. More recently, in 2016, LinkedIn introduced a new way of identifying 
relevant endorsements, by a not-fully-disclosed machine learning based approach (Yeh, 2016).
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Identifying Similarities Using Professional Network Data

This topic includes a number of research papers that leverage the tightly-connected, graph-like structure 
of social network data for identifying people (or companies) deemed to be similar using various criteria. 
For instance, when used in conjunction with assigning expertise scores for people, such an effort can 
prove very valuable in the effort of identifying individuals who are highly likely to fill a job opening.

General Analysis of Jobs and Job Posts

As social networks are now largely popular, job offerings can reach a wide audience when they are 
promoted through them. For this reason, ads for specific vacancies are not only found on LinkedIn, but 
also on Facebook and even ResearchGate. This makes gathering a comprehensive list of active openings 
relatively easy, enabling the highlighting of various insights on the current state of the job market. This 
last group includes two works that perform these kinds of analysis on job offerings.

FUTURE RESEARCH DIRECTIONS

Up to this point, the authors discussed the very wide range of topics that professional networks have 
fundamentally changed. In this section, after grasping all popular current trends, they try and anticipate 
the next ones to follow, speculating how various stakeholders, such as educational institutions, companies 
and professionals, are likely going to be further impacted in the next few years.

Universities: Greater Possibilities for Reconnecting with Alumni

A problem which is typically expressed in some of the above-mentioned works describes the difficulty 
of gathering feedback from students and alumni. In many cases, especially up until a few years ago, 
researchers largely relied on surveys as the only viable option. However, many papers, such as Gon-
çalves, Ferreira, de Assis, and Tavares’s (2014) work, detail that these questionnaires do not achieve 
good response rates from alumni, concluding that using them is not optimal. One reason is that, as time 
passes, people slowly lose contact with their universities, especially in case they relocate. In our current 
fast-paced world, traditional reconnection methods, such as sending a periodic newsletter or relying on 
alumni to occasionally check the institution’s Web site or even attending dedicated events, are simply 
not enough. Luckily, some more up-to-date alternatives, which the authors will explore in the remainder 
of this section, are more likely to be successful.

Large-Scale Usage of Social Media for Tracking Alumni

Given people’s modern habit of constantly checking social media, the small effort of liking the Facebook 
page of a former university can have a much greater impact than one might expect. Anabo and Albizuri 
(2017) believe that educational institutions should start to think prospectively and recommend the cre-
ation of a social media strategy for keeping alumni engaged. The ideal outcome is that the user has the 
chance to see updates from the institution every other few times he/she checks his/her feed. It is now 
often the case that educational organisations assign a dedicated person in charge of their social media 
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presence. This person can easily interact with comments and inquiries on the official page of the institu-
tion, providing publicly visible responses. Given the inherent “snowball effect” of social networks, such 
interactions can further generate more contributions as they raise the university page’s visibility. More 
specifically, Facebook uses an applied machine learning (Dunn, 2016) approach for ranking stories on 
the user’s feed, which boosts pages that generate engaging content. Something similar is also happening 
on the LinkedIn feed (Jurka, 2014). Psychologically, this can have the effect of helping users perceive 
that the bond with their universities was reestablished, making them more willing to participate in vari-
ous activities and studies which the institution might carry out.

Another important point is represented by the fact that information filled in traditional question-
naires cannot be regarded with high confidence, as there is no direct accountability for supplying false 
or exaggerated data. A means to determine people to provide sincere and accurate answers would be to 
implement a mechanism that could directly impact their reputation. One alternative is making responses 
public or, at the very least, expose them to each user’s peers for validation. Undoubtedly, it can safely 
be expected that such a measure would cause the response rates to drop even further. Fortunately, social 
networks can again provide a feasible solution to this problem. Instead of relying on alumni to manually 
fill responses, researchers now have the possibility to build applications which, upon being authorised 
using the LinkedIn account of a user, can gather this data automatically. Of course, profile information 
cannot be viewed as undeniably exact, as it is common for disadvantageous information to be skipped, 
while other positive facts to get enhanced. However, as everyone has access to this data, heavily lying 
about job experience and skills on a public resume has a great chance of affecting reputation. Taking 
this into consideration, using data which is publicly visible on LinkedIn can be assumed to raise the 
probability for an experiment to provide accurate results. In turn, such an approach arises data privacy 
concerns, which the authors detailed throughout this chapter.

On the bright side, when aiming for higher response rates, it can reasonably be assumed that an 
alumnus might be more willing to authorise an application with his/her public information, instead of 
spending time to answer a survey. While this strategy is clearly advantageous, unfortunately, there are 
limitations to the kind of information that can be obtained from a LinkedIn profile, especially if attempting 
to use the official APIs. There are also hybrid approaches, similar to what Anabo and Albizuri (2017) 
described, where manually entered answers are combined with LinkedIn data. This can ease the effort 
for the users, requiring them to fill in less information.

Another point is that certain responses coming from fresh alumni, who are still transitioning the dif-
ficult period of switching from an academic life to a job within the industry, are likely to be negatively 
biased. This leads to another advantage that systems performing automated data gathering have: In case 
of traditional surveys, periodically and excessively asking the same individuals for feedback is likely 
to irritate participants and make them less likely to further respond. However, modern approaches can 
unmeddlingly gather data multiple times and even try to detect when the career of an individual starts 
to stabilise.

Apart from participating in studies, alumni can play a much more active role by providing highly 
valuable input to the current students of their Alma Mater universities. Many educational institutions have 
implemented an alumni mentoring programme which fosters strong connections, enabling students to seek 
career guidance and job-search advice from former students who are now well-established professionals. 
As social networks are perfect for breaking all sorts of barriers between people, it can be expected that 
such platforms will play an important role in helping mentees and mentors bond. As the authors pointed 
out above, people are already on Facebook, scrolling through their news feed and interacting with posts 
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by liking them or adding comments. As most often a news feed blends friend-related, work-related and 
hobby-related data, casually contributing to a post in a group of alumni can still be felt like a leisure 
activity, rather than a responsibility. Thus, networking and collaboration might be more likely to hap-
pen in the Facebook ecosystem. Nevertheless, some of these points are also valid for LinkedIn as well.

Lastly, an important change related to all these interactions is that, as the impact of professional 
networks is becoming hard to ignore, novel ways for evaluating an educational institution, solely based 
on social media information, are likely to become popular. Thus, it is highly likely to sense a disruption 
in the way the best universities are evaluated and perceived in the years to follow.

How LinkedIn is Helping Directly

As a response to the clear interest in better understanding what alumni were doing professionally, LinkedIn 
launched the Classmates (Allen, 2011) tool in 2011. Originally, this module was meant to allow former 
students to search and connect with fellow graduates, catching up with how their careers had evolved 
and seeing what connections, skills or groups they ended up sharing. In 2013, this was followed by Uni-
versity Pages (Allen, 2013b), which officially allowed universities to share news and promote activities 
while bringing all their alumni together. Over time, functionalities were combined and transformed into 
the Higher Education programme, which includes an enhanced Alumni Tool (Allen, 2013a) for every 
educational institution. Insights are provided for each generation of alumni, including details such as 
their current location and industry, the programme they have studied, and general statistics surrounding 
their skills. This not only aims to benefit educational institutions in their efforts to understand the prog-
ress of their graduates but also aids students in choosing the right university, given their desired career 
goal, taking successful professionals as an example. In a similar fashion, since 2016, Premium Insights 
(Kamil, 2016) has allowed paying users to see details regarding a company, including information such 
as employee count, new hires breakdowns, and employee distribution by function. A list of notable 
alumni, comprised of most impressive former employees, is also presented.

As the digital revolution has brought very fast-paced changes to the job market, many universities are 
now looking into providing lifelong learning programmes, which can help professionals remain up-to-
date with major developments. At an extreme, as the retirement age is constantly increasing, workshops 
aimed at the older population (Seals, Clanton, Agarwal, Doswell, & Thomas, 2008) need to become 
widely adopted. LinkedIn has also acknowledged the importance of continuous learning for a success-
ful long-term career path, in a way becoming a direct competitor with universities in this area. Thus, in 
2016, the LinkedIn Learning (Roslansky, 2016) programme was launched. By analysing the profile of 
a member, this system is able to compute Learning Paths and recommend courses that can be taken to 
increase proficiency in different skills which would make a profile more attractive.

Companies: Social Data in Human Capital Management

Although arguably invasive, constantly looking over what employees are doing on social networks is part 
of the new people analytics movement, which is expected to gain significant momentum in the follow-
ing years. The reason behind this is a paradigm shift in which human resources departments are being 
transformed into human capital management divisions. This is a recognition that people are indeed the 
greatest asset for a company, often having the most significant and direct influence on revenue. Infor-
mation and communication technologies is one of the industry sectors where this is easiest to observe. 
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Employees are becoming the “ambassadors” of a company, even unknowingly, whenever exposing 
information to the outside world by either detailing their jobs on a LinkedIn profile (Constantinov et 
al., 2018) or by anonymously posting reviews and even salaries on Glassdoor. They are the ones shar-
ing stories regarding their work and potentially attracting new people when participating to ever more 
popular international conferences.

Talent Management

While it is with every right to frown upon the invasion of employee privacy, there are clear benefits to 
performing analysis on their data, when this is done for the right reasons. For instance, all this informa-
tion can be used in talent management. By integrating various input streams, such as articles written on 
LinkedIn, affinities expressed on various social media, group memberships or even blog posts, these 
novel tools seek to uncover skills in which people might be qualified. It is often that the company is 
not aware of them and is thus not capitalising properly. Similarly, finding hidden potential might lead 
to identifying existing employees who are a good fit for promoting to a certain key position, avoiding 
spending resources in staffing external people who are not aligned with the organisation’s culture. Such 
analytics can be applied to both technical and soft skills, given that personality traits can have a major 
impact on the outcome of a project.

Based on identifying key indicators for great potential, the right path for growing their career can 
be suggested to promising employees. Ideally, for top talented people, analytics can be run in order to 
forecast their role fit over the next few years. These individuals could then get recommendations on the 
right courses and trainings to take while the organisation attempts to make sure that their future jobs 
positions will be requiring these new skills. Such a strategy proves to be quite important as, in case of 
ambitious employees, positions keeping them from learning new things can lead to frustration, which, 
over time, lowers productiveness or, even worse, makes them leave the organisation. Thus, using novel 
technologies that produce data-driven judgements will become the norm when investing in employee 
professional development as a way in which to keep them motivated and happy. As a more concrete 
example, Bersin (2016) reported how a software company was able to find career trajectories that pro-
duced top leaders, leading to changes in the organisation’s planning programmes. Positive influencers 
can also be identified and promoted. These people can become talent attractors by their simple presence 
and attitude, dragging people to the company and pushing things forward.

Of course, performing complex people analytics which can back-up decision-making requires very 
large amounts of meaningful and heterogeneous data. In order to, on one hand, limit or avoid any privacy-
related issues and, on the other hand, create a reliable source for generating this data, many companies 
are even trying to implement internal social networks. Usually, these kinds of systems are integrated with 
source control tools and company wiki systems. This opens up endless data mining opportunities (Guz-
man, Azócar, & Li, 2014), such as the case where sentiment analysis was performed on GitHub commit 
messages in order to surface various insights. As with any such platform, its success largely depends 
on how widely it is adopted by its target users. This is why other companies alternatively chose to use 
Workplace by Facebook (“Introducing workplace by Facebook,” 2016). By having the same simple and 
convenient look and feel as the most popular social platform while keeping personal user information 
separated from the corporate account, this solution has proven effective for many organisations. As, 
besides creating data, social networks are based on the idea of collaboration between members, it can 
be expected that such platforms will become a main productivity tool for employees.
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Talent does sometimes need to be imported from outside the organisation. Coming back to Linke-
dIn, an example on how to leverage platform data is found in Bersin’s (2016) study, which mentioned 
the use-case of a company that successfully attracts talent from their competitors by only focusing on 
engineering candidates with certain characteristics within their profiles.

Other interesting tools being developed, but which can arguably be considered too invasive, include 
various systems that are trying to predict retention by determining which individuals are most likely to 
leave, based on their social activity on various public platforms. While full details were not disclosed, 
the existence and very high accuracy of such systems were confirmed by IBM, which can now easily 
figure out the next employee to leave the organisation (Rosenbaum, 2019).

Lastly, companies do not only want to grow their teams but sometimes also need to reduce their 
operations. Thus, by using more complex methods related to sentiment analysis, toxic leaders which 
demotivate their teams can be surfaced.

Building Great Teams

Given the understanding that people need to be placed in the right context in order for them to thrive 
and become fully productive, as opposed to focusing on individual accomplishments, efficiency and 
performance should be instead evaluated on a per-team basis. While there is no silver bullet to what 
actually makes a team productive, it becomes important to understand that members should not only be 
chosen based on how their technical skills complement each other but also based on their personalities. 
As Mårtensson and Bild (2016) detailed, this is already common in education, where business schools 
are known to engineer study groups so that they foster long-term tight bonds.

A relevant example can be found in Gorla and Lam’s (2004) work, which talks about how team 
composition in software project units is one of the main factors that influence the effectiveness of a 
project’s delivery. In their research, the authors attempted to determine if personality analysis can help 
create high-functioning software development teams. For the experiments, they defined personality using 
a four-dimensional model based on the Myers-Briggs type indicator model (McCrae &, Costa, 1989): 
Social interaction (extrovert or introvert), information gathering (sensing or intuitive), decision-making 
(thinking or feeling), and dealing with the external world (judging or perceiving).

If attempting to perform such computations in a more automated manner, software companies can 
use internal data, such as velocity trends, budget burn rates or the number of issues reported, in order to 
evaluate how well a project is going. Simple team temperature feedback forms could additionally be used. 
Assessing personality through specialised tools can also be done with minimal human intervention, by 
processing large amounts of input from various information sources. Of course, LinkedIn data might be 
insufficient to compute personality, but, as the authors already mentioned, some companies look over 
what their employees publicly do on multiple social networks. Moral concerns are undoubtedly valid, 
however, there are also positive sides: Building great teams as well as finding the best ways in which to 
bolster an individual’s professional evolution are now becoming less of a guesswork.

Employees: The Future of Job Searching

Solis, Li, and Szymanski’s (2014) report stated that 88% of the surveyed companies were, at the time 
of that study, undergoing some form of digital transformation. This suggests that the high demand for 
technical experts should not be expected to drop in the following years. As real talent is scarce and jobs 
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are becoming increasingly specialised, companies often find themselves competing for employees, 
leading to increasingly better work conditions as a response to candidates having higher expectations.

Millennials now make up a significant percentage of the employed professionals. This, along with 
the proliferation of online networking, has completely reshaped the job market. For instance, success-
fully attracting talent is now significantly dependent on how well a company uses social media to tell 
its story (White, 2015). Being absent from social media might mean that an employer remains mostly 
unknown to this age group. This aspect is confirmed by Ha-Thuc et al. (2015), who mentioned that, 
because everything seems to be happening online, companies are investing significant capital in using 
platforms like LinkedIn for recruiting. More often, especially for experienced candidates, jobs “find” 
people, instead of the other way around. Highly skilled professionals are already setting the trend for not 
looking for a job per se, but rather pursuing the right company culture or, at an even finer grain, the right 
team within a larger organisation. In case of a fit, their exact role inside the organisation is sometimes 
tailored to individual skill sets.

As the authors discussed several times in this chapter, there now is an abundance of tools recruiters 
can use to find talent, while recommender systems are becoming more precise in guessing which job to 
recommend and when. This is also backed-up by systems that are likely to correctly assess the skills of 
an individual in an automatic manner and to direct him/her to the most suitable position within a certain 
company. All these trends are making pursuing a new opportunity less of a taboo subject. Although 
counter-intuitive at first glance, it is now increasingly uncommon for companies to actually support their 
employees when looking into outside opportunities (Bonnici, 2018). Thus, in a dynamic job market 
dominated by freelancers or by employees sticking around for the length of a single project, very rapid 
job changes are to be expected (Berger, 2016).

Since a future where the majority of job hops happen due and by the means of social media is fore-
seeable, LinkedIn is already starting to have major competitors. For instance, at the beginning of 2017, 
Google launched an artificial intelligence powered job-search service within its Google Search engine 
(Zakrasek, 2017). By integrating data from various platforms and Web sites including social networks, 
this service allows users to look for available openings within their current area, as well as provide 
estimates on commute times and even salaries. Lastly, Facebook is slowly entering this market as well, 
allowing small business post jobs on the platform.

CONCLUSION

In the end, over the years, the release of various features has transformed LinkedIn from a social network 
for specialists to a gigantic platform covering various angles of the professional life. In turn, this has 
raised interest in developing the right tools for understanding vast and interconnected data in order to 
highlight extremely valuable aspects.

As proof for the varied amount of research that can be carried over professional network information, 
during the study behind this chapter, the authors analysed 24 representative works. Based on the most 
representative issue that they covered, the researchers defined a way in which to group them, ending up 
with six major topics: Curricula alignment, alumni outcome, recommendations, skill assessment, profes-
sional similarity, job post analysis. The results reported in these representative works are already impres-
sive; nevertheless, the complexity and diversity of future analysis efforts should be expected to grow.
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ABSTRACT

In recent days, data mining has become very popular, and numerous research works have been carried 
out of using data mining techniques in the healthcare sector. The healthcare transactions generate a 
massive amount of data which are very voluminous and complex to be processed. Therefore, data mining 
techniques have been employed, which provides a practical methodology for transforming the massive 
amount of data into efficient knowledge for the process of decision making. Prediction and classification 
are the two forms of data analysis methods. However, it is still difficult to explore the complete literature 
in the healthcare domain. This chapter reviews the research overview that is done in the healthcare sector 
utilizing different data mining methodologies for prediction and classification of diverse diseases. Also, 
a detailed comparison of reviewed methods takes place for better understanding of the existing models. 
An extensive experimental study is also performed to analyze the performance of data mining algorithms.

1. INTRODUCTION

Data mining is a procedure of discovering knowledge from massive databases to uncover trends and 
patterns exist in data. The vast amount of data present in the information industry has to be converted 
to extract useful information from it (Neesha Jothi, et.al, 2015). Data mining also perform several other 
processes like cleaning, integration, transformation, mining, evaluation, and presentation. The different 
stages included in data mining are demonstrated in Fig. 1. There are two categories exist in the data mining 
patterns such as Descriptive, Classification and Prediction (G. E. Vlahos, et.al, 2004). The descriptive 
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function deals with the general properties of data whereas the classification and prediction deal with 
the concepts of data. The descriptive function involves summarization and mapping of data which is 
commonly known as data characterization and data discrimination. Predictive analytics is a combination 
of historical data, machine learning, and artificial intelligence. Predictive analytics helps to analyze the 
state of the current data to determine the future outcome. It becomes much more prevalent in areas like 
finance, marketing, healthcare, social networking, and other areas. The implementation of predictive 
analytics is a complex process as it comes with many challenges. The ultimate aim of predictive analyt-
ics in the digital world is to get better revenue and profit at reduced cost and risk. The problem of every 
prediction must come with a “remedy.” Predictive analytics can be applied to any type of mysterious 
data in the past, present or future (Chandamona and Ponperisasmy, 2016).

In the healthcare sector, data mining becomes more familiar. Numerous factors have been inspired by 
the usage of data mining in healthcare (Salim A. Dewani and Zaipuna O. Yonah, 2017). The subsistence 
of medical insurance abuse and fraud makes numerous healthcare insurers to utilize data mining ap-
proaches to decrease their losses by identifying and tracking offenders. Fraud identification utilizes the 
applications of data mining in the profitable globe, for instance, the identification of false transactions 
in credit card. The massive sum of data generated through the healthcare sector is very complicated and 
huge to be processed and investigated through the conventional approaches.

Data mining enhances the procedure of decision-making through exploring patterns and tendency in 
a massive quantity of composite data. The investigation has become very important since economical 
pressure has enhanced the requirement of healthcare sectors to create decisions using the investigation 
of medical as well as financial data. The healthcare organizations which make use of data mining tech-
niques that are highly positioned to meet its long-term requirements (I. Witten, et.al, 2011). Number of 
applications related to healthcare is existed by the use of data mining techniques. In general, they can be 
integrated as the examination of treatment efficiency, healthcare management, management of customer 
relationship, and discovery of abuse and fraud. Applications of data mining are employed for validating 
the efficiency of medical treatments. Using the symptoms, causes, and treatments courses, data mining 
techniques offer an investigation of the patient status. Numerous dedicated medical data mining like 
predictive analysis and medicine of DNA micro-arrays are also developed. The primary use of predictive 
analytics in medical decision aiding systems is to predict the percentage of risk of developing certain 
diseases like diabetes, heart disease or other complications.

Figure 1. Data mining stages
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In the fast growing world, a number of disease existences tend to increase drastically and data mining 
applications find useful in assisting it. Since numerous disease prediction models exists, it is difficult 
to explore the precious review in the area of health care. This chapter makes a review of the present 
research overview that is performed in the healthcare sector utilizing different data mining methodolo-
gies for prediction and classification of diverse diseases. In addition, a detailed comparison of reviewed 
methods also takes place for better understanding the existing models. An experimental study is also 
done to analyze the performance of data mining algorithms.

The rest of the chapter is arranged as below — section 2 provides the overview of data mining pro-
cess. Section 3 reviews the existing data mining techniques in an elaborate way. Section 4 performs the 
validation of the reviewed methods and Section 5 concludes the extensive survey.

2. BACKGROUND INFORMATION

We discuss a few basic concepts relative to the process of data mining and various stages involved in it.
Data Preprocessing: The data in the real world is inconsistent and incomplete with lots of error. The 

data preprocessing step transforms the raw data into certain behavior or trends which is understandable. 
The preprocessing involves cleaning, integration, transformation, reduction, and discretization. The ir-
relevant and redundant information frequently results in rates that exceed the range. For instance, Salary 
(-100) and unfeasible data combinations, E.g.: (Gender: Male Pregnant: Yes).

Data Cleaning: Data cleaning removes the incomplete (no attribute values), noisy (errors/outliers) 
and inconsistent (difference in codes/names) data. It fills the missing values using the attribute mean 
and also predicts the missing values with a learning algorithm. It also identifies the outliers by binning 
(sorting the attributes), clustering (grouping the attributes) and regression (predicting the attributes).

Data Integration: The data from various sources are combined together from multiple databases, 
data cubes or flat files. Metadata is a process which holds data about the data which helps to solve the 
problem of redundancy during the integration of data.

Data Transformation: Data transformation is the procedure of transforming the data from one form 
to another for appropriate mining. The data transformation includes normalization, generalization, ag-
gregation, and construction of attributes.

Data Reduction: Data reduction is the process of reducing the voluminous data (reducing the number 
of attributes or their respective values) for efficient storage.

Data Discretization: The process of converting a continuous attribute to an ordinal attribute by 
supervised and unsupervised techniques.

Datasets: A dataset is a set of data comprising of rows and columns, where each row corresponds 
to one or more members, and every column represents a specific variable for each member. The field 
of healthcare analytics highly depends on the dataset. The HIPPA (1996) and HITECH (2009) acts 
provides standards for the disclosure of personal health information to improve the quality, safety, and 
efficiency of the health information exchange. There are lots of data available across the WWW that 
can be useful for healthcare analytics in data mining.Healthdata.gov, WHO, data.gov, HMD, openFDA, 
medicare.gov are some of the best standardized freely available healthcare datasets employed in data 
mining. The UCI machine learning repository is one of the primary sources of all machine learning 
datasets widely used by students and researchers. Every dataset holds an attribute value pair and its 
corresponding class. For example consider the PIMA Indian Diabetes Dataset from the UCI repository 
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holds eight attributes, 768 samples, and 2 class values. In data mining, the attributes and instances are 
considered to be the input (individual patient’s records with their medical values) and the class value 
as output (diseased/not diseased).

3. DATA MINING TECHNIQUES IN THE HEALTHCARE SECTION

In this section, we discuss the applications of different data mining methods in the healthcare sector. 
Some of them are anomaly detection, association rule mining, clustering, classification, the hybrid sys-
tem, and other approaches. A classification hierarchy is shown in Fig. 2. A comparison of the reviewed 
approaches is given in Table 1.

Anomaly Detection Techniques

The term anomaly generally defines something which diverges from what is normal, standard or expected. 
In the field of data mining, anomaly detection is popularly known as the outlier detection, noise removal 
or novelty detection. The presence of anomalies in datasets may or may not be detrimental. Though 
anomaly detection was proposed as an application to data security for intrusion detection systems, it 
can be used for inductive learning and soft computing approaches. The three broad types of anomaly 
detection methods are: Unsupervised, supervised, and semi supervised anomaly detection techniques. 
The outlier analysis can be described as a collection of ‘d’ data points with ‘o’ outliers. The problem 
of anomaly detection is to find the peak ‘o’ data points that are entirely dissimilar to the existing data. 
Therefore the ultimate aim of anomaly detection is to find the inconsistent data from the dataset and an 
efficient method to eliminate the outliers. In healthcare applications, the data collected from a variety 
of medical devices like magnetic resonance imaging (MRI), electrocardiograms (ECG) may contain 
unusual patterns of data reflecting disease conditions.

Figure 2. Classification of data mining approaches

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



31

A Comprehensive Survey of Data Mining Techniques in Disease Prediction
 

Ta
bl

e 
1.

 C
om

pa
ri

so
n 

of
 re

vi
ew

ed
 a

pp
ro

ac
he

s

Te
ch

ni
qu

e
D

ise
as

e 
pr

ed
ic

te
d

N
am

e 
of

 th
e 

Pr
ep

ro
ce

ss
in

g 
Te

ch
ni

qu
e

D
at

as
et

 N
am

e&
So

ur
ce

N
o 

of
&

Ty
pe

 o
f 

A
ttr

ib
ut

es
 

[I
ns

ta
nc

es
]

Pe
rf

or
m

an
ce

 E
va

lu
at

io
n 

Fa
ct

or
s a

nd
 T

oo
l u

se
d

A
no

m
al

y 
D

et
ec

tio
n 

(S
ab

a 
Ba

sh
ir

 e
t a

l, 
20

16
)

H
ea

rt,
 B

re
as

t C
an

ce
r, 

Li
ve

r, 
D

ia
be

te
s, 

Pa
rk

in
so

n’
s D

is
ea

se
 a

nd
 H

ep
at

iti
s

G
ru

bb
’s

 te
st 

fo
r O

ut
lie

r E
lim

in
at

io
n 

an
d 

D
et

ec
tio

n 
[2

01
6]

M
ed

ic
al

 D
at

as
et

 [P
IM

S]
1 

C
on

tin
uo

us
 v

al
ue

A
C

C

A
ss

oc
ia

tio
n 

R
ul

e 
Le

ar
ni

ng

R
ul

e-
ba

se
d 

C
la

ss
ifi

ca
tio

n 
(J

.J
ab

ez
 

C
hr

ist
op

he
r 

et
 a

l, 
20

15
)

Li
ve

r D
is

or
de

r, 
H

ea
rt,

 h
ep

at
iti

s, 
di

ab
et

es
, 

br
ea

st 
ca

nc
er

W
SO

 [2
01

5]
Li

ve
r D

is
or

de
r, 

cl
ev

el
an

d,
 h

ep
at

iti
s, 

pi
m

a,
 W

is
co

ns
in

 [U
C

I]
7,

14
,2

0,
9,

10
 

[3
03

,7
68

]
A

C
C

C
lu

st
er

in
g

Ly
m

ph
om

a 
(J

.Ja
be

z 
C

hr
ist

op
he

r e
t a

l, 
20

15
)

W
SO

 [2
01

5]
Ly

m
ph

om
a 

da
ta

se
t [

U
C

I]
18

[1
48

]

A
C

C
H

ea
rt,

 B
re

as
t C

an
ce

r, 
Li

ve
r, 

D
ia

be
te

s, 
Pa

rk
in

so
n’

s D
is

ea
se

 a
nd

 H
ep

at
iti

s (
Sa

ba
 

B
as

hi
r e

t a
l, 

20
16

)
K

-m
ea

ns
 C

lu
ste

rin
g 

[2
01

6]
M

ed
ic

al
 D

at
as

et
 [P

IM
S]

2[
2]

 
B

in
ar

y,
 N

um
er

ic
al

 a
nd

 
C

at
eg

or
ic

al
 A

ttr
ib

ut
es

C
la

ss
ifi

ca
tio

ns

Li
ne

ar
 C

la
ss

ifi
er

s o
r 

R
eg

re
ss

io
n

Ty
pe

 II
 D

ia
be

te
s (

B
um

 Ju
 L

ee
 a

nd
 Jo

ng
 Y

eo
l 

K
im

, 2
01

6)
N

aï
ve

 B
ay

es
 a

nd
LR

 [2
01

6]
Re

al
 L

ife
 D

at
as

et
 M

en
 - 

49
06

, W
om

en
 

- 7
03

1[
 K

or
ea

n 
H

ea
lth

 a
nd

 G
en

om
e 

Ep
id

em
io

lo
gy

]
21

A
U

C
 

[W
EK

A
 T

O
O

L]

Li
ve

r C
an

ce
r P

re
di

ct
io

n 
m

od
el

 fo
r T

yp
e 

II
 

D
ia

be
te

s (
H

si
ao

-H
si

en
 R

au
 e

t a
l, 

20
16

)
LR

 [2
01

6]
Tr

ai
ni

ng
 G

ro
up

 (1
44

2 
ca

se
s)

 a
nd

 T
es

t 
G

ro
up

 (6
18

 c
as

es
) R

ea
l L

ife
 D

at
as

et
[ 

N
H

IR
D

 o
f T

ai
w

an
]

10
 

Va
lu

e 
A

ttr
ib

ut
e

SN
,S

P,
A

U
C

D
ia

be
te

s (
X

ue
-H

ui
 e

t a
l, 

20
13

)
LR

 [2
01

3]
Tr

ai
ni

ng
 D

at
a 

se
t (

10
31

 c
as

es
) a

nd
 

Te
sti

ng
 D

at
a 

se
t (

45
6 

ca
se

s)
 O

rig
in

al
 

D
at

as
et

[G
ua

ng
zh

ou
,C

hi
na

]
12

A
C

C
,S

N
,S

P 
SP

SS
 S

ta
tis

tic
al

 P
ro

gr
am

 
Ve

rs
io

n 
13

0 
an

d 
SP

SS
 

M
od

el
er

 V
er

si
on

 1
41

Su
pp

or
t V

ec
to

r 
M

ac
hi

ne
s (

SV
M

)

K
id

ne
y 

D
is

ea
se

 (M
. D

ic
io

lla
 e

t a
l, 

20
15

)
SV

M
 [2

01
5]

C
lin

ic
al

 D
at

as
et

s 
11

74
 R

ec
or

ds
[ I

ta
ly

, N
or

w
ay

 a
nd

 Ja
pa

n]
N

um
er

ic
 V

al
ue

A
C

C
,P

R
,R

C
,F

M

C
an

ce
r, 

Ty
pe

 I 
D

ia
be

te
s, 

Ty
pe

 2
 D

ia
be

te
s 

A
ge

in
g 

ge
ne

s (
Jia

ba
o 

Su
n 

et
 a

l, 
20

09
)

SV
M

 [2
00

9]

C
an

ce
r G

en
om

e,
 

G
en

A
ge

da
ta

ba
se

[W
el

co
m

e 
Tr

us
t S

an
ge

r I
ns

tit
ut

e,
 P

ub
lic

 a
nd

 
Pr

iv
at

e 
Re

so
ur

ce
s, 

H
um

an
 

A
ge

in
g 

G
en

om
ic

N
um

er
ic

A
C

C
,P

R
,R

C
[S

V
M

 T
oo

lb
ox

]

D
ia

be
te

s (
K

em
al

 P
ol

at
 e

t a
l, 

20
08

)
Le

as
t S

qu
ar

e 
(L

S-
SV

M
) a

nd
 

G
en

er
al

iz
ed

 D
is

cr
im

in
an

t A
na

ly
si

s 
(G

D
A

-L
S-

SV
M

)[
20

08
]

Pi
m

a 
In

di
an

 D
ia

be
te

s D
at

as
et

[U
C

I]
8

A
C

C
,S

N
,S

P

B
re

as
t C

an
ce

r, 
D

ia
be

te
s a

nd
 H

ea
rt 

D
is

ea
se

s 
(B

ae
k 

H
w

an
 C

ho
 e

t a
l, 

20
08

)
SV

M
-R

B
F 

ke
rn

el
s [

20
08

]
U

C
I

[5
00

]
W

EK
A

 a
nd

 L
IB

SV
M

co
nt

in
ue

s o
n 

fo
llo

w
in

g 
pa

ge

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



32

A Comprehensive Survey of Data Mining Techniques in Disease Prediction
 

Te
ch

ni
qu

e
D

ise
as

e 
pr

ed
ic

te
d

N
am

e 
of

 th
e 

Pr
ep

ro
ce

ss
in

g 
Te

ch
ni

qu
e

D
at

as
et

 N
am

e&
So

ur
ce

N
o 

of
&

Ty
pe

 o
f 

A
ttr

ib
ut

es
 

[I
ns

ta
nc

es
]

Pe
rf

or
m

an
ce

 E
va

lu
at

io
n 

Fa
ct

or
s a

nd
 T

oo
l u

se
d

Su
pp

or
t V

ec
to

r 
R

eg
re

ss
io

n 
(S

V
R

)
Ty

pe
 I 

D
ia

be
te

s (
El

en
i I

. G
eo

rg
a 

et
 a

l, 
20

13
)

SV
R

 [2
01

3]
27

 P
at

ie
nt

s i
n 

fr
ee

 li
vi

ng
 c

on
di

tio
n[

 
M

ET
A

BO
]

A
C

C

D
Ts

K
id

ne
y 

D
is

ea
se

 (M
. D

ic
io

lla
 e

t a
l, 

20
15

)
D

T 
w

ith
 1

3 
ru

le
s [

20
15

]
C

lin
ic

al
 D

at
as

et
s 

11
74

 R
ec

or
ds

 [ 
Ita

ly
, N

or
w

ay
 a

nd
 

Ja
pa

n]
N

um
er

ic
 V

al
ue

A
C

C
,P

R
,R

C
,F

M

H
ea

rt 
Fa

ilu
re

 (P
et

er
 C

. A
us

tin
 e

t a
l, 

20
13

)
C

la
ss

ifi
ca

tio
n 

an
d 

Re
gr

es
si

on
 T

re
es

, 
B

ag
gi

ng
, R

an
do

m
 

Fo
re

sts
, B

oo
sti

ng
 a

nd
 S

V
M

s [
20

13
]

Re
al

 L
ife

 D
at

as
et

[ H
os

pi
ta

ls
 in

 O
nt

ar
io

, 
C

an
ad

a]
34

 V
ar

ia
bl

es
SN

,S
P,

A
U

C

D
ia

be
te

s (
X

ue
-H

ui
 e

t a
l, 

20
13

)
D

T 
C

50
 [2

01
3]

Tr
ai

ni
ng

 D
at

a 
se

t (
10

31
 c

as
es

) a
nd

 
Te

sti
ng

 D
at

a 
se

t (
45

6 
ca

se
s)

 O
rig

in
al

 
D

at
as

et
[G

ua
ng

zh
ou

, 
C

hi
na

]

12

A
C

C
,S

N
,S

P 
SP

SS
 S

ta
tis

tic
al

 P
ro

gr
am

 
Ve

rs
io

n 
13

0 
an

d 
SP

SS
 

M
od

el
er

 V
er

si
on

 1
41

D
ia

be
tic

 R
et

in
op

at
hy

, D
ia

be
tic

 N
ep

hr
op

at
hy

, 
D

ia
be

tic
 N

eu
ro

pa
th

y 
(F

oo
t P

ro
bl

em
) (

C
hi

en
-

Lu
ng

 C
ha

n 
et

 a
l, 

20
08

)
C

50
 [2

00
8]

Re
al

 ti
m

e 
D

at
as

et
 

(8
73

6 
D

ia
be

tic
 P

at
ie

nt
s)

[ N
or

th
er

n 
Ta

iw
an

]
SN

,S
P

N
eu

ra
l N

et
w

or
ks

Ty
pe

-2
 D

ia
be

te
s (

Ya
ng

 G
uo

 e
t a

l, 
20

12
)

B
ay

es
 N

et
w

or
k 

[2
01

2]
Pi

m
a 

In
di

an
 D

ia
be

te
s D

at
as

et
[U

C
I]

9[
76

8]
 N

um
er

ic
 a

nd
 

N
om

in
al

A
C

C
, W

EK
A

 T
oo

l

D
ia

be
te

s M
el

lit
us

 (C
hi

ar
a 

Ze
cc

hi
n 

et
 a

l, 
20

12
)

N
N

 [2
01

2]

20
 si

m
ul

at
ed

 d
at

as
et

s a
nd

 o
n 

9 
re

al
 A

bb
ot

t F
re

eS
ty

le
 N

av
ig

at
or

 
da

ta
se

ts
[A

bb
ot

t D
ia

be
te

s C
ar

e,
 

A
la

m
ed

a,
 C

A
]

M
A

TL
A

B

D
ia

be
tic

 R
et

in
op

at
hy

, D
ia

be
tic

 N
ep

hr
op

at
hy

, 
D

ia
be

tic
 N

eu
ro

pa
th

y 
(F

oo
t P

ro
bl

em
) (

C
hi

en
-

Lu
ng

 C
ha

n 
et

 a
l, 

20
08

)
N

N
 [2

00
8]

Re
al

 ti
m

e 
D

at
as

et
 

(8
73

6 
D

ia
be

tic
 P

at
ie

nt
s)

[ N
or

th
er

n 
Ta

iw
an

]
PR

,R
C

Fu
zz

y 
C

la
ss

ifi
ca

tio
n

En
d 

St
ag

e 
K

id
ne

y 
D

is
ea

se
 (E

SK
D

) (
M

. 
D

ic
io

lla
 e

t a
l, 

20
15

)
N

eu
ro

 F
uz

zy
 S

ys
te

m
s [

20
15

]
C

lin
ic

al
 D

at
as

et
s 

11
74

 R
ec

or
ds

[ I
ta

ly
, N

or
w

ay
 a

nd
 Ja

pa
n]

N
um

er
ic

 V
al

ue
A

C
C

,P
R

,R
C

,F
M

D
ia

be
te

s (
M

os
ta

fa
 a

nd
 M

oh
am

m
ad

, 2
01

1)
FC

S-
A

N
TM

IN
ER

 [2
01

1]
Pi

m
a 

In
di

an
 D

ia
be

te
s D

at
as

et
[U

C
I]

8[
76

8]
 In

te
ge

r V
al

ue
A

C
C

,P
R

,R
C

,F
M

 W
EK

A
 

To
ol

D
ia

be
te

s (
Es

in
 a

t a
l, 

20
10

)
LD

A
 a

nd
 A

N
FI

S 
[2

01
0]

Pi
m

a 
In

di
an

 W
om

en
 D

ia
be

te
s 

D
at

as
et

[P
ho

en
ix

, A
riz

on
a,

 U
SA

]

87
68

 
(C

la
ss

 0
 - 

50
0 

an
d 

C
la

ss
 1

 - 
26

8)
A

C
C

,S
N

,S
P

co
nt

in
ue

s o
n 

fo
llo

w
in

g 
pa

ge

Ta
bl

e 
1.

 C
on

tin
ue

d

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



33

A Comprehensive Survey of Data Mining Techniques in Disease Prediction
 

Te
ch

ni
qu

e
D

ise
as

e 
pr

ed
ic

te
d

N
am

e 
of

 th
e 

Pr
ep

ro
ce

ss
in

g 
Te

ch
ni

qu
e

D
at

as
et

 N
am

e&
So

ur
ce

N
o 

of
&

Ty
pe

 o
f 

A
ttr

ib
ut

es
 

[I
ns

ta
nc

es
]

Pe
rf

or
m

an
ce

 E
va

lu
at

io
n 

Fa
ct

or
s a

nd
 T

oo
l u

se
d

A
N

N

Li
ve

r C
an

ce
r P

re
di

ct
io

n 
m

od
el

 fo
r T

yp
e 

II
 

D
ia

be
te

s (
H

si
ao

-H
si

en
 R

au
 e

t a
l, 

20
16

)
A

rti
fic

ia
l N

eu
ra

l N
et

w
or

k 
(A

N
N

) 
[2

01
6]

Tr
ai

ni
ng

 G
ro

up
 (1

44
2 

ca
se

s)
 a

nd
 T

es
t 

G
ro

up
 (6

18
 c

as
es

) R
ea

l L
ife

 D
at

as
et

[ 
N

H
IR

D
 o

f T
ai

w
an

]
10

 V
al

ue
 A

ttr
ib

ut
e

SN
,S

P,
A

U
 W

EK
A

 T
oo

l C

K
id

ne
y 

D
is

ea
se

 (M
. D

ic
io

lla
 e

t a
l, 

20
15

)
A

rti
fic

ia
l N

eu
ra

l N
et

w
or

k 
(A

N
N

) 
[2

01
6]

C
lin

ic
al

 D
at

as
et

s 
11

74
 R

ec
or

ds
[ I

ta
ly

, N
or

w
ay

 a
nd

 Ja
pa

n]
N

um
er

ic
 V

al
ue

A
C

C
,P

R
,R

C
,F

M

D
ia

be
te

s (
X

ue
-H

ui
 e

t a
l, 

20
13

)
A

N
N

 [2
01

3]

Tr
ai

ni
ng

 D
at

a 
se

t (
10

31
 c

as
es

) a
nd

 
Te

sti
ng

 D
at

a 
se

t (
45

6 
ca

se
s)

 O
rig

in
al

 
D

at
as

et
[G

ua
ng

zh
ou

, 
C

hi
na

]

12

A
C

C
,S

N
,S

P 
SP

SS
 S

ta
tis

tic
al

 P
ro

gr
am

 
Ve

rs
io

n 
13

0 
an

d 
SP

SS
 

M
od

el
er

 V
er

si
on

 1
41

5H
yb

ri
d 

Sy
st

em
s

Pa
rk

in
so

n’
s (

H
ui

-L
in

g 
C

he
n 

et
 a

l, 
20

16
)

EL
M

 a
nd

 K
EL

M
 [2

01
6]

Pa
rk

in
so

n’
s D

at
as

et
[U

C
I]

22
A

C
C

,S
N

,S
P,

A
U

C
 W

EK
A

 
To

ol
, M

A
TL

A
B

Li
ve

r D
is

or
de

r,B
re

as
tc

an
ce

r,H
ep

at
iti

s,D
ia

be
te

s, 
(M

oh
am

m
ad

 H
os

se
in

Za
ng

oo
ei

 e
t a

l, 
20

14
)

Su
pp

or
t V

ec
to

r R
eg

re
ss

io
n 

(S
V

R
) 

us
in

g 
N

SG
A

-I
I -

 D
is

ea
se

 D
ia

gn
os

is
 

[2
01

4]
,

Li
ve

r D
is

or
de

r, 
W

is
co

ns
in

, 
H

ep
at

iti
s,P

im
a[

U
C

I]
7,

32
,1

9,
8 

N
um

er
ic

 
Va

lu
e

A
C

C
,P

R
,R

C
,F

M

En
d 

St
ag

e 
Re

na
l D

is
ea

se
 (E

SR
D

) (
X

ue
-H

ui
 

et
 a

l, 
20

13
)

H
yb

rid
 C

la
ss

ifi
ca

tio
n 

M
od

el
 B

as
ed

 
on

 R
ou

gh
 S

et
 (R

S)
 C

la
ss

ifi
er

s 
[2

01
3]

Re
al

 W
or

d 
ES

R
D

 D
at

as
et

[C
lin

ic
 o

r 
M

ed
ic

al
 C

en
te

r i
n 

Ta
iw

an
]

27
[1

22
7]

 N
um

er
ic

, 
Sy

m
bo

lic
, C

on
tin

uo
us

, 
N

om
in

al
 a

nd
 

C
at

eg
or

ic
al

A
C

C
,P

R
,R

C
,F

M

D
ia

be
te

s,H
ea

rtD
is

ea
se

 (H
um

ar
 a

nd
 N

ov
ru

z,
 

20
08

)
H

yb
rid

 N
eu

ra
l N

et
w

or
k 

(A
N

N
 a

nd
 

FN
N

) [
20

08
]

Pi
m

a 
In

di
an

 D
ia

be
te

s a
nd

 
C

le
ve

la
nd

 H
ea

rt[
U

C
I]

9,
13

A
C

C
,S

N
,S

P

6O
th

er
 M

et
ho

ds
 a

nd
 A

lg
or

ith
m

s

M
ed

ic
al

 D
ec

isi
on

 
Su

pp
or

t S
ys

te
m

 
(M

D
SS

)

H
ea

rt,
 B

re
as

t c
an

ce
r, 

D
ia

be
te

s, 
Li

ve
r, 

pa
rk

in
so

ns
 [6

]
H

M
V

 E
ns

em
bl

e 
[2

01
6]

C
le

ve
la

nd
,S

ta
tlo

g,
 U

M
C

 a
nd

 W
B

C
, 

PI
D

D
 a

nd
 B

D
D

, I
LP

D
 a

nd
 B

U
PA

, 
PI

M
S 

bl
oo

d 
C

P 
D

at
as

et
 

U
C

I, 
Pa

ki
st

an
 In

sti
tu

te
 o

f M
ed

ic
al

 
Sc

ie
nc

es
 (P

IM
S)

 H
os

pi
ta

l

13
,1

3,
13

,1
3,

13
,1

1[
2]

 
Te

st 
A

ttr
ib

ut
e,

 U
ni

t 
A

ttr
ib

ut
e

A
C

C
,S

N
,S

P,
FM

So
ft 

C
om

pu
tin

g 
Te

ch
ni

qu
es

Ty
pe

 II
 D

ia
be

te
s (

A
ru

na
Pa

va
te

 a
nd

 N
az

ne
en

 
A

ns
ar

i, 
20

15
)

K
N

N
-G

A
, W

K
N

N
-G

A
 a

nd
 

D
W

K
N

N
-G

A
 [2

01
5]

14
0 

N
on

-D
ia

be
te

s, 
95

 D
ia

be
te

s(
23

5 
Pa

tie
nt

s)
 R

ea
l L

ife
 D

at
as

et
 

M
ah

ar
as

ht
ra

15
A

C
C

,S
N

,S
P

Ex
tr

em
e 

Le
ar

ni
ng

 
M

ac
hi

ne
s

Ty
pe

 II
 D

ia
be

te
s (

El
en

i I
. G

eo
rg

a 
et

 a
l, 

20
15

)
EL

M
 k

er
ne

ls
 (K

O
S-

EL
M

) [
20

15
]

15
 - 

Ty
pe

 I 
D

ia
be

te
s P

at
ie

nt
s (

3F
, 1

2M
) 

Re
al

 L
ife

 D
at

as
et

 
Pa

rm
a 

an
d 

U
ni

ve
rs

ity
 H

os
pi

ta
l M

ot
ol

, 
Pr

ag
ue

9
Ly

nx
 M

A
TL

A
B

co
nt

in
ue

s o
n 

fo
llo

w
in

g 
pa

ge

Ta
bl

e 
1.

 C
on

tin
ue

d

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



34

A Comprehensive Survey of Data Mining Techniques in Disease Prediction
 

Te
ch

ni
qu

e
D

ise
as

e 
pr

ed
ic

te
d

N
am

e 
of

 th
e 

Pr
ep

ro
ce

ss
in

g 
Te

ch
ni

qu
e

D
at

as
et

 N
am

e&
So

ur
ce

N
o 

of
&

Ty
pe

 o
f 

A
ttr

ib
ut

es
 

[I
ns

ta
nc

es
]

Pe
rf

or
m

an
ce

 E
va

lu
at

io
n 

Fa
ct

or
s a

nd
 T

oo
l u

se
d

In
te

lli
ge

nt
 S

ys
te

m
D

ia
be

te
s (

Zh
ilb

er
tT

af
a 

et
 a

l, 
20

15
)

SV
M

 a
nd

 N
aï

ve
 B

ay
es

 [2
01

5]
Re

al
 L

ife
 D

at
as

et
 

(C
D

C
P)

, U
S

8[
40

2]
PR

,R
C

 [M
A

TL
A

B
]

N
ov

el
 F

us
io

n 
M

et
ho

d 
(F

us
in

g 
ba

se
d 

cl
as

sif
ie

r)

C
an

ce
r, 

D
ia

be
te

s, 
A

ne
m

ia
 (A

bd
ul

az
iz

 Y
ou

se
f 

an
d 

N
as

ro
lla

h 
M

og
ha

da
m

 C
ha

rk
ar

i, 
20

15
)

Se
qu

en
ce

 F
us

io
n 

M
et

ho
d 

[2
01

5]
52

 P
ro

st
at

e 
C

an
ce

r, 
83

 D
ia

be
te

s, 
72

 
A

ne
m

ia
 d

is
ea

se
 g

en
es

 
O

M
IM

 D
at

ab
as

e

10
00

0 
in

st
an

ce
s (

50
00

 
– 

Po
si

tiv
e,

 5
00

0 
- 

N
eg

at
iv

e)
PR

,R
C

,F
M

,A
U

C

M
ac

hi
ne

 L
ea

ni
ng

 
A

lg
or

ith
m

Pa
rk

in
so

n’
s D

is
ea

se
 (P

D
) (

C
on

ra
d 

S.
 T

uc
ke

r 
et

 a
l, 

20
15

)
D

at
a 

M
in

in
g 

D
riv

en
 M

et
ho

do
lo

gy
 

[2
01

5]

Re
al

 L
ife

 D
at

as
et

s (
A

dh
er

en
t a

nd
 N

on
- 

A
dh

er
en

t p
at

ie
nt

s)
 

[C
lin

ic
 o

r H
os

pi
ta

l]

10
[1

63
, 2

32
, 1

86
, 

33
5,

 1
94

, 1
02

, 2
29

 ] 
N

um
er

ic
 V

al
ue

s

ER
,P

R
,R

C
,F

M
 [W

EK
A

 
To

ol
]

M
ul

ti-
La

be
l L

ea
rn

in
g 

A
lg

or
ith

m
s

C
hr

on
ic

 D
is

ea
se

s (
D

am
ie

n 
Zu

ffe
re

y 
et

 a
l, 

20
15

)

M
L-

kN
N

, A
da

B
oo

stM
H

, 
B

in
ar

y 
Re

le
va

nc
e,

 C
la

ss
ifi

er
 C

ha
in

s, 
H

O
M

ER
 a

nd
 R

A
kE

L 
[2

01
5]

Re
al

 L
ife

 D
at

as
et

s 
(1

97
73

 F
am

ili
es

 o
f C

hr
on

ic
 D

is
ea

se
s)

[ 
M

IM
IC

-I
I D

at
ab

as
e]

Q
ua

nt
ita

tiv
e 

Va
lu

es
 a

nd
 

C
at

eg
or

ic
al

 V
al

ue
s

PR
 Ja

va
 

lib
ra

rie
sh

av
eb

ee
nu

se
d:

M
ul

an
 

(v
er

si
on

14
)a

nd
W

ek
a 

(v
er

si
on

 3
76

) O
S:

 U
bu

nt
u 

Li
nu

x 
12

04
 L

TS
 6

4 
bi

ts
)

Ta
bl

e 
1.

 C
on

tin
ue

d

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



35

A Comprehensive Survey of Data Mining Techniques in Disease Prediction
 

The traditional medical decision support systems generally depend on individual classifier; otherwise 
an effortless integration of these classifiers tends to exhibit average results. In (Saba Bashir et al, 2016), 
a multi-layer classifier ensemble model is developed depending upon the optimum integration of dif-
ferent classifiers. The presented model is called as “HMV” which resolve the difficulties present in the 
traditional performance bottlenecks using a set of 7 different classifiers. This model is validated on two 
breast cancer dataset, two diverse heart disease dataset, two diabetes dataset, two liver disease dataset, 
hepatitis dataset and Parkinson’s disease dataset attained from open access repository. The efficiency 
of the presented model is analyzed by comparing with different familiar classifiers as well as ensemble 
models. The experimentation part depicts that the presented model deals with every attribute type and 
attained better prediction accuracy. This study also included a case study using a real time medical 
dataset for depicting better results.

Association Rule Learning

The association rule learning aims at extracting the interesting relations between the data stored in large 
databases by frequent pattern matching. The association rule learning establishes the correlation be-
tween the attribute value pairs of the dataset in the form of if-then rules. The ‘if’ part called as the rule 
antecedent and the ‘then’ part known as the rule consequent, which states the degree of the vagueness 
of the rule (do not have any values in common).The association rule learning has been extensively used 
in the process of effective decision making. For instance, the Apriori algorithm for finding the frequent 
item sets. Association rules generally depend on the criteria of support, confidence and lift. Support is 
the process of measuring the degree of frequent item sets. Confidence determines the number of valid 
if then statements (‘true’ value).The input and output values of confidence can be compared with the 
help of a lift.

Rule-based classification is a classical data mining process which is employed in diverse medical 
diagnosis systems. The rules will be saved in the rule base which strongly influences the classification 
efficiency. The filtered rule sets using data mining approaches will undergo optimization by the use of 
heuristic or meta-heuristic methods for improving the rule base quality. In (J.Jabez Christopher et al, 
2015), a Wind-driven Swarm Optimization (WSO) algorithm is employed. The novelty of the study 
remains in the bio-inspired feature of the algorithm. Here, the rule extraction takes place using DTs and 
the optimal rule set fulfills the need of the application which can be used for prediction purposes. The 
results of WSO have undergone a comparison with the classical Particle Swarm Optimization. The ex-
perimentation has been done on 6 different benchmark medical dataset, and WSO proves its efficiency 
on all the applied dataset. For instance, conventional C4.5 algorithm produces 62.89% accuracy using 
43 rules for liver disorders dataset whereas as WSO achieves 64.60% using 19 rules. The WSO offers 
precise and concise rule set compared to the other one.

Clustering

Clustering is the procedure of combining abstract elements into related elements. In other words, it is 
the method of segregating objects based on their common characteristics. Similar and dissimilar objects 
are grouped in two different clusters. Clustering is one of the unsupervised machine learning (ML) 
technique which has no pre defined classes. The closeness of data can be evaluated using data typology. 
Consider a collection of ‘X’ data points. Clustering segregates the data into ‘Y’ disjoint groups a1, a2, 
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a3,… such that the union of these groups returns the original data point ‘X’ whereas the intersection is 
empty. The partitioned and hierarchical are the two broad categories of clustering methods. The partition 
method considers an input parameter of ‘K’ clusters. The partition method is based on the mechanism 
of greedy heuristics which performs the relocation of data points from one cluster to another based on 
the input parameters. The hierarchical model generates a tree structure for representing the relationship 
between the data. The hierarchical clustering can be performed in two ways: 1.Top down or divisive 
which divides each cluster into smaller groups. 2. Bottom up or agglomerative which merges similar 
groups of clusters into larger groups.

In (Saba Bashir et al, 2013), the k-means clustering process is employed in the presented HMV model 
to remove noise from the applied medical dataset. The unwanted, as well as noise in the dataset, can also 
be removed by the use of the clustering process. The K-means clustering process initially clusters the 
data into K clusters or groups which have identical features. Next, every cluster centroid is determined 
and the distance to every point from the specific centroid is determined. A threshold rate is employed 
to eliminate the noise and forms clusters. When the distance is higher than the threshold, then a specific 
point considered as noise and gets eliminated.

Classification

The process of predicting the outcome based on the set of a given input is known as classification. The 
classification of the data mining system can be categorized based on different kinds of data sources, 
database included, type of knowledge to be explored and mining methods employed. Classification as-
signs class labels to each of the elements in the dataset. These class labels are grouped into a training set 
to build a model for classifying a new set of objects. Today’s world of big data comprises of extensive 
databases that are difficult to be categorized or organized. The best example is Facebook which crunches 
a terabyte of data every day. The healthcare systems can make use of classification to predict whether 
the patient will be prone to a particular disease or not.

Linear Classifiers or Regression

The linear classifiers or regression are both supervised ML techniques whose goal is to forecast a target 
class or a value. A linear classifier predicts the target class (Yes/No) with the help of a linear combination 
of characteristics known as the feature values which are represented in a feature vector. Linear classifiers 
can handle both binary classification and multi classification problems. For example, in clinical decision 
support systems, consider a patient profile to predict whether the particular patient is diabetic or not 
(binary classification). Similarly, all the patients in a hospital database are considered to predict which 
patient has the highest risk of developing diabetes (multi classification). Linear regression predicts the 
discrete or continuous value which establishes the relationship among two parameters. The parameter 
to be predicted is known as the dependent variable and the variable employed for predicting the value 
of the other variable is known as the independent variable. These variables can fit into a straight line or 
a linear equation that minimizes the inconsistencies among the actual and predicted values.

In (Xue-Hui et al, 2013), the efficiency of different classifiers like logistic regression (LR), ANNs 
and DT model to predict diabetes or prediabetes are analyzed by the use of general risk factors. A set 
of 735 patients tested positive under diabetes or prediabetes whereas 752 persons under normal level in 
Guangzhou, China. A set of the questionnaire is provided to gather details related to the demographic 
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features, heredity, lifestyle risk, and anthropometric measurements factors. Next, a set of 3 predictive 
methods are developed by the use of one output variable and 12 input variables from the questionnaire 
details. These three models are validated, and the results confirmed that the DT attains maximum results 
followed by LR and ANN.

In (Hsiao-Hsien Rau et al, 2016), data mining methods are employed to design the prediction model 
for liver cancer in 6 years of analysis from type II diabetes. Data collection takes place from the National 
Health Insurance Research Database (NHIRD) of Taiwan involving a total of 22 million people. Here, 
patients who were recently identified with type II diabetes are chosen from 2000 to 2003, with no pre-
vious cancer identification. The encrypted personal ID is used to carry out the data connectivity with 
the cancer database for identifying the presence of liver cancer. In the end, a group of 2060 patients are 
identified as test positive and allocated to a control group for carrying out data linkage with the cancer 
registry database for recognition whereas the patients were identified with liver cancer.

Support Vector Machines (SVM)

SVM or the support vector networks are supervised ML techniques which combine classification and 
regression analysis for analyzing the data given. The SVM creates a hyperplane which divides the data into 
classes. In this method, in ‘n’ dimensional space, every data item is given as a point. Here ‘n’ represents 
the sum of features where the rate of every feature corresponds to the rate of a specific coordinate and a 
hyperplane segregates the classes (set of features).The SVM can handle both continuous and categorical 
variables. The SVM is very resilient to handle the problem of over fitting.

In (Baek Hwan Cho et al, 2008), a new visualization system for risk factor analysis (VRIFA), new 
nonlinear kernel and localized radial basis function (LRBF) kernel is employed on an LRBF kernel and 
nomogram for visualizing the performance of nonlinear SVMs and enhance the results interpretability 
when controlling tremendous accuracy during prediction. Three representative medical dataset from the 
UCI repository are employed to validate the results. The experimental values indicated that the classifier 
results of the LRBF are alike the RBF, and the LRBF is easier to envision through a nomogram. The 
experimental values indicated that the LRBF kernel is less receptive to noise features when compared 
to the RBF kernel, whereas the LRBF kernel reduces the classifier accuracy significantly and needed 
features are removed. (Kemal Polat et al, 2008) intends to the identification of diabetes disease by the use 
of Least Square SVM (LS-SVM) and Generalized Discriminant Analysis (GDA). Also, a novel cascade 
learning system LS-SVM and GDA is also used.

Support Vector Regression (SVR)

The support vectors are data points near to the boundary in which the distance between the points is 
minimum or least. In simple regression, the rate of error is minimized whereas, in SVR, the error rate is 
mapped to an absolute value of the threshold. SVR is an efficient tool for the evaluation of real valued 
functions.

In (Eleni I. Georga et al, 2013), subcutaneous (s.c) glucose prediction is considered as a multi-variate 
regression issue that is resolved by the use of SVR. It depends on the following characteristics namely 
s.c.Plasma insulin concentration, glucose profile, the appearance of meal-derived glucose in the com-
plete movement and energy expenses while in physical actions. A set of 6 cases respective to a diverse 
combination of the previously mentioned parameters are employed to analyze the impact of the input on 
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each day glucose prediction. In free-living conditions, it is validated on a set of 27 patients.10-fold cross 
validation is employed to every dataset separately for optimizing and testing the model. The experimental 
values depicted that the presented model will considerably enhance performance.

DTs

Classification trees are often employed for classifying the patients based on the existence and non-
existence of diseases. However, they have the constraint of low accuracy. The other tree approaches 
like bootstrap aggregation (bagging), random forests, boosting, and SVM are used. In (Peter C. Austin 
et al, 2013), a comparison is made with the traditional classification trees for classifying heart failure 
(HF) patients based on the below sub-kinds: HF with reduced ejection fraction and HF with preserved 
ejection fraction (HFPEF). The application of tree-based approaches provides enhanced results over the 
traditional model for identifying HF types.

Neural Networks (NN)

NN process the data as same as the human brain. NN contains a massive number of highly interlinked 
processing elements (neurons) which operates concurrently for solving particular issue. They learn 
from the example and carry out a particular process. (Chiara Zecchin et al, 2012) presented a method 
for predicting short-time glucose by the use of previous CGM sensor readings and details related to the 
intake of carbohydrate. The predictor integrates a first-order polynomial extrapolation and NN model 
algorithm for the linear and nonlinear elements of glucose dynamics. This model is tested on 20 experi-
mented dataset and nine real Abbott FreeStyle Navigator dataset. A comparison is made with the latest 
NN glucose predictor. The experimental values recommended that the usage of meal details enhances 
the performance of the prediction process.

Fuzzy Classification

In (Mostafa and Mohammad, 2011), an Ant Colony-based classifier model is presented for extracting 
a collection of fuzzy rules to diagnose the diabetes disease called FCS-ANTMINER. Here, few latest 
approaches have been reviewed and then derived a novel method that results in significantly better 
performance on the applied problem. It exhibits advanced features which makes it distinguishable from 
other ones. The attained classifier accuracy is 84.24%, and it revealed that the presented model is better 
than the compared ones.

In (Esin et al, 2010), an Adaptive Network Based Fuzzy Inference System (ANFIS) and intellectual 
diagnosis system for diabetes on LDA called LDA-ANFIS is introduced. The process involves two stages: 
LDA and ANFIS. The former stage is employed for separating the features parameters among patient and 
healthy (diabetes) data. The latter phase gives extracted features and provided to the ANFIS classifier. 
The accurate diagnosis presentation of the LDA-ANFIS model is determined by the use of sensitivity 
as well as specificity. The presented model achieves a maximum classifier accuracy of 84.61%.
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Artificial Neural Network (ANN)

(Hsiao-Hsien Rau et al, 2016) aims to apply different data mining techniques to develop type II diabetes 
mellitus patient prediction model for liver cancer. Since diabetes patients are not often visiting the doc-
tors, offering decision support for earlier identification concerning the possibility of cancer will be highly 
helpful for diabetes patients. Then, detection about the cancer probability is critical for patients with 
diabetes. A set of training and testing process is carried out to build ANN and LR. A set of ten variables 
are applied to build the ANN and LR models. Once the optimum prediction method is developed, a web-
based application system for predicting liver cancer offers support to doctors during the consultation of 
diabetes patients. The performance revealed that the model could be employed as an efficient predictor 
model for predicting liver cancer. It also agreed that the model could help the doctors to recommend 
possible liver cancer patients and useful to reduce the upcoming cost incur on cancer treatment.

Hybrid Systems

In (Humar and Novruz, 2008), an efficient classifier model for medical data is presented. Also, a hybrid 
NN comprising of fuzzy neural network (FNN) and ANN is introduced. Two practical problem data are 
analyzed to decide about the usability of the presented model. The data is gathered from the UCI reposi-
tory. The datasets are Cleveland heart disease and Pima Indians diabetes. For validating the results of 
the presented model, a set of measures and k-fold cross-validation are employed. The presented model 
attained accuracy rates of 86.8% and 84.24% for the applied dataset, correspondingly. In (Xue-Hui et 
al, 2013), a hybrid model for evaluating HD is presented to study the therapeutic things and to discover 
the relationship among coverage and accuracy for attracted parties. The presented model exhibited high 
performance with maximum accuracy and minimum standard deviation using fewer variables.

Other Methods and Algorithms

Medical Decision Support Systems

In (Hsiao-Hsien Rau et al, 2016), data mining methods are employed to design the prediction model for 
liver cancer in 6 years of analysis from type II diabetes. Data collection takes place from the NHIRD of 
Taiwan involving a total of 22 million people. Here, patients who were recently identified with type II 
diabetes are chosen from 2000 to 2003, with no previous cancer identification. Then, encrypted personal 
ID is used to carry out the data connectivity with the cancer database for identifying the presence of 
liver cancer. In the end, a group of 2060 patients is identified as test positive and allocated to a control 
group to assist in carrying out data association process using the database of cancer registry to recognize 
whether the patients were detected with liver cancer.

Soft Computing Techniques

An adequate system is produced (ArunaPavate and Nazneen Ansari, 2015) to predict diabetes and with 
the difficulties of the risk level. To offer a precise prediction, techniques like a nearest neighbor, fuzzy 
rule-based system and genetic algorithm are employed. A set of 235 individual’s data were gathered in 
this method. The optimal feature subset produced through the executed method comprises the highest 
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general risk factors like family history, weight, alcohol habit, other difficulties relating with diabetes, 
BMI, smoking habit are assumed for the disease predication. The proposed method offers 95.50% ac-
curacy, 86.95% specificity and 95.83% sensitivity that aid to effectively predict the disease.

Extreme Learning Techniques

In type I diabetes, an online machine-learning system to the nonlinear glucose time sequence issue is 
projected. For the single hidden layer feed-forward NN, an extreme learning machine (ELM) recently 
projected (Eleni I. Georga et al, 2015). The rapid learning speed and enhanced accuracy of ELM tend 
to examine the applicability towards the issue of glucose prediction. Online sequential ELM kernels 
(KOS-ELM) and online sequential ELM (OS-ELM) is intended to provide self-monitoring data of dia-
betes patients. By focusing at carbohydrates intake, subcutaneous glucose, physical activity, and insulin 
therapy, a set of multivariate feature is used. The simulation results given that KOS-ELM produces better 
results when compared with OS-ELM using temporal gain, regularity and prediction error.

Intelligent systems

With the combined Implication of Naïve Bayes statistical modeling and SVM (ZhilbertTafa et al, 2015) 
this paper aims to enhance the computer-aided diagnosis trustworthiness using the 402 patient’s medical 
examinations. Few parameters which are not used in prior computer-aid examinations are used in this 
dataset. The entire reliability is improved by the combining execution of the methods which is helpful 
in computer-aided diagnosis of diabetes.

Novel Fusion Method

To recognize the genes of the disease, a new Sequence-based fusion method (SFM) is projected (Ab-
dulaziz Yousef and Nasrollah Moghadam Charkari, 2015). The amino acid series of protein are used 
that are global data despite employing incomplete and noisy prior-knowledge to represent the genes to 
four various feature vectors. The intersection collection of four negative sets that are produced using 
distance method is assumed to choose the negative data from candidate genes. To merge the four inde-
pendent standard predictors’ outcome depending on the SVM method, the DT (C4.5) had been used as 
the combining technique. Through a few state-of-art measures, the simulation outcomes of the projected 
technique are verified. The simulation results denote that F-measure, precision, and recall of 84%, 82.6%, 
and 85.6% correspondingly. The outcomes show the efficacy of the projected technique.

Machine Learning Algorithm

Depending on the gain variations, a data mining technique is introduced which employs non-wearable 
multimodal sensors to model, low cost, and predict patient’s adherence (Conrad S. Tucker et al, 2015). 
A study has been conducted including Parkinson’s disease patients who are “off” and “on” medication 
to decide the method’s statistical validity. When they are far from the clinic, the data gained can be 
employed to enumerate patients’ adherence. With regard to patient safety, the data-driven system might 
enable for prior warnings. The authors shown the ability to differentiate among PD patients off and on 
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medication using entire body movement with precision higher than 97% for few patients and precision 
of 78% for common model that comprised of multi-patient data.

Multilabel Learning Algorithms

The intention of (Damien Zufferey et al, 2015) is to offer comparative results of the existing multi-label 
learning approaches for investigating the multivariate series of medical data from patient’s data affected 
by chronic diseases. This model seems to be better for defining merged medical conditions, particular 
to constantly ill patients.

By the availability of comparative analysis, validation of new techniques has to be improved. Based 
on the method, a summary of statistics method is chosen to process the sequential clinical data.

4. PERFORMANCE VALIDATION MEASURES

In this section, the set of measures used to validate the results are explained below. The performance 
of the data mining technique has to be evaluated to examine the efficiency and performance of any de-
veloped model. The computational complexity and comprehensibility can be attained by evaluating the 
data mining model across several performance measures such as accuracy, precision, F measure, recall, 
sensitivity, specificity, positive prediction, negative prediction and error rate. The performance of the 
algorithm can be visualized as a table which is popularly known as the confusion matrix (supervised 
learning) or the matching matrix (unsupervised learning).

The matrix comprised the contingency table (rows and columns) represented in two dimensions as 
an actual class and predicted class. E.g. In the field of medicine, consider a blood sample analysis taken 
to determine if the patient has a particular disease or not. i.e., there are two possible outcomes - positive 
or negative which can be represented as a 2×2 matrix with four possible outcomes as shown in Table 2. 
In medical testing, the false positive and false negatives are reported as an error in diagnosis which is 
commonly known as the ‘false alarm.’ The measures are illustrated in Fig. 3 and a sample Diagnostic 
Test Evaluation Calculator is shown in Fig. 4.

Figure 3. Classification measures
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Performance Analysis w.r.t Precision and Recall

Precision and recall are a measure of relevance in order to the retrieved instances. For instance, in an 
automated information retrieval system, the mission is to return a set of ID’s which can be either relevant 
or not relevant to the search. In this scenario, the precision is estimated by segmenting the relevant ID’s 
by the total number of retrieved ID’s and the recall is estimated by segmenting the sum of relevant ID’s 
by the sum of ID’s which are true. To simplify this, the precision and recall can be equated as follows

Precision relevantid s retreivedId s
retreivedid s

=
∩′ '

'
 

recall relevantid s retreivedId s
relevantid s

=
∩′ '

'
. 

Table 2. Confusion matrix

Actual Values

Positive(1) Negative(0)

Positive(1) True Positive False Positive

Negative(0) False Negative True Negative

Figure 4. Diagnostic test evaluation calculator
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Table 3. Comparative result of different methods under several measures

Method Precision % Recall % F-Measure 
%

AUC 
%

Accuracy 
% Sensitivity % Specificity %

RelifF Linear 0.833 0.764 0.876 0.558

RelifF RBF 0.835 0.763 0.882 0.543

RelifF LRBF 0.843 0.773 0.886 0.566

Sensitivity Analysis Linear 0.833 0.770 0.887 0.549

Sensitivity Analysis RBF 0.835 0.755 0.853 0.574

Sensitivity Analysis LRBF 0.845 0.772 0.881 0.571

SVM-RFE Linear 0.832 0.778 0.891 0.563

Nomogram-RFE Linear 0.832 0.766 0.884 0.547

Nomogram-RFE LRBF 0.847 0.776 0.887 0.568

C5.0 (Neuropathy) 64.71 83.48

NN (Neuropathy) 67.63 99.70

C5.0 (Nepropathy) 69.44 81.36

NN (Nepropathy) 74.44 98.55

C5.0 (Retinopathy) 58.62 74.73

NN (Retinopathy) 59.48 99.86

Hybrid (ANN and FNN) 84.24 80.3 87.3

LS-SVM 78.21 73.91 80

GDA-LS-SVM 82.05 79.16 83.33

MLP (T1D) 74.77 57.24 68.50

FLANN (T1D) 73.06 59.41 68.44

SVM (T1D) 78.68 56.61 70.49

MLP (T2D) 78.24 55.96 69.91

FLANN (T2D) 75.13 55.96 67.45

SVM (T2D) 84.41 55.93 72.18

LDA-ANFIS 84.61 83.33 85.18

FCS-ANTMINER 85.86 84.13 84.98 84.24

Naïve Bayes Network 71.5

Byes Network 72.3

LR 76.13 79.59 72.74

ANN 73.23 82.18 64.49

DT C5.0 77.87 64.49 75.15

SVM-NGA-II 90.48 85.60 87.97 84.61

SVR-NGA-II 91.40 87.20 89.25 86.13

Smalter’s method 63.5 73.2 68

ProDiGe 72.6 60 66

PUDI 75.3 80.7 77.9

SFM 77.3 79.9 78.5

continues on following page
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Performance Analysis w.r.t F-Measure

The F measure is also known as the F1 score or F score has been used extensively for data retrieval in the 
machine learning domain and natural language processing. F- Score is a measure of testing the accuracy 
computing the harmonic average of precision and recall. F-Measure helps to determine the robustness 
(high precision and low recall) of the classifier.

Method Precision % Recall % F-Measure 
%

AUC 
%

Accuracy 
% Sensitivity % Specificity %

WSO 82.03

C4.5 83.07

SVM 95.52

NB 94.53

SVM (Class YES) 0.892 0.868

SVM (Class NO) 0.97 0.975

NB (Class YES) 0.814 0.921

NB (Class NO) 0.981 0.951

KNN (GA-version 1) 90.50 85.70 80.25

WKNN (GA-version 2) 92.87 90.25 84.45

DWKNN (GA-version 3) 95.50 95.83 86.95

ANN (Sub-Model 1) 0.837 0.757 0.755

LR (Sub-Model 1) 0.778 0.666 0.790

ANN (Sub-Model 2) 0.700 0.751 0.605

LR(Sub-Model 2) 0.604 0.765 0.564

ANN (Sub-Model 3) 0.828 0.737 0.776

LR (Sub-Model 3) 0.778 0.666 0.876

NB (PIDD) 81.64 75.52 79.77 83.60

LR (PIDD) 82.12 75.78 79.07 85.40

SVM (PIDD) 83.25 76.95 78.99 88.00

HMV (PIDD) 83.40 77.08 78.93 88.40

NB (BDD) 94.91 91.32 94.77 95.04

LR (BDD) 95.35 91.81 92.35 98.54

SVM (BDD) 95.10 91.56 94.02 96.21

HMV (BDD) 96.00 93.05 94.12 97.96

NB (waist-to-hip ratio+TG in 
men) 0.653

LR (waist-to-hip ratio + TG in 
men) 0.661

NB (rib-to-hip ratio+ TG in 
women) 0.73

LR (rib-to-hip ratio+ TG in 
women) 0.735

Table 3. Continued
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Performance Analysis w.r.t Area Under Curve (AUC)

The graphical plotting of the true positive rate against the false positive rate at a range of thresholds is 
known as the receiver operating characteristic curve (ROC).Here; the true positive rate indicates the 
probability of detection whereas the false positive rate indicates the probability of false alarm. The ROC 
helps in diagnostic decision making by generating a cumulative distribution function. Consider the area 

of a graph y=f(x) with x- axis representing the definite integral
b

a

f x dx∫ ( ) .This formula results in 

positive value above the x-axis and negative below the x-axis. Therefore the ultimate aim is to determine 
the area between the two curves (above and below) by calculating the definite integral between the two 
values of independent variables.

Performance Analysis w.r.t Accuracy

Accuracy is described as the proportion of the sum of correctly classified samples and to the sum of input 
samples taken. Accuracy is calculated by computing all the possible terms of positives and negatives 
(TP, TN, FP, FN) with any class of imbalanced datasets. Calculation of accuracy in machine learning 
models acts a significant role in making practical decisions as it mitigates the cost by reducing the error. 
E.g. in medical decision support systems, consider a false positive diabetes diagnosis which increases 
the cost of the analysis and stress in the patient.

Performance Analysis w.r.t Sensitivity and Specificity

The sensitivity and specificity measure eliminates false negatives and false positives. A predictor is said 
to be ideal if it is 100 percent sensitive. Consider the scenario of identifying healthy and sick patients in 
clinical decision support systems. When all the sick patients are correctly classified as sick, the system 
is said to be highly sensitive. Similarly, when no healthy individuals are recognized incorrectly as sick, 
the system is said to be highly specific. Therefore sensitivity can be described as the proportion of the 
sum of true positives to the sum of sick individuals in the population (probability of tested –positive 
result indicating that the patient has the disease).Specificity can be described as the proportion of the 
sum of true negatives to the total number of healthy individuals in the population (Probability of a tested 
negative result indicating that the patient is well).

Performance Analysis w.r.t Error Rate

In a binary classification problem, the error rate is defined as the percentage of error in prediction which 
can be determined with the help of a confusion matrix. There are two types of errors in statistical hy-
pothesis testing – type I and type II errors. The type I error is also known as the false positive and type 
II as false negative. These types of errors are based on the fact of accepting or rejecting an alternative 
hypothesis based on the results. Here hypothesis is the method of testing the random relationship be-
tween two sample distributions. E.g. in clinical decision support systems, consider the hypothesis and 
null hypothesis as following,
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Hypothesis: The symptoms of the patient may improve after treatment X more rapidly than after placebo.
Null hypothesis: The symptoms of the patient after treatment X are impossible to differentiate from 

placebo.

Here the Type I error resulting in false positive indicates that the treatment X is helpful than the 
placebo whereas the Type II error indicating false negative fails to state that treatment X is helpful than 
the placebo even when it is really helpful. The third kind of error (Type III error) was also found by 
Mosteller which involves rejecting the phenomenon of the null hypothesis for the incorrect reason. The 
error rate of numerical models can be evaluated in terms of mean squared error (average of square dif-
ferences between the actual and predicted values), mean absolute error (uses absolute values instead of 
squares) and bias (average of prediction between actual and predicted values).

Performance Analysis w.r.t Positive and Negative Prediction

The positive predictive value is described as the proportion of the sum of true positives to the ratio of 
the sum of false positives and true positive whereas, the negative predictive value is described as the 
proportion of true negatives to the sum of a number of false negatives and true negatives. The positive 
and negative predictions are often to be confused with the rate of sensitivity and specificity. The posi-
tive prediction can genuinely predict the ratio of patients who are prone to the disease and the negative 
prediction can truly predict the ratio of patients who are healthy in clinical decision support systems. 
The diagnostic test evaluation calculator indicating the diseased and non diseased cases are represented 
in Fig. 4.

Results and Discussion

In this section, we made a comparative analysis of different reviewed methods under different evaluation 
parameters as mentioned above. The results attained by the reviewed methods are provided in Table 3.

Results Analysis Interms of Precision and Recall

Fig. 5 shows the comparative analysis of different methods interms of precision and recall. From all the 
compared methods, it is noted that the NB (Class NO) achieves a maximum precision value of 98.1 and 
recall value of 95.1. At the same time, SVM (Class NO) attains almost higher precision and recall values 
of 97 and 97.5 respectively. In line with, SVR-NGA-II offers higher performance with the precision 
and recall values of 91.8 and 87.2 respectively. Though these values seem higher, it is not superior to 
NB and SVM (Class NO). Similarly, the SVM-NGA-II attains slightly lower performance than SVR-
NGA-II with the precision and recall values of 90.48 and 85.6 respectively. Likewise, SVM (Class YES) 
shows somewhat better results with the precision and recall values of 89.2 and 86.8 respectively. At the 
same time, the NB (Class YES) also performs well with the precision and recall values of 81.4 and 92.1 
respectively. In the same way, the SVM (T2D) manages to perform will with the precision and recall 
values of 84.41 and 55.93 respectively.

The other methods namely FLANN (T1D), SVM (T1D), MLP (T2D) and FLANN (T2D) achieves a 
lower precision and recall values of 73.06 and 59.41, 78.68 and 56.61, 78.24 and 55.96, and 75.13 and 
55.96 respectively. In line with, some of the other methods such as Smalter’s method, ProDiGe, PUDI 
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and SFM also fail to show better results with the precision and recall values of 63.5 and 73.2, 72.6 and 
60, 75.3 and 80.7, 77.3 and 79.9, respectively. From the above tables and figure, it is evident that the 
NB (Class NO) method shows effective results with the precision value of 98.1 and recall value of 95.1.

Results Analysis Interms of Accuracy

Fig. 6 investigates the results attained by various methods interms of accuracy. The value of accuracy 
should be maximum for better performance. From the figure, it is clear that the two methods namely 
SVM and DWKNN (GA-version 3) obtains maximum accuracy of 95.52 and 95.5 respectively. In addi-
tion, NB method also tries to depict maximum performance with the accuracy of 94.53.

At the same time, WKNN (GA-version 2) and HMV (BDD) also shows competitive results with the 
accuracy values of 92.87 and 93.05 respectively. And, three methods namely NB (BDD), LR (BDD) and 
SVM (BDD) showed near identical results with the accuracy values of 91.32, 91.81 and 91.56 respectively. 
The KNN (GA-version 1) also shows better results with the high accuracy of 90.5. Unfortunately, these 
various methods attains higher values, but not than SVM and DWKNN (GA-version 3). And, some of 
the methods namely RelifF LRBF, Sensitivity Analysis Linear, Sensitivity Analysis LRBF, SVM-RFE 
Linear Nomogram-RFE LRBF, DT C5.0 and HMV (PIDD) showed near identical results with the ac-
curacy values of 77.3, 77, 77.2, 77.8, 77.6, 77.87 and 77.08 respectively. Among the compared ones, 
Naïve Bayes Network shows minimum accuracy of 71.5 whereas SVM shows maximum classification 
accuracy of 95.52.

Figure 5. Results analysis interms of precision and recall
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Results Analysis Interms of Sensitivity and Specificity

Fig. 7 shows the comparative analysis of different methods interms of sensitivity and specificity. From 
all the compared methods, it is noted that the DWKNN (GA-version 3) achieves a maximum sensitiv-
ity value of 95.83 and maximum specificity value of 99.7 is attained by NN (Neuropathy). At the same 
time, HMV (BDD) attains almost higher specificity and sensitivity rates of 94.12 and 97.96 respectively. 
In line with, NB (BDD) offers higher performance with the sensitivity and specificity values of 94.77 
and 95.04 respectively. Though these values seem higher, it is not superior to DWKNN and NN. Simi-
larly, the SVM (BDD) attains slightly lower performance than DWKNN and NN with the sensitivity 
and specificity values of 94.02 and 96.21 respectively. Likewise, SVM (PIDD) shows somewhat better 
results with the sensitivity and specificity values of 78.99 and 88 respectively. At the same time, the 
LR (BD) also performs well with the sensitivity and specificity values of 92.35 and 98.54 respectively. 
In the same way, the HMV (PIDD) manages to perform with the sensitivity and specificity values of 
78.93 and 88.4 respectively.

The other methods namely RelifF RBF, NN, DT C5.0 and ANN achieves a lower sensitivity and 
sensitivity values of 88.2 and 54.3, 74.44 and 98.55, 64.49 and 75.15, and 75.7 and 75.7 respectively. In 
line with, some of the other methods such as Sensitivity analysis Linear, Nomogram-RFELRBF, Hybrid 
and LDA-ANFIS also fail to show better results with the sensitivity and specificity values of 88.7 and 
54.9, 88.7 and 56.8, 80.3 and 87.3, 83.33 and 85.18, respectively. From the above tables and figure, it is 
evident that the DWKNN (Class NO) and NN method shows effective results with the sensitivity value 
of 95.83 and specificity value of 99.7.

Figure 6. Results analysis interms of accuracy
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Results Analysis Interms of F-measure

Fig. 8 investigates the results attained by various methods interms of F-measure. From the figure, it is clear 
that the two methods namely SVM and HMV obtain maximum F-measure of 95.1 and 96 respectively. 
In addition, LR method also tries to depict maximum performance with the F-measure of 95.35. At the 
same time, SVM and HMV (PIDD) also show competitive results with the F-measure values of 83.25 
and 83.4 respectively. And, three methods namely NB (PIDD), and LR (PIDD) showed near identical 
results with the F-measure values of 81.64, and 82.12 respectively. The SVR NGA-II also shows better 
results with the high F-measure of 89.25. Unfortunately, these various methods attains higher values, but 
not than SVM and HMV. And, some of the methods namely SVM-NGA II, Smalter’s method, PUDI, 
SFM, ProDiGe showed results with the F-measure values of 87.97, 68, 77.9, 78.5, and 66 respectively. 
Among the compared ones, ProDiGe shows minimum accuracy of 66 whereas HMV shows maximum 
classification accuracy of 96.

Results Analysis Interms of AUC

Fig. 9 investigates the results attained by various methods interms of AUC. From the figure, it is clear 
that the two methods namely Nomogram-RFE Linear and Sensitivity analysis LRBF methods obtain 
maximum AUC of 0.847 and 0.845 respectively. In addition, RelifF LRBF method also tries to depict 
maximum performance with the AUC of 0.843. At the same time, Sensitivity analysis Linear and Sensi-
tivity analysis RBF also shows competitive results with the AUC values of 0.833 and 0.835 respectively. 

Figure 7. Results analysis interms of sensitivity and specificity
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And, two methods namely RelifF RBF and Sensitivity analysis RBF showed identical results with the 
AUC values of 910.835 and other two methods named as SVM-RFE Linear and Nomogram-RFE Linear 
shows similar outcomes of 0.832 AUC. The ANN (Sub-Model 1) also shows better results with the high 
AUC of 0.837. Unfortunately, these various methods attains higher values, but not than Nomogram-
RFE Linear. And, some of the methods namely RelifF LRBF, LR(Sub-Model 1), ANN (Sub-Model 2), 
LR(Sub-Model 2), ANN (Sub-Model 3), LR (Sub-Model 3), NB (waist-to-hip ratio+TG in men), LR 
(waist-to-hip ratio + TG in men), NB (rib-to-hip ratio+ TG in women), LR (rib-to-hip ratio+ TG in 
women) showed results with the AUC values of 0.843, 0.778, 0.7, 0.604, 0.828, 0.778, 0.653, 0.661, 
0.73 and 0.735 respectively. Among the compared ones, LR (Sub-Model 2) shows minimum AUC of 
0.604 whereas Nomogram-RFE Linear shows maximum classification AUC of 0.847.

CONCLUSION

In the fast growing world, a number of disease existences tend to increase drastically and data mining 
applications find useful in assisting it. Since numerous disease prediction models have been developed, 
it is difficult to explore the valuable literature in the health care domain. This chapter has reviewed the 
present overview of research that is done in the healthcare sector utilizing different data mining meth-
odologies for prediction and classification of diverse diseases. Also, a detailed comparison of reviewed 
methods also takes place to better understanding the existing models. An experimental study is also done 
to analyze the performance of data mining algorithms.

Figure 8. Results analysis interms of F-measure
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ABSTRACT

The ever-rapid development of technology in today’s world tends to provide us with a dramatic explosion 
of data, leading to its accumulation and thus data computation has amplified in comparison to the recent 
past. To manage such complex data, emerging new technologies are enabled specially to identify crime 
patterns, as crime-related data is escalating. These digital technologies have the potential to manipulate 
and also alter the pattern. To combat this, machine learning techniques are introduced which have the 
ability to analyse such voluminous data. In this work, the authors intend to understand and implement 
machine learning techniques in real time data analysis by means of Python. The detailed explanation 
in preparing the dataset, understanding, visualizing the data using pandas, and performance measure 
of algorithm is evaluated.

INTRODUCTION

According to FBI (Federal Bureau of Investigation), crimes are defined as an offensive which involves 
threat of forces. The violent crimes are comprised with main four forms: murder, rape, robbery and 
aggravated followed by a property crimes (“Violent Crime - Crime in the United States 2009,” n.d.). 
From traditional days to modern days, crimes have been evolved in various forms like computer crime, 
computer- related crimes, cyber-crimes and digital crimes. Computer crimes are defined as any crime act 
committed via computers and when computer involved in criminal act it is known as computer-related 
crimes. Cybercrime encompassed of criminal act including misuse of computers which are connected 
to internet. Finally, a relatively new and advanced crime called digital crime where attacks includes un-
authorized network access, manipulation and dissemination of sensitive information, theft of data, child 

Analysis of Crime Report by 
Data Analytics Using Python

G. Maria Jones
Saveetha Engineering College, India

S. Godfrey Winster
SRM Institute of Science and Technology, India

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



55

Analysis of Crime Report by Data Analytics Using Python
 

pornography, narcotics traffickers and many more. As more number of digital devices evolved when 
compared to olden days, the data stored on digital gadgets are massive. Initially, hacking was coined by 
Massachusetts Institute of Technology (USA) in 1960s.

Computer Criminal activities have existed for decades and came to forefront in mid-80’s which ex-
posed the vulnerability of system data. In 1986, a German hacker used personal computer and modem 
for exploiting sensitive information by tapping into a military database (Britz, n.d.). In 1988, a student 
crippled over 6000 computers and damaged millions of computers by Morris Worm which infected 10% 
of computers connected in a network by exploiting UNIX operating system security holes. In mid-80’s, 
many Phreakers were involved in manipulation of telecommunication system (Britz, n.d.). The follow-
ing table.1 showcases the evolution of cyber-attacks starting from 1960. Industrial Big data, Mobile 
Devices, Internet of Things, Network connected devices and data-driven techniques are enabled and 
accessed through networks (LAN,WAN, etc.) to accumulate the enormous amount of information from 
connected machines and turn the big machinery data into actionable information (Zhao et al., 2019). 
The automation of systems has immense impact as it is proficient in detecting fraudulent activities from 
huge volumes of data, to design and develop machine learning algorithms to detect fraud. The growing 
addiction to technology in the present setup is an invitation to attempt cyber-crime and so counter mea-
sures are essential to tackle such criminal activities. With the accessibility of latest smartphones with 
2G, 3G, 4G and upcoming 5G technologies, the user has the opportunity to communicate and exchange 
every piece of information using e-services which includes social networks, e-mails, blogs, etc (Méndez, 
Cotos-yañez, & Ruano-ordás, 2019).

The availability of data sets is enormous and since there is huge volume of data, storage and sophisti-
cated software are at hand, the potential threat incidents are very likely to occur and so data analysis aids 
in preventing and detecting the crime. Further, collaborative efforts among investigation departments, 
researchers, and businesses has led to the development of data analytical techniques which have effective 
accompanying tools, such as variety of programming languages, software programs, applications, etc. 
To extract useful information from raw data and make appropriate decisions from this data, machine 
learning techniques have been recognized as a powerful solution. As a branch of Artificial Intelligence 
(AI), Machine Learning (ML) and deep learning models provide a platform to represent the data, clas-
sify and predict data patterns of information processing. About 93,000 fraud cases had been registered 
in China regarding mobile phones in the form of mails, messages, live chats, calls, social networking 
posts etc.(Wei, Sunny, & Liu, 2019).

The machine learning algorithms are classified into three types. They are supervised learning, un-
supervised learning and reinforcement learning. Since machine learning is an advanced technique, it 
has the capacity to detect the crime with highest accuracy. In this chapter, the author offers techniques 
of data analytics methodologies to detect the criminal pattern which can be advantageous for criminal 
investigation to be effective and also to prevent crime. There are many facts that can allow law enforce-
ment departments to provide and use their sources in crime scene to prevent from manipulating of original 
data and also helps to monitor the crime. These measures can efficiently prevent and respond quickly 
to criminal activities (Catlett, Cesario, Talia, & Vinci, 2019). The chapter considered a case study of 
Chicago, San Francisco and India crime report for analysing and visualizing. All the crime report has 
been gathered from online repository with more than 70 thousand crime event details including X and 
Y axis co-ordinates. The experimental results show the effectiveness of achieving great accuracy in ML 
algorithms.
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The main goal of this work comprised of developing data visualization methods which can address 
the visualization and ML techniques to various form of crime. Thus, the main focus is to help the com-
mon person to understand the crime rate which has been increasing and also for police department in 
detecting crime patterns and perform crime analysis to formulate strategies for crime prevention and 
reduction. The present work proposes the use of data visualization techniques with a common goal of 
developing analysis tool. For this aim, the following objectives were formulated.

• To analyse and develop a data cleaning algorithm which cleans and remove unwanted data from 3 
city crime dataset for ML algorithm.

• To enhance ML algorithms to identify crime patterns from historical data.
• To explore and enhance supervised algorithms to predict future crime behaviour based on previ-

ous crime trends.
• To identify and analyse common crime patterns to reduce further occurrences of similar incidence.
• To develop anomalies detection algorithms to identify change in crime patterns.
• To analyse the crime incident based on social media content by sentimental analysis.

The rest of the chapter is organized as follows. Section 2 provides a brief literature survey of data 
analytics and their application used ML. Section 3 gives the basic introduction to data visualization 
technique, Section 4 provides the approaches to solve problems in cyber security using ML. Section 5 
presents the detailed methodology of the system. Section 6, 7 and 8 gives visualization process using 
data analytics and describes the experimental evaluation of Chicago, San Francisco and India crime da-
taset, Section 9 provides how sentiment analysis used for crime data and Finally, Section 10 concludes 
with future directions.

REALTED WORK

There are many applications from various fields are used by machine learning approaches. The work of 
(Karie, Kebande, & Venter, 2019) proposed a new concept of deep learning cyber-forensics framework 
to bring out the efficiency into cyber forensics field for managing and helping the investigation process. 
The future work mentioned as to work with the help of deep learning algorithms. A hybrid approach done 
by (Carcillo, Borgne, Caelen, & Kessaci, 2019) to analyse supervised learning and unsupervised learn-
ing for detecting fraud with promising result through cluster approach for AUC-PR. The author (Catlett 
et al., 2019) presented an approach based on spatio temporal and auto regression model for detecting 
crime in the cities of Chicago and New York yielding higher accuracy than earlier research. The work 
of (Liew et al., 2019) proposed a security alert mechanism for identifying phishing URLs of twitter user 
by using random forest algorithm with 11 classification class of twitter which acquired the accuracy of 
97.50% effectively. The work presented by (Saeid, Rezvan, & Barekatain, 2018)about various machine 
learning algorithms with the challenges of IoT by considering smart cities wherein they explained how 
techniques are applied to retrieve the information.

The author (Comput, Kozik, Choraś, Ficco, & Palmieri, 2018) proposed an attack detection by us-
ing extreme learning machine algorithm from edge computing. The survey presented by (Ryman-tubb, 
Krause, & Garn, 2018) on payment fraud detection by Artificial Intelligence and Machine Learning with 
challenges and also mentioned that the future direction for research would be cognitive computing. The 
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Long Short-Term Memory (LSTM) (Jurgovsky et al., 2018) was employed to detect credit card fraud 
during the transactions. The author introduced (Ghiassi & Lee, 2018) n-gram and statistics approach 
for sentimental analysis to estimate the accurate tweet sentiments from twitter. A Method developed 
by authors (Nami & Shajari, 2018) for detecting fraudulent transactions with cardholder spending be-
haviour and achieved 23% of prevention of damage with proposed method. A scalable real-time fraud 
finder (SCARFF) method (Carcillo et al., 2018) presented which is integrated with Machine Learning 
for identifying credit card fraud with real time data set. The author (Méndez et al., 2019) introduced a 
feature selection method for detecting spams and compared the results with information gain and latent 
dirichlet allocation. The work was disclosed with the aim of identifying the adversaries by performing 
closed and open set experiments with correctly identified performance ranges from 82.2% to 97.9% and 
73.8% to 77.6% respectively (Mondal & Bours, 2018).

The model’s robustness score were evaluated by an author using two machine learning algorithms, 
where the first algorithm was to select the features and the second algorithm is used to find the malware 
detection with highest accuracy in classifying malware executable (Katzir & Elovici, 2018)(Jones, 
Geoferla, & Winster, 2020). The main objective of the research was to detect suspicious call log activi-
ties from mobile phones by using machine learning algorithm for improving cyber-resilience activities 
(Nguyen, Minh, Tran, & Hluchy, 2018). The machine learning and deep learning approaches are reviewed 
by (Gbenga, Stephen, Chiroma, Olusola, & Emmanuel, 2019) for spam filtering application where the 
mails are classified into spam and ham from publically available dataset with evaluating performance 
metrics. To identify criminal networks (Qazi & William, 2019) proposed a method to find crime places, 
objects of crime using spatial temporal method and also demonstrated it with burglary dataset. The work 
of (Wei et al., 2019) examined the vulnerability on mobile internet especially in social networking sites 
and also evolved the pattern of fraud, suspicious messages. The author (Das & Das, 2019) proposed 
a graph based clustering in crime report of United states of America, United Arab Emirates and India 
by using ML techniques especially with supervised and unsupervised learning. Behavioural Evidence 
Analysis(BEA) analysed and evaluated (Al, Bryce, Franqueira, Marrington, & Read, 2019) 5 real time 
cases on Dubai police report where investigators can get better understanding of victims and offenders.

The Chicago hotspot crime map data (Mohler, 2014) had taken from online publically available for 
analysing short and long term pattern by using EM algorithm and also mentioned that future work is 
aimed to improve the accuracy of the system. This work had given the challenges, roles for detecting text 
based cyber-stalking by using machine learning methods and also discussed about Anti cyber stalking 
text based system framework (Frommholz, Martin, Zinnar, Mitul, & Emma, 2016). The article gives 
the importance of mobile forensics and also retrieving and reconstructing the information from terror-
ist for investigation purpose (Dwi et al., 2016) (Jones & Winster, 2017). The author investigated and 
demonstrated the technique used for forensics investigation and concluded that no other technique can 
recover all data from mobile devices (Grispos, Storer, & Bradley, 2011) (Maria Jones, Godfrey Winster, 
& Santhosh Kumar, 2019) . The cyber bullying and low level drug dealing criminal activities pattern 
are identified by using neural and neurofuzzy techniques on an original dataset (Barmpatsalou, Cruz, 
& Member, 2018). The work describes identifying malicious call activity on network over 9 billion 
records by using machine learning approach (Li, Xu, Liu, Ren, & Wu, n.d.). The author proposed two 
algorithms for removing identifying image forgery and also the source of image which was developed 
for strengthen the mobile forensics approach (Javier et al., 2017).

The authors (K K & Vinod, 2018) approached the crime detection process using Data Mining technique 
which consist of pre-processing, clustering, classification and visualization for providing good result. 
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The authors also used RF (Random forest) and NN (Neural networks) algorithms for crime classifica-
tion whereas for clustering the crime, they used K-means algorithm. The WEKA tool has been used for 
analysing the crime data in India during the period of 2001 to 2012. The another authors (Yadav, Tim-
badia, Yadav, Vishwakarma, & Yadav, 2017) used India crime data during 2001 to 2014 for analysing 
the crime rate by using supervised, unsupervised and semi-supervised learning. The proposed work is 
analysed by feeding the historical data for training the data by using WEKA tool.

APPROACHES TO SOLVE MACHINE LEARNING TASKS

There are three types of learning algorithms are used to solve complex problems. They are as follows:

Machine Learning Algorithms in Cyber-Security

Let’s analyse the different methods of machine learning techniques to solve the cyber security problems 
in real time scenario.

1. Supervised Learning

The supervised learning is defined as, the input and target data which is labelled/ known. For analysing, 
it should contain a greater number of training data with input and corresponding output. For example, 
consider a basket with 3 different types of fruits say apple, banana and cherry which have their own 
unique features. The algorithm will learn about their physical characters (size, colour, shape and fruit 
name) by training. During the testing process, the algorithm will be able to classify the fruit based on 
the size, colour, shape and Fruit name learned during training. Here, the author can assume that input 
variable is P and the output variable is X and the supervised learning mapping function from input to 
output variable is as follows:

X = f(P) (1)

Generally, supervised learning is classified into two types. They are classification and regression. The 
algorithms included in supervised learning are: Liner Regression, Logistic Regression, Naïve Bayes, 
Decision Tree, Random Forest and Support Vector Machine.

a. Regression

Regression is also known as prediction which is used to predict the task. The best example for regres-
sion is the prediction of prices of the house, age, weather etc. In cyber security field, it can be applied to 
predict fraud detection. The feature in cyber security (e.g., the total amount of suspicious transaction, ID, 
location, etc.) is to determine and analyse the probability of fraudulent actions. The following algorithms 
can be applied for regression tasks.

i.  Liner Regression
ii.  Polynomial Regression
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iii.  Decision Trees
iv.  SVR (Support Vector Regression)
v.  Random Forest

b. Classification

Classification consists of classifying the output variable with either or choices, such as, white or black; 
spam or ham, etc. In terms of cyber security domain, it means filtering of spam or ham emails, clas-
sifying fraudulent and authorized transaction data. The supervised learning approaches are suitable for 
classification where examples of certain groups are known. All classes should be defined in the begin-
ning. Below mentioned algorithms are used for classification tasks.

i.  Logistic Regression
ii.  K-Nearest Neighbors (K-NN)
iii.  Support Vector Machine (SVM)
iv.  Kernel SVM
v.  Naïve Bayes
vi.  Decision Tree
vii.  Random Forest

2. Unsupervised Learning

The next learning algorithm is unsupervised learning in which input is known whereas output is unla-
belled/ unknown. From the example of the fruit, the output is not known. So, it should be categorized 
based on physical characters. The unsupervised learning is represented X as the input.

The unsupervised algorithms are clustering and association. The input variable P is given but no 
corresponding output will be present. Some algorithms in unsupervised algorithms are K-means clus-
tering, dimensionality reduction, Principle Component Analysis (PCA) and Independent Component 
Analysis (ICA).

a. Clustering

Clustering is an unsupervised learning. In simple words, it can be described as grouping of same data 
points and which are used to find the groups in the particular data set. Social network analyses, pattern 
recognition, medical imaging, etc. are the applications of clustering algorithm. Identifying criminal 
activity by analysing GPS data logs, and to detect the fraudulent activities is one of its applications in 
cyber security domain. The following algorithms are used for clustering

i.  K-means Cluster
ii.  Bayesian Network
iii.  Gaussian Mixture Model
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b. Dimensionality Reduction

Dimensionality Reduction is mostly used in classification task and also for predictive modelling. When 
there are more data features, it’s harder and difficult for data visualization. In the domain of cyber se-
curity tasks, face detection from crime scene, IoT botnet detection, etc.

i.  Principal Component Analysis
ii.  Linear Discriminant Analysis

3. Reinforcement Learning

Reinforcement learning is all about decision making and it is known as semi-supervised learning. It can be 
used in neural network. Some applications of reinforcement learning are game programming, information 
retrieval, traffic system, etc. Reinforcement learning is comprised with many software’s and machines 
to find out the better behavioural in a particular situation. It is different from supervised learning where 
supervised learning is trained with the correct answer but reinforcement and unsupervised learning are 
not trained with the correct answer. It will learn from it experience from the absence of answer model. 
So, the decision is dependent. The best example for reinforcement learning is chess game. The following 
are the applications of reinforcement learning.

i.  This type of learning model can be used in robotics for industrial automation.
ii.  To be used for automobile, aircraft control.
iii.  Can be used for business planning and for data pre-processing in Machine Learning.

Figure 1. Architecture diagram of the system
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METHODOLOGY

In this session, a detailed proposed architecture is explained in figure.1. Once the report has been col-
lected in CSV format, the noise has to be removed and report is pre-processed into training, testing and 
feature selection. Here, supervised learning is used for the implementation. Finally, the validation model 
is implemented with accuracy, precision, recall and F1* score.

ANALYSIS OF CHICAGO CRIME DATA

In the following sections, the authors describe the steps carried out in our analysis in Chicago data: (i) 
dataset preparation (ii) visualization and detection of crime occurrence (iii) algorithm analysis and (iv) 
training and evaluation of models.

Dataset Preparation

The data visualization technique is carried out with the help of python language and real time crime 
dataset is used for analysis. Most of the crime dataset is collected from UCI, Kaggle, Data.gov, Github 
repository. In this chapter, Chicago Crime Report has been gathered from the ‘Chicago Data Portal’ po-
lice department where crime reports from 2001 to the present with all the necessary details are reported. 
The full survey of Chicago crime is showed in figure 2. The authors have taken the crime report from 
2017 to 2019 for analysis. All statistics data are stored in comma separated value (.CSV) file format. A 
detailed representation of crime dataset is found below:

Tuples = {Date, Block, IUCR, Primary Type, Description, Location, Arrest, Domestic, Beat, District, 
Ward, Community Ward, FBI Code, X Coordinates, Y Coordinates, Year, Latitude, Longitude, 
Location, Zip Code, Community Area, Wards, Police District and Police Beats }

Figure 2. Crime Rate report from 2001 to 2019 (till July 22 2019)
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After importing the library, we read the dataset using function read_csv() function as shown in figure 
3 to read the comma separated file for analysing in python.

Once the Crime dataset has been read, the author can view a few instances from corresponding data 
set. So, head() function is used to view the five rows from dataset which is shown in figure 4. The com-
mands like head(5), tail (5) are used to display the first 5 rows and last 5 rows respectively from dataset.

Next, the summary of the dataset in numerical fields is viewed by the describe() function. The data 
is separated into test and training. Figure 5. Representation can is done by hist() function where the size 
can by bins.

Figure 3. Importing libraries and dataset

Figure 4. Displaying output for head()
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One of the finest visualization techniques is Heapmap which is handy to compare variables with 
respective to the values. Seaborn are based on matplotlib library. From seaborn library, this function 
creates a grid for all the instances with 2D input matrix with certain data and values to the heatmap and 
it exactly displays the output plot in the shape of a matrix as shown in figure 6.

Figure 5. Shows the histogram of crime report

Figure 6. Represents the heap map of testing set
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Visualization Crime Occurrence Detection

The authors are set to analyse crime report of Chicago data from 2017-2019. In figure 7, the authors 
grouped the crime report by year and plotted the crime occurrence from 2017 to 2019. To reduce pro-
cessing time in analysing huge amount of data, a data analytics method is considered to visualize number 
of crimes occurred in three years as shown in figure 7. Each year, the crime rate had been increased.

This work takes into consideration the analysis of arrest data and years from crime dataset. Figure 
8 gives the detailed understanding of arrest rate with labels of true and false. The four years arrest data 
are taken into consideration to analysis the true and false data of crime report.

Figure 7. Shows the total crime rate taken place in 3 years

Figure 8. Displays the arrest data corresponding to year
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This analysis evidently provides the understanding of crimes committed by criminals where “Theft” 
& “Battery” have a highest committed count as shown in figure 9. However, the other crime types are 
also taken into considerations for analysing. Figure.9 gives pictorial representation of crime types from 
highest to lowest order.

Algorithm Analysis

In this chapter, the authors have used classification algorithms from supervised learning. The detailed 
explanations of these algorithms are explained as follows:

1. Logistic Regression

Generally, logistics regression is statistical method for analysing the data with more independent vari-
able. In a classification problem, the target variable y, can take only discrete values for given dataset 
of features x. The simple Logistic regression models can be calculated using the sigmoid function as 
shown in equation (2):

P z
e y( ) =
+ −

1

1
 (2)

In machine learning, it is used to identify the classification problem. Some examples of binary clas-
sification problems include:

Figure 9. Shows the number of crimes happened
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• To identify Spam or ham email
• Fraudulent activities (yes/no)
• To Diagnosis a disease malignant or benign.

2. K-NN

K nearest neighbors or KNN Algorithm is also used for classification and regression task. In KNN, it 
classifies the data points based on the distance function and if the points of nearest neighbours increases, 
the accuracy of the system might be increases. The distance can be calculated by using Euclidean, Man-
hattan and Hamming distances,

3. Naïve Bayes

Naïve bayes algorithm is based on conditional probability where the best hypothesis (h) is selected from 
data set (c). It works based on assumption of independent variables and it be calculated by following 
equation (3):

P h c
P c h P h

P c
( | )

|
=
( )× ( )

( )
 (3)

Where,
P(h|c) = The probability of h (hypothesis) given that c (crime rate) has occurred.
P(c|h) = The probability of crime occurring given that h has occurred
P(h) = The probability of hypothesis h occurring.
P(c) = The probability of crime event has occurring.

4. SVM

A Support Vector Machine is used for both classification and regression problems generally differenti-
ating the classes by separating hyper plane. Hyper plane helps to classify the data points. SVM can be 
implemented by using kernel which can be calculated as shown in equation (4).

g y B x y yi i
i

n

( ) ( ( )= + × ×
=
∑ 0
1

 (4)

However, there are three different types of kernels that are commonly used in support vector machine 
and they are as following equations (5), (6) and (7).

Liner Kernel

g(y,yi) = Σ(y×yi) (5)

Polynomial Kernel

k(y,yi) = 1 + Σ(y×yi)
d (6)
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Radial Kernel

K y y ei
gamma y yi( , )

( )= ∑− × − 2

 (7)

5. Decision Tree

A decision is also known as classifier in the form of tree where it has root node, children node and a 
leaf node. So it is called as tree structured classifier. In decision tree, initial starting condition goes with 
root node, based on the test, the next decision branch will be taken and it goes on till the leaf node. Here 
classification, regression and probability examples can be predicted.

6. Random Forest

Random Forest Algorithm can be used to solve both classification and regression problems. It is similar 
to decision tree working nature. The accuracy gets higher when more number of trees is in forest. Some 
applications in random forest algorithm are banking sector, e-commerce, Medicine, cyber security, etc.

Training and Evaluation of Models

The evaluation model of Chicago dataset is initially trained on 60% of dataset and 40% has been per-
formed on the test dataset, which consists of the last three years of data (i.e., years 2017–2019). The 
cross-validation method is used to divide the data into k fields and it has to be repeated k times. Each 
time the k data will be taken for training and k-1 times for testing where k can be either 5 or 10 depend-
ing on datasets. Figure 10 observes the performance measure of evaluation. To this end, performance 
measures have been evaluated using accuracy, precision, recall and F1*score which is given in following 
equations (8), (9), (10) and (11). The evaluation metrics are used to calculate the accuracy of the crime 
detection and verify the efficiency of the algorithm by using TP (True Positive), FN (False Negative), 
TN (True Negative) and FP (False Positive). The percentage of accuracy is calculated by the ratio of 
correctly identified TP rate in crime rate over the total amount of crime sample as shown in the equation 
(8). The precision rate is calculated by the ratio of correctly identified crime rate by total sum of TP and 
FP as shown in the equation (9). The recall sample is calculated same like precision with the difference 
of ratio of TP over the sum of TP and FN as given in equation (10) and finally F1* Score is calculated 
with the prediction accuracy by using P and R as per the equation (11).

Accuracy
TP TN

TP FP TN FN
n n

n n n n

=
+

+ + +
 (8)

Pr ecision
TP

TP FP
n

n n

=
+

 (9)
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Re call
TP

TP FN
n

n n

=
+

 (10)

F1 * Score = 2 * PR / (P + R) (11)

After collected the crime data from official website of Chicago police department, the data are pre-
processed and analysed the pattern by using ML algorithms. Here, we used six supervised algorithm. 
Such as, logistic regression, K-NN, Support vector machine, decision tree and random forest. The evalu-
ation result shows the logistic regression, SVM and random forest performs good with higher accuracy 
of 94 whereas KNN, Naïve Bayes and Decision tree gives the accuracy of 93, 39 and 85 respectively 
as shown in fig.10.

Analysing San-Francisco Crime Data

San Francisco was first evolved in the year 1849 during Gold Rush of California when the city expanded 
both in terms of land area and population. Since, the population were increasing rapidly; the social 
problems and crime rate are also increasing highly. Analysing and predicting the crime is one of the 
important factors to reduce the threat for people and also essential task for police department to find 
out the occurrence of crime. In this section, different approaches of data visualization have been used 
for analysing the San Francisco crime report for clear understanding about crime. Data visualization is 
the act of representing the information in visual formats for understanding the patterns and relationship 
between each data with visual images. Since data are increasing, human interpretation becomes tough 

Figure 10. Present the final output for evaluation metrics
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and requires more time. So, machine learning task makes it easier to analyse the prediction and detection 
process. Predictive analysis provides the best evaluation of what comes in future.

Based on the historical data, the predictive analysis works to predict the unknown events of future. 
Some techniques like data mining, statistics, Artificial intelligence and machine learning modelling are 
used to analyse and predict the future. Generally, data visualization is not only essential for data scien-
tists, it is important and necessary for all fields like marketing, industries, finance, institutions and so 
on. Detecting and predicting the crime rate is an essential task for improving the police department. So 
that, the threat ratio might be reduce. Here, the San Francisco crime data is analysed which is collected 
from kaggle repository. We have collected about 80,000 with 8 variables from 2003 to 2015 occurred 
crimes. The data set comprised with following observing features:

• Time and date
• Crime Incident
• Description of crime
• Week
• District
• Resolved Cases
• Address
• X and Y – Latitude and Longitude

From San Francisco dataset, there are about 25 varieties of crimes where murder, theft, assault, drug 
dealing are most frequent crimes. We concluded from Figure 11 that the top 15 crimes occurred in San 
Francisco city. So it is necessary to allocate more number of law enforcement resources to dealing with 
these types of crimes as they are more likely to occur. As part of our visualization analysis, we also ana-
lysed how the occurrences of crimes in districts wise as shown in figure 12. From analysis of figure 12, 
we could see that district of southern police department handled more cases than park police department.

Figure 11. Present the major crimes in San Francisco
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The crime distribution may be categarized as major crime occurred, hour, distict, week days and so 
on. Meanwhile, we were interested in analysing the when the crimes are occurring in and district and 
week days. For that, we have used matlabplot library. As shown in figure 12, southern police department 
has handled many cases whereas the most occurrence of crime has appeared on Friday when compared 
to other days.

The comparison between district and crime occurrence is categorized as shown in figure 13. Using 
panda crosstab library, the visualization is made and we can easily analysis the category of crime in 
district wise. The San Francisco crime seems to have top 5 crimes occurs as 66% of world records by 
statistical report (Abouelnaga, 2016).

Figure 12. Present the final output for evaluation metrics

Figure 13. The occurrence of crime in district and day wise
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Analysing India Crime Data

There is a huge amount of violent and property crimes are readily increasing around the world. In this 
section, the effort is taken to analyse and represent the crime rate in India between the time intervals of 
2001 to 2012. A comparison were done on IPC crimes for 1999 and 2006 committed crimes by (Dutta, 
Mousumi and Husain, 2009) . From analysing result, it shows that both violent and property related 
crimes are highly dominant when compared to others crimes in both years.

The crimes against person which includes like murder, kidnapping, homicide etc. are largely in-
creasing and also economic crimes also get increasing. Meanwhile, crimes against women, property 
and public are fallen down by 2%. Due to challenges in crime, the law enforcement, justice, courts and 
other legal processing should incorporate the novel methods, techniques to prove the guilt. An analysis 
of crime will tend to provide essential policies implications and also this analysis will help to improve 
the understanding of Indian crime rate. Since, effective usage of communication technology, the illicit 
drug marketing also plays a major role in crime analysis which globally affects the ratio of crime rate.

Based on the report given by National Crime Records Bureau (NCRB), in India the crimes like 
burglary and robbery are reduced a period of 53 years with the percentage of 79.8 and 29 respectively 
whereas the other crimes like murder and kidnapping has been increased by 7% and 48% respectively. 
Crime analysis is defined as the identification of crime task and behavioural relationship with criminals. 
Some popular crimes in India are listed as: murder case that happened during 2005 at Uttar Pradesh, 
Terrorist attack during 2008 at Mumbai and many more (K K & Vinod, 2018). The Intelligence Bureau 
of India has published the annual crime report occurred in India during 1953. This intelligence system 
continuously collected the crime report and published the national crime report till 1986. The NCRB 
took over and started publishing systematic report with statistics for all states, union territories for six 
violent crimes. In this section, again data visualization technique is used with the help of python lan-
guage and real time crime dataset is used for analysis. For analysing Indian crime, the real time dataset 
is collected from Kaggle. Indian Crime Report has been gathered from 2001 to the 2012 with all the 
necessary details are reported. All statistics data are stored in comma separated value (.CSV) file format. 
A detailed representation of crime dataset is found below:

Tuples = {state, district, year, murder, homicide, rape, kidnapping, cheating, burglary, auto theft, arson, 
cheating, dacoity, robbery, theft and so on}

From 2001 to 2012 the highest occurrence of crime is visualized in a line graph using matlapplot. 
From figure 14, we can understand that theft placed in higher degree where as many other crimes placed 
at lower degree. Almost all types of crimes are taken under consideration which will be useful for public 
to stay aware of criminals and for police department to find out the criminals.

The figure 15 represents the crime categorized based on the highest crime rate appeared in state wise 
in India. From figure 15, we can see that Madhya Pradesh has the highest range of crime occurred from 
2001 to 2012 and also Lakshadweep is lowest range among all state.

The figure 16 represents the heapmap of crime appeared in state wise in India. The correlation con-
cept represents covariance matrix.
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Figure 17 represents the crime categorized based year regarding the frequencies of crime on each 
year rate appeared in state wise in India and also represents the percentage of murder which is evaluates 
from 2001 to 2012. We can see that the percentage of murder cases has got highest peak in the year 
2009. From frequency of crime rate figure 17, we can understand that each year the ratio of crime is 
increasing not have any evidences of slowing down.

ANALYSING SOCIAL MEDIA CONTENT

Over past few years, the social media has reached dramatic popularity for personal communication which 
makes people more convenient in sharing, posting their opinions, views and so on. The most popular 

Figure 14. Crime committed in India from 2001 to 2012

Figure 15. Highest crime states in India

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



73

Analysis of Crime Report by Data Analytics Using Python
 

sites are Facebook, YouTube, Instagram, Twitter and so on. Each social medial platform has millions of 
users which not only makes convenient to people but also allows user to connect the people around the 
globe with the help of internet facilities. These platforms are also useful for advertising, recruiting new 
employees, and so on. Social media provides a platform for good and bad means of communication. 
Sometimes, social media provides a way for cybercrime unlike traditional crimes and also used to prevent 
the crime from happening. Regardless of gender, age, many people are having account in social media 
networks to connect with people across the globe in virtually. Some people are having ten thousands of 
followers with multiple same account but at the same time, there is a chance of fake profiles also which 
is spam and with illegal content. These fake profilers are anonymous who probably commit the crimes 
like online threats, cyber harassments, cyber stalking, hacking, illegal transactions and many more.

Figure 16. Heap map of crimes occurred in India

Figure 17. Frequency of crime occurred and percentage of murder case
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In this section, the author has introduced sentimental analysis for crime dataset in which it helps to 
determine the expression of the sentences, whether the text has positive, negative or neural about the 
specific topic. Sentimental analysis helps to monitor the social media activities to gain the knowledge 
about public, media opinion on specific events. In many social media network, sentimental analysis 
played an important role of analysing the events. The best example is twitter data by analysing users 
tweets on large scale events like election, pandemic outbreaks, national breaking news and so on. This 
analysis helps us to gain the knowledge about the unusual events in particular place and also able to un-
derstand the clear form of public opinion as information is collected from them. That’s why sentimental 
analysis is also known as opinion mining. The social media content is always unstructured which are 
comprised with more noise like Hashtags, symbols, grammars, Emoji’s and so on. For analysing social 
media content, we have used twitter data through sentimental analysis. Before the process starts, the 
pre-processing is the major step to eliminate the unnecessary noises. The following are the basic steps 
to remove the noises from text dat.

• Eliminating Stop Words
• Eliminating Punctuations
• Eliminating URLS
• Eliminating Hashtags
• Eliminating Symbols like (!, @, $, <, & and so on)
• Eliminating space, Emotions.

The author has collected the twitter data about 6000 data from UCI and kaggle repository. For 
identifying the sentence polarity in twitter dataset, the author has used positive and negative polarity. 
To identify and classify the twitter text based on polarity, the sentimental analysis is used. Figure 18 
represents the number of data tweets placed in the dataset.

Figure 18. Number of Tweet data
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In figure.19 the twitter dataset is classified into two region like positive and negative polarity which 
represents the data is highly unbalanced due to positive polarity has 31.07% whereas negative polarity 
has 68.9%.

Figure 20 represents the top word frequencies from dataset. The wordcloud helps to identify the most 
used words where the size of each word represents their frequency. It can be replaced by score called 
TF-IDF to filter the common words from the text. The higher frequency words can arrange in cluster or 
cloud form in any type of arrangement based on programmer design.

Figure 19. Tweet Classification based on positive and negative polarity

Figure 20. Wordcloud based on top words
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CONCLUSION AND FUTURE WORK

This chapter presents data analytics with general visualization and analysis of Crime Prediction in real 
world dataset of Chicago, San Francisco and India. Experimental evaluation and performance metrics were 
performed on training and testing data related to the crime report which showed that the methodology 
is presented with significant accuracy for Chicago data set. A literature review gives the detailed review 
of ML algorithms which were applied to different applications. Another deep learning approach called 
Time series analysis might be useful to predict the future occurrence of crime. In future, we intend to 
investigate forensics with machine learning technique which also plays an important role in identifying 
the future based on the historical data. As forensics plays a major role in crime identification, the ac-
curacy evaluation is important to prove a law investigation case. A forensics examiner aims to identify 
the criminals who leave the traces of crime either as digital finger prints or physical items.
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ABSTRACT

The neural network is one of the best data mining techniques that have been used by researchers in dif-
ferent areas for the past 10 years. Analysis on Indian stock market prediction using deep learning models 
plays a very important role in today’s economy. In this chapter, various deep learning architectures 
such as multilayer perceptron, recurrent neural networks, long short -term memory, and convolutional 
neural network help to predict the stock market prediction. There are two different stock market price 
companies, namely National Stock Exchange and New York Stock Exchange, are used for analyzing 
the day-wise closing price used for comparing different techniques such as neural network, multilayer 
perceptron, and so on. Both the NSE and NYSE share their common details, and they are compared 
with various existing models. When compared with the previous existing models, neural networks obtain 
higher accuracy, and their experimental result is shown in betterment compared with existing techniques.

INTRODUCTION

Stock marketplace is an area in which publicly-held corporations share their shopping for and promot-
ing of stocks takes location. Those percentage markets may be defined in kinds consisting of number 
one & secondary market. Number one marketplace is the markets wherein new problems are brought 
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thru preliminary public services. Secondary marketplace is nothing however in which investors change 
their securities on their own. Inventory market couldn’t are expecting also they have non-linear time 
collection statistics. At a selected series of time the contemporary reputation of proportion market are 
diagnosed due to high fluctuation (Hamzaebi et al., 2009). Linear models such as automobile regres-
sion, car regressive moving average, car regressive integrated transferring common, convolutional neural 
network and so forth (Zhang, 2003)[3].the principle problems with those models are that they paintings 
only for precise time association records; i.e the version identified for a particular corporation might 
not perform nicely for another. Due to the difficult to understand and unforeseeable nature of financial 
alternate, securities trade estimating is going for broke contrasted with specific areas. Its miles a standout 
amongst the greatest motives in the back of the problem in securities alternate forecast. Right here is the 
area the usage of profound learning fashions in budgetary (Heaton et al., 2017) looking ahead to comes 
in. Profound neural gadget was given its name because of the usage of neural machine engineering in 
dl fashions. It is likewise referred to as ann. Anns are tremendous approximators and they are suit to 
take in and sum up for a truth. Beneficial use of ann in figuring out problems is extraordinarily fruitful 
because of the accompanying attributes.

For the beyond few a long term, ANN has been used for inventory marketplace prediction. Contrast 
examine of diverse DL fashions of stock marketplace prediction has already been completed as we’re 
capable of see in (Selvin et al., 2017). Coskun Hamzacebi has experimented forecasting the use of iterative 
and directive strategies (Hamzaebi et al., 2009). Ajith Kumar Rout et.Al made use of a low complexity 
recurrent neural network for inventory marketplace prediction (Rout et al., 2015).Yunus Yetis et.Al car-
ried out ANN to predict NASDAQ’s (country wide affiliation of Securities dealers automatic Quotations) 
inventory price with given input parameter of stock market (Yetis et al., 2014). Roman et.Al completed 
an evaluation on more than one stock marketplace goes returned using lower returned propagation and 
RNN (Roman & Jameel, 1996). Neini et.Al con- ducted a assessment look at amongst Feed forward 
MLP an Elman Recurrent network for predicting inventory charge of organization (Jia, 2016). Mizuno 
et.Al performed neural networks to technical assessment as a prediction model (Mizuno et al., 1998). 
Guresen in 2011 had finished a examine to recognize approximately the effectiveness of ANN in stock 
market forecasting (). In (), they explored the interdependency among inventory extent and inventory 
rate on a wonderful form of nifty 50 indexed companies. In (), Batres-Estrada explains about distinct 
applications of DL fashions on time collection assessment. X Ding et.Al in () con- ducted a take a look 
at on aggregate of herbal language processing (NLP) and financial time collection assessment. In (), 
they used ML algorithms like least rectangular help Vector tool (LSSVM) and Particle Swarm Optimi-
zation (PSO) for stock marketplace prediction. In (), deals with multi-level fuzzy inference and wavelet 
rework for forecasting stock trends. Right here the quick-term capabilities present in the stock style are 
described the use of wavelet redecorate.

ARTIFICIAL NEURAL NETWORK

ANN (Wang et al., 2011) is a computational shape which performs alongside these lines to that of organic 
neurons (Moghaddam et al., 2016). Its miles intended to differentiate a hidden sample from information 
and to sum up from it. ANN’s are taken into consideration as non-direct real records equipment (Rather 
et al., 2015). The complex connection amongst yields and records resources may be proven utilizing 
ANN. The primary favorable role of ANN is its potential to take within the hidden examples from the 

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



82

Analysis on Indian Stock Market Prediction Using Deep Learning Models
 

statistics, where the more part of the ordinary techniques comes up brief (Zhang et al., 1998). Normally, 
ANN incorporates of three layers especially enter layer, shrouded layer and yield layer. Non-direct en-
actment capacities are applied in every one of the hubs in protected up just as yield layers barring enter 
layer. Every hub inside the records layer is associated with every neuron in the succeeding concealed 
layer pursued by using yield layer.

The above figure demonstrates a fake neuron which is a basic preparing unit propelled from the or-
ganic neuron (Moghaddam et al., 2016) (Menon et al., 2016). The neuron has ‘m’ inputs (xi) and each 
information is associated with the neuron by weighted connection (wi) . Here the neuron wholes up the 
sources of info increased by the loads utilizing the underneath condition

NN = Σ xiwi+ C 

Where NN is the net sum and C is the threshold value. Activation Function is nothing but finding a 
function with the help of net sum.

Artificial Neuron = F(A) (Activation Function) 

The given inputs are real number. The value C sometimes considered as an imaginary input such as 
x0 = +1 and a connection weight w0 for the simplicity of computation.

Figure 1. Artificial neuron
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FEED FORWARD NETWORK

Feed forward machine (Moghaddam et al., 2016) otherwise called MLP is a case of an essential neural 
gadget. Every statistics neuron is hooked up to the succeeding concealed layer neurons thru a weighted 
matrix wiki. A community has three locations of layers enter, protected up and yield layers (Roman & 
Jameel, 1996). Fake neurons are the ones which can be available inside the covered up and yield layer 
(Roman & Jameel, 1996) that’s in any other case known as (Vatsal, 2007). Every any such neurons get 
contributions from a past layer. Neurons within the gadget are not related to the neurons in a similar 
layer but they’re related to neurons inside the following layer. Condition for initiation artwork (Wang et 
al., 2011) of an ith hid neuron is given by way of

h f u f w xi i ki k
k

K
= =











=
∑( )
0

 

FNNs are a sort of NN in which associations among units don’t travel in a circle but in a single co-
ordinated way. Ordinarily, an FNN comprises of an input layer of neurons (hubs), one or more covered 
up layers of neurons, and a yield layer of neurons. The input layer and yield layer frame bookends for 
covered up layers of neurons. Signals are proliferated from the input layer to hidden neurons and after 
that onto yield neurons, which output responses of the arrange to exterior clients. That’s, signals as it 
were move in a forward course on a layer-by-layer premise.

RECURRENT NEURAL NETWORK

Diverse to MLP, RNN (Jia, 2016) takes contribution from two resources; one is from the present and the 
other from an earlier time. Statistics from these two resources are utilized to pick out how they reply to 
the new association of facts. That is completed with the assistance of a complaint circle where yield at 
every second is a contribution to the following minute. Here we can say that the repetitive neural device 
has memory. Every records arrangement has plenty of data and these records are positioned away in the 

Figure 2. Recurrent neural networks
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concealed circumstance of repetitive structures. This concealed facts is recursively applied within the 
machine as it clears ahead to manipulate every other precedent. Fig 2.2 demonstrates a pictorial portrayal 
of repetitive neural networks.

Contribution to concealed layer condition is given as:

ht= gn(Wxh + Whhht-1 + bh) 

LONG SHORT TERM MEMORY

Because of their adequacy in expansive all the way down to earth applications, LSTM systems are be-
coming an abundance of inclusion in logical diaries, specialized internet web sites, and usage publica-
tions. Be that as it can, in plenty of articles, the derivation recipes for the LSTM machine and its parent, 
RNN, are expressed aphoristically, on the equal time as the practice equations are ignored thru and via. 
Moreover, the method of “unrolling” a RNN is automatically brought without avocation in the course of 
the writing. The goal of this paper is to make clear the simple RNN and LSTM necessities in a solitary 
archive. Attracting from mind sign getting ready, we officially infer the equal antique RNN detailing 
from differential situations. We at that component suggest and know-how an genuine articulation, which 
yields the RNN unrolling approach. We likewise audit the troubles with getting ready the same old RNN 
and cope with them via using converting the RNN into the “Vanilla LSTM” set up via a improvement 
of wise contentions. We provide all conditions regarding the LSTM framework together with genuine 
depictions of its constituent substances. Even though flighty, our selection of documentation and the 
approach for introducing the LSTM framework underlines simplicity of comprehension. As an detail 
of the exam, we distinguish new possibilities to improve the LSTM framework and consolidate these 
augmentations into the Vanilla LSTM put together, turning in the most massive LSTM version thus 
far. The intention peruse has truly been supplied to rnns and LSTM arranges through numerous reach-
able property and is available to a desire academic approach. A machine analyzing expert looking for 
path for executing our new multiplied LSTM model in programming for experimentation and studies 
will discover the bits of bdd5b54adb3c84011c7516ef3ab47e54 and determinations on this educational 
exercising widespread also.

METHODOLOGY

Dataset is taken from notably exchanged hundreds of 3 wonderful regions which might be automobile, 
Banking and IT divisions from NSE. The concerning stocks from these divisions are Maruti, Axis bank, 
and Hcltech. Each carries records like stock photograph, stock arrangement, inventory date and beyond 
shutting, beginning, excessive, low, closing, shutting and ordinary charges, all out exchanged quantity, 
turnover and number of exchanges. From those datasets, we dispose of just the day-wise shutting price of 
each inventory for the reason that day smart inventory cost is preferred on account that financial experts 
determine choice on purchasing which inventory or relinquishing which stock depending on the give 
up fee of the market. This normalized statistics changed into given as the center to the community in 
a window length of two hundred to are waiting for 10 days in future. And the output from the network 
turned into subjected to a De-normalization manner for acquiring authentic anticipated values. The train-
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ing of community changed into completed for a thousand epochs. The window length became constant 
thru acting blunders calculation on each window length which varies from 50 to 250. Among this, the 
window length of 200 resulted minimum error than exclusive window sizes.

WINDOW size fixing. The desk 1 shows the MAPE (imply Absolute percentage blunders) obtained 
for distinctive window size and prediction days. The topmost row with values 100, 200, a hundred, two 
hundred and 500 represents window size and 15, 25, 35, forty inside the first column represents the 
prediction days. From the desk, it’s far clear that minimal MAPE is obtained with window size 200 for 
10 days prediction. So here we restore our window size as two hundred with 10 days prediction.

Predicted output changed into subjected to intend absolute percentage error for calculating the error 
within the anticipated output. Equation for calculating MAPE is given under

1
n

Actual Forecast
Actual

| |
| |
−







∑  

Therefore through the ‘Actual’ values are the labels and ‘Forecast’ values are the predicted values.

Figure 3. Long short-term memory

Table 1. Table elaborating window size and interval of prediction days

Pred:days 100 200 300 400 500

10 4.0 4.34 4.62 4.32 4.18

20 6.53 6.05 5.88 5.61 5.16

30 6.49 7.84 6.97 5.11 5.86

40 9.65 9.4 6.84 5.86 7.06
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RESULTS AND DISCUSSION

Here we have carried out the analysis on two stock markets information and they are NSE and NYSE. 
For this, we had used 4 forms of deep neural networks named MLP, RNN, LSTM, and CNN. All those 
networks had been skilled with NSE facts of Tata cars which belong to the automobile quarter. And 
those networks subjected to test using the facts from NSE and NYSE. For NSE we pick statistics from 
automobile, monetary, IT sectors and for NYSE we select financial and petroleum sectors. For the 
comparison among linear and non-linear fashions, we’ve used ARIMA model which is a linear version.

On these paintings we’ve got taken into consideration four hundred days prediction for ARIMA and 
neural community. The motive at the back of this was to examine the overall performance of ARIMA 
and neural network for a particular time period. The consequences acquired are tabulated in table 2 
which is given below,

Table 3 indicates the MAPE received via the neural community for four hundred days prediction. 
Evaluating table 2 and table three results indicates that the overall performance of neural network archi-
tecture is higher than that of ARIMA. This will be due to the cause that ARIMA fails to become aware 
of the non-linearity current with within the facts, wherein as neural network architectures can pick out 
the non-linear trends present with within the data.

In case of Maruti, fig (4a) shows the MLP network which becomes successful in taking pictures the 
sample because it makes use of the cutting-edge window facts for the prediction. However in case of 
fig(4b) and fig(5a) among the length of 1500 and 2300 days RNN and LSTM didn’t pick out the sea-
sonal pattern which may be considered as trade in conduct of device. In fig(5b) CNN nearly captured 
the sample since it debts best the information in a selected window.

Table 2. MAPE incurred during the prediction of MARUTI, HCL and AXIS BANK NSE values using 
ARIMA model for the duration of 450 days

COMPANY MAPE

MARUTI 11.77

HCL 15.70

AXIS BANK 10.75

Table 3. MAPE incurred during the prediction of 
MARUTI, HCL and AXIS BANK NSE values using 
DL network for the duration of 450 days

COMPANY RNN LSTM CNN MLP

MARUTI 5.92 6.13 4.05 4.91

HCL 5.50 5.62 4.50 3.95

AXIS BANK 11.74 4.98 5.32 5.6

Table 4. MAPE incurred during the prediction 
of MARUTI, HCL and AXIS BANK NSE values 
using DL network

COMPANY RNN LSTM CNN MLP

MARUTI 7.96 6.47 5.46 6.39

HCL 9.63 7.07 7.52 8.48

AXIS BANK 10.37 9.23 8.04 9.20
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In case of AXIS financial institution, from fig(4a), MLP community identified the pattern at the 
beginning but on attaining the term among 1400 and 1700 days it did not seize the sample. Similar 
results may be discovered in fig(5b) where RNN captured the sample at the preliminary degree but on 
accomplishing the term among 1300 and 1600 it fails to identify the sample. From fig(5a) and fig(5b), 
LSTM and CNN, LSTM community isn’t figuring out the sample for time intervals between 200 and 
500 days in which as CNN almost captured the sample besides at the period among 1600 and 1800 days.

Figure 4. (a) Real and Predicted values of MARUTI stock using MLP;(b) Real and Predicted values of 
MARUTI stock using RNN

Figure 5. (a) Real and Predicted values of MARUTI stock using LSTM ; (b) Real and Predicted values 
of MARUTI stock using CNN

Figure 6. (a) Real and Predicted values of HCLTECH stock using MLP;(b) Real and Predicted values 
of HCLTECH stock using RNN
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In case of HCLTECH, fig (6a), MLP network is a hit in shooting the seasonal sample however be-
tween the term 1600 and 1900 days it did not seize the pattern. In fig(6b) RNN was almost a success in 
identifying the pattern where as fig(7a) and fig(7b) indicates that LSTM and CNN fail to capture change 
in device among the duration 1400 and 1800 days.

CONCLUSION

In this proposed work we used four DL architectures for the inventory rate prediction of NSE and 
NYSE, which is probably exceptional important inventory markets inside the worldwide. Right here 
we knowledgeable 4 networks MLP, RNN, LSTM and CNN with the inventory charge of TATA cars 
from NSE. The models acquired have been used for predicting the inventory price of MARUTI, HCL 
and AXIS economic group from NSE inventory marketplace and additionally for predicting the stock 
rate of financial group OF America (BAC) and CHESAPEAK energy (CHK) from NYSE. From the 
end result acquired, its miles clear that the models are able to identifying the patterns present in every 
the inventory markets. This shows that there exist an underlying dynamics, not unusual to every the 
inventory markets. Linear fashions like ARIMA are a univariate time collection prediction and as a end 
result they may be not capable of figuring out underlying dynamics internal numerous time collections. 
From the end result, we are in a position to complete that DL models are outperforming ARIMA model. 
Within the proposed paintings, CNN has achieved better than distinctive 3 networks as its miles capable 
of taking photographs the abrupt modifications in the device due to the fact a selected window is used 
for predicting the subsequent immediately. This painting hasn’t explored the gain of the use of a hybrid 
community which mixes networks to make a version for prediction.
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ABSTRACT

Data, which is available in abundance and in accessible forms, if analyzed in an efficient manner, un-
folds many patterns and promising solutions. The present world is moving from the information age to 
the digital age, entering a new era of analytics. Whatever the end user does is recorded and stored. The 
purpose of data analytics is to make the “best out of waste.” Analytics often employs advanced statistical 
techniques (logistic regression, multivariate regression, time series analysis, etc.) to derive meaning from 
data. There are essentially two kinds of analytics: 1) descriptive analytics and 2) predictive analytics. 
Descriptive analytics describes what has happened in the past. Predictive analytics predicts what will 
happen in the future.

INTRODUCTION

IDC predicts that by 2025, the total amount of digital data created worldwide will rise to 175 zettabytes 
(from approximately 40 zettabytes in 2019), ballooned by the growing number of devices and sensors. 
The mission of this chapter is to make a clear understanding of why Analytics? Where to use Analytics? 
Outcome of Analytics?

This Chapter provides in-depth foundation level knowledge that enables reader of this chapter to 
efficiently provide grounding in basic and advanced methods to Analytics and tools, including Ma-
pReduce and Hadoop in different field of study. The rate in which data is exponentially growing has 
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led to the evolvement of many technologies to better utilize this data for timely and accurate decision 
making with the help of Analytics. This chapter adds a comprehensive coverage of Analytic algorithms 
specially meant for analyzing data at an in-depth level. Decision trees, Support Vector machines and 
Neural networks are considered to be highly effective in analyzing complex data for different domain. 
Variety of solutions can be provided for storing, managing, accessing, protecting, securing, sharing and 
optimizing the information once analytics are properly fitted. Different Analytics tools are used some are 
open source and some are paid. Paid Tools such as SAS, WPS, MS Excel, Tableau, Pentaho, Statistica, 
Qlikview, KISSmetrics KISSmetrics,WeKa, BigML. Free Tools such as R, Google Analytics, Hadoop, 
Python, Spotfire can be used for Analyzing the data.

The following subsection deals with different emerging trends in various fields, along with dataset, 
tools for processing the data and Analytical methods used. Some source of dataset are kaggle, catalog, 
etc which is available for public for research.

Information Analytics has a key job in improving your business. Here are 4 primary variables which 
imply the requirement for Data Analytics:

• Accumulate Hidden Insights: Hidden bits of knowledge from information are assembled and 
after that broke down as for business necessities.

• Create Reports: Reports are produced from the information and are passed on to the separate 
groups and people to manage further activities for a skyscraper in business.

• Perform Market Analysis: Market Analysis can be performed to comprehend the qualities and 
the shortcomings of contenders.

• Improve Business Requirement: Analysis of Data enables improving Business to client prereq-
uisites and experience.

LITERATURE REVIEW

The term “Enormous Data” or “Big Data” has as of late been applied to datasets that develop so huge 
that they become abnormal to work with utilizing customary database the board frameworks. They are 
informational collections whose size is past the capacity of regularly utilized programming instruments 
and capacity frameworks to catch, store, oversee, just as procedure the information inside a tolera-ble 
passed time. Enormous information sizes are continually expanding, as of now running from a couple 
dozen tera-bytes (TB) to numerous petabytes (PB)(Baltrusaitis et al., 2018; Bent et al., 2001; Bose & 
Cocke, 2003) of information in a solitary informational collection. Subsequently, a portion of the troubles 
identified with large information incorporate catch, stockpiling, search, sharing, investigation, and pictur-
ing. Today, endeavors are investigating huge volumes of exceptionally nitty gritty information in order 
to find realities they didn’t know before. Consequently, enormous information investigation is the place 
progressed systematic strategies are applied on large informational indexes. Examination dependent on 
huge information tests uncovers and uses business change. Be that as it may, the bigger the arrangement 
of information, the more troublesome it becomes to oversee. In this segment, we will begin by talking 
about the qualities of large information, just as its significance. Normally, business advantage can ordi-
narily be gotten from examining bigger and progressively complex informational indexes that require 
ongoing or close constant abilities; nonetheless, this prompts a requirement for new information designs, 
expository strategies, and instruments. In this manner the progressive area will expand the enormous 
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information examination instruments and me-thods, specifically, beginning with the large information 
stockpiling and the executives, at that point proceeding onward to the huge information scientific prepar-
ing. It at that point finishes up with a portion of the different enormous information examinations which 
have developed in utilization with large information.

Characteristics of Big Data

We have to understand the characteristics of Big Data before getting into tools. figure 1 depicts the dif-
ferent Vs of big data.

Volume

• The name ‘Big Data’ itself is related to a size which is enormous.
• Volume is a huge amount of data.
• To determine the value of data, size of data plays a very crucial role. If the volume of data is very 

large then it is actually considered as a ‘Big Data’. This means whether a particular data can actu-
ally be considered as a Big Data or not, is dependent upon the volume of data.

• Hence while dealing with Big Data it is necessary to consider a characteristic ‘Volume’.
Example: In the year 2016, the estimated global mobile traffic was 6.2 Exabytes(6.2 billion GB) per 

month. Also, by the year 2020 we will have almost 40000 ExaBytes of data.

Velocity

• Velocity refers to the high speed of accumulation of data.
• In Big Data velocity data flows in from sources like machines, networks, social media, mobile 

phones etc.

Figure 1. 5Vs of BigData
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• There is a massive and continuous flow of data. This determines the potential of data that how fast 
the data is generated and processed to meet the demands.

• Sampling data can help in dealing with the issue like ‘velocity’.
Example: There are more than 3.5 billion searches per day are made on Google. Also, FaceBook users 

are increasing by 22%(Approx.) year by year.

Variety

• It refers to nature of data that is structured, semi-structured and unstructured data.
• It also refers to heterogeneous sources.
• Variety is basically the arrival of data from new sources that are both inside and outside of an 

enterprise. It can be structured, semi-structured and unstructured.
• Structured data: This data is basically an organized data. It generally refers to data that has de-

fined the length and format of data.
• Semi- Structured data: This data is basically a semi-organised data. It is generally a form of data 

that do not conform to the formal structure of data. Log files are the examples of this type of data.
• Unstructured data: This data basically refers to unorganized data. It generally refers to data that 

doesn’t fit neatly into the traditional row and column structure of the relational database. Texts, 
pictures, videos etc. are the examples of unstructured data which can’t be stored in the form of 
rows and columns.

Veracity

• It refers to inconsistencies and uncertainty in data, that is data which is available can sometimes 
get messy and quality and accuracy are difficult to control.

• Big Data is also variable because of the multitude of data dimensions resulting from multiple 
disparate data types and sources.

Example: Data in bulk could create confusion whereas less amount of data could convey half or In-
complete Information.

Value

• After having the 4 V’s into account there comes one more V which stands for Value!. The bulk 
of Data having no Value is of no good to the company, unless you turn it into something useful.

• Data in itself is of no use or importance but it needs to be converted into something valuable to 
extract Information. Hence, you can state that Value! is the most important V of all the 5V’s.

DATA ANALYTICS IN RETAIL

Information Analytics understand their customer’s necessities all the more effectively, while in like 
manner helping them to get a more prominent measure(Baltrusaitis et al., 2018) of the right kind of 
customers by answering the following questions.

How to assemble edges at a thing level?
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• Insights into your customer profile that helps answer tends to like their personality and why they 
make certain purchases (Market Basket assessment)

• Identify things that are most likely going to be gotten together.

Which exhibiting approaches work better than other individuals?

• ROI of exhibiting spend
• Optimal Pricing

What progressions and offers to use in each store?

• Store adroit thing mix
• Personalized offers
• Efficient stock procedure

DATA ANALYTICS IN INTERNET BUSINESS

Securing - how your guests and clients found and got together at your site.

• Shopping and securing conduct: how clients draw in with your site, which things they see, which 
ones they fuse or expel from shopping receptacles; near to starting, surrendering, and finishing 
exchanges.

• Economic Performance – what number of things the common exchange intertwines, the run of the 
mill requesting respect, restrains you expected to issue.

• Money-Hazard examination: Working capital administration, Fraud identification and counterac-
tive action, Shareholder metric investigation

Innovation is the thing that puts the shrewd in brilliant cultivating and the accompanying make up 
the system:

• Global situating frameworks and differential worldwide situating frameworks for better exactness
• Geographical data frameworks
• Remote detecting innovations like information sensors, RADARS, information transmitters, au-

tomatons, cameras, and other associated gadgets
• Cloud design
• The Internet of Things, where gadgets are fit for speaking with one another and convey ongoing 

updates and warnings to ranchers on harvest statuses, water levels, dampness content, crop yield, 
and that’s only the tip of the iceberg.

Advances like Machine Learning, Data Analytics, and Big Data for the whole procedure and arrange-
ment to bode well. Issue isn’t when there are no mechanical answers for cultivating concerns, however 
not having a legitimate utilization of them is a greater concern.
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OVERVIEW OF TOOLS USED IN DATA ANALYTICS

SAS

SAS stands for Statistical Analysis Software. It was created in the year 1960 by the SAS Institute. From 
1st January 1960, SAS was used for data management, business intelligence, Predictive Analysis, Descrip-
tive and Prescriptive Analysis etc.(Lakshmiprabha & Govindaraju, 2019; Salgueiro & Kivshar, 2016)

SAS is basically worked on large datasets. With the help of SAS software you can perform various 
operations on the data like −

• Data Management
• Statistical Analysis
• Report formation with perfect graphics
• Business Planning
• Operations Research and project Management
• Quality Improvement
• Application Development
• Data extraction
• Data transformation
• Data updation and modification

WPS

The World Programming System, also known as WPS Analytics or WPS, is a software product developed 
by a company called World Programming. WPS Analytics supports users of mixed ability to access and 
process data and to perform data science tasks. It has interactive visual programming tools using data 
workflows, and it has coding tools supporting the use of the SAS language mixed with Python, R and 
SQL(Kalyoncu & Toygar, 2015; Mainetti et al., 2016)

Microsoft Excel is one of the most used software applications of all time. Hundreds of millions of 
people around the world use Microsoft Excel. You can use Excel to enter all sorts of data and perform 
financial, mathematical or statistical calculations.

This section illustrates the powerful features Excel has to offer to analyze data.

• Sort: You can sort your Excel data on one column or multiple columns. You can sort in ascending 
or descending order.

• Filter: Filter your Excel data if you only want to display records that meet certain criteria.
• Conditional Formatting: Conditional formatting in Excel enables you to highlight cells with a 

certain color, depending on the cell’s value.
• Charts: A simple Excel chart can say more than a sheet full of numbers. As you’ll see, creating 

charts is very easy.
• Pivot Tables: Pivot tables are one of Excel’s most powerful features. A pivot table allows you to 

extract the significance from a large, detailed data set.
• Tables: Tables allow you to analyze your data in Excel quickly and easily.

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



97

Application of Data Analytics in Emerging Fields
 

• What-If Analysis: What-If Analysis in Excel allows you to try out different values (scenarios) for 
formulas.

• Solver: Excel includes a tool called solver that uses techniques from the operations research to find 
optimal solutions for all kind of decision problems.

• Analysis ToolPak: The Analysis ToolPak is an Excel add-in program that provides data analysis 
tools for financial, statistical and engineering data analysis.

Tableau

Tableau is a Data Visualization tool that is widely used for Business Intelligence but is not limited to it. 
It helps create interactive graphs and charts in the form of dashboards and worksheets to gain business 
insights. And all of this is made possible with gestures as simple as drag and drop. Table 1 depicts the 
different types of Tableau available in market.

Pentaho

Pentaho Reporting is a suite (collection of tools) for creating relational and analytical reporting. Using 
Pentaho, we can transform complex data into meaningful reports and draw information out of them. 
Pentaho supports creating reports in various formats such as HTML, Excel, PDF, Text, CSV, and xml.

Pentaho can accept data from different data sources including SQL databases, OLAP data sources, 
and even the Pentaho Data Integration ETL tool.

Table 1. Types of Tableau available in market

Key Features Other Features Operating 
environment license

Tableau Desktop Creating dashboards and 
stories locally

Tableau personal – 
limited data sources, 
non connectivity to 
tableau server 
Tableau Professional 
– full enterprise 
capabilities

Windows, mac Personal - $999 
Professional - $1999

Tableau Public A massive, public, non-
commercial Tableau server

All data published in 
public - free

Tableau online Creating dashboards and 
stories on the cloud Live connections - $500 per year

Tableau Reader View Dashboards and 
sheets locally

cannot modify 
workbooks or connect to 
the server

Windows, mac free

Tableau Connect to data source
Users can directly 
interact with dashboards 
via browser

windows Core Licensing

Note:- The above table depicts different Tableau available in market as on dated.
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Features of Pentaho

Pentaho Reporting primarily includes a Reporting Engine, a Report Designer, a Business Intelligence 
(BI) Server. It comes loaded with the following features −

• Report Designer: Used for creating pixel perfect report.
• Metadata Editor: Allows to add user-friendly metadata domain to a data source.
• Report Designer and Design Studio: Used for fine-tuning of reports and ad-hoc reporting.
• Pentaho user Console Web Interface: Used for easily managing reports and analyzing views.
• Ad-Hoc Reporting Interface: Offers a step-by-step wizard for designing simple reports. Output 

formats include PDF, RTF, HTML, and XLS.
• A Complex Scheduling Sub-System: Allows users to execute reports at given intervals.
• Mailing: Users can email a published report to other users.
• Connectivity: Connectivity between the reporting tools and the BI server, which allows to pub-

lish the content directly to the BI server.

QlikView

QlikView is a leading Business Discovery Platform. It is unique in many ways as compared to the tra-
ditional BI platforms. As a data analysis tool, it always maintains the relationship between the data and 
this relationship can be seen visually using colors. It also shows the data that are not related. It provides 
both direct and indirect searches by using individual searches in the list boxes.QlikView’s core and 
patented technology has the feature of in-memory data processing, which gives superfast result to the 
users. It calculates aggregations on the fly and compresses data to 10% of original size. Neither users nor 
developers of QlikView applications manage the relationship between data. It is managed automatically.

Features of QlikView

QlikView has patented technology, which enables it to have many features that are useful in creating 
advanced reports from multiple data sources quickly. Following is a list of features that makes QlikView 
very unique.

• Data Association is Maintained Automatically: QlikView automatically recognizes the rela-
tionship between each piece of data that is present in a dataset. Users need not preconfigure the 
relationship between different data entities.

• Data is Held in Memory for Multiple Users, for a Super-Fast User Experience: The structure, 
data and calculations of a report are all held in the memory (RAM) of the server.

• Aggregations are Calculated on the fly as Needed: As the data is held in memory, calculations 
are done on the fly. No need of storing pre-calculated aggregate values.

• Data is Compressed to 10% of its Original Size: QlikView heavily uses data dictionary. Only 
essential bits of data in memory is required for any analysis. Hence, it compresses the original 
data to a very small size.
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• Visual Relationship Using Colors: The relationship between data is not shown by arrow or lines 
but by colors. Selecting a piece of data gives specific colors to the related data and another color 
to unrelated data.

• Direct and Indirect Searches: Instead of giving the direct value a user is looking for, they can 
input some related data and get the exact result because of the data association. Of course, they 
can also search for a value directly.

KISSmetrics

KISSmetrics is a powerful web analytics tool that delivers key insights and user interaction on your 
website. It defines a clear picture of users’ activities on your website and collects acquisition data of 
every visitor.

You can use this service free for a month. After that, you can switch on to a paid plan that suits you. 
KISSmetrics helps in improving sales by knowing cart-abandoned products. It helps you to know exactly 
when to follow up your customers by tracking the repeat buyers activity slot.

KISSmetrics helps you identify the following −

• Cart size
• Landing page conversion rate
• Customer activity on your portal
• Customer bounce points
• Cart abandoned products
• Customer occurrence before making a purchase
• Customer lifetime value, etc.

Best Features of KISSmetrics

• Ability to track effective marketing channels.
• Figure out how much time a user takes to convert.
• Determine a degree of which user was engaged with your site.
• A convenient dashboard. You do not need to run around searching for figures.

WEKA

Waikato Environment for Knowledge Analysis, It is a data mining / machine learning tool developed by 
department of computer science, university of Waikato, New Zealand. WEKA is also a bird found only 
on the island of New Zealand. Table 2 depicts the important features of WEKA.

DATA ANALYTICS IN AGRICULTURE DEVELOPMENT IN INDIA

Precision farming gives farmers the ability to make more profitable use of crop inputs along with ma-
nures, pesticides, crops and irrigating systems.Spreading shrewd sensors with compelling data analytics 
investigation will lead us a step forward to free farmers from uncertain weather constraints. This section 
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deals with Sample dataset, tools for processing data and possible Analytical methods used for finding 
a pattern or valuable insights for agriculture sector. Dataset like “KBS037-001 Geo-referenced Annual 
Crop Yields - Raw Data” for agriculture sector will be discussed further, understanding the dataset and 
performing analytical methods will be discussed in detail.

This datatable is part of the Precision Agriculture Yield Monitoring in Row Crop Agriculture dataset. 
The LTER annual crops (corn, soy and wheat), treatments 1-4, are harvested annually using a combine 
equipped with a GPS and precision agriculture software to allow detailed yield measurements with coin-
cident GPS latitude and longitude data. Table 3 and Table 4 depicts the sample attributes of KBS037-001.

Table 2. Features of WEKA

S.No Features Purpose

1 Explorer Graphical interface to perform the data mining tasks on raw data

2 Experimenter Allows users to execute different experimental variations on data sets

3 Knowledge flow Explorer with drag and drop functionality. Supports incremental learning from previous 
results

4 Simple CLI Command line interface. Simple interface for executing commands from a terminal.

5 Workbench Combines all GUI interfaces into one.

Note: WEKA- Waikato Environment for Knowledge Analysis, CLI- command-line interface

Table 3. Sample attributes

Variate Description Units

longitude longitude of monitor at time of reading degree

latitude latitude of monitor at time of reading degree

crop flow lb s flow rate of grain passing the sensor lb/s

datetime date and time of the sampling

duration number of seconds since the last reading second

distance in length of sampled area inch

swth wdth in width of sampled area (swath) inch

moisture gravimetric moisture of grain %

status header status (up or down)

pass num an number that is incremented on each pass of the field number

serial number serial number of yield monitoring device number

field user-assigned designation for sampled field

dataset user-assigned designation for load within a field

product user-assigned designation for crop being sampled

elevation ft altitude of GPS system foot

Note: some conversion units are to be followed for specific variate
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BIG DATA IN MUSIC INDUSTRY

Spotify has announced their first music streaming analytics tool, also known as Publishing Analytics.
It would give music publishing companies daily streaming statistics for recordings, such as data about 
the songwriters and how many albums they have sold since their debut.Google’s AI Duet is a demo us-
ing Magenta, a sound processing AI project that runs Tensorflow under the hood to perform machine 
learning on audio. AI duet acts as a virtual piano that we will play and an AI will attempt to accompany.

Magenta, Google’s research arm that finds ways of using AI to help people’s creativity, has developed 
an instrument it calls NSynth Super. It is based on the NSynth algorithm which uses a deep neural network 
technique to generate sound. NSynth was released by Google a few months ago. Rather than generating 
music notes, NSynth replicates the sound of an instrument. What makes the algorithm unique is that 
it continuously learns the core qualities of what makes up an individual sound and is able to combine 
various sounds to generate something completely new.

NSynth Super is an open source experimental instrument. It gives musicians (and deep learning follow-
ers) the ability to explore completely new sounds generated by the NSynth machine learning algorithm. 
It has been built using open source libraries like TensorFlow and openFrameworks.

The instrument can be played via any MIDI source, like a keyboard or a sequencer. Figure 2 shows 
how data analytics is performed in music industry.

Figure 2. Data analytics in music
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DATA ANALYTICS IN SPORTS

sports analytics can be roughly translated to the use of data related to sports such as statistics of players, 
Weather conditions, pitch information etc. to create predictive models to make informed decisions. The 
primary objective of sports analysis is to improve the team performance. Sports analytics is also used 
to understand and maintain the fan-base of big teams.

The Sports Analytics was brought to the public eyes in 2011 by a movie called “Money ball” featuring 
attempts of Oakland Athletics Baseball team’s 2002 season. The coach, Billy Beane restored the team 
using empirical data and statistical analyses on players’ performance. He used trials with sabermetrics 
to improve his team and ended up finishing at the first place American League West on that season. 
Today with the advancement in Big Data technology every sports team are crunching data to gain a 
competitive advantage.

Sports organizations can detect patterns in digital engagement, such as online sports viewing, to 
understand what and when fans are watching via app logins and online video views. They are creating 
more immersive experiences via augmented reality. They can mine sentiment from social media streams 
to understand what fans are thinking and can use analytics to engage those fans via social channels. 
Social media is proving to be a great marketing ground for university teams to connect with millennials 
and market tickets using data-driven campaigns.

Wearables, for example, can help monitor players on the field and are becoming increasingly advanced 
as time goes on, even becoming integrated in players’ uniforms! Coaches can already check on play-
ers’ fatigue and hydration levels. As these devices become smarter, player safety and performance will 
also be tracked, analyzed and improved.Data from fans will continue to influence marketing efforts and 
decisions about sporting events, such as when to schedule games and how to cater to fan preferences. 
Advances in big data can even lead to career opportunities for avid fans with a talent for numbers. The 
possibilities are endless for coaches, players and fans – and we’ll only continue to see data playing a 
larger role in sports moving forward. Keep an eye out for big data advancements with your favorite team!

Football, also called soccer, is one of the most popular sports in the world, if one considers the number 
of fans as well as the number of players. However, footballers face serious injuries during the match and 
even during training. Concussion, hypoglycemia, swallowing the tongue and shortness of breath are ex-
amples of the health problems footballers face, and in extreme cases, may lead to death. In addition, many 
sport clubs and sport academies spend millions of dollars contracting new professional footballers or even 
developing new professional footballers. The Internet of Things (IoT) is a new paradigm that combines 
various technologies to enhance our lives. Today’s technology can protect footballers by diagnosing any 
health problems, which may occur during the match or training session, which, if detected early, may 
prevent any adverse effects on their long-term health. This paper proposes an IoT-based architecture for 
the sport of football, called IoT Football. Our proposal aims to embed sensing devices (e.g. sensors and 
RFID), telecommunication technologies (e.g. ZigBee) and cloud computing in the sport of football in 
order monitor the health of footballers and reduce the occurrence of adverse health conditions.

DATA ANALYTICS IN EDUCATION

Imagine if you could proactively identify students needing additional support and coordinate the ad-
ditional resources necessary to improve performance and contribute to a higher academic rating for the 
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school. Also, imagine if you could provide students the means to effectively plan, connect, collaborate, 
research, and gain insight from others whether physically or virtually on campus. Schools and educa-
tion systems face complexity in preparing diverse students for a dynamic future. Part of monitoring and 
evaluating their progress is collecting data on student learning and system performance. As these datasets 
have grown larger and more complex, the tools and capacity to leverage data for improved outcomes 
has not always kept pace.

Tools like Power BI and Azure Machine Learning give educators and school leaders powerful self-
serve capabilities to view, analyse, and make predictions from data, thus turning the cost of data into 
advantage. In addition to reports on past and current performance viewed dynamically using Power BI, 
Azure Machine Learning includes data models that conduct predictive analytics that show likelihood 
of specific outcomes for students while there is time to make changes in school programs that improve 
outcomes. The analytics can include recommended interventions and can calculate cos

The advantages of data visualization, analysis, and prediction benefit: - Students get feedback on 
their pattern of performance in learning systems, and who may be assessed more frequently in ways that 
better guide progress and give them a personalized learning experience - Parents get detailed reports on 
student progress Education Analytics white paper | March 2017 16 - Teachers get detailed reports on all 
students, as well as relative effectiveness of lessons and content, freeing them from low-order assess-
ments to focus on more complex feedback - Content designers and curriculum managers get data on 
content usage and relationships between content and learning - School leaders get student progress data, 
teacher effectiveness data, and school-level outcomes. Facility factors like busing, buildings, schedules, 
and activities can be factored into learning. Staff factors like professional learning and credentials can 
be analysed - School system leaders get data across campuses year to year - Policymakers get outcomes 
associated with different school and community conditions - Education researchers who will get ongoing 
insights into impacts of practices and conditions at large scale

Casestudy: Tacoma public schools In the U.S., 1.2 million students drop out of high school annually. 
Student dropout rates can contribute to societal issues, for example those without high school diplomas 
have an average $200,000 of unrealized income, and 75% of crimes in the U.S. are committed by high 
school dropouts. Just a few years ago, Tacoma Public School System in the U.S. had a school graduation 
rate of 55%. By adopting a Whole Child approach to education powered by predictive analytics, Tacoma 
raised its graduation rate to over 83%. Using advanced analytics and a dynamic business intelligence 
dashboard, Tacoma leaders get early warnings for each student who is identified as at risk for not gradu-
ating, and school staff can intervene quickly. Shaun Taylor, Tacoma Public Schools CIO, said, “With 
Azure Machine Learning, we proved that we have the right tool to get us where we want to go in terms 
of predicting student success. It’s a tool our educators will be able to use to start tackling the problem 
of student disengagement. “ Benefits of cloud-based advanced analytics for Tacoma include: - Both 
static data, such as student characteristics and past performance, and dynamic data such as formative 
assessments and usage of learning systems can be accommodated by cloud-based advanced analytics, 
making the results far more useful in guiding student learning - The full range of descriptive, diagnostic, 
predictive, and prescriptive analytics are possible - The data models can be built once and then run as 
needed, making the reports more easily and frequently accessible by educators - Analysis and reporting 
are done at system, school, and individual student levels, enabling personalization of learning and broader 
insights about what works - Each student’s progress can be viewed in the Power BI displays, as well 
as on-demand aggregated views of data accessed using natural language query. This capability enables 
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greater use of data with fewer specialized skills and less time needed - At-risk prediction allowed early 
identification of students needing additional supports.

DATA ANALYTICS IN IOT APPLICATIONS

The Internet of Things (IoT) envisions a world-wide, interconnected network of smart physical entities. 
These physical entities generate a large amount of data in operation and as the IoT gains momentum in 
terms of deployment, the combined scale of those data seems destined to continue to grow. Increasingly, 
applications for the IoT involve analytics.

When machines are connected to internet, we start getting real-time data in large amount. That real-
time data is not only helpful in the Descriptive analysis but also helpful in understanding the behavioral 
patterns to get predictive and prescriptive analysis which means what will happen and actions we have 
to take. In short, with the emergence of IoT, the whole equation has transformed. Now we can leverage 
this data in our daily job to get best possible outcomes and also understand where their time and money 
are spent. So that we can use the resources in an effective manner hence wastage can be minimized.

Data Analytics is defined as a process which identifies all data sets with variable data properties to 
extract meaningful conclusions. The conclusions we get are in the form of trends, patterns, and statis-
tics that is helpful for the organization to take effective decisions. Data Analytics has a vital role in the 
growth and success of IoT applications and investments. Analytics tools will allow the business units to 
make effective use of their following below datasets:

• Volume: IoT applications make use of the huge collection of data sets. The organizations need to 
manage these large volumes of data and to analyze the same for extracting appropriate patterns. 
With data analytics these datasets along with real-time can be analyzed easily and effectively.

• Structure: IoT applications involve all types of datasets that may be structured, semi-structured 
and unstructured. There are chances that there can be a significant difference in the data formats 
and types. Hence, it allows the business executive to analyze all these varying datasets using au-
tomated tools and software.

• Driving Revenue: The data analytics in IoT investments will allow the business units to gain 
insights about customer’s preferences and choices. This will lead to the development of services 
and offers the customer demands and expectations. And this in return leads to the organizations 
revenue and growth.

• Competitive Edge: IoT is a buzzword in the current era of technology and there are lot of IoT ap-
plication developers and providers in the market. The businesses will offer better services with the 
help of data analytics and in return this will help them to gain the competitive edge in the market.

Following are the different types of data analytics that can be used and applied in the IoT investments:

Streaming Analytics: This form of data analytics is also referred as event stream processing and it 
analyzes huge in-motion data sets. Real-time data streams are analyzed in this process to detect 
urgent situations and immediate actions. IoT applications based on financial transactions, air fleet 
tracking, traffic analysis etc. can benefit from this method.
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Spatial Analytics: This is the data analytics method that is used to analyze geographic patterns to deter-
mine the spatial relationship between the physical objects. Location-based IoT applications, such 
as smart parking applications can benefit from this form of data analytics.

Time Series Analytics: As the name suggests, this form of data analytics is based upon the time-based 
data which is analyzed to reveal associated trends and patterns. IoT applications, such as weather 
forecasting applications and health monitoring systems can benefit from this form of data analyt-
ics method.

Prescriptive Analysis: This form of data analytics is the combination of descriptive and predictive 
analysis. It is applied to understand the best steps of action that can be taken in a particular situation. 
Commercial IoT applications can make use of this form of data analytics to gain better conclusion.

DATA ANALYTICS IN AUGMENTATION TECHNOLOGY

Augmented analytics, which uses machine learning (ML) and artificial intelligence (AI) techniques to 
automate multiple aspects of data work will change how analytics content is prepared, discovered and 
shared.the Augmented Analytics process enables the extraction of intelligence through built-in trend 
recognition and pattern recognition tools. For obtaining improved data insights, augmented analytics 
will recast big Data into smart data. Being an advanced data processing tool, augmented analytics is able 
to derive the real essence of insights from big data. Many businesses are already focused on evolving 
smart data analytics solutions to obtain valuable insights from their big data sets.

Smart data will assist many businesses in reducing the threat of losing data. It will also improve a 
series of activities such as product development, operations, consumer experience, predictive mainte-
nance, and innovation.

DATA ANALYTICS IN NLP

By 2020, Gartner reported, half of queries will be generated via search, natural language processing 
(NLP) or voice — or are expected to be generated automatically. This trend is being driven by the need 
to make analytics accessible to more people in the organization and will allow users to use analytics 
tools as easily as they speak with virtual assistants now. Sentiment Analysis is a broad range of subjec-
tive analysis which uses Natural Language processing techniques to perform tasks such as identifying 
the sentiment of a customer review, positive or negative feeling in a sentence, judging mood via voice 
analysis or written text analysis etc. For example-

“I did not like the chocolate ice-cream” – is a negative experience of ice-cream.

“I did not hate the chocolate ice-cream” – may be considered as a neutral experience

Language identification is the task of identifying the language in which the content is in. It makes 
use of statistical as well as syntactical properties of the language to perform this task. It may also be 
considered as a special case of text classification.
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To get started in natural language processing we will start with some very simple text parsing. To-
kenization is the process of taking a stream of text like a sentence and breaking it down to its most basic 
words. For instance take the following sentence: “The red fox jumps over the moon.” Each word would 
represent a token of which there are seven.

To Tokenize a sentence using python:

myText = ‘The red fox jumps over the moon.’ 

myLowerText = myText.lower() 

myTextList = myLowerText.split() 

print(myTextList) 

OUTPUT: 

[‘the’, ‘red’, ‘fox’, ‘jumps’, ‘over’, ‘the’, ‘moon’]

Table 5. Chart suggestion for different data set

Purpose Static / Dynamic Variables Suggested chart

comparison

Among items

Two variables per item Variable width column chart

One variable per item
Many Category – Embedded chart 
Few category, many Items – Bar Chart 
Few category, few items – column chart

Over time
Many Periods Cyclical data – Circular Area chart 

Non-Cyclical data – Line Chart

Few Periods Few category- Column chart 
Many Category – Line Chart

Relationship
Two variables Scatter chart

Three variables Bubble chart

Distribution

Single variable Few data points 
Many Data points

Column Histogram 
Line Histogram

Two Variable Scatter chart

Three Variable 3D Area Chart

composition

Changing over time
Few Periods Only relative difference matter- stacked 100% column matter 

Relative and absolute difference matter – Stacked column chart

Many periods Only relative differences matter- stacked 100% Area matter 
Relative and absolute difference matter – Stacked Area chart

static

Simple share of Total Pie chart

Accumulation or 
subtraction to total Waterfall chart

Components of 
components Stacked 100% column chart with subcomponents

Note: 3D- 3 Dimension
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VISUALIZING DATA IN TERMS OF DIAGRAM

Here sample suggestion Table 5 of charts are mentioned for more clarity in visualizing data.

FREE SOFTWARE

R

R is an open-source programming language that was created by Roass Ihaka and Robert Gentleman in 
1995. The purpose of developing this language was to focus on delivering a more user-friendly and bet-
ter way to perform statistics, data analysis, and graphical modules. R is the only programming language 
that allows statisticians to perform the most complicated and intricate analyses without getting into 
too much of details. With so many benefits for data science, R has gradually mounted heights among 
professionals of big data.

Hadoop

The Apache Hadoop software library is a framework that allows for the distributed processing of large 
data sets across clusters of computers using simple programming models. It is designed to scale up from 
single servers to thousands of machines, each offering local computation and storage. Rather than rely 
on hardware to deliver high-availability, the library itself is designed to detect and handle failures at 
the application layer, so delivering a highly-available service on top of a cluster of computers, each of 
which may be prone to failures.

Why is Hadoop important?

• Ability to store and process huge amounts of any kind of data, quickly. With data volumes and 
varieties constantly increasing, especially from social media and the Internet of Things (IoT), 
that’s a key consideration.

• Computing power: Hadoop’s distributed computing model processes big data fast. The more 
computing nodes you use, the more processing power you have.

• Fault tolerance. Data and application processing are protected against hardware failure. If a node 
goes down, jobs are automatically redirected to other nodes to make sure the distributed comput-
ing does not fail. Multiple copies of all data are stored automatically.

• Flexibility. Unlike traditional relational databases, you don’t have to preprocess data before stor-
ing it. You can store as much data as you want and decide how to use it later. That includes un-
structured data like text, images and videos.

• Low cost. The open-source framework is free and uses commodity hardware to store large quanti-
ties of data.

• Scalability. You can easily grow your system to handle more data simply by adding nodes. Little 
administration is required.

The project includes these modules:
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• Hadoop Common: The common utilities that support the other Hadoop modules.
• Hadoop Distributed File System (HDFS): A distributed file system that provides high-through-

put access to application data.
• Hadoop YARN: A framework for job scheduling and cluster resource management.
• Hadoop MapReduce: A YARN-based system for parallel processing of large data sets.
• Hadoop Ozone: An object store for Hadoop.
• Hadoop Submarine: A machine learning engine for Hadoop

Google Analytics

Google Analytics is a free Web analytics service that provides statistics and basic analytical tools for 
search engine optimization (SEO) and marketing purposes. The service is available to anyone with a 
Google account.

Google Analytics features include:

• Data visualization tools including a dashboard, scorecards and motion charts, which display 
changes in data over time.

• Segmentation for analysis of subsets, such as conversions.
• Custom reports.
• Email-based sharing and communication.
• Integration with other Google products, such as AdWords, Public Data Explorer and Website 

Optimizer.

Python

Python is already used by some of the biggest names in tech, along with some less likely but equally-
impressive users.

Uber, PayPal, Google, Facebook, Instagram, Netflix, Dropbox, and Reddit all use Python in their 
development and testing. Moreover, Python is also used extensively in robotics and embedded systems (it 
can even be used to control Arduinos). Even legacy systems written in C and C++ are easy to interface 
with Python. Anywhere that data analysis is required, Python and its assorted libraries shine. Goldman 
Sachs is one of several large financial institutions using Python to express the massive amounts of data 
they generate. This alone is an area Python is well suited to, and increasingly this field is making use 
of machine learning.

Spotfire

Spotfire allows users to combine data in a single analysis and get a holistic view of the same with an 
interactive visualization. Spotfire software makes businesses smart, delivers AI-driven analytics, and 
makes it easier to plot interactive data on maps. The platform helps businesses transform their data into 
powerful insights with ease and in less time. It speeds up data analysis across an organization for faster, 
confident, and much accurate decision-making.
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CONCLUSION

This chapter aims to increase the level of awareness of the intellectual and technical issues surrounding 
the analysis of massive data. This is not the first report written on massive data, and it will not be the 
last, but here given the major attention currently being paid to massive data in science, with difference 
appropriate tools. The purpose of data analytics is clearly explained with opensource tools and paid tools. 
The selection of data set and analytic tools is very important in any data analytics.
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ABSTRACT

The main steps for agricultural practices include preparation of soil, sowing, adding manure, irrigation, 
harvesting, and storage. For this, one needs to develop modern tools and technologies that can improve 
production efficiency, product quality, schedule and monitoring the crops, fertilizer spraying, planting, 
which helps the farmers choose the suitable crop. Efficient techniques are used to analyze huge amount 
of data which provide real time information about emerging trends. Facilities like fertilizer requirement 
notifications, predictions on wind directions, satellite-based monitoring are sources of data. Analytics 
can be used to enable farmers to make decisions based on data. This chapter provides a review of existing 
work to study the impact of big data on the analysis of agriculture. Analytics creates many chances in 
the field of agriculture towards smart farming by using hardware, software. The emerging ability to use 
analytic methods for development promise to transform farming sector to facilitate the poverty reduction 
which helps to deal with humane crises and conflicts.
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INTRODUCTION

Agriculture is the backbone for most of the countries around the world. But it is facing many problems 
in the developing countries where farmers cannot afford modern technologies and tools.

In farming sector, there has been a digital revolution. Big Data is playing a vital role in the devel-
opment where the machines are equipped with various kinds of sensors which measures data in their 
environment which is used for predicting machines behaviour.

It promises a level of precision, information storage, processing and analyzing which was not possible 
previously due to limitations in the technology.The use of information sets and latest digital tools for 
collecting, aggregating and analyzing is done by Big Data. Information is gathered based on agricultural 
equipments and farmers using data from large datasets and analytics to make farming decisions.

Big Data in agriculture is Electronic Farm Records which contains dampness content information, pH 
level information, soil temperatures maps and information, electrical conductivity maps and information, 
online networking posts, protection and yield related data.

Big Data addresses the problems in the society which includes the need of consumers, producers, 
business analysts, marketing agents and decision making. Generally, analysis is done on large volumes 
of data and used in decision making process.

At present, agricultural sector is at the initial phase of rendering Big Data services. Farmers must 
join data systems and share farm data. Various applications and techniques can be used to enhance the 
farms productivity along with reducing their use of inputs.

Smart Farming is a emerging concept towards farm management using modern technology to increase 
the quantity and quality of product using the required human labor.

The technologies available for farmers today are:
 ◦ Sensors are used to monitor and optimize the soil, water, light, humidity, temperature 

management
 ◦ Cell phones are used by farmers to remotely monitor their equipment, crops, and livestock.
 ◦ Data analytics is applied which enable monitoring and supervision of growth rate and nutri-

ent requirements of a plant and can be used to make data-based decisions like which crops 
to plant for their next .

Figure 1. Why Agriculture needs Big Data?
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BACKGROUND

Coble et al. (2016) proposed “large, diverse, complex, longitudinal, and distributed data sets generated 
by click-through streams, email, instruments, online transactions, satellites, sensors, video, and all other 
sources digital available today and in the future. This method is supported by describing data in terms 
of volume, velocity, variability, and accuracy, with “volume” referring to the size of the data, “velocity” 
measuring data flow, “variability” indicating the lack of structure and finally “veracity” accuracy and 
reliability of data.

Stubbs suggests big data as it is used in agriculture is small in terms of data size and more with the 
combination of technology and advanced analytics that creates a new way of processing data in a very 
useful and timely manner.

Woodard and Verteramo - Chiu 2017 mentioned that the use of geo-spatial techniques could improve 
crop harvesting models and the price of plant insurance products. We expect the sector to find the use 
of these methods in a number of areas including environmental economics. Agricultural information 
policies are analyzed and modified with various latest analytical tools and techniques. Decisions based 
on data collected from accurate agricultural technologies are applied at the farm level and to inputs and 
equipment manufacturers. There is an impact of management processes on production outcomes and on 
the management of farm managers.

Fountas et al., 2006 stated that Precision Agriculture is a knowledgeable work that can be categorized 
by data collection, data analysis and decision-making. It helps to differentiate decisions according to the 
planning and strategic boundaries.

Data fl q, 2015 outlined Big Data tools that will help farmers improve productivity and increase 
business efficiency. Big Data differs in the collection of historical information in terms of volume and 
analytical power embedded in modern digital technology. Big Data is collected from a variety of sources 
and is used to interpret past events and predict the behavior and process of future events.

Similarly, Monsanto’s IFS described online as integrating ‘innovations in seed science, agronomy, data 
analysis, precision farming equipment and hybrid messaging services and flexible planting techniques 
to improve maize harvesting potential’ (Monsanto, 2014) . They contribute to the long-standing pairing 
between good health and the effective use of new technology in the workforce (Marx and Roe-Smith, 
1994).

Tremblay (2017) states that agricultural research should extend beyond Fisher’s experimental design 
and apply analytical methods that can learn from mechanical and sensory data, i.e., it must rely on visual 
production data from controlled trials.

Banbure et al. (2011) concluded that a good or effective broadcast model should take into account 
both previous behavior of the series and easily recognizable symptoms of the same period.

TRADITIONAL METHODS OF FARMING

For a long time, farmers relied on traditional farming methods. Though there are many agricultural ma-
chines, major agricultural operations are done by farmers using simple and traditional tools like wooden 
plough, sickle, etc. Machines are mostly not used in ploughing, sowing, irrigating, harvesting threshing, 
transporting the crops by small and marginal farmers. It results in large amounts of human labor and in 
low yields per capita labor force.
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Organic farming relies mostly on natural methods such as animal manure, crop residues, crop rotation, 
off-farm organic waste, use of the biological system of plant protection and nutritional mobilization. 
Organic farming is a unique method of farming which promotes agro-ecosystem health such as soil 
biological activity, biological cycle, and biodiversity.Organic agriculture is capable of contributing to 
socio-economic and ecologically sustainable development.

There is a need to mechanize the agricultural operations so that wastage of labor force is avoided and 
farming is made convenient and efficient. Agricultural implementation and machinery are vital for efficient 
and effective agricultural operations which facilitates multiple cropping and by increasing production.

For the optimization of crop yield and quality there is an ongoing development in improving crop 
management advice to cope up with the spatial variability of the growth process, caused by local varia-
tions in soil composition, moisture and nutrition content. To achieve this reliable information is required 
on the actual status of the vegetation and the expected development and yield given different manage-
ment scenarios. In order to determine this cause, the observations must be integrated and analyzed with 
other models and observations. To achieve this data driven approach can be followed to determine the 
relation between the multiple observations .Correlation, regression and histogram techniques can be 
used to analyze the data.

Management Information Systems is a repository where data from multiple sensors and resources 
are gathered, stored, analyzed, and retrieved for actions. The repository gives information on: (a) Crops 
(b) Climate (c) Devices (d) Global positioning systems

The initial step is collection of data. Data is continually collected, analyzed, and simulated to under-
stand and predict crop growth and its behavior under various circumstances and analyzed to find spatial 
and temporal relationships and they results are visualized.

Many data-intensive technologies are available to help farmers monitor and control weeds and pests. 
Big Data analytics and tools can be used to analyze that provide improved crop management decisions 
for weed control and crop protection.

Figure 2. Generations of farming methods
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BIG DATA OPPORTUNITIES AND BENEFITS IN FARMING

In farming sector, big data can be seen as a combination of technology and analytics that collects and 
compile novel data and process it in a more useful and timely way to assist decision making.

According to agriculture experts, big data collects data from multiple sources and translates it into 
information which improves business processes and solve problems at larger scale and speed.

Keeping the crop and meeting the food needs of the growing community while also protecting the 
necessary natural resources, making additional changes and data tools can help determine what these 
changes should be.

The end result of gathering data is to analyze it and come up with actionable solutions with better 
results. For example, a satellite image of a land has many layers of data embedded into a single spectrum 
which gives us a lot of information to analyze. Decision making for farmers has become easy with the 
geospatial approach and satellite monitoring of farms.

Figure 3. Usage of information technology in agriculture

Figure 4. Data insight to farmers
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Data analysis not only creates greater awareness and more accurate knowledge, but it can fill the gap 
in the supply and marketing chain of the industry which helps farmers, insurance agencies, loan banks, 
seed companies, machine industry.

Ways in which data analysis can help farming:

• Development of new seed traits
• Precision farming
• Food tracking
• Effect on supply chains

Figure 6. Big data opportunities in farming

Figure 5. Process of big data in agriculture
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Some of the more prominent Uses of Big Data in farming include:

Yield Prediction

Yield prediction uses mathematical models to analyze data around yield, weather, chemicals, leaf and 
biomass index etc with machine learning for decision making. Predicting yields help farmer to get insight 
on what, where and when to plant.

Risk Management

Farmers can leverage a web of big data to evaluate the chances of events like crop failure and improve 
feed efficiency within the production of livestock.

Food Safety and Spoilage Prevention

The collection of data like humidity, temperature and chemicals will give an image of health around 
smart agricultural businesses allowing instant detection of microbes and incidents of contamination.

Equipment Management

Equipment manufacturers like John Deere have already made a good start by fitting of sensors around 
vehicles to aid their providing of data. Farmers can then log into special portals to manage maintenance 
of equipment in order to reduce downtime and keep everything productive. As many companies provide 
solutions to aid areas of equipment management and supply chain optimization, we can expect a much 
smoother delivery of crops to the market.

CONCEPTUAL FRAMEWORK FOR BIG DATA IN AGRICULTURE

Various phases of the framework for big data analytics in agriculture are:

Data Acquisition

The initial step of data analytics is data collection. It will capture various types of data such as structured, 
semi structured and unstructured data. The data is collected from various sources. For agricultural data 
it is collected from government database, GPS etc and that raw data is filtered, the necessary data is 
stored and unnecessary data is ignored.

Information Extraction

This phase extracts the data required for analysis by integrating, interpreting, mining and analyzing. It is 
done based on daily activity data, weather prediction, crop information etc and finally extracts required 
structured data.
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Knowledge Management

Big Data generates large statistical samples which increases the accuracy of the results. It involves 
descriptive, diagnostic, predictive analytics etc. It is done at collaboration platforms, dashboards etc. 
Finally the analyzing data is created.

Business management and society insights

This is the last phase where the data is turned into insights such as agriculture, banking etc. the informa-
tion captured from sensors on the farm is used for improving the risk of crop failure and increase feed 
effectively.

FUTURE SCOPE

In adopting latest technologies the agricultural sector is slow as it requires large scale of operations 
and the cost of initial investment is high. Implementation of new technologies has a major impact on 
the future of farmers. With the help of various visualization and analysis tools, producers, farmers, 
and consultants can connect and simplify their data management at a less cost. The shift towards new 
technologies is possible by research and development in both hardware and software services. In recent 
years, agricultural innovation has resulted in new methods to improve productivity.

Figure 7. Conceptual framework for big data analytics in agriculture
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In the future, technology plays vital role in agriculture. Several operations will be automated, from 
planting to harvesting. The main challenges are lack of digital skills, poor telecommunication infrastruc-
tures, and concerns on data ownership and use must be carefully addressed.

The factors associated and which still need further attention are:

• Sustainable Agriculture: Though technology is used in increasing the productivity of the agricul-
ture, environmental and social factors are not considered

• Technological Constraint: Standardization of technology is important in improving the communi-
cation between farm equipment as it provides more precision, accuracy, speed, and reliability by 
reducing future cost. Research and open source projects should be encouraged more to improve 
the quality of technological solutions.

• End-User Oriented: Solution providers should make products and solutions easy, readable, and 
understandable. Technological solutions should always be user-friendly. It should suit local con-
texts and needs.

• Multidiscipline Collaboration: Many issues in the agriculture can be approached from various 
other disciplines. They provide better solutions, improves productivity. Collaboration and coop-
eration among experts from different fields will improve the agricultural industry.

Figure 8. Agriculture in future
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CONCLUSION

Currently, there is a need for every farmer to adopt new and modern tools and techniques to balance 
food demand and supply concerns. Present environmental conditions are not favorable, making it harder 
for farmers to predict rainfall, soil conditions, and even the groundwater level. . If the latest technology 
is easily available and user-friendly, it can support millions of farmers. There is a need for dedicated 
research in the field of Big Data in agriculture and access to data sources is important for researchers to 
practice, innovate, and create other platforms. Companies must provide balance between confidential 
farms data and data that can be used to enhance their work. These factors will fill the gap between both 
Big Data and agricultural space in the future coming years.

Before implementation of big data in farming it was not possible to predict Pest and crop diseases 
and natural disasters. Big data and monitoring technologies can track such events and even predict them 
completely. By giving past and present data into a system and extracting insights through valid algorithms, 
data science can effectively boost future yields. This can save farmers and supply chain stakeholders a lot 
of money as well as help to facilitate distribution patterns and supply. Big data drives the incorporation 
of modern technology into the field. UAVs or drones can be used to fly over and assess land patterns. 
Alternatively, Internet of Things sensors can track and monitor croplands and plants remotely. Hence, 
Big data analytics will become the future technology to analyze the agricultural data.
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ABSTRACT

Cloud computing and internet of things (IoT) are playing a crucial role in the present era of technologi-
cal, social, and economic development. The novel models where cloud and IoT are integrated together 
are foreseen as disruptive and enable a number of application scenarios. The e-smart is an application 
system designed by leveraging cloud, IoT, and several other technology frameworks that are deployed 
on the agricultural farm to collect the data from the farm fields. The application extracts and collects 
the information about the residue levels of soil and crop details and the same data will be hosted in the 
cloud environment. The proposed e-smart application system is to analyze, integrate, and correlate data-
sets and produce decision-oriented reports to the farmer by using several machine learning techniques.

INTRODUCTION

The historical backdrop of Horticulture in India goes back to Hindu Valley in development time and 
even before that in certain pieces of south-India. India reaches 2nd worldwide in farm outputs. In 2008, 
Agriculture employed 50% of India work force and contributed 17%-18% of national’s GDP. However, 
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in India still farmers are facing scrupulous problems by not getting minimal price for their crop. Ag-
riculture Sector in India is diminishing day after day resulting in not only lesser farm outputs but also 
fast disappearance of the traditional knowledge base of thousands of years of practical experience of 
farming. There is need to resolve this problem and guide the farmers in effective way by proposing smart 
agricultural system. The smart agriculture system should include making use of latest technology for 
better productivity in the agriculture field for different activities. These activities such as loosening the 
soil, seeding, special watering, moving plants when they grow bigger and lead to abundant growth of 
a crop. Pesticide buildup alludes to the pesticides that may stay on or in the food after they are applied 
to the food crops or to the dirt. The most extreme permitted levels of these buildups in food or soil are 
frequently endorsed by administrative bodies in numerous nations. By their tendency, pesticides are 
destructive to certain types of life. It is in this way to be expected that, at a specific degree of presenta-
tion, they might be unsafe to people. The amount of poisons in wheat can be incredibly high, and may 
represent a danger to human wellbeing. To the extent medical issues because of pesticide deposits in 
staples are concerned, a few nations have begun food tainting checking programs which assess infor-
mation of pesticide buildups as per models and rules suggested by the Codex Committee on Pesticide 
Residues, just as by the European Union. The main steps for agricultural practices include preparation 
of soil, sowing, adding manure and fertilizers, irrigation, harvesting and storage. In village, farmers 
need information throughout the entire farming cycle for taking effective decision in time. The proposed 
Automated Soil Residue Levels Detecting Device (ASRLDD) with IoT interface need modern tools and 
technologies that can improve production efficiency, product quality, schedule and monitoring the crops, 
fertilizer, spraying, planting…etc and monitoring geospace time which helps the farmers choosing their 
best suitable crop. The ASRLDD with IoT interface model uses an IoT technology and a few kinds of 
sensors which are deployed in the crop field area, helps us in collecting the data from agriculture sector. 
The smart Agriculture System receives data from IoT devices which are configured with the system and 
same data will be uploaded into a cloud server. Cloud computing and Internet of Things (IoT) are two 
different advancement that are already part of our life. Their adoption and use are expected to be more 
and more pervasive, making them important components of the Future Internet. The smart Agriculture 
System uses different devices or smart things and these are interconnected for communication purpose. 
These devices collect the data and stores in cloud for analysis. The main objective of this proposal is to 
develop an automated embedded device for finding the pesticides residue levels in the soil or food in a 
given agriculture land. The proposed system integrates, analyzes, and correlates different data sets of 
information collected from agriculture sector and generates analysis report to the farmer using machine 
learning techniques. The purpose of this chapter is to introduce the various technologies as a frame of 
reference for effective way of analyzing agriculture data.

The main objective of this chapter is to describe crop and soil management for agriculture using low 
cost automated detecting device with IoT interface. This System is also useful to the farmers to know 
which type of crop should be cultivated and to estimate the productivity of that crop for particular sea-
son. The cropping details and data generated from the system are stored in cloud and proper machine 
learning technique is used for analyzing this data. It is also useful to the farmers to know which type of 
crop should be cultivated and to estimate the productivity of that crop for particular season. It makes a 
multidisciplinary research circumstance for exploring and tentatively approving profoundly inventive 
and progressive thoughts in the Agriculture area.

ASRLDD Objectives:
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1.  Developed an automated soil residue levels detecting device with IoT applications through cloud 
of resources.

2.  Development of Application Software for effective Cropping, to know the Pesticide Residual level 
in the Soil and Maximize Agricultural Business Performance.

3.  Crop Production Rate increases
4.  Monitoring agriculture is much easier.
5.  Creates research facility in the field of Agriculture Domain.
6.  Quality food produced without any side effects

In the following paragraphs gives detailed description about the organization of the rest of the chapter. 
The section 2 presents the back ground of problem, section 3 presents ASRLDD architecture diagram, 
Section 4 gives implementation methodology and results. The conclusions and future enhancement 
presents in section 5.

BACKGROUND

The intention of this chapter is to implement a highly enabled crop field monitoring system without 
human interactions. In agricultural applications, for precision Sensors are used and they are very much 
essential nowadays. This Chapter presents details about how to utilize sensors in crop field area and their 
applications in real time environment. The fundamental concept of this Chapter is to provide a highly 
enabled monitoring of crop field. The system consists of a large number of low cost sensors which are 
deployed in the sensing area. These low cost sensors will sense the parameters of soil, moisture content 
etc., at that particular area where the sensor is placed, and transmit the information gathered to the 
observer for further analyzing and processing. These kinds of sensors will eliminate the physical con-
nectivity between devices and hence installation cost and maintenance will be reduced. Potential benefits 
from these would be avoiding catastrophic failures, improvement in production and yield, conservation 
of natural resources, and respond to natural disasters and emergency immediately.

The system mainly consists of microcontroller system, solar PV module; backup power unit for power 
the circuitry, wireless sensors, and ADC unit etc. The microcontroller unit processes the data received 
from wireless sensors (ADC unit present in sensor converts analog signal into digital form) and sends 
through another network to either central server or cloud. It also performs various tasks provided in the 
program, and controls the various components present in the system. The Critical Review of latest Status 
of the Technology in the Agriculture to improve productivity with complete references as presented below.

The authors Peter O. Onuwa, Ishaq S. Eneji, Adams U. Itodo and Rufus Sha’Ato(2017) aim to mine 
pesticide residues in few edible crops and soils from farm lands so as to determine their concentration 
in order to assess their safety status. They used Phase extraction technique to extract pesticides content 
mainly of organ chlorine class from some edible crop plants and soils as well as determining some main 
physicochemical parameters of the soils.

A Review proposed by Narmilan a (2017) on E-Agricultural Concepts for Improving Productivity. 
Agriculture plays important role in the economy of any developing country, so it is important to de-
velop the field of agriculture through ICTs. The best way to enhance the agriculture production is by 
E-Agriculture method. The field of agriculture itself is very vast field, through ICTs the complete data 
of agriculture can be utilized for instant, important, necessary decisions and even to analyze and forecast 
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the agriculture yield. So, ICTs role and usage is very important and its growing day by day and impact 
can be seen in the present farming owners. It has certainly high impact on the production of agriculture 
by transferring the necessary information when it is required through the rural communities and also 
its applications depends on the need of the agriculture stakeholders who depend on agriculture either 
directly or indirectly. Based on these principals, the application of emerging trends in ICT may be ap-
plied to almost all the processes involved in Agriculture as well as related to it. Thus, it will always be 
helpful in both the product efficiency and process efficiency by means of reducing the cost and time in 
the functionalities involved in Agriculture. Mohammad AbdurRazzaque, Andrei Palade, and Siobhán 
Clarke Middleware (2016) have proposed the Internet of Things (IoT) which envisaged a future in which 
digital and physical things or objects (e.g., Smartphone’s, TVs, cars..etc) can be connected by means 
of suitable information and communication technologies, to enable range of applications and services. 
Marcel Fafchamps et.al., 2012 have proposed a method to help the Farmers to know about the market 
and weather information which will come to the Farmer’s mobile phone as a SMS, so that any kind of 
decisions on crop can be taken.

The authors Sharma Meenakshi and Singh Ranveer (2008) have focused on “Post-Harvest Losses 
in Fruits and Vegetables in Himachal Pradesh.” As the name suggests, the authors concluded that post 
harvest losses occurred at wholesaler or retailer level with 18.31 to 24.85% with respect to total produc-
tion and production level with 18.98 to 28.25% with respect to total production for selected fruits and 
vegetables. Nalini Ranjan Kumar, Pandey N. K. and Rana R. K.(2008) authors studied production rate 
and Marketing of Potato in Banaskantha District of Gujarata. The authors emphasized on the recent 
decrease in production of potatoes and the main reason behind the same is the Farmers are lagging in 
know how to produce the potatoes. Singh L. P. (1992), has emphasized the “Economics of Tobacco 
Cultivation, Production and Exchange”. In this work, the authors discussed elaborately about tobacco 
and production of tobacco with respect to other cash crops.

Many farmers in India cannot perform soil assessment with enough attention due to lack of aware-
ness and technological advancement. The advancement and accomplishment in micro/nano electronics 
and IoT systems performs an effective smart forming and diagnostics. These systems effectively assess 
the health of the soil and management to achieve high production with excessive use of fertilizers and 
pesticides. The authors Md. Azahar Ali, Liang Dong, Jaspreet Dhau, Ajit Khosla, and Ajeet Kaushik 
presented detailed report on electrochemical sensor-based soil quality assessment (2020).

The main objective of smart irrigation and monitoring system is to provide an effective cropping, 
reduce water wastage and high production rate. This system mainly evaluates the water required for a 
plant by the parameters such as soil moisture, air humidity and temperature. The authors Raju Anitha, D 
Suresh, P Gnaneswar, M M Puneeth(2019) developed a product called the smart irrigation and monitor-
ing system for the farmers so that they can choose the specific type of plant that is being cultivated and 
it can be calibrated for different types of plants too. Machine learning is used by the proposed system 
which compares actual values obtained from sensors with threshold values already fed to machine learn-
ing algorithm for analysis purpose.

The authors Mustapha F. A. Jallow, Dawood G. Awadh, Mohammed S. Albaho, Vimala Y. Devi and 
Nisar Ahmad investigated the levels of pesticides residues in fruits and vegetables samples were con-
taminated with pesticide residues, with concentration above the MRL. The observed pesticides in fruits 
and vegetables leads to health risk for customers and pesticides monitoring highly recommended (2017).

The authors M Lavanya and Sujatha Srinivasan(2018) has done extensive research for publishing 
papers in various journals in domain agriculture and green house using IoT and WSN.These research-
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ers mainly contributed for predicting and controlling the parameter like weather, soil, pest,CO2,water 
level, crop yield using machine learning algorithms and cloud computing in their work for system is 
more intelligent.

The literature review and issues and challenges identified are presented above and summary of this 
survey is the problem statement of Automated Soil Residue Level Detecting Device (ASRLDD).

ASRLDD ARCHITECTURE DIAGRAM

An Agriculture IoT system consists of multiple monitoring nodes and these are controlled by centralized 
controller. A microcontroller based embedded device within the node capture data from sensors and sends 
the same data to the cloud for further processing. Data stored in the cloud and different applications of 
software are configured with the system for analyzing the data. The centralized controller is aware of 
the status of all end nodes and sends control commands to the nodes. The end nodes are equipped with 
various sensors placed at different locations for monitoring and managing agriculture data. Data analysis 
is the process of evaluating data using analytical and statistical tools to discover useful information and 
aid in business decision making. There are a several data analysis methods including data mining, text 
analytics, business intelligence and data visualization. There are many software tools such as Image 
processing (IM toolki, VTK toolkit, OpenCV library), Machine Learning tools (Google TensorFlow, R, 
weka..etc), Cloud –based platforms for large-scale information storing, analysis and computation such 
as Cloud era, EMC corporation, IBM Info Sphere BigInsights,IBMPureData system for analytics, Aster 
SQLMapReduce,Pivotal GemFire,Pivotal Green plum, MapR Coverage data platform, Horton works 
and Apache Pig Cloudera, EMC corporation, IBM Info Sphere BigInsights,IBMPureData system for 
analytics, Aster SQLMapReduce,Pivotal GemFire,Pivotal Green plum, MapR Coveraged data platform, 
Horton works and Apache Pig. The Agriculture managing and monitoring Architecture Diagram as 
shown Figure 1.

Figure 1. ASRLDD Architecture Diagram
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The ASRLDD Architecture Diagram is Comprises the three major computing components as shown 
in the figure 1.

Local Nodes

The field consists of observer nodes, controller Service for given agriculture sector and these nodes 
capture the data from site and sends to cloud using communication channels.

Observer Nodes

The agriculture system consists of multiple independent nodes are placed at different locations for col-
lecting data, communicating to other parts of the system and receiving analyzed data. This node are 
equipped with various sensors such as Temperature, Humidity, water level and IR sensor and sends the 
data to cloud server using controller service and communication protocols.

Controller Service

Each agriculture node at particular area runs its own controller service that sends the data to the cloud. 
The interconnection of different devices and resources are interfaced to the controller that uses sensors 
to collect data. This type interconnecting embedded system uses a communication protocols such WiFi, 
Bluetooth, 802.11.4 or custom communication system. The type communication protocol is selected 
based on the distribution of nodes and amount of data to be collected.

Communication Channels

The data which is collected from the local nodes can communicated to centralized server through rest/
web socket protocol for further processing.

Centralized Controller

The centralized controller monitors and manages the multiple independent nodes in the agriculture field. 
The main challenge of the centralized controller in Agriculture Technology provides identifying the right 
business model for better productivity.

The Functions of Centralized Controller helps the farmers as given below.

1.  Crop Production Rate increases and monitoring agriculture is much easier.
2.  Plan harvesting; optimize labor scheduling, track food provenance and food safety.
3.  A data service to help researchers create new knowledge and algorithms, which in turn feed back 

into our data sets.
4.  Develop research facility in the field of Agriculture Sector using IoT platform technology which 

is enabling us to rapidly pivot into agriculture.
5.  Invite partnerships from Industry and Institutions.
6.  Publish research outcome in reputed journals and conferences.
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Communication Service

The Sensor measurement can change across the farm due to water input, seeds, soil nutrients, soil mois-
ture…etc from different nodes in Agriculture Area. All such type data can indicate useful practice in farms 
and make better decision for effective cropping. So there is need effective communication for collecting 
sensor data requires to establish network connection across agriculture field. Sensors, Cameras, IoT 
devices and Drones can connect to the base station over a Wi-Fi front end. This ensures high bandwidth 
connectivity within the farm. The first step requires connectivity between data generated units such as 
various kinds of embedded devices or from sensors in agriculture and global storage unit (Cloud).The 
device configuration in the agriculture field is important due the following reasons:

1.  Establish connectivity between sensor or IoT device and software system which allows retrieving 
data from sensor or device.

2.  Data communication major task in IoT environment
3.  Designing effective communication, scheduling strategies and configuring IoT device under het-

erogeneity environment are challenging issue.

The management of IoT becomes very difficult in a large distributed environment and without a 
careful management design, agriculture system results in significant performance degradation. These 
embedded devices need to be configured before assigning a task and also need to define a protocol stack 
to address all devices and plan to achieve the proposed tasks.

CLOUD STORAGE AND ANALYTICS

Cloud computing is a transformative computing patterning that involves delivering applications and 
services over internet. The smart Agriculture System receives data from IoT devices which are config-
ured with the system and same data will be uploaded into a cloud server. The smart agriculture system 
uses different devices or smart things and these are interconnected for communication purpose. These 
devices collect the data and stores in cloud for analysis.

The analytics module is responsible for analyzing the data and generates reports area wise. The analysis 
IoT data can be performed in the cloud for all nodes for given agriculture area but reports are generated 
node wise. These IoT applications provide an interface to farmers for monitoring and managing their 
agriculture land in effective way of cultivation. The cloud enables three functions data accesses from 
agriculture sector, applications resides in cloud to make crop suggestions and crop farm analytics and 
generate the reports for farmers. The farmers would able to improve crop yields and make effective use 
of water, pesticides and in turn wastage of any sort would be reduced to remarkable level to increase 
productivity.

The major components required implementing our projects are Resistive and Capacitive Sensor for 
soil analysis, Microcontroller, Wi Fi Camera for image capturing cloud server for data analytics purpose. 
The different applications in table 1 are developed and uploaded in cloud for analysis purpose.
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METHODOLOGY

The primary and secondary data are used to critically evaluate the chapter objectives. Beforehand, 
researcher or cultivator investigations for better crop yield will be always use the major source of data. 
Regulatory authorities has directed certain norms with regard to the maximum residue levels of the pes-
ticide as they are very much harmful in some or other form to human life with certain level of pesticide 
exposure, residue here implies the left over pesticide which may be there on or in the food crops when 
pesticides applied to the food crops. Here, in this project, it is proposed to implement an automated 
embedded device with IoT enabled system which dig into the soil and compute the residue levels of soil 
at that particular place and this is carried out for the various slots in that agricultural land and the data 
accumulated is stored onto the cloud for further processing. The following procedure is adopted in this 
project:

For given agriculture land in a village, the land is divided into n number of sample space and each 
space area comprises of certain m slots. The number m, n are integer values and these values changes 
depending upon the area of agriculture land, flat area and slope area. At least one sampling space for 
each area for computing residue levels of the soil.

Procedure for residue levels or NPK values in the soil

1.  Select Specific location for given agriculture Area.
2.  Identify different slots(n) for (a)
3.  Identify slopes for each slot(i)
4.  Identify flat areas for each slope(i)

Table 1. Agriculture Management System

S. No Application Name Description

1. Soil Management

Soil Analysis: 
Fertilizer identification for various crops 
a. Environmental Condition 
b. Residual Fertilizers or Pesticides content in the Soil 
c. Moisture Content 
GPS Location

2. Sensor Management

Different Sensors are placed each node in agriculture area need manage. 
a. Resistive and Capacitive Sensor 
b. Temperature Sensor 
c. Humidity Sensor 
d. Water Level Sensor 
e. IR Sensor

3. Precision Agriculture
An Agriculture IoT application is required accuracy to ensures timely delivery of real 
time data about weather forecasting, quality of soil, cost of labor and crop reports to 
farmers

4. Pest Management An environmental data monitoring of temperature, moisture, plant growth and levels 
of pests using Agriculture IoT system to increase production rate.

5 Crop Management The crop management involves different agriculture activities such as water level, 
crop cultivation using Agriculture IoT system.

6 Data Analytics
a. Crop Analytics based on the past data 
b. Soil Analytics (Crop Management and time to spray fertilizer) 
Pest Analytics based on crop selection and soil analysis
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5.  For each flat area, compute the residue levels using ASRLDD device.
6.  Residue levels data can be stored in cloud for further processing.
7.  Repeat step (c) to (e) for all slopes.
8.  Repeat step (b) to (f) for all n slots
9.  Repeat the step (a) but different location for same agriculture land.
10.  Repeat steps (b) to (f).
11.  Repeat above process for considerable samples.

The distance between each sampling space and the depth of sampling will be determined by the past 
pesticide usage and the purpose of the testing. The number of sampling space (n) and slots (m) can be 
determined by identify the slopes in the agriculture land. The numbers of flat area are identified for 
given slope and the residue levels for each flat are can computed. The above procedure can be repeated 
by taking different samples for different levels of the agriculture fields.

In this chapter, a novel automated embedded device with IoT enabled system is proposed to know the 
pesticide residue levels present in the soil, which can be analyzed by taking samples at different loca-
tions of the agriculture field, so that usage of the pesticide for the next crop is reduced and also the over 
concentration of pesticide can be avoided and it would be at allowable levels as per the regulatory bodies.

The primary and secondary data are used to critically evaluate the presented chapter objectives. Off 
course, the research scholar or farmer investigations for better crop yield will be always the main source 
of data. Here, in this project, it is proposed to implement an automated embedded device with IoT en-
abled system which dig into the soil and compute the residue levels of soil at that particular place and 
this is carried out for the various slots in that agricultural land and the data accumulated is stored onto 
the cloud for further processing.

FIELD TEST

In Agriculture, a porch is a bit of inclined plane that has been cut into a progression of increasingly col-
lapse level surfaces or stages, which takes after paces, for motivation behind more successful cultivat-
ing. Each Agriculture Sector is divided into n number of sample space and m slots which depends upon 
number of sloped planes. Each slopped plane is known to be one sample space and it further divides into 
m slots. Each slot is known to be testing area to measure residual levels of the soil using an ASRLDD 
device which is dipped into that area. The Ph. sensor is interfaced with device to known the quantity of 
nutrients present in the soil. The above procedure can be repeated by taking different samples for dif-
ferent levels of the agriculture fields.

Similar as a Mobile phone, the specialized types of modems which are wireless networks and works 
on subscription basis (acknowledging the Subscriber Identity Module (SIM) card embedded in computer) 
are called as operate Global System for Mobile Communications (GSM) modems. So these kinds of 
modems will be acting as dedicated mobile phone for computer compared to the traditional which will 
be used for dialing up the other computer systems. By using GSM module, system can be sends the 
data to cloud for analysis purpose and generated reports sent to farmers to their mobiles in text format. 
This device uses different sensors for testing soils which shows the NPK values, temperature, humidity, 
residues levels of the soil. The sample Ph values as shown in the figure2.
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The mixtures of three primary mineral nutrients are Nitrogen, Phosphorus and Potassium is required 
for healthy plant growth. This composition is known to be NPK in which potassium nutrient is essential 
for any plant growth. German Scientist Von Liebig was responsible for the theory that NPK levels are the 
basis for determining healthy plant growth. However this theory does not into account of other nutrients 
such as sulfur, oxygen, carbon, magnesium, etc. Many of researchers talk about the importance of three 
beneficial soil there different components such Nitrogen, Phosphorous and Potash (Potassium) and can 
be described with N-P-K. The agriculture industry relies heavily on the use of NPK fertilizer to meet 
global food supply and ensure health crops.

The calculation process involves NPK (Nitrogen, Phosphorus, and Potassium) value generation and 
sms alert to end user as shown Figure 3 and Figure 4.

Figure 2. Screen Shot for Ph sensor Value Using Device

Figure 3. Calculation Process for NPK values using ASRLDD Device
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The above Figure 3 and Figure 4 calculate the NPK values and sends message to concerned formers. 
In similar way an ASRLDD device detects to residue levels of soil which is communicated to farmers 
for good agriculture practice. Pesticide usage has to be limited, as presently there are certain customs 
as directed by regulatory authorities in the highest residue levels of the pesticide as they are very much 
harmful in few or other form to human life with certain level of pesticide exposure, residue here implies 
the left over pesticide which may be there on or in the food crops when pesticides applied to the food crops.

This chapter presents a novel automated ASRLDD embedded device with IoT enabled system is pro-
posed to know the pesticide residue levels present in the soil, crop and cultivations management system 
which can be analyzed by taking samples at different locations of the agriculture field. This methodol-
ogy also helps that usage of the pesticide for the next crop is reduced and also the over concentration of 
pesticide can be avoided and it would be at allowable levels as per the regulatory bodies.

The primary and secondary data are used to critically evaluate the presented chapter objectives. Off 
course, the research scholar or farmer investigations for better crop yield will be always the main source 
of data. Pesticide usage has to be limited, as presently there are certain norms as directed by regula-
tory authorities in the maximum residue levels of the pesticide as they are very much harmful in some 
or other form to human life with certain level of pesticide exposure, residue here implies the left over 
pesticide which may be there on or in the food crops when pesticides applied to the food crops. Here, 
in this chapter, it is proposed to implement an automated embedded device with IoT enabled system 
which dig into the soil and compute the residue levels of soil or pesticides at that particular place and 
this is carried out for the various slots in that agricultural land and the data accumulated is stored onto 
the cloud for further processing.

CONCLUSION AND FUTURE ENHANCEMENTS

This main inspiration of this chapter is to guide the farmers in efficient way by proposing e-smart vil-
lage application. These applications are incorporate data-driven, actionable insights into the farmer’s 

Figure 4. SMS alerts to END user using ASRLDD Device
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experience. Insights are delivered in context as features in agriculture sector that enable farmers to more 
efficiently complete a desired task or action. The E-smart village can be making use of latest technology 
for better productivity in the agriculture field. In all the cultivation related augmentation processes the 
E-Agriculture plays an important role which is considered to be an industry with exhaustive information 
and fast in nature. Due negative impact of the globalization, the Indian farmers need contend with farmers 
of developed nations. In light of this impact, the Indian farmers need to create great quality agriculture 
products with reasonable cost to compete world market. Hence, Training preparation is required for 
dealing with the E-agriculture system for better quality products.Pesticide usage has to be limited, as 
presently there are certain norms as directed by regulatory authorities in the highest residue levels of 
the pesticide as they are very much harmful in some or other form to human life with certain level of 
pesticide exposure. For example, the residue level of pesticide in the wheat crop can be very much high 
and this may lead to threat to life of humans.

The following enhancements can be integrated in the village and also farmers should educate for 
betterment of agriculture sector. The Usefulness of Developed System to farmer is:

1.  Effective crop cultivation and estimate the productivity of that crop for particular season using 
most modern technology.

2.  Study of feasibility of different crops for different soils depending on water availabilities.
3.  Quality food produced without any side effects.
4.  Create an situation in multidisciplinary research explore, authenticate and experiment the ideas 

which are highly innovative in the field of Agriculture Sector.
5.  Creates employability
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ABSTRACT

Many apps and analyzers based on machine learning have been designed already to help and cure the 
stress issue, which is increasing. The project is based on an experimental research work that the authors 
have performed at Research Labs and Scientific Spirituality Centers of Dev Sanskriti VishwaVidyalaya, 
Haridwar and Patanjali Research Foundations, Uttarakhand. In the research work, the correctness and 
accuracy have been studied and compared for two biofeedback devices named as electromyography 
(EMG) and galvanic skin response (GSR), which can operate in three modes, audio, visual and audio-
visual, with the help of data set of tension type headache (TTH) patients. The authors have realized by 
their research work that these days people have lot of stress in their life so they planned to make an effort 
for reducing the stress level of people by their technical knowledge of computer science. In the project 
they have a website that contains a closed set of questionnaires from SF-36, which have some weight 
associated with each question.
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INTRODUCTION

As we can see that almost everyone is suffering from many kind of stress and we all get some indicators 
which shows that we are suffering from stress rather it be physical, emotional, personal, sleep or behav-
ioral. But manually the level of stress is difficult to calculate and also the people are much more reliable 
on medication for getting relief. Many times, the individual is lost in physical pleasure, accumulation 
of facilities and due to lack of right understanding about the self, one bears the ignorance about one’s 
own being. Due to which they suffer from stress most of the time. These consist of pharmacological 
treatment, physical therapy, acupuncture, relaxation therapy or alternative medicine. So main focus of 
our project is to check the stress level of a person and give remedies to them accordingly. We are more 
focused on giving remedies to people which do not include any kind of medications.(PyCharm, n.d.; 
Rastogi, Chaturvedi, Satya, Arora, & Chauhan, 2018)

Motivation

The experimental research work done by us has motivated us to use our knowledge and make an effort 
to reduce the stress level of people. Automation and mechanization is rapidly increasing with intel-
ligent machines. Science has done miracles and almost in all walks of life, most works are being done 
by scientific gadgets and it has no doubt made the human life simpler. It has helped to handle complex 
issues but contrary to this, there is a dark side of the picture that it has created some negative aspects 
and challenging situations too. The present crisis of science to human life is that the stress, tension, 
depression, anxiety, hatred, headache, frustration, suicidal tendency and violence is increasing in our 
world day by day. The happiness index has been reduced rapidly everywhere. The Human personality 
is degraded in terms of value system.(Arora et al., 2017; Chaturvedi et al., 2018; Rastogi, Chaturvedi, 
Satya, Arora, Yadav et al, 2018)

Objective of Research

1.  To study and compare the correctness and accuracy of Electromyography(EMG) and Galvanic 
Skin Response(GSR) biofeedback in three modes: audio, visual and audio-visual.

2.  Our project is to check the stress level of a person and give remedies to them accordingly, by clas-
sifying them into one of the three categories: low, medium & high stress level.

3.  Comparing the efficiency of different algorithms used for classification.

SCOPE OF THE RESEARCH WORK

Measuring the effect of various indicators like physical, sleep, behavioral, personal and emotional param-
eters are indicators of stress on different levels of stress. The purpose is to reduce the use of medication 
to lower the level of stress. Measuring the accuracy of the range decided to track the level of stress of a 
person. A runnable system which checks the stress level of a person. The main objective is to develop 
a system which gives the remedies which do not involve any kind of medication to a person according 
to their stress level.(Chaturvedi et al., 2017; Satya et al., 2019)
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RELATED PREVIOUS WORK

1.  MoodKit a popular app based on IOS which uses the foundation of Cognitive Behavioral Therapy 
(CBT) and provides different mood improvement activities to different users which are more than 
200 in number. Developed by two clinical psychologists, MoodKit helps one to change the think-
ing pattern and method, to develop self confidence, awareness, creativity, situation handling and 
problem solving and wise healthy attitude(List of best 25 mobile apps used for mental and physical 
health., n.d.).

2.  Another very good mental health helping app is Mind Shift which has been developed to facilitate 
teen agers and adults to face the challenges of depression and frustration along with anxiety. The 
app Mind Shift focuses the sight of users about their thought process for(List of best 25 mobile 
apps used for mental and physical health., n.d.).

3.  Khanna A, Paul M, Sandhu JS. exhibited a detailed research work and in depth study to check 
accuracy and comparison of efficiency of GSR and EMG biofeedback training process and conse-
quently progressive muscle relaxation process for decreasing the blood pressure and respiratory rate 
for those subjects who were suffering heavily from acute level of headache(What is biofeedback?, 
2008).

4.  Biofeedback is getting popular now as an alternate therapy and informs the subject and experimenter 
both about the current status of headache. It also helps to avoid the excessive use of medications 
and anti-oxidants for muscle relaxation. It helps the subjects from shifting the dependency on costly 
medications and consecutive side effects(Chauhan et al., 2018).

5.  Chronic TTH was found as the most common problem in all subjects of every type of gender, age, 
rural-urban sector of any demographical regions. Since most of the problems are psycho somatic 
so psycho and psychosocial factors are in consideration to study it (Kikuchi et al., 2012).

REQUIREMENT SPECIFICATION EXPERIMENTAL PERSPECTIVE

The Proposed experimentation and analysis is totally based on our earlier research work named “Chronic TTH 
analysis by EMG and GSR biofeedback on various modes and various medical symptoms”(Arora et al., 2019) 
and on “Analytical Comparison of Efficacy for Electromyography and Galvanic Skin Resistance Bio-
feedback on Audio-Visual Mode for Chronic TTH on Various Attributes”(Chauhan et al., 2018). These 
work have been well published and cited by many in the same domain of research.

In this work, we created a website which comprises Short Form of Health Survey popularly known as 
SF-36 as the initial survey for the mental status of the subject. Each participants was required to answer 
the questions and based on their reponses, their individual different scores on various parameters were 
calculated. Some set of questions were giving one kind of score and other set of questions were giving 
other kind of responses. The scores were clear indicators for the current status of mental, social, physi-
cal and inner health of an individual and high score alays indicate that one posses good health and he/ 
she should maintain it. Average score is indicator of precautions and related guidelines and advisory are 
issued to him/ her. The low score is alarming bell and immediately subject is warned to visit psychiatrist 
and nearby mental hospital. Since the extreme situation can be panic and worst to be as suicidal tendency. 
This app is analyzer, a guide for those who want immediate and online relaxation in some critical circum-
stances.(Rastogi, Chaturvedi, Satya, Arora, Singhal et al, 2018; Satya et al., 2018; Sharma et al., 2018)
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SYSTEM INTERFACES

1.  Anguler6, CSS, JavaScript and Bootstrap are used for front end of web portal.
2.  Node Js and Express Js are widely used in web platform as back end.
3.  Mongo Db is applied for data storage and database creation purposes.
4.  Jupyter is used to implement Machine Learning Algorithm in Python.
5.  Visual Studio Code platform is used to develop the website.(Rastogi, Chaturvedi, Satya, Arora, 

Sirohi et al, 2018; Vyas et al., 2018)

HARDWARE INTERFACES

The project occurred in different configurations of system as below:

1.  Operating System: Linux, Unix, Windows
2.  x86 - 64 processor
3.  8 GB RAM
4.  Web Server: local host provided by Angular CLI and NPM server
5.  For Mongo Db version 4.0 installed in OS
6.  NPM packages should be installed. (Rastogi, Chaturvedi, Satya, Arora, Sirohi et al, 2018; Vyas et 

al., 2018)

SOFTWARE INTERFACES

1.  Python 3.6
2.  Angular 6
3.  Node 10.0.0
4.  Mongo db 4.0
5.  PyCharm Platform: Very popular now a days as an Integrated Development Environment (IDE). 

Python specially uses it for computer programming. Designed by the Czech company Jet Brains. 
Provides end users the code analysis, a graphical debugger, an integrated unit tester, integration 
with version control systems (VCSes), and supports web development with Django(PyCharm, n.d.).

6.  Machine Learning with Python language: Machine Learning uses Data Mining techniques and 
other learning algorithms to build models of what is happening behind some data so that it can 
predict future outcomes. It’s a particular approach to AI.

7.  Deep Learning: It is one type of Machine Learning that achieves great power and flexibility by 
learning to represent the world as nested hierarchy of concepts, with each concept defined in rela-
tion to simpler concepts, and more abstract representations computed in terms of less abstract ones.

8.  Artificial Intelligence: It uses models built by Machine Learning and other ways to reason about 
the world and give rise to intelligent behavior whether this is playing a game or driving a robot/car. 
Artificial Intelligence has some goal to achieve by predicting how actions will affect the model of 
the world and chooses the actions that will best achieve that goal. It is very much programming 
based.(Saini et al., 2018) Machine Learning is the name given to generalizable algorithms that en-
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able a computer to carry out a task by examining data rather than hard programming. It’s a subfield 
of computer science and Artificial intelligence that focuses on developing systems that learn from 
data and help in making decisions and predictions based on that learning. ML enables computers 
to make data-driven decisions rather than being explicitly programmed to carry out a certain task. 
Math provides models; understand their relationships and apply them to real-world objects.(Bansal 
et al., 2018)

9.  Supervised Learning: These are “predictive” in nature. The purpose is to predict the value of a 
particular variable (target variable) based on values of some other variables or explanatory variables). 
Classification and Regression are examples of predictive tasks. Classification is used to predict 
the value of a discrete target variable while regression is used to predict the value of a continuous 
target variable. To predict whether an email is spam or not is a Classification task while to predict 
the future price of a stock is a regression task. They are called supervised because we are telling 
the algorithm what to predict. Methods are Linear Regression, Logistic Regression, Decision Trees, 
Random Forests, Naïve Bayes Classifier, Bayesian Statistics and Inference, K-Nearest Neighbor.
(Yadav et al., 2018)

10.  Unsupervised Learning: These are “descriptive” in nature. The purpose is to derive patterns 
that summarize the underlying relationships in data. Association Analysis, Cluster Analysis and 
Anomaly detection are examples of Unsupervised Learning. They are called unsupervised because 
in such cases, the final outcome is not known beforehand. With unsupervised learning there is no 
feedback based on the prediction results. Methods are K-Means Clustering, Hierarchal Clustering, 
Clustering using DBSCAN, Feature Selection and Transformation, Principal Components Analysis 
(PCA).(Gupta et al., 2019)

MEMORY CONSTRAINTS

To run data on python programs, 2 GB memory space will be required and for both to run the node local 
host server and angular frontend local host, 1 GB space will be used.

OPERATIONS

Operations that will be done by user on our product are:

1.  An user can do registration if they are new user.
2.  After successful registration, user will be able to login to our site any time.
3.  All those registered users, if don’t have given any test then they will be redirected to test page as 

soon as they will login.
4.  All those users who have successfully registered, if they have responded to questionnaire earlier 

they will be redirected to their dashboard.
5.  On their dashboard they will find displayed stress level along with three options: given a re-ques-

tionnaire responses, remedies and statics.
6.  He can go to any of the options.
7.  All the users will get some remedies to follow and practice in their daily life.
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8.  After few days they can go through the retest.

The time duration for whole experiment was 6 months which included stress recognition through 
biofeedback devices and providing its remedy through app. For stress level measurements, Short form 
of health Survey SF-36 questionnaire was used questionnaire and Biofeedback therapy to know current 
intensity, duration and frequency of headache of subject and for remedy, we applied meditative techniques 
and alternate therapies. For backup, we stored the data in Google Drive or Hard Disk to avoid any data 
loss.(Saini et al., 2019; Singhal et al., 2019)

FUNCTIONS OF EXPERIMENTAL APP

1.  Our product measured the subject stress level in specified time and helped them to handle it as per 
their scores and stress intensity. 2. We are using dataset of SF-36(Dataset for SF-36, n.d.) and we 
have clustered it into three clusters using k-means algorithm and after clustering we have modi-
fied and added the dataset with their respective clusters and used it as new dataset for training and 
testing of classification algorithms

2.  We have used 70% data to train four classification algorithms Naïve Baye’s, Logistic Regression, 
SVM and Decision tree and 30% for testing purpose.

3.  Out of which Decision tree has most high accuracy in our case.
4.  Now in Decision tree we have used various test cases given as the input to the trained model and 

by the help of outputs of these test cases we were able to find the range in which the new weight 
will be classified: low, medium or high.

5.  We have used the same range limit in website for decided the stress level of the person depending 
upon the weights of the questions he has answered.

USER CHARACTERISTICS

Subject under considerations were users of all ages (18-65), genders, locality and is mainly focused on 
adolescents.

CONSTRAINTS

1.  The system complied with all local regulatory policies and ethical committee.
2.  The users had to answer all the questions honestly otherwise they may be classified into wrong 

stress level.
3.  Our research work was based on EMG and GSR machines with are very costly and very hard to 

find and do analysis.
4.  This product will be windows-based. So all the users must have windows operatingsystem running 

on their pc’s.
5.  Our product will use client server architecture and therefore be able to handle multiple participants 

at onetime.
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6.  Our product will use cookies to help identify the registered users attempting to use the product via 
the internet.

7.  Our product will provide a backup capability to protect the data.

ASSUMPTIONS AND DEPENDENCIES

It is assumed that every user who will use our product will have windowsoperating system or Linux and 
all will satisfy the software and hardware requirements mentioned above.

APPORTIONING OF REQUIREMENTS

We may not be able to do thermal imaging. We only used questionnaires to measure the participant stress 
level. The different diagrams of Mental Health Analyzer(MHA) App are as below.

UML SPECIFICATIONS

Use case model was used to exhibit the functions and activities of all users and participants of the study. 
It also demonstrates the functioning of the app shows the functions that can be done by a particular user 
according to their position.

Figure 1. Use Case Model of MHA App
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In the figure 1,we can see that a particular participant can login, register on site, can take test, can 
get a result. An administrator can manage the whole database and login on website. The user will get 
the question set and the evaluation of stress level will be done which will be saved in the database. If the 
stress level is too high, then he will be advised to go to doctor or psychiatrist.

SYSTEM DESIGN AND METHODOLOGY

System Design

System Architecture

In figure 2, Flowchart shows the flow in which the whole work of site will go on. In this flowchart we 
can see that when the user will login into the site then they will counter a questionnaire. They will at-
tempt that on basis of given answer their result will be calculated and remedies will be given to them, 
according to where they lie whether low, medium or high.

Figure 3, the activity diagram shows all the activities performed in the project are shown.
In the figure 4, data flow diagram level 0 is shown.
In the figure 5, data flow diagram level 1 is shown.
In the figure 6, data flow diagram level 2 is shown.
In the figure 7, Entity relationship diagram is shown with entities, attributes and relationship that 

are used in the project.

Figure 2. Flowchart of MHA App
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IMPLEMENTATION AND RESULTS

Software and Hardware Requirements

Software Requirements

1.  Python 3.6
2.  Angular 6
3.  Node js 10.0.0
4.  Express js
5.  Mongo db 4.0
6.  PyCharm
7.  Angular CLI
8.  Mongo shell
9.  Visual Studio Code
10.  Tablue (Data visualization)

Hardware Requirements

1.  Operating System: Linux, Unix or Windows
2.  Web Server: Node js and Express js provided by NPM package
3.  Ram size: 8 GB
4.  x86 - 64 processor
5.  EMG (only used for research not for website)
6.  GSR (only used for research not for website)

Figure 3. Activity Diagram of MHA App
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Figure 5. DFD level 1 of MHA app

Figure 4. DFD level 0 of MHA app

Figure 6. DFD level 2 of MHA app
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ASSUMPTIONS AND DEPENDENCIES

It is assumed that every user who will use our product will have windows operating system and will 
satisfy all the software and hardware requirements mentioned above.

IMPLEMENTATION DETAILS

Snapshots of Interfaces

In the figure 8, Home page which will be loaded on the screen of user

Figure 8. Home Page of the MHA app

Figure 7. ER Diagram of MHA app
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In the figure 9, Login screen will be shown after clicking on Know your mental health option the 
user will have to login or register if he is new to our website.

In the figure 10, Test page is shown in which the user will answer the questions and submit.

In the figure 11, figure 12, figure 13 and figure 14, dashboard is shown which will be opened after 
the user has given first time his test. This page will contain the result along with three other options to 
go with i.e. Retest, Remedy and Statics. He can again give retest or go to the remedy page.

Figure 10. Test Page of MHA app

Figure 9. Login Page of MHA app
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In figure 15 remedies depending upon the stress level of the user is shown. It is expected from the 
user that they will follow the steps sincerely.

TEST CASES

1.  If stress level lies in range of S >= 25 and S <=57.
2.  If stress level lies in range of S >= 58 and S <=68.
3.  If stress level lies in range of S >= 68 and S<=125.

Figure 11. Dashboard of MHA app with Medium level of Stress

Figure 12. Dashboard of MHA app with Low level of Stress
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Figure 14. Log of Different responses by an user of MHA app

Figure 15. Remedies proposed of MHA app

Figure 13. Dashboard of MHA app with High level of Stress
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RESULT OF OUR RESEARCH WORK

We have find the result that EMG in Audio mode is best among all the other modesof EMG as well as it 
is also better than GSR in all modes i.e. Audio, Visual andAudio-visual. We have published this results 
in a book chapter (Arora et al., 2019).

RESULTS OF EXPERIMENTS

In the figure 16, mean calculated by the python code is shown. It is the mean of all the questions answered 
by 399 people as present in the dataset.

1.  We have successfully clustered responses from dataset into three clusters i.e. low, medium & high 
stress level by the help of K-means algorithms and now we classify new user into one of these three 
classes.

Figure 16. Mean of all questions
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The Figure 17 shows the clusters that we have got using k-means algorithm on the dataset of 399 
peoples response of SF-36 questionnaires (Dataset for SF-36, n.d.).

Cluster 1 represents Low Stress Level
Cluster 2 represents Medium Stress Level
Cluster 3 represents High Stress Level

2.  After making three clusters we have modified the dataset and added the respective clusters in each 
row and used the new dataset to train various classification algorithms that we have used: Logistic 
Regression, Naïve Bayes, SVM, Decision Tree algorithm.

3.  For training the machines, we used 70% data and for testing and accuracy, 30% data was used for 
the purposes.

4.  Out of all the algorithms Decision tree gives the best accuracy so we have find out the range of 
each class i.e. low, medium and high using various test cases onDecision tree algorithm and we 
have got range limits from it that we are using in ourwebsite for giving results.

The Figure 18 shows the accuracy of various classification algorithms that are used for classification.

CONCLUSION

Performance Evaluation

We have used 70% data for training and 30% for testing purposes. (Saini et al., 2019; Singh et al., 2019) 
Out of all the algorithms Decision tree gives the best accuracy as shown in table 1, so we have find out 
the range of each class i.e. low, medium and high using various test cases on Decision tree algorithm 
and we have got range limits from it that we are using in our website for giving results.

Figure 17. Clusters of the analyzed datasets
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EXPERIMENTAL RESEARCH BASED LEARNING

1.  Different technologies like: Angular 6, Mongo db, Node js, Express js, Python, Tableu, k-mean 
clustering, logistic regression algorithm.

2.  Practical implementation of tools like: Visual Studio, Tableu and Mongo Shell
3.  Team Work.
4.  Dividing and Managing the work.

FUTURE DIRECTIONS

1.  Give suggestion of nearby hospitals or psychiatrists by tacking GPS location of the user’s device.
2.  Send the result with the remedies to the user through email.
3.  Make a team for doing survey among people in our college and offices for getting
4.  larger dataset so that we may increase the accuracy.
5.  Conducting awareness camps for telling people to use this type of application for
6.  getting better stress-free lifestyle.

Table 1. Accuracy of various Algorithms applied

S.NO Algorithm Name Accuracy(%)

1. Logistic Regression 77.5

2. Naïve Bayes Classifier 96.667

3. SVM 93.333

4. Decision Tree Regression 97.5

Figure 18. Accuracy of various algorithms applied
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ABSTRACT

Today’s wealth and value are data. Data, used sensibly, are making wonders to make wise decisions for 
individuals, corporates, etc. The era of spending time with an individual to understand them better is 
gone. Individual’s interests, requirements are identified easily by observing the activities an individual 
performs in social media. Social media, started as a tool for interaction, has grown as a platform to 
make and promote business. Social media content is unavoidable as the data that are going to be dealt 
with is huge in volume, variety, and velocity. The demand for using machine learning in analysing social 
media content is increasing at a faster pace in identifying influencers, demands of individuals. However, 
the real complexity lies in making the data from social media suitable for analysis. The type of data 
from social media content may be audio, video, image. The chapter attempts to give a comprehensive 
overview of the various pre-processing methods involved in dealing the social media content and the 
usage of right algorithms at the right time with suitable case examples.
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INTRODUCTION

The influence of social media in one’s life has achieved massive growth. It is very hard to find an indi-
vidual who does not use Facebook and twitter daily thus contributed a lot in terms of connectivity. It is 
also been estimated that more than 80% of online users use this social network. Thus, social networks like 
any network consist of users who are connected to each other through a common web-based application. 
Nodes here in these social networks are the users and the connectivity is formed through the various 
commonalties or matches among users through some pattern. This connectivity has improved the way 
of collecting social data. This drift in technology has eventually replaced the conventional approaches 
to computational intelligence. The power of social media is so strong, so organizations use this as a tool 
to identify accurately their competitors, business trends etc (Beier and Wagner, 2016; Senbagavalli and 
Tholkappia, 2016). This conversion of adopting computational intelligence on social network assist one 
to do better decision making not only in business but also to spread news faster, take precautions against 
natural calamities, etc. This social media content analysis gained a lot of popularity due to the closeness 
results towards the real happenings. This proximity between real and predicted results is made possible 
because of the huge amount of data that is been used to get insights. The number of users using social 
networks is increasing at a constant rate so the percentage of accuracy on social media analysis will be 
incremented.

Despite the numerous benefits, doing a social network analysis involves many complexities as the 
type of data that has to be handled comes in various forms. Making the data suitable for the analysis itself 
is a huge task in social networks. It is because most of the data that we obtain through social networks 
is unstructured. The computational approaches in social networks still in its inception because of the 
complexities involved in understanding the human language as it varies from person to person.

Another challenge is in the amount of data that must be structured and make it understandable (Chaud-
hary et al., 2016; TAM, 2016). Assume an organization is having 100 employees. Every employee is 
having their own set of friends forming around 6 friends’ group. In group 1 an employee discusses her 
resignation to her set of friends on Monday. Tuesday a person from group 2 asks her about her resignation. 
It was shocking news as the person from group 2 informed her that the whole organization knows about 
her resignation. This was made possible because of the interrelationship among the six groups. So, to 
identify who are friends with whom, an analysis process is involved that starts off with the construction 
of a graph with 100 nodes and edges are drawn as per the friendship node 1 share. This will create a huge 
number of connections that make a supercomputer unable to analyse this huge data. Another distinctive 
complexity is in preserving the individual’s privacy (Mo & Li, 2015; Bowcott, 2015). With such a huge 
connectedness, it becomes nearly impossible to maintain an individual’s privacy.

Considering the challenges discussed above, it is really a cumbersome activity to make the data suit-
able for analysis. The type of data can be of various forms. Data collection from multiple sources should 
necessarily perform data analysis to get some conclusions about the data. What type of analysis should 
be carried out to what type of data and how to collect and clean different types of data? Answers to these 
questions come in the form of understanding the different types of data available online. In Section 2 
overview the different forms of social data available and the various steps associated with making the 
data suitable for analysis. Thus, section 2 focuses on the complexities associated with pre-processing 
social media data. Once the data is collected and cleaned, what type of analysis must be performed? In 
section 3 discussion on various types of analysis methods and approaches along with specific use cases 
for the approaches. After getting an insight into the different analysis methods, depending on the problem 
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one must choose the analysis method and relative algorithms. Section 4 gives an idea about the relative 
algorithms in social network analysis. Once the algorithm is selected knowledge on implementing the 
algorithm and understanding the output becomes mandatory. Section 5 explores the various tools and 
frameworks for performing data analysis effectively. Section 6 draws the conclusion and future directions.

TYPES OF SOCIAL DATA

The era of collecting social media data for pursuing any study on the same is no more a jargon. Much of 
commercial services are available to access the most widely used social networks like Facebook, twitter 
either through open source, API’s or through tools.

The era of collecting social media data for pursuing any study on the same is no more a jargon. Much 
of commercial services are available to access the most widely used social networks like Facebook, 
twitter either through open source, API’s or through tools(Li and Li,2013)

Classification of Social Media Data Based on Sources

If a user wants to perform a detailed analysis on improving the business strategy or to understand how 
customers are responding for the new launch, it needs detailed analysis considering the data from mul-
tiple sources (Kolog et al., 2018). Considering only the sources of social media, the data comes from 
multiple sources and they are as follows:

• Social Networking Sites These are the data that is certainly obtained from common social net-
working websites like Facebook, LinkedIn, Twitter, etc. Data about an individual in the form of 
pictures, text, photos, videos and live discussion. Mainly this type of data allows one to understand 
an individual’s likes and dislikes. This data becomes a great source when it comes to textual analy-
sis to reach a set of audiences for promotions or in identifying potential partners for business etc.

• Social Review Sites These are the type of data that is identified from the common review websites 
discussing a topic. The reviews may be about a product, place etc. This data is useful both from 
the customer side as well as from the business perspective.

• Image Sharing and Video Hosting Sites Another source for getting social media content is the 
image sharing websites like Instagram. Images and videos are essentially a tool to influence oth-
ers. These types of medium can help with promotions (Zeng et al., 2010).

• Discussion Sites and Blogs This source of information again in collaboration with another type 
of social media data can help in identifying similar interests’ people to connect for personal or in 
enhancing the businesses.

Formats of Social Media Data From these different sources, the data comes in various formats. Under-
standing the format of the data holds importance to do the associated pre-processing activity effectively. 
Social media data can be collected in any of the formats depicted in the figure 1 below:

Generally, these social media real feeds are collected in any of the formats like HTML, XML, JSON 
and CSV.HTML and XML stands for mark-up language in which the contents of the feeds are contained 
within an HTML/XML tag.CSV is a comma-separated file and every column is separated by a column 
and a new line denotes the next row of a table. JSON stands for Javascript object notation in which the 
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text format adopted is language-independent making it widely used format while handling the social 
media data (Hanneman and Riddle, 2005).

The raw data collected from the above sources in any one of the above-mentioned formats should 
be combined with other forms to enjoy the privileges of the analytics. While considering raw data, the 
data may be data that is collected from news websites and other sources before a period of time and the 
RSS feeds from the current traffic should be combined appropriately to derive values from it and to find 
appropriate answers.

Pre-Processing in Social Media Data

The essence of any analytical activity can be utilized to its full extent if the content of considered data is 
crisp enough and understandable. As we discussed in the previous sections, raw data comes in various 
forms and formats. Thus, data cleaning is a crucial task before we perform an analysis of the considered 
data. Irrespective of the forms of data we obtain, data cleaning must be performed to obtain the essen-
tial features. The major part of analysis happens in the text obtained in social media in the form of user 
profiles, verbatims etc. The overall objective in pre-processing considering the textual data is feature 
extraction that is carried out in various ways (Agreste et al., 2015). In this section, an overview of the 
various feature extraction methods is discussed.

Basic Data Cleaning/Pre-Processing on Textual Data

The more common way to use the textual data from social media is to identify the positive and nega-
tive feelings of customers about a product. This form of data can be in any form if it has HTML tags, 
removal of tags and the removal of white spaces, punctuation, splitting words, join splitter words and 
special characters resulting only in the data that must be analyzed. Apart from these regular cleaning, 
stemming and lemmatization is performed.

Stemming and Lemmatization

Stemming is to find the root word and replacing all the stemmed words with the actual root word. For 
E.g.: replacing the words like men, troubled, etc with its root word man and troubled. The process of 
stemming follows a heuristic approach to cut down a few of the end letters in the actual word to identify 
the actual word. The heuristic is defined by the algorithm chosen.

Figure 1. Data formats of social media data
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Lemmatization follows the same process of identifying the root word and replacing all the stemmed 
words with the root words. Lemmatization usually uses the dictionary to identify more meaningful 
words. Identification of words happens through specific rule-based thus this method may produce better 
accuracy in prediction (Prom-on et al., 2016).

Stop Word Removal

Analyses can give better results if low information words are removed. With this context, a set of com-
monly used words like the, an, a, etc are removed. This process may not provide any betterment in terms 
of classification and prediction. But this provides feature reduction so that a decent model can be built.

Normalization

A very important pre-processing step through which the actual text gets transformed into its canonical 
form, as well as mapping of near-identical words, is performed. This is required as most of the popula-
tion today post their text in short forms. For e.g: OTW gets transferred as on the way. There is no single 
rule to perform this step and it varies depending on the data we are trying to normalize. This should be 
carried out for any form of unstructured data.

Noise Removal

Another important domain-specific pre-processing step in text processing is noise removal that includes the 
removal of unnecessary characters attached to the word. For e.g.: cat <, cat.., ;cat. In these terminologies 
the word cat comes in conjunction with unwanted characters and this should be removed as this is noise.

Text Augmentation

Another interesting pre-processing step that has a direct impact on the predictive behaviour of the model. 
In this method, we try to enrich the semantics of the text by introducing new words.

Lowercasing

In this method, the given word is converted completely to lowercase which again has impact on the 
predictiveness.

Basic data cleaning involves all the above techniques. For a particular use case is it necessary to 
perform all the above pre-processing technique. To understand the vitality of the pre-processing steps 
below classification diagram in figure 2 helps:

Frequent words removal, rare words removal and tokenization are also considered as a basic pre-
processing activity. The choice of pre-processing and the amount of pre-processing required will varies 
according to the use cases.

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



161

Social Media Content Analysis
 

Feature Extraction/Selection

The process of identifying the relevant features from the processed data is referred to as feature extraction. 
Relevant features are obtained by removing one feature if the values of the two features are correlated. 
This redundancy removal is completely acceptable as the removal of one does not have any impact on 
the other (Yu and Liu, 2004). Generally, feature selection is classified into four categories as filter-based 
selection; Wrapper based selection, embedded selection and hybrid methods (Alelyani et al., 2013). 
Some of the common basic feature extraction that can be performed on the textual data is counting the 
number of words, number of characters, average word length, number of uppercase words, etc. Most of 
the simple extraction techniques help us to identify the feelings about an individual who is posting the 
information. The general intuition is the number of words expressed reflects the individual’s emotion 
on the product, process, etc.

Statistical approaches for feature selection are the most widely accepted form of selection methods 
as it is completely automatic. The statistical approach considers the whole document as either Bag of 
Words or as a string. We have discussed in the previous section about the various selection methodolo-
gies associated with Bag of words. So, in the next subsection, we are discussing the statistical methods 
in feature selection.

Figure 2. Choosing the necessary pre-processing step
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Latent Semantic Indexing (LSI)

With the aid of singular value decomposition, LSI tries to identify relevant documents based on the 
search word. If the search word is “Apple” it denotes two different meanings. The apple is associated 
with fruit as well as to a famous mobile brand. LSI tries to relate a concept to the search word. The 
possibility of associating a single concept for each word in English like language is very difficult as the 
language itself possesses a lot of ambiguities. Comparing words to find relevant documents is a tedious 
task and LSI attempts to find a solution for the same. In LSI, the focus is to find the number of times 
a word is repeated in a document. Concepts denote the set of words that appear together exhibiting a 
linear combination of the word.

Point-Wise Mutual Information (PMI)

The association between a considered feature more concretely a word and the class. The general formulae 
to calculate PMI is as follows:

PMI x y
P x y

P x P y
, log

,
( ) = ( )

( ) ( )
 

PMI essentially uses two random variables x and y. Variable x denotes the occurrence of a word 
and y denotes the occurrence of a class. By calculating PMI for x and y we can decide if the considered 
feature is informative or not. Through this value, whether the considered feature can be selected or not 
can be decided. Thus, PMI is a measure that can effectively reduce the features depending on the cor-
relation strength.

Chi-Square

Feature selection based on Chi-square value is no different from PMI, but chi-square behaves better than 
PMI as the selection happening here yields normalized value (Deerwester et al., 1990). This technique 
attempts to identify the association between two categorical values. The association is measured in terms 
of dependency. If the categorical variable is independent, the value of the independent variable does not 
affect the probability distribution of the other variable and if the variables are dependent the probability 
distribution of one affects the other. The general formulae for calculating the chi-square is as follows:

x
f f

f
c

c

2 0=
−( )

ε  

Where f0 and fc denotes the observed counts and expected values. Thus, Chi-square tries to select features 
based on dependency.
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Gini Value

Gini index or Gini coefficient is another form of statistical calculation that can be adopted for effective 
feature selection. Gini index denotes a value ranging between 0 and 1. Calculation of Gini index value 
over a sample the value of 0 denotes the feature that must be selected. If all the samples of a class possess 
uniform distribution, then the Gini value reaches maximum denoting the features that holds lesser value. 
The usage of Gini value for feature selection is not commonly adopted, however this can be helpful in 
social media analytics as there is always a possibility of features that hold lesser value in social media 
content. The Gini value is calculated using the below formulae:

g s P
i

n

i( ) = −
=
∑1
1

2  

Where g(s) denotes the Gini Index value and Pi
2  denotes the probability value.

By adopting any one of the above statistical calculation, the feature selection should be employed 
to create a better classifiers and fruitful predictions. Accuracy in deriving valuable insights is possible 
only through a crisp and useful feature.

Different Approaches on Social Media

In the previous sections, we gained knowledge on the different types of social media data, its formats and 
the cleaning process. At this stage, the type of data available would be structured enough to be used for 
analysis. What type of analysis must be performed on the structured data purely depends on the type of 
the problem that we are dealing with? To identify what type of analysis for which problem? a complete 
knowledge on the varieties of social media analysis would help. Social media analysis is a process fol-
lowed to identify the hidden valuable business insights in the data. The different types of social media 
data may be in structured or unstructured form generally gets analysed for identifying the trend/topic 
related queries, sentiment related queries or in identifying the structural attribute. Based on the use case, 
one must select the analysis/analytics method and derive value from it. To identify which analysis and 
analytics have to be performed knowledge on the different methods is essential. In this section, we will 
explore the different types of analysis and analytics on social media.

Statistical Analysis

The most basic form of analysis that is used for getting some valuable insights on the considered data is 
statistical analysis. This denotes the quantitative results obtained from the historical data like observa-
tional and survey data. For Example: An organization wants to understand the response for their newly 
launched product. The response for the product is collected through a survey form with aid of social 
media websites and with all the survey data, organization creates a visualization by adopting any one of 
the statistical methods. This basic form of analysis which is like the descriptive analytics tries to identify 
the trends based on historical data. The output of any statistical analysis is limited to graphs and tabular 
form. “For a sample of data collected previously, applying statistical formulas to represent it in form of 
table or graph and tries to identify the relationship among it”.
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Social Network Analysis

Social Network Analysis is another form of analysis coming under the category of structural attribute. 
This analysis is generally carried out to map and measure relationship. The relationship may be between 
people, organizations, computers, etc. (Gandomi and Haider, 2016; Newman, 2003) defines the social 
network analysis as a methodology to identify and track changes in a network and make decisions by 
examining the link, influence etc. There are different variants of the social network analysis and they 
are as follows:

Influence Analysis

Social media a greater source for diffusing valuable information do influence the people using it. In the 
recent days, many of us came across a suicidal game that got spread through a social media influenced 
people to do many undesirable things. Thus, social media influence analysis is another important social 
media analysis in which the concentration is to model the influence networks. With the aid of these in-
fluence networks, one tries to identify the most influential person, how are they influencing others and 
the target groups of these influencers etc. This analysis is particularly useful in many areas including 
recommendations, rumour spreading, etc. The influence analysis tries to value for maximum influence, 
minimum influence and individual influence (Wu et al., 2013).

This influential analysis is generally carried out through the centrality metrics in graph. Centrality 
helps one to uncover the position of a node in a network that contributes in measuring how dominant 
that node in a network. More commonly, as much as influence analysis is concerned, the objective is to 
find the experienced users who can set trends for the entire network.

Link Analysis

Another commonly used data analysis technique in social media is to find an individual’s association 
with other contents in a social media. Link analysis tries to identify the relationship between nodes. A 
user tries to access multiple shopping websites for a product, or a user want to find a group of friends 
possessing the similar interests. A system can give recommendations to these users adopting a collab-
orative recommendation strategy. This is the idea behind link analysis, and this is generally carried out 
through a page ranking mechanism. Through link analysis one can identify patterns, anomalies and new 
patterns of interest.

Community Detection

Another important analysis to identify the communities to associate a node to a community. This detec-
tion is carried out through various analysis procedures like static, temporal and predictive analysis. At 
a particular instant of time, what are the communities existing is through the historical data and that is 
termed as static analysis followed by identifying the reasons of how this community flourished using 
temporal analysis and what is the expectation that this community will grow or not through predictive 
analysis. This community detection again is done with the aid of clique graph.
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Sentiment Analysis

The major business tool nowadays is social media. Every piece of information in social media is used 
by organizations to increase their revenues. Sentiment analysis simply monitoring the various posts 
and discussions about a brand in social media. With this input, organizations aim to take decisions on 
their business. The use cases look simple however the real complexity lies in understanding the human 
language notations. The next step of descriptive analytics is predicting the future trends is predictive 
analytics. Sentiment analysis is one form of predictive analytics in which the text is studied and attempts 
to identify if the content of the text gives positive or negative response. With this, businesses can be 
optimized by understanding what users are feeling about the product, etc.

Content Analysis

Content analysis comes under the category of trend/topic analysis in which the entire analysis is done 
after choosing a topic. Content analysis provides a summarized quantitative value in terms of numbers 
and percentages by analysing various aspects of the content. After choosing the topic, sample size and 
units to be counted are decided. Categories are constructed on which the analysis is performed on col-
lected data.

Trend Analysis

Most commonly used use case is predicting the stock price. This trend analysis is one step ahead of the 
predictive analytics. Based on the current value, future value is predicted often termed as prescriptive 
analytics. Trend is simply a curve that denotes the direction of a business. To identify this pattern of 
growth in the curve is going to change or not trend analysis is done through which a comparative analysis 
is carried out (Bakshy et al., 2012).

In short, the approaches followed in social media analysis can take any one of the above-mentioned 
analysis methods. An example under each analysis is discussed that aids anyone to decide on the type 
of analysis that must be performed for the considered use case.

RELATIVE MACHINE LEARNING ALGORITHMS 
IN SOCIAL NETWORK ANALYSIS

Through section 2 and 3 detailed explanation on the different types of social media data and the various 
forms of social media analysis is discussed. One after choosing the type of cleaning process and the 
analysis method, the next step would be to identify the type of machine learning algorithm that goes 
well with the selected features and the selected analysis method. In this section, we are going to give a 
comprehensive idea on the different type of machine learning algorithms that can be used along with 
the selected methodology.

Machine learning is a general terminology associated with any system that will know what to do 
next based on its previous experience. It’s basically a model building mechanism in which a model is 
constructed using the available input and output dataset and if new data is been fed on to the built model, 
the model knows how to behave as it has already learned how to behave with the given dataset. Through 
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various approaches and statistical methods different machine learning models are built. The general 
classification of machine learning is supervised and unsupervised learning.

The classic difference between the supervised and unsupervised machine learning model is in terms 
of the data given as input as well as the data that we wish to see as output. In supervised learning, both 
the input as well as output data is fed as input to the model and the output is in the form of numeric 
values or categorical value. In unsupervised learning, the model is built only on the input data and the 
output is in category. A thorough analysis on the social media data and analysis methodologies narrowed 
down us to a single terminology “text analytics”. Any form of unstructured data is considered and that 
must be analysed to answer various forms of questions. Through social media data, the first exercise 
we want to try is grouping the similar words. To carry out any type of analysis in social media data, the 
input is “Bag of Words”. These bag of words after it goes through the process of cleaning and selection, 
algorithm to create a model again depends on the use case.

Use Case 1

Consider the case of a student’s academic performance. We want to identify how the various occurrences 
in student’s life affect their academic performance. For this use case, data from students comes in the 
form of text. Basically, text that shares their bitter experiences which had direct impact on their academic 
performance [16]. To solve this problem, we need to identify the sentiment associated with the given 
text. This form of sentiment analysis can be carried out with the aid of machine learning approach. The 
text given by every student is “Bag of Words” that must be pre-processed. First any student is associated 
with parent, peer and teacher. Grouping of words associated with parent, peer and teacher resulted a one-
dimensional vector space. After this pre-processing step, clusters are created. This clustering is required 
to identify the set of all students who possess domestic influence, peer influence or teacher influence. 
Based on the type of words used in their context, set of all students are grouped into three clusters. This 
requires the assistance of unsupervised machine learning algorithms.

Unsupervised Clustering Algorithms in Sentiment Analysis

Clustering is a process of grouping objects based on similar attributes. In social media analysis, mostly 
clustering aims to group similar words as one group or segregating all words that belongs to one specific 
group. This is achieved with the aid of various machine learning clustering algorithms and they are as 
follows:

K-Means Clustering

This is one of the simplest methods of clustering in which the algorithm takes K as input. Here K denotes 
the number of clusters required and these K are kept at random places. These are termed as centroids. 
Between data point and each centroid, Euclidean distance is calculated and the one with closest value, 
the data point is allotted in that cluster.
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Fuzzy C-Means Algorithm

Another variant of clustering algorithm that aims to fit the datapoint in a cluster based on its strength 
of membership on that cluster. Instead of relying on Euclidean distance, this algorithm calculates the 
fuzzy coefficient based on probability distribution result.

Hierarchical Clustering

This is different from K-means as every cluster treat all datapoints in their own cluster after which it 
starts building the hierarchy based on the Euclidean distance and identify the closest pair of points. Then 
these closest pair of points are merged in a cluster. And this process continues till all items are clustered 
into one cluster.

For the considered use case, the data came as text and it is collected from the students. Assume that 
the same form of data is collected from social media and if it requires analysis, the above-mentioned 
unsupervised learning algorithms can be used, and evaluation can be done through perplexity or Sil-
houette index.

Use Case 2

Assume that you have launched a new product and you are exploring the user’s feedbacks on social media 
to forecast the future sales of the product. The use cases for this category is endless and the algorithm 
adoption purely depends on the use cases

Supervised Machine Learning Algorithms in Social Media Analysis

The supervised learning algorithms can output numerical values as well as categorical values. Based on 
this, the supervised machine learning can be classified as regression models, decision trees, etc.

Regression Models

Some of the use cases that can use regression strategies are

§ Predicting whether a customer will stay with the bank or not.
§ Optimizing prices, sales, etc.

As much as social media analysis is concerned, based on user reviews organization tries to identify 
the if the stock prize of a company will increase or decrease. Since this use case requires the output in 
the form of categories logistic regression algorithm is best. Generally, the logistic regression algorithms 
try to fit the best hyperplane. The type of regression adoption depends on the relationship between the 
dependent and independent variables. The simplest form of regression is linear regression in which we 
are trying to identify the relationship between an input and output variables and use this relationship for 
forecasting by framing a hypothesis in the form of linear equation. Various forms of regression include 
LASSO, polynomial, ridge etc.
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Support Vector Machines

Another form of supervised learning algorithm that can be used in conjunction with classification and 
regression models. This differs from regression as this includes transformation of linear data to non-linear 
data through a kernel function. Typical use case that requires SVM is to predict how likely someone is 
to click on an online ad.

Decision Trees

Typical use case for decision trees is to group the words for a class. This grouping is done based on 
various parameters starting from root. (Hsu et al., 2017). Typical use case that requires decision tree for 
making decisions is considering the post and social information, predicting the view count of the post. 
By adopting random forest, CART or ID3 algorithms, generally a tree is constructed starting from root 
node. Every root node includes a leaf and internal node in which internal nodes are explored further till 
it reaches the target variable. In the form of conditions, the prediction is done.

Naives Bayes

In social media analysis, one classifier that is often been tested to identify the sentiment associated with 
a product based on reviews. This classifier works effectively to classify the text based on category. This 
review is positive review denoting one category another one denoting another category. The naive Bayes 
classifier is a set of algorithms aiming for effective classification.

Neural Network

Handwriting Analysis is a typical use case for supervised learning algorithm that requires neural network-
based algorithms. Classification focusing on non-linear boundaries adopt neural network-based algo-
rithms. Artificial Neural networks are built based on genetic, gradient based or evolutionary algorithms.

The various analysis approaches that can be used along with the social media data is explored with 
suitable use cases in this section and given in figure 3.

Frameworks for Performing Social Media Analytics

Through this chapter, we are attempting to give guidelines on all the methodologies required to perform 
the social media content analysis. Social media content analysis requires huge processing as the data we 
are relying on is big data. Traditional methodologies will not be a suitable method for carrying out big 
data processing as it largely demands on distributed processing. This section gives an overview about 
the various tools that are helpful for performing social media analytics:

Programming Tools

When we think of machine learning implementation, everyone remembers Python the first. Scikit-learn 
package in python provides numerous functionalities for performing various types of content analysis and 
built in classifiers like Naïve. As much as the influence analysis is concerned, NetworkX is the package 
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in python that allows one to create symmetric, asymmetric networks and provides various functions to 
identify the influencers based on centrality measures choosing various parameters. Another commonly 
used programming language to gain insights on the social media data is MATLAB. MATLAB is equipped 
with array-based statistics and time series analysis. Irrespective of its easy GUI and faster results, this is 
still viewed as a complex toolkit due to its built-in plotting functions restricting one to create powerful 
computational algorithm. Another powerful programming language for statistical analysis is R. Com-
putational tool Mathematica is generally used for carrying out various processing apart from the text 
data. Some of the tools Listed below:

Sprout Social

It is one of the most widely used tool in Industry. It uses advanced analytics to make great reports on 
social content and keyword research. It is conveniently track performance of your content published on 
different platforms and work on new approaches based on these reports.

Features:

• Features In-built Customer Relationship Management (CRM) system
• 24/7 content monitoring
• Compatible with iOS and Android
• Supports teams, multiple profiles, departments and companies
• Security and ability to set specific levels for roles and permission
• Comprehensive analytics and reports
• Helpdesk facility on premium plans

Figure 3. Overall machine learning approach in social media
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HootSuite

Hootsuite includes everything that you’d need to publish, monitor and strategies your content across 
platforms. The analytics are accurate enough to guide you on better content distribution, which eventu-
ally leads to an increased conversion rate. Hootsuite is an affordable option catering to business of all 
sizes. It serves all four purposes:

1.  Publishing, monitoring, analytics and team collaboration.
2.  It is a user-friendly platform that can be mastered without any training.

Features:

• Easy-to-understand user interface
• Compatible with all leading social networks
• UberUV monitoring solution allows integration of free apps
• API facility to connect with existing market and other business systems and Nexgate, Safeguard 

and Global Relay features offer impressive compliance.

Adobe Social

Adobe Social is a feature-rich social media management and content integration tool that enables social 
listening, publishing, content moderation, monitoring and analytics. It is best suited for small and mid-
sized businesses. This tool helps us to create and manage deep relationships with customers likes and 
comments.

Features:

• Covers multiple international languages
• Create, edit and share content within the tool
• Integrated social insights and automatically attach tracking codes to social accounts
• Integrates with Omniture SiteCatalyst data and photo editing tools

NUVi

NUVi is an insightful and data-driven app designed for businesses to track, manage and plan their social 
media content in a structured manner. It is more like a co-driver, who guides you through right directions, 
especially when you find yourself lost in the woods. Here, you will see how your content is perform-
ing on the move. You can also interact with influencers as soon someone mentions your brand’s name.

Features:

• Real-time data visualisation and Reports customisation.
• Track keyword, hashtags, Uniform Resource ldentifier (URI) or combination of search terms.
• Accurate and real-time social content reports.
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• Publish and schedule content on all accounts from one platform.
• Access to in-depth competitor analysis.

Simply Measured

It provides in-depth analysis of social networks, including tracking Facebook, Twitter etc., and the 
performance of paid campaigns. Offering a wide range of product variations, it is a handy tool for busi-
nesses of any size (small, medium and large). It is quite useful for defining and adding context under 
possible crisis.

Features:

• Pulls data from multiple social channels
• Easy to export dashboard
• Stellar customer service
• Social traffic and traffic source analysis
• Competitive and Content performance analysis

Text Analytics Tools

To identify the sentiment hidden inside the text, the text must undergo the various stages that we dis-
cussed in the previous sections. So, if we are going to use a tool to get this insight, the considered tool is 
expected to possess these capabilities of importing any format of data, Natural language processing and 
multiple language support, user friendly interface with visualization capability (Kossinets and Watts, 2006)

Text analysis works by breaking sentences and phrases into number of components, and then evalu-
ating each part’s role and meaning by using machine learning algorithms and complex software rules. 
Text analytics forms the foundation of numerous natural language processing (NLP) features, including 
named entity recognition, categorization, and sentiment analysis.

Data analysts and other professionals use text mining tools to originate useful information and context-
rich insights from large volumes of raw text information, such as social media comments, online reviews 
etc. In this way, text analytics software forms the backbone of business intelligence programs, including 
voice of customer/customer experience management, social listening and media monitoring, and voice 
of employee/workforce analytics.

How does text analytics work?

Text analytics starts by breaking down each sentence and phrase into its basic parts. Each of these 
components, including parts of speech, tokens, and chunks, serve a vital role in accomplishing deeper 
natural language processing and contextual analysis is shown in figure 4.

There are seven computational steps involved in preparing an unstructured text document for deeper 
analysis:

1.  Language Identification
2.  Tokenization
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3.  Sentence breaking
4.  Part of Speech tagging
5.  Chunking
6.  Syntax parsing
7.  Sentence chaining

Some text analytics functions are accomplished exclusively through rules-based software systems. 
Other functions require machine learning models (including deep learning algorithms) to achieve.

CONCLUSION

Social media is taking its twist and turns every second and the research in this domain is still vibrant. 
Pursuing research in this domain is still more easy because of the availability of API’s. Through this 
chapter, some of the relevant steps necessary to get valuable insights on the data is discussed. A com-
prehensive overview on the various types of analysis with relevant use cases are discussed. Furthermore, 
we focused on the different machine learning algorithms that are generally used in social media analysis. 
This chapter overall can serve as a guideline for anyone who wants to start with social media analysis 
in the form of network and content.

Figure 4. Lexalytics’ text analytics technology and NLP feature stack
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ABSTRACT

E-commerce and online business are getting too much attention and popularity in this era. A significant 
challenge is helping a customer through the recommendation of a big list of items to find the one they 
will like the most efficiently. The most important task of a recommendation system is to improve user 
experience through the most relevant recommendation of items based on their past behaviour. In e-
commerce, the main idea behind the recommender system is to establish the relationship between users 
and items to recommend the most relevant items to the particular user. Most of the e-commerce websites 
such as Amazon, Flipkart, E-Bay, etc. are already applying the recommender system to assist their users 
in finding appropriate items. The main objective of this chapter is to illustrate and examine the issues, 
attacks, and research applications related to the recommender system.

Challenges and Applications 
of Recommender Systems 

in E-Commerce
Taushif Anwar

 https://orcid.org/0000-0002-6937-7258
Pondicherry University, Pondicherry, India

V. Uma
 https://orcid.org/0000-0002-7257-7920

Pondicherry University, Pondicherry, India

Md Imran Hussain
Pondicherry University, Pondicherry, India

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://orcid.org/0000-0002-6937-7258
https://orcid.org/0000-0002-7257-7920


176

Challenges and Applications of Recommender Systems in E-Commerce
 

INTRODUCTION

Recommender system (RS) plays a remarkable role in recommending appropriate items, services to us-
ers in fields such as e-commerce, e-learning, e-banking etc. A considerable number of applications and 
web sites, including Netflix, Amazon, e-bay, Flipkart and many others, adopted RS to offer their users 
more appropriate items according to his/her interests. Nowadays, the rapid increase in the number of 
internet users and exponential growth of online data create an information overhead problem. They are 
finding the appropriate information in the proper time has emerged as a problematic and time-ingesting 
problem because of overhead information problems. Recommender system has been a significant factor 
in tackling the information overhead problem. RS plays a central role in a broadway of e-commercial 
services, online shopping, and social networking applications. Numerous big organizations have suc-
cessfully applied recommendation approach in recommending relevant items or products to the user and 
evaluate the potential preferences of customers.

According to the knowledge source and way of recommending items, RS can be broadly classified 
as Collaborative filtering (CF), Content-based filtering (CBF) and Hybrid filtering (HF). Collaborative 
filtering is a widely implemented and most popular approach, considering its easy implementation in 
other domains. CF operates based on the user rating and by finding users having a rating history similar 
to that of the current user. Especially in cross-domain, CF provides a better recommendation than other 
approaches such as content-based filtering (CBF). CF has the significant limitation of not having the 
capability of suggesting new items for which ratings are absent (also known as a cold-start problem) 
ensuing in low customer satisfaction (Kumar, & Thakur, 2018).

The simple idea behind collaborative filtering is to provide item recommendations based on opinions 
of other related users. The primary assumption of CF is that if the user had a relevant sense of taste in 
the past, they will have a similar sense of taste in the future (Anwar & Uma, 2019a; Kumar, Kumar, & 
Thakur, 2019). To similarity in the feeling of two similar users is evaluated on the basis of the similarity 
of users rating history.

Content-based recommender system also known as cognitive filtering, suggests items on the basis of 
a comparison between the user profile and content of items. It can suggest items once information about 
items is available. The content-based recommender system can alleviate the cold-start problem in case 
of new items. The Content-based recommender system suffer from problems namely overspecialization, 
Data sparsity, privacy and limited content analysis.

Figure 1. Block diagram of a recommender system
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Figure 2. Types of recommender system

Figure 3. Collaborative filtering recommendation model
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A hybrid recommender system merges two or more recommendation approaches. The main goal of 
the Hybrid recommender system is to overwhelm the limitation of the traditional recommender system 
as well as enhance the performance of the individual recommender system. There are various approaches 
of hybridization namely mixed, weighted, cascade, switching, meta-level, feature augmentation and 
feature combination. Limitations of traditional recommender systems such as data sparsity, cold-start 
and overspecialization can be easily overcome with hybridization of recommendation.

RS enhances the revenues by providing users with personalized recommendation, decrease the trans-
action expenses and time expended in an e-commerce domain. Recommender system plays a remarkable 
role in recommending appropriate items and is helpful for both service provider and user. Nowadays, 
a huge amount of data is generated day by day and users experience difficulties in selecting items and 
services that are relevant and useful due to information overhead. The main work of RS is it overcomes 
the information overload problem by suggesting relevant items to the users based on their personalized 
interest and preference.

Simple Model for Recommender System

RS recommends items to users based on their behaviors and interest (Ricci, Rokach, & Shapira, 2015). 
In Figure. 2 a simple model of a conventional recommender system is shown. The vital role of users and 
items in the recommendation process is highlighted. The figure illustrates that item features and user’s 
profile are obtained by profile and item manipulation. CF recommend on the basis of the user’s profile 
and rating given by the users.

Metrics for Recommendation

Making decent decisions for the user using recommendation system is necessary while selecting the 
items. Recommendation system play an important role in providing a good choice for their users. The 
recommendation system is implemented based on the rating and ranking of the product or items. To 
evaluate a recommendation system, some metrics are used in literature.

Recommendation can be provided by performing classification task. The metrics used are recall, 
precision, and F1-score (Li et al., 2017).

The efficiency of the recommender system can be analyzed by making a comparison between the 
predicted rating(xi) and actual rating provided by the user(x).

(i)  Mean Absolute Error (MAE)

MAE= 1

1n
x x

i

n

i
=
∑ −  

where n is the number of items, |xi-x| represents absolute error and 

(ii)  Root Mean Error (RME).
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RME

MAE

N
=
( )2

 

where N is the total number of ratings in the test set.

Ranking Metrics

The primary purpose of ranking the items in the recommender system is to make users convenient by 
recommending items of their interest. The ranking performs on the previously ordered items by the 
user. The order can be built with less interesting items at the bottom and the essential and interesting 
items at the top. Two most popular ranking metrics are used namely Mean average precision (MAP) and 
Normalized Discounted Cumulative Gain (NDCG).

Figure 4. Simple model of recommender process
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ISSUES IN RECOMMENDER SYSTEM

Types of Issues in Collaborative Filtering

Data Sparsity Problems

The issue emerges when the very lesser number of users which may bring about extremely lesser choice 
and numerous unrated items, which is the reason of data sparsity problems. In this case, searching users 
with interesting items is quite difficult (Al-Bashiri, Abdulgabber, Awanis, and Norazuwa, 2018). The 
data sparsity problem can be handled using the missing rating prediction, singular value decomposition 
and cross-domain recommendation.

Cold Start Problem

It is also called as a start-up or ramp-up problems. This problem can be classified into two similar 
problems: new user or and new items (things) problem. This problem happens when the new item and 
new user enters the system and sufficient information is not collected previously (earlier) about them 
(Zhu et al., 2019). For providing better recommendation, the systems required a vast amount of data 
representing the users or items. After the user’s rate, the system can suggest new items. There are some 
ways to deal with the cold start problem such as applying demographic information, knowing the user’s 
interest, Cross-domain, etc (Anwar & Uma, 2020).

Scalability

Scalability problems occur when the number of the customer, products and evaluation is vast for the sys-
tem, in that case, time taken for real-time processing is very high in some cases resource is unavailable. 
This issue is present in both CBF and CF approaches. To handle scalability issue and provide accurate 
recommendations clustering, dimensionality reduction, matrix factorization and Bayesian networks 
are used. Clustering increases the recommendation’s performance but decreases accuracy. The matrix 
factorization method cannot deal with big datasets and so it is not preferable in the e-commerce recom-
mendations with large datasets.

Gray Sheep

If the users have an unusual interest, the gray sheep problem occurs. Because of this reason, there are 
no convenient neighbours and so the recommendation may be imprecise (inaccurate). This issue can 
be solved by fully CBF (Ghazanfar & Prügel-Bennett, 2014). For instance, if the system recognizes the 
users are interested in some of the particular area or file, then the system can directly recommend the 
items to the user, even if items are not popular.

Early Rater Problem

For the newly added items, the collaborative filtering is not able to provide a recommendation because, 
at that time of the recently added items, the previous rating is not available. When the users begin to 
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provide the rating, it is still difficult to provide precise recommendations even if sufficient ratings have 
been collected for the items. Also, for those users who have rated only a few items, the recommendations 
provided may not be precise (Rashid, Karypis, & Riedl, 2008).

Synonymy

Synonymy problem arises when similar items have several names and the RS fails to predict accurate items 
(Isinkaye, Folajimi, & Ojokoh, 2015). In these conditions, the recommendation system face difficulty 
in detecting the details (terms) of the given items in terms of identifying the similarity between items.

For instance, the term “Bollywood film” and “Bollywood movie” are treated differently in memory-
based Collaborative filtering systems. To overcome with synonymy problem, numerous ways including 
Ontologies, Single Value Decomposition and Latent Semantic Indexing are used.

Shilling Attack

Shilling attackers are also known as Malicious users. The shilling attack occurs mainly when unauthor-
ized users enter the system and give biased ratings to manipulate the recommendation ranking. e.g., 
provides a lower rating for their competitors and a lot of higher ratings for their items. Its main motive 
is to manage the user’s decision and increase or decrease the item’s popularity (Chen, Chan, Zhang, & 
Li, 2019). This type of attacks reduces the trust and accuracy of the RS.

Privacy

RS generally perform on the massive data which is gathered from user interest (Cheng et al., 2016). As 
the recommender system requires huge user rated data, it may lead to data security and privacy concern 
issues. They also bring concern about privacy as this data includes demographic records, product-related 
data, impressions that users leave, web browsing data (buying and search nature) which can reveal the 
particular user identity (social security number, email).

The user data may be in misuse because the information of users is generally stored in the consoli-
date storage in collaborative filtering. So, for dealing with this problem and avoid the misuse of user’s 
information some methodologies i.e. Natural Language Processing and cryptographic techniques are 
used (Heupel, Fischer, Bourimi, & Scerri, 2015).

TYPES OF ISSUES IN CONTENT-BASED FILTERING

Limited Content Analysis

When two distinct types of items are represented by using the same set of attributes, it creates ambigu-
ity for that product resulting in limited content analysis problem. Because of this reason identifying the 
product has become quite challenging. The content availability is limited and hence it leads to the over-
specialization problem (Flores-Parra, Castanon-Puga, Martinez, Rosales-Cisneros, & Gaxiola-Pacheco, 
2017). The selection and representation of items are on the basis of the attributes of the subject. The 
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attributes of the subject should be select manually, or content is to be automatically parsed for getting 
the suitable attributes of the subject. Automatization of parsing is quite simple for text features; however, 
it is difficult for videos and images.

Overspecialization

Overspecialization occurs when the recommendation system recommends only those items which are 
having more assessment against the user’s profile. The previous user activities proof and evidence are 
required for the content-based filtering approach to select or recommend the items. For example, if the 
user does not have experience with flight travel, the user will never get a recommendation though the 
Airline is available in the city or country. Sometimes, when the user wants to try something new and 
novel items related to their interest, but the system is not providing the details of those items. And then 
used work to know from the other options and they found new things so it may decrease the diversity of 
recommender system. Diversity is playing a vital role in the recommendation approach. To deal with the 
overspecialization problem some methodologies like similarity measuring, sampling, and dimensionality 
reduction are used in collaborative filtering.

Learning Algorithm Problem

The efficiency of learning techniques plays a significant role in decision making. Because of this, select-
ing an efficient learning algorithm is also a problem. In managing the user profiles, which may be in 
large amount, storage space and computational complexity of the algorithm are primary issues. Genetic 
algorithms and neural networks require several iterations to resolve the document appropriateness and for 
that reason, it is quite slower than the other learning methods. In increasing the speed and performance 
of the learning algorithm, Relevance feedback and Bayesian classifier are used.

RELATED WORK REGARDING RECOMMENDER SYSTEM ISSUES

The origin of the recommender system started with the research article on collaborative filtering by W.Hill 
et al. (Hill, Stead, Rosenstein, & Furnas, 1995) and Resnick et al. (Resnick, Iacovou, Suchak, Bergstrom, 
& Riedl, 1994). After that various techniques namely neural network, k-NN, clustering, decision tree, 
regression are used in implementing recommender system. There are some challenges and problems i.e. 
cold-start, shilling attack, gray sheep, latency, privacy, data sparsity problems that are encountered by RS.

Khalil Damak et al. [Damak, K., & Nasraoui, O. (2019)] presented a hybrid song recommender system 
on the basis of song content and ratings. The presented model is a combination of CF and deep learning 
sequence models to deliver more personalized recommendations and overcome cold start problems. For 
experimental evaluation, Million Song Dataset and MIDI dataset were used.

Taushif Anwar et al. [Anwar, T., & Uma, V. (2019, March)] proposed an MRec-CRM movie recom-
mendation based on CF and rule mining approach. In this proposed method, five different types of simi-
larity techniques namely Euclidean, Correlation, Cosine, Jaccard and Manhattan were used for finding 
the similarity between user and items. Using the TopSeq rule mining algorithm the frequent sequential 
pattern is generated. The proposed approach overcomes new user and sparsity problems.
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Sujoy Bag et al. [Bag, S., Ghadge, A., & Tiwari, M. K. (2019)] presented an integrated RS model 
for online companies, with the capability of producing personalized recommendations to their users. 
Significant Nearest Neighbors (SNN) is used for finding similarity matrices for performing the RS. 
MovieLens 100K datasets is used for experimental evaluation. The presented recommender system 
model helps to enhance the revenue of online companies by recommending preferred portfolio and 
diverse items to their users.

Yulong Gu et. al [Gu, Y., Ding, Z., Wang, S., & Yin, D. (2020, January)] proposed a Hierarchical 
User Profiling (HUP) model to solve the hierarchical user profiling problem in E-commerce based rec-
ommender systems. In this proposed model, Pyramid Recurrent Neural Networks is implemented with 
Behavior-LSTM to express users hierarchical real-time interests at various scales. For experimental 
evaluation, JD Micro Behaviors Datasets obtained from the JD.com e-commerce site is used. The experi-
mental result shows the flexibility and effectiveness of the model, in recommending category and item.

Comparative Analysis of Collaborative and 
Content-Based Filtering Approaches

Common Attacks Related to Recommender System

Initially, we should find out the main purpose of the attacks to evaluate the recommender system ac-
countability. Basically, we should find the attacker’s financial or commercial advantages because of the 
attacks as it might result in more recommendations for attackers’ items and less recommendations for 
their competitors’ items. It is in the form of (i) Push attack: which is providing bogus rating to attacker’s 
product by the attackers. and (ii) Nuke attack: which is providing unfair rating to competitor’s product 
by the attackers. Following are the push attack discussed below:

Table 1. Comparative analysis of issues for collaborative filtering and content-based filtering approaches

S.No. Types of Issues Collaborative Filtering Content-based Filtering

1 Data Sparsity Issues Present Issues Present

2 New Item (Cold Start) Problem Issues Present Issues Solved

3 New user (Cold Start) Problem Issues Present Issues Present

4 Scalability Issues Present Issues Present

5 Gray Sheep Issues Present Issues Solved

6 Early Rater Problem Issues Present Issues Solved

7 Synonymy Issues Present Issues Present

8 Shilling Attack Issues Present Issues Solved

9 Privacy Issues Present Issues Present

10 Limited content analysis Issues Present Issues Present

11 Overspecialization Issues Present Issues Present

12 Learning Algorithm Problem Issues Present Issues Present
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Random Attack

The main reason for random attack is low knowledge and low information (Karthikeyan et al., 2017).
The random attack is also called a low knowledge attack in which profiles are first created. A pro-

file is chosen randomly by the attackers and items are rated. This attack is easy to implement but it has 
lesser efficiency.

Average Attack

The average attack is more complex compare to other attacks because it is required details information 
of the system, datasets for practical implementation and recommendation algorithm (Zhou, Wen, Xiong, 
Gao, & Zeng, 2016). It is performed by selecting random items and uses the statistical method i.e. 
standard deviation and normal distribution with mean. This attack can be effective if the attackers have 
previously maintained real data with a complete hidden information index in the recommender system.

Bandwagon

Bandwagon attack is also known as a popular attack. In the Bandwagon attack, attackers only focus on 
popular items which are already rated by different users to make the items popular in the recommender 
system. In another hand, Attackers take the help of Zipf’s law distribution of popularity and make the 
items popular in an unfair manner to get the highest rating of the items. So, the attacker need not use the 
statistical method to find the items rating from an average attack.

Reverse Bandwagon Attack

Reverse Bandwagon Attack is also called a less popular attack. In the reverse bandwagon attack, attack-
ers focus on only less rated items that are previously rated by the different users. The main goal of this 
attack to give less rating to the target items and make it less popular, expanding the probability that the 
system will produce low anticipated evaluations for those items.

Segment Attack

In the segment attack, attackers mainly focus on certain users. A segment attack first boosts the recom-
mendation of interesting items for the precise customers and raise the recommendation of that particular 
product to the users. In this attack, the system does not require more information.

Probe Attack

The probe attack in the recommendation system occurs when an attacker develops attack profiles similar 
to the marketing profile that has been rated by the authentic user of the recommender system. Therefore, 
there exists a high chance of correlation between the items in the attacker profile and an authentic profile.
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Love-Hate Attack

In the love/hate attack, the attacker gets along with the attack profiles and provides less rating to the 
target items and high rating to other items. The profile creation technique is as impressive as a nuke at-
tack. Particularly, this profile generation method is much influential in a nuke attack (Burke, Mobasher, 
Williams, & Bhaumik, 2006).

ATTACKS DETECTIONS STRATEGIES RELATED TO RECOMMENDER SYSTEM

The reason for Collaborative-recommender systems must be available to the user’s input. It isn’t easy 
to make a new framework that cannot be under any attack. It is essential to detect malicious users and 
identify items that have been under attack.

Profile Classification

This technique involves identifying suspected profiles that do not have authentication and deduction of 
their activity on the items. For the suspicious profile, we need to set some parameters that can help to 
classify the profiles, such as extensive profiles, fixed types profiles, and intra-profiles.

Anomaly Detection

In this technique, we need to focus on the items which have some suspicious manners. For the detection 
of an anomaly, the technique is performed with the statistical methods we need to perform a distribution, 
including mean, median, mode, and quantiles on to the user’s data. Global outliers, contextual outliers, 
and collective outliers are the main types of time series anomalies to detect.

APPLICATIONS OF RECOMMENDER SYSTEMS

In the past few years, several popular e-commerce RS has been developed and designed to present a 
guideline to online individual users. In e-commerce systems, rating is considered a general method 
for any item. For example, in Amazon, users can give feedback for the purchase items and the rating 
between 1 and 5 for the items. This rating data can consequently be applied to provide an appropriate 
recommendation. Various e-commerce websites namely eBay, Amazon, Flipkart apply RS to assist their 
users in finding items easily. In e-commerce websites, items can be suggested based on user demograph-
ics information, previous buying behavior, rating pattern and the top sellers (Jiang et al., 2019; Zhang, 
Abbas, & Sun, 2019). Nowadays e-commerce RS are web and smart devices based, which are generally 
used in online purchasing for physical goods such as mobile, books, etc. and digital products such as 
movies, web services, music, etc.

In general, RSs are designed to complement “buyer-side” systems. So, earlier RSs were considered 
only on the user side. But, in the modern scenario, RS not only improves the utility of users but at the 
same time it improves the utility of business. One challenging issue in developing RS is to determine 
how to get more money from the user using their information.
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E-learning based RS has become more successful in the educational websites since early 2000. The 
main aim of this type of RS is to assist the learner to choose the subject, courses, learning activities and 
learning materials (Tarus et al., 2017). Nowadays, E-learning also treated as e-commerce. As we know the 
current situation of COVID-19 many of the institutions selling their lectures, notes and materials online.

E-tourism based RS is developed to provide tourist information easily. Mobile and internet devices 
provide tourist with more details about tourism. But, the exponential rise in the number of availability 
of tourism-choices make it difficult task for tourists to decide which choice is better (Logesh & Sub-
ramaniyaswamy, 2019). E-tourism based RS is developed to give appropriate suggestions for tourists.

RESEARCH AREA ASSOCIATED WITH RECOMMENDER SYSTEM

Sentiment Analysis (SA) is a modern research topic in the field of text mining. SA provides relevant 
information for decision making in several domains. In the recommender system field, the sentiment is 
used for improving the performance of recommendation. The sentiment or opinions of the user expressed 
as emotions, ratings and reviews are considered to represent negative, positive and neutral sentiments. 
The items which have received positive feedback from the past/previous users are suggested for the 
current users. Amel ZIANI et. al (Ziani et al., 2017) proposed RS through Sentiment Analysis. In this 
proposed approach, RS and SA were combined for generating the most appropriate recommendations. 
Semi-supervised SVM was applied for detecting the opinions polarity score.

In terms of RS, an analysis technique of Data Mining (DM) is used to build the recommendation 
model or infer recommendation rule from large datasets. DM approaches are frequently being applied in 
both stand-alone RS and hybrid systems to generate an accurate recommendation. RS that includes DM 
approach provides a recommendation based on attributes of the user and knowledge gathered from the 
action. The data mining algorithms applied in RS are clustering, classification and association rule mining.

The clustering approach works by recognizing a group of users who appear to have similar prefer-
ences and interests. Classification is the comprehensive computational model for assigning a category 
to the input (Kumar, & Thakur, 2020). The input may be data about the relationship among the items 
or vector of attributes of the items being classified. For building an RS, the classifier information about 
the product and customer is taken as input and the output shows how strongly the product can be sug-
gested to the user.

Text Mining also referred to as Text Analytics is the exponentially emerging area that can be described 
as a statistical machine learning technique for converting the unstructured information into structured 
information. It can be mined, classified, trained for better and high-quality information. Information 
extraction, data mining, pattern recognition are perfomred in Text Mining and are referred to as Natural 
Language Processing (NLP) (Liu, Vernica, Hassan, & Damera Venkata, 2019). RS is one application 
of TM which can assist e-commerce. RS based on TM can examine user attributes and behavior; can 
discover user profile on the basis of long-term user behavior analysis.

CONCLUSION

In the past few decades, recommender systems have been applied, with the various possible solutions for 
online business and e-commerce, to reduce information overhead problems by recommending relevant 
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items to the users. In this consideration, various advancements have been made to fine tune and develop 
high-quality RS. Nevertheless, developer faces numerous leading challenges and issues. In this book 
chapter, we study and illustrate the recommender system approaches namely collaborative filtering, 
content-based filtering and hybrid filtering. The main motive of this study is to highlight the issues and 
attacks related to collaborative filtering and content-based filtering. We hope that this chapter will give 
an inspiring direction and can be beneficial to lead the research related to the recommender system and 
provide support to researchers and new practitioners.
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ABSTRACT

The main objective is to recognize the chat from social media as spoken language by using deep belief 
network (DBN). Currently, language classification is one of the main applications of natural language 
processing, artificial intelligence, and deep learning. Language classification is the process of ascertaining 
the information being presented in which natural language and recognizing a language from the audio 
sound. Presently, most language recognition systems are based on hidden Markov models and Gaussian 
mixture models that support both acoustic and sequential modeling. This chapter presents a DBN-based 
recognition system in three different languages, namely English, Hindi, and Tamil. The evaluation of 
languages is performed on the self built recorded database, which extracts the mel-frequency cepstral 
coefficients features from the speeches. These features are fed into the DBN with a back propagation 
learning algorithm for the recognition process. Accuracy of the recognition is efficient for the chosen 
languages and the system performance is assessed on three different languages.
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INTRODUCTION

An automatic Language Classification and Recognition is the task of automatically recognizing a 
language from the given spoken utterance. It is the process of classifying an utterance as belonging to 
formerly encountered languages. “Automatic”, means the decision is performed by machine, it means 
the process is independent of content, context, task, vocabulary, sex, age as well as noise by the com-
munication channel. Language Recognition is one of the most basic steps in natural language processing 
tasks like summarization, question answering and machine translation need to know the language of a 
given text in order to process it. Language classification is one of the most important applications of 
Data Analytics with Deep Learning.

OVERVIEW OF LANGUAGE RECOGNITION AND CLASSIFICATION

Language classification is the method of categorizing the languages from its audio speeches and take 
out the information presented in the speeches. It is used to recognize the language of the particular audio 
and to reduce the complexity of the audio sample. It plays a very important role and responsibilities for 
audio, speech and language processing applications.

Types of Language Recognition

The language recognition can be divided into two main types, namely

• Audio language recognition
• Visual language recognition

Audio Language Recognition

Audio language recognition is a mature technology, able to discriminate quite reliably between tens 
of spoken languages spoken by speakers that are unknown to the system, using just a few seconds of 
representative speech.

Visual Language Recognition

In this method information derived from the visual appearance and movement of the mouth to recognize 
the spoken language, without the use of audio information.

CHARACTERISTICS OF LANGUAGES

The characteristics of languages are known as Language Identification cues. The following characteristics 
differ from one language to another language.
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• Phonology
• Morphology
• Syntax
• Prosody

Phonology

A phoneme is a basic representation of a phonological unit in a language. A “phone” is a realization of 
an acoustic-phonetic unit or segment. A “phonotactics” is the rules governing the sequences of allowable 
phones and phonemes can also be different.

Example
Word - celebrate
Phoneme - /s eh l ix b r ey t/
Phone - [s eh l ax bcl b r ey q]

Morphology

The word roots and lexicons are usually different from language to language. Each language has its own 
vocabulary and own formation of words.

Example
“Pigs like mud” is a sentence containing three words - pigs, like, mud

Syntax

The sentence patterns are different among languages, (i.e) more than one languages share a word and 
the sets of words that may precede and follow the word will be different.

Example
The word “bin” in English and German

Prosody

Prosody is concerned with the “music” as opposed to the “lyrics” of speech. Languages have character-
istic sound patterns which can be analyzed in terms of duration of phonemes, speech rate, pitch contour 
and stress.

Example
Rhyme sentences
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LANGUAGE RECOGNITION TECHNIQUES

Language recognition is a mature field of research, with many successful techniques developed to achieve 
high levels of language discrimination in only a few seconds of test data.

There are many techniques in language identification, namely

1.  Phone-based tokenization
2.  Gaussian Mixture Model tokenization
3.  Artificial Neural Network

Phone-Based Tokenization

There are several approaches to recognition, which exploit the difference in phonetic content between 
languages to achieve language discrimination. Such techniques require the training of a phone recognizer, 
usually comprising a set of Hidden Markov Models (HMM), which are used to segment input speech 
into a sequence of phones. The phone based tokenization consist of three methods, namely

1.  Phone Recognition Language Modeling (PRLM)
2.  Parallel Phone Recognition Language Modeling (PPRLM)
3.  Parallel Phone Recognition (PPR)

Phone Recognition Language Modeling (PRLM)

In this method, phonotactics is the feature of language used for discrimination. Phonotactics govern the 
allowable sequence of phonemes in a given language. The contention here is that different languages 
have different rules regarding the syntax of phones, and this can be captured in a language model. PRLM 
learns discriminatory information such as this form language specific training data.

PRLM system in Figure 1 presents the three subsystems. The first subsystem is the extraction of fea-
tures from the speech input using Mel-frequency Cepstral coefficients (MFCC). The second subsystem 
is a method of tokenizing the incoming features, typically into frames, phones, or syllabic units using 
Vector Quantization. Next, statistical language models are built for each language, from phone sequences 
belonging to language specific training data. Here three languages are described such as English, Hindi 
and Tamil. Finally, likelihoods can be calculated from each language model for a given phone sequence, 
and these can be processed in some way that classifies the utterance.

• Front-end - Single-Language Phone Recognition
• Back-end - N-gram Language Modeling

Parallel Phone Recognition Language Modeling (PPRLM)

Although PRLM is an effective means of recognizing the language of speech messages, know that the 
sounds in the languages to be identified do not always occur in the one language used to train the front-
end phone recognizer. Thus, it seems natural to look for a way to incorporate phones from more than 
one language into a PRLM-like system. On the other hand, PPRLM is simply to run multiple PRLM 
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systems in parallel with the single language front-end recognizers each trained in a different language. 
This approach requires that labeled training speech be available in more than one language, although the 
labeled training speech does not need to be available for all, or even any, of the languages to be recognized.

The PPRLM system in Figure 2 presents language specific phone tokenizer is built effectively and 
several language recognition systems are running in parallel. All data are processed by all tokenizers 
and language models, and this produces n2 language model likelihoods per utterance, where n is the 
number of tokenizers. This gives a higher dimensional vector of likelihoods, which lends itself to use a 
discriminatory backend classifier such as Support Vector Machine (SVM).

Parallel Phone Recognition (PPR)

The PPR system in Figure 3 presents the use of the phonological differences between languages. In 
the PPR language recognition system the language dependent phone recognizers are implemented us-
ing Hidden Markov Model tool kit (HTK), have the same configuration as the single-language phone 
recognizer used in PRLM.

Figure 1. Block Diagram of Phone Recognition Language Modeling

Figure 2. Block Diagram of parallel phone recognition language modeling
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PPR language recognition is performed by Viterbi decoding the test utterance once for each language 
dependent phone recognizer. Each phone recognizer finds the most likely path of the test utterance 
through the recognizer and calculates the log likelihood score for that best path.

Gaussian Mixture Model tokenization

Gaussian Mixture Model (GMM) is trained for each language from language specific acoustic data. Each 
GMM can be considered to be an acoustic dictionary of sounds, with each mixture component modeling 
a distinct sound from the training data. The decoded sequence is used to train the language models and 
Gaussian classifier can be used to combine the language model scores. Given a Mel-frequency Cepstral 
coefficient (MFCC) frame, the mixture component is found which produces the highest likelihood score, 
and the index of that component becomes the token for that frame. Finally, the language models are 
constructed in order to identify the particular language. Gaussian Mixture Model tokenization in Figure 
4 presents the model constructions of language recognition.

Artificial Neural Network

Artificial Neural Network contains several nodes that can be used to find the estimated functions or 
classify the data into similar classes such as phonemes, syllables and words.

Figure 3. Block Diagram of Parallel Phone Recognition

Figure 4. Block diagram of gaussian mixture model language recognition
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Properties of Neural Network

• Trainability
• Generalization
• Nonlinearity
• Robustness
• Uniformity
• Parallelism

Types of Neural Networks

Neural Networks are divided into three main categories:

1.  Feed Forward Neural Network
2.  Radial Basis Neural Network
3.  Recurrent Neural Network

Feed Forward Neural Network

It means nodes are connected only forward in time and connections between the nodes do not form a 
directed cycle. It has three types:

1.  Time delay neural network
2.  Single-layer perceptron
3.  Multi-layer perceptron

Radial Basis Neural Network

It means the output of the network is linearly combined with inputs of the radial basis functions and 
parameters of the neuron. It has four types:

1.  Gaussian neural network
2.  Multi quadric neural network
3.  Inverse quadric neural network
4.  Inverse multi quadric neural network

Recurrent Neural Network

It means the output of a neuron is multiplied by a weight and fed back to the inputs of the neuron itself 
with a delay. Directed cycles are formed between the nodes. It has four types:

1.  Fully recurrent neural network
2.  Simple recurrent neural network
3.  Bi-directional recurrent neural network
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4.  Hierarchical recurrent neural network

Deep Belief Networks

Deep belief networks (DBNs) are one of the probabilistic models which will be composed of multiple 
layers of latent variables. The latent or stochastic variables have binary values and it is known as hidden 
units or feature detectors. The top two layers are undirected and creating the symmetric connections 
between layers to form an associative memory. The lower layers are directed and it receives the infor-
mation from top two layers. DBN is one of the feed forward neural network type and powerful machine 
learning technique. Figure 5 presents the Neural Network based Language Recognition using Deep 
Belief Network Construction.

BACKGROUND AND LITERATURE REVIEW

This section focuses on reviewing the various approaches to language classification and recognition 
which have used to recognize and discriminate the languages. In Hidden Markov Models (K. F. Lee et 
al, 1989), training data are divided into two ways, such as context dependent and context independent. 
Additionally, smoothing algorithm is applied for training and recognition process and also achieves 
higher accuracy in terms of context and continuous parameters. Segment-based language recognition 
(Timothy J. Hazen et al, 1993) is used to extract the different components and properties such as pho-
notactic, prosodic and acoustic features. This approach includes the various steps like determination of 
segments and classes, language, prosodic and acoustic modeling. Gaussian Mixture Model tokeniza-
tion (P.A. Torres-Carrasquillo et al., 2002) is used for recognition of more than one language spoken 
around the world. Here speech is given as input to the system, then MFCC features are extracted from 
the speech and the languages are classified by using GMM classification. Parallel sub-word recogni-
tion (Jayaram et al., 2003) is an automatic segmentation followed by the segment clustering and HMM 
modeling which is an alternative to the Parallel Phone Recognition system. Researchers (Haizhou Li et 
al., 2007) dealt with the design of Vector Space Modeling (VSM) language recognition where each and 
every spoken language can be categorized by the Acoustic Segment Models (ASMs) and then decoded 
into a sequence of ASM units. VSM framework is based on unsupervised learning algorithm and it was 
evaluated by using NIST-LRE databases.

Figure 5. Block diagram of neural network based language recognition
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MAIN FOCUS OF THE CHAPTER

This chapter presents deep learning techniques like Deep Belief Network for language classification and 
recognition finally compares the accuracy of this method with conventional data mining and machine 
learning algorithm. This language classification and recognition are one of the main applications for 
Natural Language Processing, Machine Learning and Deep Learning.

Data Collection

In corpus collection, training and testing samples are collected using sound recorder. For preparation 
of this database, mono channel recording is done for fifteen speakers in English, Hindi and Tamil lan-
guage, in a closed and quiet noise free room. For digitization, 16 kHz of sampling frequency and 16-bit 
quantization are used. All speakers are female speakers in the age group of 20-24. Each sample in the 
database is approximately 2-3 seconds long in duration. The sentence considered for training and testing 
is indicated in Table 1.

To train the system properly, each speaker is instructed to utter the same sentence 5 times from which 
3 utterances are used for training and the remaining 2 utterances are used for testing. Thus the training 
phase has a total of 135 samples and testing phase has 90 samples is indicated in Table 2.

Table 1. Sentence considered for training and testing

Language Sentence considered

English “Let this day be a blessed day for you”

Hindi इस दिन को आपके लिए एक धन्य दिन होने दें

Tamil இந்த நாள் உங்களுக்கு ஒரு ஆசீர்வதிக்கப்பட்ட நாளாக இருக்கட்டும்

Table 2. Database description

Lang. No. of 
Speaker (N)

No. of times word 
repeated by each 

speaker (t)

Total 
training 
sample 
(N*3)

Total testing 
sample taken 

(N*2)

Sampling 
frequency

Characteristics of the 
speaker

English 15 5 45 30

16 kHz Age group of 20-24 
years

Hindi 15 5 45 30

Tamil 15 5 45 30

Total 45 15 135 90
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Methodology

The Language Recognition system comprises of three phases: feature extraction phase, deep belief 
network construction and applying Bayes formula phase, recognition phase. Feature extraction phase is 
used to extract the Mel Frequency Cepstral Coefficients features from the audio. A Deep belief network 
construction phase is used to find the state posteriors value for audio and then state likelihoods values are 
calculated using Bayes formula phase. Recognition phase is used to identify the particular languages from 
the audio sample. Methodology in Figure 6 presents the overall system design for language identification.

Feature Extraction Phase

Feature extraction is a special form of dimensionality reduction. The main aim of the feature extrac-
tion is to extract the formants or an MFCC feature which is the most commonly used features in speech 
recognition. Feature extraction module in Figure 7 presents the following steps.

1.  Pre-emphasis
2.  Frame blocking
3.  Hamming windowing
4.  Fast Fourier Transform
5.  Triangular band-pass filter
6.  Discrete Cosine Transform
7.  Log energy
8.  Delta cepstrum

The overall flow of Feature Extraction can be given as,

Algorithm Feature Extraction (wav file, sampling frequency)

Figure 6. System diagram for language identification model

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



199

Language Classification and Recognition From Audio Using Deep Belief Network
 

// Input           : Speech Signal 

// Output          : MFCC Features 

{ 

     For every speech do

          For every frame in speech do

          Apply pre-emphasis and hamming window for continuity 

of      the frame 

          Apply Fast Fourier Transform for finding the magni-

tude      and phase of the signal 

          Convert the linear frequency into mel frequency 

          Apply Discrete Cosine Transform to compute MFCC 

               Append to Bag of Features 

               Set Label such as x1
,x

2
,…x

t
 

          end for 

     end for 

}

Pre-Emphasis

It is used to reduce the dynamic range of Fourier spectrum by increasing the magnitude of high frequency 
components. The speech signal s (n) is sent to a high-pass filter:

s n s n a * s n
1

1( ) = ( )− −( )  (1)

where s1(n) is the output signal and the value of a is usually between 0.9 and 1.0. The z-transform of 
the filter H (Z) is

H Z a * Z( ) = − −1 1  (2)

Figure 7. Various modules of Feature extraction Phase
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Frame Blocking

The speech signal characteristics staying stationary in a sufficiently short period of time interval is called 
as quasi-stationary. For this reason, speech signals are processed in short time intervals. It is divided into 
frames with sizes generally between 30 and 100 milliseconds. Each frame overlaps its previous frame by 
a predefined size. The goal of the overlapping scheme is to smooth the transition from frame to frame.

Hamming Windowing

The windowing technique applies to all frames. This is done in order to eliminate discontinuities at the 
edges of the frames. In this method the speech signal is blocked into overlapped frames with minimized 
discontinuity effect. Typically, window length may be 20-30 ms to tradeoff the temporal and spectral 
resolution. The windowing function is defined as w(n), 0≤n≤N–1 where N is the number of samples 
in each frame.

w n a a acos n N n N, / ,( ) = −( )− −( )( ) ≤ ≤ −1 2 1 0 1π  (3)

where the value of a is set to 0.46. 

Fast Fourier Transform

It is used to transform the speech signal into the frequency domain, where the most important speech/
speaker information has resided. FFT is a fast way of Discrete Fourier Transform and it changes the 
domain from time to frequency. FFT is usually performed to obtain the magnitude, frequency response 
of each frame.

Triangular Band-Pass Filter

The human ear perceives the frequencies, non-linearly. So scaling is performed because it produces 
the linear frequency up to 1 kHz and logarithmic the above frequency. The Mel-Scale filter bank is 
characterized by human ear perceiveness of frequency. It is used as a band pass filtering for this stage 
of identification. The signals for each frame is passed through Mel-Scale band pass filter to mimic the 
human ear.

mel f ln f( ) = +( )1125 1 700* /  (4)

The reasons for using triangular band-pass filters are twofold:

• Smoothen the magnitude spectrum such that the harmonics are flattened in order to obtain the 
envelope of the spectrum with harmonics.

• Reduce the size of the features involved.
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Discrete Cosine Transform

Discrete Cosine Transform is used to transform the spectral information to the cepstral domain in which 
the energy is dominated by fewer coefficients. The cepstral coefficients are less cross-correlated so 
thus leading to the diagonal covariance matrix modeling in Figure 8 presents the spectrum to cepstrum 
conversion.

The formula for Discrete Cosine Transformation is

C m * k * À N * E m Lm
k

N

k= −( )



 = …

=
∑
1

0 5 1 2cos . / , , ,   (5)

where N is the number of triangular band-pass filters, L is the number of mel-scale cepstral coefficients. 
Usually set N =20 and L = 12.

Log Energy

The energy within a frame is also an important feature that can be easily obtained. Hence the log energy 
is usually added as the 13th feature of MFCC. Some other features are added at this step including pitch, 
zero cross rate, high order spectrum momentum and so on.

Delta Cepstrum

In this step the dynamic coefficients are derived, i.e. time derivative of MFCC is calculated. It is very 
useful in automatic speech recognition system, especially in improving the noise robustness. The first 
order dynamic coefficients are represented as ∆MFCC and the second order dynamic coefficients are 
represented as ∆∆MFCC which can be calculated with the same procedure.

It is also advantageous to have the time derivatives of energy and MFCC as new features, which 
shows the velocity and acceleration of energy and MFCC.

Figure 8. Spectrum to cepstrum conversion
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The value of m is usually set to 2. If add the velocity (τ), the feature dimension is 26.

Deep Belief Network Construction Phase

A Deep Belief Network is a feed forward, artificial neural network that has more than one layer of hidden 
units between its inputs and its outputs. The idea is to train each layer independently and greedily using 
the hidden variables. Training Deep Belief Networks contain the following steps:

• Generative pre-training
• Learning procedure for RBMs
• Modeling real-valued data
• Stacking RBMs to make a deep belief network

Deep Belief Network (DBN) is created as a stack of its main building blocks which are undirected 
graphical models called Restricted Boltzmann Machines (RBMs). An RBM is a particular type of Markov 
random field that has a two layer architecture, in which the visible stochastic units v (typically Bernoulli 
or Gaussian) is connected to the hidden stochastic units h (typically Bernoulli). Normally, all visible units 
are connected to all hidden units and there is no visible to visible or hidden to hidden unit connection.

Figure 9. Deep belief network training
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The Deep Belief Network is used to produce the state posterior values. Normally, DBNs were built 
by stacking Restricted Boltzmann Machines (RBMs) with binary units. However, features used in lan-
guage identification (e.g. MFCC) are continuous value. In first RBM Gaussian visible units are used to 
represent the continuous speech features, and Bernoulli has hidden units, whereas all upper RBMs are 
Bernoulli-Bernoulli.

Deep belief network model in Figure 9 presents the four basic steps in training for language identifica-
tion. After unsupervised training the first RBM, the activation probabilities of its hidden units are used 
as the visible data for the second RBM, and so on. When applying DBN for language identification, the 
final layer of variables is added to represent the desired outputs. Next, a discriminative learning fine-
tunes all of the network weights using labeled training data.

The weights of the connections and biases of the individual units form a joint probability distribution 
P (v, h|Ө) over the visible unit’s v and hidden units h given the model parameters Ө. The distribution is 
computed based on an energy function E (v, h|Ө):

P v h exp E v h Z, – , /| |θ θ θ( ) = ( )( ) ( )  (7)

where Z (Ө) is known as the normalizing constant and its defined as:

Z E v,h
v h

θ θ( ) = − ( )( )∑∑ exp |  (8)

With different types of visible and hidden units, different energy functions are defined. In the case of 
the visible and hidden units which are Bernoulli, the energy function is defined as

E v h w v h b v a h
i

V

j

H

ij i j
i

V

i i
j

H

j j, |θ( ) = − − −
= = = =
∑∑ ∑ ∑
1 1 1 1

 (9)

Similarly, in the case of the visible and hidden units which are Gaussian and Bernoulli respectively, the 
energy function is defined as,

E v h w v h v b a h
i

V

j

H

ij i j
i

V

i i
j

H

j j, /|θ( ) = − − −( ) −
= = = =
∑∑ ∑ ∑
1 1 1

2

1

1 2  (10)

where, model parameters Ө= { w, b, a }, wij is the weight between visible unit i and hidden unit j, bi and 
aj are biases for visible unit i and hidden unit j. V, H are the number of visible and hidden units, vi is a 
Gaussian distribution respectively.

The overall flow of Deep Belief Network Construction algorithm can be given as,

Algorithm Deep Belief Network (wav file, features)
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// Input           : Speech Features 

// Output          : State Posteriors 

{ 

     For every Speech Feature do 

         Initialize RBM with 100 hidden units 

          For each hidden units do 

               Initialize the weights and learning rate 

               Train RBM for classification 

          end for 

          Initialize DBN with two layers and 100 hidden units 

          For each hidden units do 

               Initialize the weights and learning rate 

               Train DBN for classification and finding the 

state                posteriors 

               Set Label such as S1,S2,…Si 

          end for 

      end for 

}

Apply Bayes Formula

It is used to convert the state posteriors value into state likelihood values. Likelihood values are estimated 
within the range of 0 to 1. Identifying the languages of the audio file based on this likelihood values.

Given a feature vector ft, DBNs estimate the state posteriors P(si | ft) of state si. The likelihood value 
is calculated using following formula:

P f s P s f P f P st i i t t i( | ) ( | ) /= ( ) ( )  (11)

Where P(si|ft)/P(si) is the scaled likelihood since P(ft) the scaling factor is a constant for all states and 
does not affect the classification decision.

The Bayes algorithm can be given as,

Algorithm Bayes Formula (state posterior, feature vector)

// Input           : State Posteriors 

// Output          : State Likelihoods 

{ 

     For every states do

          Speech feature vector is labeled as xt
 

          State is labeled as si
 

          Initialize the scaling factor 

          Convert the posteriors into the scaled likelihoods 

          Assign and Classify the likelihood values 
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          if the likelihood values are matched then 

               Phones are identified 

          else 

               Phones are not recognized 

          end if 

     end for 

}

Language Recognition and Testing Phase

It is the pre-final and most important step of this work. This step has been done from using the previous 
state posteriors and state likelihoods value. This process the language is identified based on the likeli-
hood values. Language recognition in Figure 10 presents the following steps.

• Obtain the state posteriors from DBN construction.
• Convert the state posteriors into state likelihoods.
• Choose the state likelihoods value as zero to one.
• Compare the likelihoods value after that recognize the language.
• If state likelihood value is 0.65 to 0.75 then the recognized language is Tamil, else if the value is 

0.76 to 0.85 then the recognized language is English, and the value is 0.86 to 0.95 the recognized 
language is Hindi, otherwise the language is not recognized.

Finally, the accuracy of the identified language is calculated at the testing phase. Accuracy is intended 
in two ways:

• DBN state posteriors for training and testing samples
• Increasing the number of speakers

Figure 10. Language recognition and testing
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DBN State Posteriors

In this way the state posteriors are evaluated as speaker dependent model. State posteriors probability 
for each training and testing samples are compared and achieved the high accuracy.

Number of Speakers

In this way increasing the number of speakers in step of 3, 6, 9, 12 and 15 for three different languages 
and attained the high accuracy.

Accuracy is calculated by using the following formula:

Accuracy = (correct samples / total samples)     (12) 

where, correct  -     Number of samples correctly modeled or classified.

            total      -     Total number of samples given for testing

Implementation Results

The language recognition system has been implemented and tested on 15 speaker speech sample data-
base. This speech acquisition result consists of training and testing audio sample that specify the three 
languages such as English, Hindi and Tamil. Figure 11 presents the signal waveform of each audio 
sample and it’s plotting points.

Feature extraction process is used to extract the 12-dimensional MFCC features. Pre-emphasis is 
used to reduce the dynamic range of Fourier spectrum by increasing the magnitude of high frequency 
components. Results in Figure 12 presents the Pre-emphasis output.

Hamming windowing is used to keep the continuity of the first and last points in the frame. Figure 
13 presents the Hamming windowing output.

Figure 11. Results of speech acquisition for three languages like (a) English (b) Hindi (c) Tamil
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Results in Figure 14 presents the Fast Fourier Transform for obtaining the magnitude frequency of 
each frame.

Figure 12. Pre-emphasis output

Figure 13. Hamming windowing output

Figure 14. Output of Fast Fourier Transform
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Triangular band-pass filter is used to convert the linear frequency into mel frequency wave and smooth 
the magnitude spectrum. Outputs in Figure 15 presents the conversion wave signal and results in Figure 
16 presents the triangular band-pass filter output.

Discrete Cosine Transform is used to produce the MFCC wave, and transforms the frequency domain 
into a time-like domain. Results in Figure 17 presents the output of MFCC wave.

Figure 15. Linear frequency to mel frequency wave output

Figure 16. Output of Triangular band-pass filter

Figure 17. MFCC wave output
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Deep Belief Network construction and training is used to produce the state posteriors value, Bayes 
formula is used to convert the state posteriors value into state likelihoods value finally recognize the 
languages. DBN state posteriors is indicated in Table 3, state likelihoods is indicated in Table 4.

Figure 18 presents the Language classification and recognition module is done by using matlab.

Performance Evaluation

Performance of the deep belief network system is evaluated based on the accuracy calculation. Accuracy 
is defined as the ratio between the number of correct samples and total number of samples. Here, the 
DBN system performance is evaluated by two taxonomies:

• DBN state posteriors for training and testing samples
• Increasing the number of speakers

Table 3. State Posteriors

Training Data Tamil English Hindi

Data 1,2,3 0.8676 0.9576 1.0749

Data 4,5,6 0.8506 0.9549 1.0622

Data 7,8,9 0.8334 0.9263 1.0937

Data 10,11,12 0.8736 0.9125 1.0666

Data 13,14,15 0.8046 0.9134 1.0727

Data 16 1.2820 (Sowrastra)

Table 4. State Likelihoods

Training Data Tamil English Hindi

Data 1,2,3 0.7230 0.7980 0.8958

Data 4,5,6 0.7088 0.7957 0.8852

Data 7,8,9 0.6945 0.7719 0.9114

Data 10,11,12 0.7280 0.7604 0.8888

Data 13,14,15 0.6705 0.7612 0.8939

Data 16 1.0683 (Sowrastra)

Figure 18. Language Recognition using matlab
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Performance Evaluation Based on State Posteriors

This evaluation has performed based on state posteriors probability for training and testing samples are 
compared and achieved high accuracy at speaker dependent model. The audio samples and DBN state 
posteriors are listed in table 5. These values are plotted in bar chart as shown in figure 19.

Performance Evaluation Based on Speakers

In this way increasing the number of speakers in steps of 3, 6, 9, 12, 15 for three different languages and 
attained high accuracy for English and Hindi language. The speaker’s values and respective accuracy 
values for English, Hindi and Tamil is indicated in Table 6. The graph in Figure 20 presents the plotting 
of increasing the number of speakers.

Table 5. DBN State Posteriors for training and testing Samples

Audio Samples Training Testing Audio Samples Training Testing

S1 0.9576 0.9876 S8 1.0937 1.1356

S2 1.0749 1.0749 S9 0.8334 0.8334

S3 0.8676 0.8885 S10 0.9125 0.9252

S4 0.9549 1.0328 S11 1.0666 1.0243

S5 1.0622 0.9665 S12 0.8736 0.8736

S6 0.8506 0.8506 S13 0.9134 0.9200

S7 0.9263 0.9536 S14 1.0727 1.0066

S15 0.8046 0.8018

Figure 19. Performance for audio samples Vs state posteriors

Table 6. Accuracy of three languages for different number of speakers

No. of Speakers 3 6 9 12 15

English 33 50 78 83 100

Hindi 33 67 78 92 100

Tamil 67 67 75 83 94
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FUTURE RESEARCH DIRECTIONS

This work can be extended to more number of speakers by increasing the accuracy of the language 
recognition system. This system can be trained and tested with any other languages except English, 
Hindi and Tamil. Future work into language classification and recognition could focus on testing the 
system on a large speech corpus, combining the three languages into single audio file and recognizing 
the languages using optimized DBN parameters.

CONCLUSION

A technique for language recognition with Deep Belief Network is proposed with the objective of im-
proving the classification and recognition performance for speaker dependent model and minimizing 
the computational complexity. The results presented in this work represent a step towards more flexible 
and adaptable systems. The proposed algorithm is tested with fifteen speakers of 135 training samples 
and 90 testing samples having 16 kHz frequency. MFCC extraction technique is applied on the enhanced 
audio samples to extract the audio features and reduce the noise and error of the audio signal. MFCC 
features such as pitch, spectrum, sharpness, etc. are extracted and combined with classification system 
in order to improve the accuracy. DBNs are trained as using the Restricted Boltzmann Machine (RBM) 
construction and that significant gains could be achieved by initial stage of training. DBNs could be 
trained much faster than multi layer perceptrons with same architecture. When the network size is large, 
DBNs outperformed MLPs consistently. From the experimental results it is observed that DBN runs 
faster because it does not require any detailed hypothesis and combine both discrete and continuous 
features. From the evaluation results obtained it is clear that higher identification rate can be achieved 
and the performance is evaluated by computing the performance metrics including accuracy. The error 
rates are minimized and accuracy is increased in this work. To conclude, Deep Belief Network is efficient 
for three languages at speaker dependent mode. The system can be tested in better way if the author can 
increase the number of speakers in the database. DBN gives best results when size of the database is 
large and different languages.

Figure 20. Performance for Speakers Vs Accuracy
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KEY TERMS AND DEFINITIONS

DBN: Deep belief networks are one of the probabilistic models which will be composed of multiple 
layers of latent or hidden variables. Deep belief network is a set of restricted Boltzmann machines stacked 
on top of one another.

GMM: Gaussian mixture model is one of the probabilistic models which states that all data points 
are derived from a mixture of Gaussian distributions.

HMM: Hidden Markov model is a statistical language model which can be modeled by a markov 
process with hidden states.

Language Recognition: Language recognition is the method of categorizing the languages from its 
audio speeches and take out the information presented in the speeches.

MFCC: Mel-frequency cepstral coefficients (MFCCs) are derived from a cepstral representation of 
the speeches from audio.
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ABSTRACT

Ayurveda medicines uses herbs for curing many ailments without side effects. The biggest concern related 
to Ayurveda medicine is extinction of many important medicinal herbs, which may be due to insufficient 
knowledge, weather conditions, and urbanization. Another reason consists of lack of online facts on 
Indian herbs because it is dependent on books and experts. This concern has motivated in utilizing the 
machine learning techniques to identify and reveal few details of Indian medicinal herbs because, until 
now, it is identified manually, which is cumbersome and may lead to errors. Many researchers have shown 
decent results in identifying and classifying plants with good accuracy and robustness. But no complete 
framework and strong evidence is projected on Indian medicinal herbs. Accordingly, the chapter aims 
to provide an outline on how machine learning techniques can be adopted to enrich the knowledge of 
Indian herbs, which advantages both common man and the domain experts with wide information on 
traditional herbs.

Machine Learning Approach:
Enriching the Knowledge of Ayurveda 

From Indian Medicinal Herbs

Roopashree S.
 https://orcid.org/0000-0003-1327-1267

Dayananda Sagar University, India & Visvesvaraya Technological University, India

Anitha J.
RV Institute of Technology and Management, India

Madhumathy P.
Dayananda Sagar Academy of Technology and Management, India

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://orcid.org/0000-0003-1327-1267


215

Machine Learning Approach
 

INTRODUCTION

Ayurveda – “Science of Life” active from 5000 years ago is a traditional Indian Vedic culture. Ayurveda 
knowledge is already well incorporated in Tibetan and Chinese traditional medicines. It being an Indian 
Traditional System, even today it focusses on personalizing the health care system. Ayurveda therapeutics 
incorporates the concept of individual nature. The herbs (Ayurveda leaves) being the key component of 
Ayurveda Medicines is generally used for body cleansing, boosting immunity against diseases and keep 
a balanced mind, body and soul. Usage of herbs is the key component of Ayurveda medicine. Most of 
the herb species are best classified by recognizing their leaves.

Many plants are used for both medicine as well as for ornamental purpose. Numerous plants can be 
used to soothe inflammations and wounds. It has to be noted that plants needed for medicinal purpose 
do not need a large area to grow, they can even be grown easily in kitchen garden. This motivates in 
constant growth of herbs which benefits in treating many ailments naturally. Some of the herbs that can 
be grown effortlessly are:

• Tulsi / Basil: In Ayurveda, it is called as ‘Elixir of life’. A well-known and found in almost all 
south Indian home. Tulsi is even listed in NASA list as air purifier, has anti-cancer properties, 
treats digestive problems, flu and common cold.

• Coriander / Cilantro: Used as garnishing in almost all of the south Indian dishes as it is well 
known for refreshing and treating digestive issues.

• Mint: A most common home-grown medicine herb. Its unique fragrance refreshes mind and well 
treats insomnia, diarrhea, cold and cough.

• Lemon grass: Lemon grass through tea relieves sore throat, menstrual pain, treats stress and in-
somniac. It has anti-pyretic properties.

• Carom / Ajwain: An edible plant with ridged leaves. It is believed as good luck by ancient 
Chinese. Treats stomach disorders and digestive problems.

Many developing countries consider using medicinal plants as a living tradition (WHO, 2013). 
It is estimated that majority of the primary needs of developing countries are met by the traditional 
medicine which depends on plants as the main source. The author Karunamoorthi, K. (2013) has given 
overview on how the traditional knowledge plays a major role in developing countries helping the poor 
for a healthier life. It is saddened that many medicinal plants are at extinction in big number because of 
many reasons and those reasons will be listed in the next section. Also, efforts to be taken care by every 
individual to reintroduce the species which are vulnerable and extinct. Few of the endangered medicinal 
plants found in India are:

• Elephant’s Foot
 ◦ Scientific Name: Dioscorea deltoidea
 ◦ Native place: India, China, Afghanistan, Bhutan, Cambodia, Nepal, Pakistan, Thailand and 

Vietnam,
 ◦ Used parts: The dried rhizomes are used both as traditional medicine
 ◦ Benefits: Gastric problems, and as steroidal drugs designed for western medicine.

• Jatamansi
 ◦ Scientific Name: Nardostachys grandiflora

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



216

Machine Learning Approach
 

 ◦ Native Place: India, China Bhutan and Nepal
 ◦ Used Parts: Roots and rhizomes
 ◦ Benefits: fits, heart palpitations, constipation, regulate urination, digestion and menstruation.

• Kutki
 ◦ Scientific Name: Picrorhiza kurrooa
 ◦ Native place: India and Pakistan
 ◦ Used parts: Rhizomes
 ◦ Benefits: Antibiotic and liver ailments

• Red Sanders
 ◦ Scientific Name: Pterocarpus santalinus
 ◦ Native place: India
 ◦ Used parts: Heartwood and timber
 ◦ Benefits: Diabetes and soothing inflammation and timber to make furniture and source of 

red dye.
• Snakeroot

 ◦ Scientific Name: Rauvolfia serpentine
 ◦ Native place: India, Bangladesh, Bhutan, China, Indonesia, Malaysia, Myanmar, Nepal, Sri 

Lanka, Thailand and Vietnam
 ◦ Used parts: Roots
 ◦ Benefits: Central nervous disorders, anxiety, maniacal behaviour related with psychosis, in-

testinal disorders, schizophrenia, insomnia, insanity and epilepsy.
• Himalayan Yew

 ◦ Scientific Name: Taxus wallichiana
 ◦ Native place: India, China, Afghanistan, Bhutan, Indonesia, Malaysia, Myanmar, Pakistan, 

Nepal, Philippines and Vietnam
 ◦ Used parts: bark and leaves
 ◦ Benefits: sedative, aphrodisiac, respiratory diseases, scorpion stings, snake bites, headache, 

diarrhea and taxanes.

Plants Identification and Dataset Building Methods

Plants are identified manually by botanists, researchers and domain experts. Manual identification is 
cumbersome, consumes time and may be prone to errors. Also, the knowledge of medicinal herb should 
be widely spread to public and not be inherent to experts. Plants can be categorized by several methods 
by its leaves. Few procedures are: chemical identification, spectroscopy and optical identification. Clas-
sical and instrumental methods are the two types under chemical identification. The classical method 
consists of flame and chemical tests. Under spectroscopy, auger spectroscopy and hyper-spectra are the 
two variations. Optical identification consists of processing the digital images. It is considered to be at 
much higher-level when compared to analog processing as it has wide range of techniques that can be 
applied to the images and noise can be removed before processing.

For all the above reasons, rather than manual vision, vision of machine can be implemented for bet-
ter accuracy of look-alike herbs. To increase in the usage and growth of herbs it is of vital importance 
to study and classify them appropriately. Hence, there is much need for an intelligent sub-system to 
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categorize the ayurvedic herb by their leaf image. This in turn helps in maintaining the credibility and 
quality of medicines.

Today computers and smart phones play a vital role in everyone’s daily routine. This is because of 
easy availability of internet, inexpensive storage devices, digital cameras and smart phones. The data 
from every device is huge and led researchers and domain experts to build systems useful for society 
including government and local public. Several noteworthy developments have been observed in many 
real-world researches such as recognition of digital signatures, finger-print identification, automatic di-
agnosis and treatments, video processing, optical character recognition, plant/object recognition system 
and many more. Awareness and accessibility on medicinal herb and thus about Ayurveda can be built 
easily by using web-based and smart phone-based applications.

The chapter highlights on many computer vision and machine learning techniques like feature ex-
traction and classification algorithms used for categorizing the Indian Medicinal Herbs. Why machine 
learning? Machine learning is known to be a critical component of Artificial Intelligence (AI). It is used 
for predicting, optimizing, extracting and summarizing. To implement an automatic recognition system 
using AI approach, digital images of the herbal leaves are essential. As there is no publicly available 
dataset on herbal leaves, a new database has to be created. Haralick, R. M., & Shapiro, L. G. (1992) 
described that images for the dataset can be captured using a common computer-based system consisting 
of digital camera / scanner and analyzed using particularly developed software. Certain standards are to 
be followed to build the database. They are:

• Still images of the herbs to be collected after removing its petiole
• The herb to be placed on the white background on a completely flat surface
• Using the DSLR camera the pictures are clicked
• Clicked image background is removed and placed on a white canvas of same size for all images 

and few others to be followed

Different Approaches on Images

The images in the dataset are to be further processed. Image processing is part of computer vision and 
machine learning. The images are to be pre-processed before forwarding to the machine learning algo-
rithms. There are many image processing procedures to enhance the image which is also known as image 
enhancement. Image analysis is also another significant step in image processing domain.

The techniques in machine learning helps to build an authentic system for herbal leaf classifica-
tion. They consist of many feature extraction and classification algorithms. It has to be known that the 
pre-processed digital image fed to feature extraction would be in the form of matrix. Feature extraction 
algorithms consists of extracting local features, global features or combination of local and global fea-
tures of the leaf which results in feature vector/set. The extracted features from the feature vector can be 
classified into its respective species by many supervised, semi-supervised or unsupervised algorithms.

Recognizing and categorizing using the automatic system (Gaston, K. J 2004) benefits the society. 
In relation to Ayurveda it assists in maintaining the health and wellness in natural way with better satis-
faction. The taxonomists, botanists, drug designers and many stakeholders also would benefit to a great 
extent. The endangered medicinal plants checklist (Sharma S and Thokchom 2014), the Red List from 
IUCN (Singh, N. R., & Singh, M. S. 2009) shows many herbs which are vulnerable and extinct. Care 
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to be taken by all towards the protection and growth of Traditional Indian herbs which indeed benefits 
the Indian society in abundance.

The main objective of the chapter is on the review of various computer vision and machine learn-
ing approaches that can be applied on the pre-processed digital images of the Indian herbs. Discussion 
on features, its extraction, identification and finally revealing the associated information of the herbs. 
Highlighting many of the techniques used so far on classification of herbs would attract interest of many 
readers. Porting the machine learning application onto web and mobile phone (Android / iPhone) would 
widen the sharing of Ayurveda knowledge in every common man. Brief study on the endangered species 
of medicinal plants would benefit the society at large.

The chapter begins by outlining the advantages of using the machine learning techniques on recogni-
tion of Indian herbs, framework and discussion of its components. The components involve the medicinal 
herb list including few extinct herbs, feature extraction and classification technique.

BACKGROUND

Being in the fast-moving world, it is evident that the society is moving far from nature world. This affects 
enormously on the life style. A change to be incorporated in the day-today life would benefit in healthy 
and energetic lifestyle. The change would be the knowledge of Ayurveda.

Ayurveda relies on nature’s natural powers and ingredients in curing many ailments without side ef-
fects. It is truly a worthy alternative to synthetic drugs which has perilous effect on overall health. The 
principle behind it is that every plant in nature has some quality in treating multitude of diseases. The 
herbs used in Ayurveda are rich source of anti-bacterial, anti-toxic, anti-oxidant and nutritional proper-
ties. These herbs are well known to cure the diseases from its roots to help in staying fit and healthy for 
long duration. Many Indian medicinal herbs are used in formulating perfumes, natural dyes, pest control 
and many more. People are slowly realizing the contrast between the chemically treated products and 
herbal ones. Many are moving towards herbal in various disciplines. This can be more successful in 
spurting the essence of Ayurveda in every common man. The knowledge of Indian medicinal herbs has 
many stake holders like botanists, researchers, physicians, trekkers, taxonomists, firms monitoring the 
vulnerable and endangered species and local public. Patwardhan, B. et. al. (2005) has given a wide view 
on how China has successfully authorized its traditional treatments with agreeable scientific research and 
a strong evidence proof in Traditional Chinese Medicine. China has confidently supported its therapies 
over the world with science-based methodology. Ayurveda – Indian Traditional Medicine yet lacks a 
strong evidence based and a systematic approach.

To build the awareness on Ayurveda, initial step would be in recognizing the medicinal herbs avail-
able locally and nationally and also about its medicinal properties. Every species on earth has unique 
features is the remarkable diversity. Assigning a label to an unknown type is known as identification. 
To conserve the medicinal species requires skills on identification, experience and intensive training. 
Some of the manual identification method includes expert determination, recognition, comparison and 
use of keys (taxonomic literature) and devices. This type of recognition is an extended procedure. With 
new emerging techniques in computer vision and machine learning the identification of Ayurveda herb 
can be an automated process with better accuracy and robustness in reality.

In the book Mohammed M. et. al. (2017) defined machine learning as a set of rules developed by a 
computer on its own to solve common problems. Basic principle would lie in predicting the outcome 
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based on the derived patterns. The most important factors which has led in flourishing of machine learn-
ing, computer vision and AI are advent of parallel processors, inexpensive storage devices and big data. 
It consists of different types of learning such as supervised learning, reinforcement learning and deep 
learning. In brief, supervised learning feeds in with few samples of any type and allow the system to 
calculate the similarities between them for exact recognition. Reinforcement learning outputs the right 
or wrong decision by carrying out sufficient iterations to predict the result. In deep learning, the calcula-
tions are performed by the system iteratively to determine the patterns by itself. The chapter focusses on 
the identification of the plants based on the resemblance of morphological features and discriminatory 
characters of the leaf and finally concluding with respective plant species name. The features can be 
qualitative or quantitative. Quantitative features can be counted and measured such as width and height 
of the leaf. Qualitative features such as shape, color etc. Gaston, K. J. and O’Neill (2004) had given a 
thought of automatic identification based on digital images captured by digital camera and scanners. 
But had concluded that the process is overpriced as digital cameras and other sources to build images 
were expensive. Wäldchen J and Mäder P (2018) has briefed on multiple techniques in machine learning 
exclusively for plant identification.

Images are made up of pixels. Each pixel carries various information about the image. This pixel 
information cannot be directly fed to machine learning algorithm as they are jumbled and extensive. 
Hence, the quality information has to be derived as feature vectors from the image which can be used 
to classify the species. Features determine the dataset quality and the amount of insights drawn from 
it. Feature extraction is also known as dimensionality reduction. It is a method where variables of the 
dataset are combined into features by reducing the dimension and thus ensuring the accurateness and 
description of the original dataset. The quality of the features extracted can be improved by a method 
known as feature selection. The choice of the feature extraction has impacts on classification time, clas-
sification cost, classification accuracy and number of examples to be learned.

Features that can be extracted are categorized broadly as

• General features (Independent Features):
 ◦ Pixel-level feature: Identified at pixel level. E.g. Location and color
 ◦ Local features: Calculated at the portion of edge detection / image segmentation. They ex-

tract the interesting points from the image. E.g. SIFT, SURF, ORB and BRIEF
 ◦ Global features: Calculated over the whole image or part of the image

• Domain-specific features (Application dependent features): They combine low-level features for 
a specific domain

ISSUES: AYURVEDA – MACHINE LEARNING

Leaf Features and its Extraction Techniques for Automated Identification

Plants can be identified by various characters such as shape, texture, pattern, vein structure and color. 
These leaf features are used in depth for normal identification and few benefits the automated process.
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Shape of Leaf

It is the most preferred feature for the classification. General leaf shape can be easily recognized by 
many people. There are few sub-classes in leaf shape such as oblique, ovate and oblanceolate. In machine 
leaning, basic geometric descriptions such as rectangularity, aspect ratio, eccentricity are used. Sophis-
ticated descriptors like fourier descriptor, invariant moment and contour distance are extracted. Shape 
features are divided mainly into region-based – where complete leaf area is of interest and another one is 
contour-based- uses local features such as boundary segments. Derivation of the shape features consists 
of two step process. 1. Feature extraction and 2. Similarity measurement between the extracted features.

Leaf Texture

Texture of the leaf has high discriminative ability when compared to leaf shape. Leaf structure includes 
leaf directional properties, venation information and in detail the micro-texture at the surface of the leaf. 
Texture can be analyzed by only a small part of the leaf without depending on complete leaf shape. Few 
texture features are

• Statistical measures – entropy, homogeneity and contrast
• Wavelets
• Fractals

The most known texture analysis method is Gray Level Co-occurrence Matrix (GLCM). This method 
is carried out by gray-level value that occurs in a spatial relationship to a pixel with value.

Vein Structure

Extraction of venation property is not very significant because of low contrast between the leaf blade 
structure and venation. Special equipment is needed to recognize the veins. Hence, not a good choice of 
feature for automatic identification for the dataset with images captured from an ordinary digital camera.

Leaf Color

The leaf color feature has very low discriminative property as most of the leaves are in shades of green 
slightly varying due to different illumination condition. Leaves of same plant may have mixed colors 
as it purely depends on maturity, water and nutrients. A lot more study is necessary for considering the 
color feature for automatic identification.

Classification Techniques

It is a categorization or classification technique to assign a unique and desired label for the given data. 
The applications of classification include: speech recognition, image identification, classification of 
documents etc. There are mainly two types of classifiers – binary classifier and multi-class classifier. 
Binary classifier has two unique outputs whereas multi-class classifier categorizes into two or more 
distinct class labels. Some of the best-known classifiers commonly used for plant classification are:
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Naive Bayes

The classifier is based on Bayes theorem assuming independent assumptions among predictors. It is 
widely used and suitable for large datasets. In simple, this classifier presumes that the existence (non-
existence) of specific feature of class is independent to the existence (non-existence) of any other feature 
depending on the nature of the Naive Bayes model. It utilizes the extracted features by combining them 
into the classifier for categorization. It computes the posterior probability for every class and the result 
would be the class with highest probability. Gaussian Naive Bayes are also used for classifying the normal 
distribution data. It shows better performance on categorical data.

K – Nearest Neighbor (kNN)

It is the simplest and lazy learning algorithm. It classifies on the basis of distant function (similarity 
measure). The term k defines the neighbors to be considered around the data to be categorized. Few 
standards to be maintained are the term k should always be odd to avoid ties and scaling is very impor-
tant. More the closer neighbors the easier the voting.

Support Vector Machine (SVM)

SVM is used for both classification and regression. It can be vigorous even when bias is observed in 
training examples. Has an excellent generalization ability. It is a supervised algorithm which develops a 
hyperplane or decision plane to mark the decision boundary for the training points for categorization. It 
also uses kernels function for given points and transforms to high dimensional space. SVM approach uses 
the highest margin hyperplane, which is the greatest separation between two linearly separable classes.

Controversies

Wu, S. G et. al. (2007) proposed automated recognition of leaf images using 12 digitals. Combining the 
five basic leaf features and morphological features for generating the feature vector and as classifier used 
probabilistic neural network on 20 plants species with an accuracy of 90%. Sathwik, T. et al (2013) used 
analysing texture feature using statistical method known as Gray Level Co-occurrence Matrix (GLCM) 
of leaf images to classify the nine types of medicinal plants. The accuracy attained is 94% considering 
eleven of its features. Gopal, A. et. al. (2012) achieved 92% of accuracy by extracting moment features, 
boundary-based features & colour features from 100 medicinal leaves with ten species and used the 
dissimilarity measure for matching the query image. Kadir, A. et. al. (2013) extracted color, shape, vein 
and texture features along with Probabilistic Neural Network as a classifier with an accuracy of 93.75% 
on publicly available Flavia dataset. Janani R & Gopal A (2013) distinguished the medicinal plants such 
as Thulasi, Curry, Neem, Henna Hibiscus and Thuduvalai using shape, color and texture features by 
Aritificial Neural Network with an accuracy of 94.4%. Rahmani, M. E., et. al. (2016) used leaves dataset 
from UCI archives. They combined three leaf features shape, margin and texture together and proved 
that combination of features gives the best results with all different type of supervised classifiers such 
as Naive Bayes, Decision Tree, kNN and Neural network.

C. H. Arun (2013) accomplished using texture analyses which includes grey textures, Local Binary 
Pattern (LBP) and Grey Tone Spatial Dependency Matrices (GTSDM) combinations of texture. Clas-
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sifiers used were Stochastic Gradient Descent, kNN classifier and Decision Tree on Flavia dataset. Ku-
mar, E. S., & Talasila, V (2014) attempted to prove that the leaf features are gaussian distributed on few 
medicinal plants such as Hibiscus, Betle, Ocimum, Leucas, Vinca, Murraya, Centella, Ruta and Mentha 
extracting features like area, color histogram and edge histogram with decent results. Begue, A. et. al. 
(2017) built a medicinal plant recognition system using smartphone to build the dataset. Extracted leaf 
features such as width, length, area, perimeter, color, hull area and number of vertices using random 
forest as classifier with an accuracy of 90.1%. The author proved that random forest outperformed SVM, 
kNN, neural network and Naive Bayes classifier. The medicinal plants dataset built for the leaves found 
in island of Mauritius.

Manojkumar P. et al. (2017) used Weka tool to extract geometric, texture, HU invariant moments, 
zernike moments and color features from 40 different Ayurvedic herbs. The author showed Multilayer 
perceptron (MLP) classifier outperformed Support Vector Machine (SVM) with an accuracy of 94.5%. 
Nithiyanandhan, K., & Reddy, T. B. (2017) examined Artificial Neural Network (ANN) on peepal, betel 
and hibiscus medicinal leaves by extracting its edges. Kan, H. X. et. al. (2017) proposed work for Tradi-
tional Chinese Medicine (TCM) by extracting ten shape features and five texture characters to classify 
the 12 different medicinal leaves using support vector machine classifier with recognition rate of 93.3%. 
Venkataraman, D., & Mangayarkarasi, N. (2016) have shown a brief review on medicinal plant using 
Support Vector Machine, Probabilistic Neural Network, and Principal Component Analysis. Extracted 
centroid, area, aspect ratio and vein features of 5 different neem leaves for identification purpose. They 
proved that aspect ratio of the leaf does not vary as size of the leaf varies but the leaf roundness does vary.

Pushpa BR et. al. (2016) mined ayurvedic leaves for different morphologic features such as standard 
deviation, mean, isoperimetric quotient, convex hull ratio, entropy and eccentricity and classified by 
a novel method by considering the leaf factor from the extracted features and achieved an accuracy of 
93.75%. Sana O M, and R. Jaya (2015) implemented an android mobile application for identification 
of Ayurvedic herbal plants using Gray-Level Co-occurrence Matrices (GLCM). This type of system is 
needed for cosmetic and medical industries as well as for gardening. Anami, B. S.et. al. (2012) worked 
on images of medicinal plants such as tulsi, papaya, aloevera and neem to segregate into shrubs, herbs 
and trees. Color histograms like RGB, YCbCr and HSV along with edge direction histograms are de-
ployed using mean square error, euclidean distance and similarity distance measures with an average 
accuracy of 94%.

Anami, B. S. et. al. (2010) worked on classifying Indian medicinal plants as trees, shrubs and herbs 
using color and edge histogram together with SVM and ANN with an accuracy of 94% and 90% re-
spectively. Zaidah Ibrahim et. al. (2018) have conducted recognition of Malaysian herbal plants using 
Speeded-Up Robust Features (SURF), Histogram of Oriented Gradients (HOG) and Local Binary Pattern 
(LBP) with SVM. Authors constructed a new dataset for herbal leaves and showed the comparison with 
online dataset i.e. Flavia proving HOG and LBP performed better than SURF. Ananthi, C (2014) et. al. 
developed a system using neural network as classifier extracting texture and shape features of betel, cas-
tor, hibiscus and manathakali proving an accuracy of 70.87%. Mulyana Iyan et. al. (2013) developed an 
automatic system for Indonesian medicinal plants extracting texture and fractal dimension of the leaves. 
They clustered the features using Fuzzy C-means with an average accuracy of 83%.

Internet assets comprising of recognition and revealing of relevant information on Indian medicinal 
plants cannot be found as they are all within particular bounds. For e.g. Tota, K. et. al. (2013) provides 
details of plants for treating diabetes disease, D K Ved et. al. (2016) lacks showcasing the additional 
associated details of recognised plants and (NMPB & FRLHT) medicinal Plants lacks in the structure 
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of leaves. The role of traditional medicine in health care systems, current challenges and opportunities 
and WHO’s role (WHO, 2002) in strategies for traditional medicine states very clearly that traditional 
medicine is a significance for health care in few regions/states, but in other regions/states the role of 
traditional medicine is treated as complementary or a substitute medicine. One of the positive pearls 
in the treasure of Chinese cultural inheritance is Traditional Chinese Medicine (TCM) given by author 
Tang, J. L et. al. (2008). Hesketh T. and Zhu W. TCM (1997) show the widely used herbs for many 
herbal product developments and the result of thousand years of observation. With TCM, China has been 
fruitful in endorsing its traditional therapies using science-based methodology with acceptable scientific 
research and evidence, but Ayurveda needs more systematic research and evidence base.

Chainapaporn, P., & Netisopakul, P (2012) proposed a work on extracting Thai herb information 
from websites using HTML parser which is one of the methods to extract the information from various 
websites. Mahdikhanlou, K., & Ebrahimnezhad, H. (2014) showed a good performance results by build-
ing a leaf classification system using Swedish leaf dataset and Flavia dataset on PNN Classifier using 
centroid distance and axis of least inertia as feature extractors. Pundkar, S.V (2014) has concluded that 
multiple approaches has to be considered towards recognition of the medicinal plants. Hence, combin-
ing multiple areas such as image processing, machine learning and computer vision can classify the 
medicinal herbs with accuracy.

From the survey assessment, it settled on, that heaps of work have been accomplished for foreign 
country’s plant recognition but for Indian country medicinal leaves very minor quantity of work has been 
through. Internet assets comprising all of the relevant information on Indian medicinal plants cannot be 
publicly found for till date. So, in forthcoming, work for Indian medicinal leaf recognition system using 
computer vision is very necessary for both robustness and efficiency and finally revealing the associated 
information of the identified plants that can be useful to experts and common man.

Also, development of plant database would be efficient in drug designing in having a common data-
base since all the related properties of the plant would be stemmed from the medicinal reputed botanies.

If the above survey yields the need for an automatic recognition model using machine learning for the 
Indian medicinal plants then the other side of consideration is to conserve the vulnerable / endangered 
list of Indian medicinal plants using the benefits of the database.

Reasons for extinction of plants with medicinal properties Emily Roberson. (2008):

• Due to increase in research facility
• Interest of western world in medicinal plants and its parts has led to commercialization and hence 

over exploitation
• Destruction of the habitat: Many medicinal plants grow in protected areas hence disappears 

unknowingly
• Due to lack of conservation many plants are in depletion
• The rise of urbanization and attraction towards urban jobs
• The wide spread of allopathy health care to rural areas has eroded the traditional system
• The ideal growth of few plants is well known only to native communities

Hence, efforts in planning big scale cultivation, avoiding exploitation due to commercialization, long-
term conservation strategies and public awareness on medicinal properties and usage of the plants will 
surely improve the Indian Traditional Medicine system. Along with this, developing a machine learning 
automated tool for easy and robust recognition of the herbs collaborating with an Ayurveda expert is 
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very essential. This combination would overcome major of the persisting problems. Figure 1 briefs on 
the few endangered herbs and its medicinal uses.

From all the above facts, it is clear that in the branch of therapeutic, plants play a vital role in health 
care system and has been considered as the potential source for maintaining the good health and treating 
many diseases. Some medicinal plants are under the threat of depletion and exploitation. Strategies on 
managing the afforestation and exhaustion is necessary. The recent advances in artificial intelligence 
domain has motivated in building automatic system for medicinal plant species. This enables the public 
and the experts in identifying the unknown species with much more accuracy by saving ample time. 
Enhancing knowledge on the traditional Indian medicine is truly a worth alternative way when compared 
to consuming synthetic medicines. It is a known fact that allopathy is expensive and has side effects 
though can cure at faster rate. A web-based or a mobile platform would be ideal to build the medicinal 
herb knowledge in everyone. There is a very much need of a model using latest machine learning tech-
niques which consist of novel combination of feature extraction and classification technique. The model 
needs to be robust with good accuracy.

Problems in Recognizing Medicinal Herbs

The existing research on Indian herb identification using the machine learning proves a decent accuracy 
with a very few datasets of medicinal plants of their respective region. Issues pertaining to medicinal 
herb dataset are:

• A dataset consisting of Indian Herbs has to be built freshly as it is not available online. Constructing 
dataset of Ayurveda leaf images and extracting the medicinal properties, origin and many more 
from different sources

Figure 1. List of few endangered and economically significant medicinal plants of India
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• It is only the botanists or the Ayurveda experts who are well aware of the Indian herb species to 
a great extent

• Common man has no easy and user-friendly means for the same.
• Number of species to be discriminated are in big number
• Considering individual leaves of the same plant that vary in their morphology characteristics: The 

features of the leaf vary enormously from tender to mature phase. Hence attempts to be taken to 
collect all types of varieties in large scale.

• Different plants which are enormously similar to each other
• Rare Species has to be concentrated and
• Diverse image acquisition methods have to be considered to build the herb dataset

The machine learning techniques consisting of feature extraction like color, shape, edge, corners, 
SIFT, ORB and many low-level and high-level features can be fed as an input to the classifiers for the 
classification. Issues with reference to machine learning techniques are:

• Building model with faster accuracy rate and few induced human error
• Design of a complete data-driven system with an ability to examine large amount of data in small 

interval of time
• A sensible chance of belief to public that the benefits of medicinal plant persists for longer years.
• Building dataset with digital images either by scan, pseudo-scan or clicking pictures of leaf on 

white background using digital cameras

Problems relating to the concern of the endangered species is its reintroduction of identified vulner-
able or endangered species, regular monitoring and field survey, control of overharvesting.

SOLUTIONS AND RECOMMENDATIONS

Enriching the Knowledge of Ayurveda From Indian 
Medicinal Herbs Using ML Techniques

In this chapter, an integrative framework is proposed as a common communication platform which is 
drawn from previous research, a dataset for identifying the herbs to build an effective evidence of Ay-
urveda Medicinal herbs and ensuring its availability to every common man. This platform would be a 
systematized and unified for enriching Ayurveda. It can be argued as timely, because until now many are 
unaware of the Ayurveda, its benefits, the medicinal herbs behind Ayurveda and its importance in daily 
life for a better living. The current inflation and side effects would strongly recommend all to strive for 
an alternative – The Ayurveda.

The studies also prove that the machine learning techniques are booming with good accuracy in rec-
ognizing and classifying the still images to their respective species. Adopting these techniques would 
ease the framework. Thus, emphasize on different algorithms for extracting the features, removing noise 
before extraction and classification to their respective species.

Some of the recommendations are:
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• Porting the machine learning system onto mobile platform (Android and iOS), web platform and 
desktop application – This would ensure spreading the awareness of Ayurveda and its medicinal 
uses to public and all other end-users.

• Construction of new dataset for Indian medicinal herbs – Motivates many computer scientists and 
researchers to work on robust model for classification of medicinal plants.

• Inspire the taxonomists to evolve more efficient technique for distinguishing
• Use of deep learning concepts and IOT devices for building the cost-effective machine learning 

model
• Considering the IUCN list as an alarm and act against the vulnerability of the natural world
• Implementation of Real-Time identification system combining machine learning and Internet of 

Things for Indian Medicinal Herbs
• A real-time automatic system which reveals minimum of five closest species as its classification 

outcome.

Machine Leaning Based Analytics for Ayurveda Plants

The analysis of the traditional knowledge on herbs consists of collecting data by capturing the images 
of various herbs, consulting Ayurveda doctors and books, websites and CD’s available on medicinal 
herbs. It has been proved by many countries that various techniques under Artificial Intelligence can 
be used in recognizing the herbs. Hence, to build a model for Ayurveda herbs requires a huge amount 
of data for predicting and analyzing. Different analytics techniques can be incorporated to provide data 
for the AI model.

Advanced analytics refers to many techniques and tools from fields such as pattern recognition, data 
mining and machine learning. The analytics tool and AI models require clean and normalized data. 
Machine Learning requires a large amount of data to generate insight from it. Hence analytics tools and 
techniques are essential for any accurate predictions of the ML model. The traditional analysis of data 
thus might not yield good variables in predicting using the ML model.

Hall P et. al. showed that the main pitfall in machine learning in plants consist of very low size of 
leaf samples. As leaves in plants consists of numerous attributes with very few specimens for training 
the model. Hence, the ML model fits the training dataset well but showcases poor performance on test-
ing samples. Many cases consist of weaker or redundant features and as a consequence the model built 
might have poor classification accuracy. Some of the techniques such as dimensionality reduction is 
efficient to overcome the above cases. There are scenarios, where data might be incomplete or missing. 
Removing the incomplete data may not be appropriate. Little, R. J., & Rubin, D. B. disclosed that instead 
a method of imputation, where missing data are substituted with certain values. A common method in 
ML is Multiple Imputation.

Challenges in analytics of Ayurveda herbs include (1) Building the herb dataset (2) Analysis of the 
recognized herb (3) Construction of herb database with complete information for most attributes. Ap-
plication of analytical tools on Ayurveda Herbs is necessary to enhance the knowledge of medicinal 
herbs in every common man motivating for a healthy and natural lifestyle. Hence leaving behind the 
synthetic drugs for any ailments.
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FUTURE RESEARCH DIRECTIONS

The proposed chapter provides new features which benefits to the society. It recommends on the con-
servation and sustainable use of Indian herbs. Awareness on Ayurveda through medicinal herbs present 
in India to every common man and experts of many areas. Indian red listed herb information showed 
will provide better understanding on the extinct leaves. The result of this chapter would be of great ad-
vantage to trekkers, researcher community on Indian herbs and also practitioners. Thus, the framework 
consequences as a common communication platform for the society.

It can be concluded that, technique of assigning every discrete leaf image to its relevant plant spe-
cies known as classification is tedious and may be prone to errors if carried out manually. Hence, with 
the advent of machine learning, computer-aided recognition of medicinal plants is still in testing errand 
mainly because of insufficient recognition of model and public availability of herb dataset. A concrete 
system with systematic feature extraction in par with tough classifier with a good recognition rate should 
be evident.

Analysis of different combination of legitimate features such as morphological features, shape, text, 
contour, scale invariant feature transform (SIFT), speeded up robust features (SURF), oriented FAST 
and rotated BRIEF (ORB) and many more. The best extractor to be figured out after numerous tests on 
the newly built dataset. It has been demonstrated by many investigators / analysts that SIFT creates good 
set of descriptors ideal for accurate image classification. Texture features in combination with shape 
and edge produces decent feature list. Thus, combining local and global features produces good set of 
features crucial for classification.

Numerous common supervised classification methods such as Principal Component Analysis, k-Nearest 
Neighbor (kNN), Naive Bayes, Support Vector Machine (SVM), Genetic Algorithm and many more.

• kNN: Effortless but consumes more time for larger dataset.
• Probability Neural Network (PNN): Robust, swift and uncomplicated but complexity is the draw 

back.
• Support Vector Machine (SVM): High dimensional data classification is straightforward and com-

puting complexity is much tapered.
• Principal Component Analysis (PCA): Though dimensionality reduction is an upper hand; clas-

sification into classes is not well supported.

CONCLUSION

Preferably, a model with novel combination of feature extraction and classification technique is demanded 
for Indian medicinal plants. Approach towards implementation of a desktop, mobile or web application 
for building interaction between computer scientists, ecologist, botanists, general public and many other 
end-users.

Kumar, N. et. al. (2012) implemented an iOS application on general leaves of North America known 
an “Leaf Snap Application”. Similar one by Goëau, H., Bonnet (2013) devoted to general leaves of Europe 
is known Pl@ntNet – an android, iOS and web-based application. On the same grounds, an application 
on Indian Medicinal herbs would be a promising solution in motivating people to use and grow herbs, 
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enhancing the Ayurveda skills and in turn a small rise to Indian revenue. Indeed, a small contribution 
to Indian horticulture.
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ABSTRACT

All these types of analytics have been answering business questions for a long time about the principal 
methods of investigating data warehouses. Especially data mining and business intelligence systems 
support decision makers to reach the information they want. Many existing systems are trying to keep 
up with a phenomenon that has changed the rules of the game in recent years. This is undoubtedly the 
undeniable attraction of ‘big data’. In particular, the issue of evaluating the big data generated especially 
by social media is among the most up-to-date issues of business analytics, and this issue demonstrates 
the importance of integrating machine learning into business analytics. This section introduces the 
prominent machine learning algorithms that are increasingly used for business analytics and emphasizes 
their application areas.

INTRODUCTION

Big data, machine learning and business analytics concepts are trending topics in today’s businesses. 
There have been much discussions going on these topics but there is also a need to explain these con-
cepts. The large data volume does not classify it as just the big data age, because there have always been 
larger volumes of data than we can effectively work with. What separates the present as the big data 
age is the change in the behavior of companies, governments and non-profit organizations. During this 
period, they want to start using all the data they can collect to improve their business for an unknown 
purpose, present or future (Dean, 2014).

Big Data sources which make big data ‘big’ are sensors, digitizers, scanners, digital modeling, mobile 
phones, the Internet, videos, emails and social networks (Yang, Huang, Li, Liu, & Hu, 2017). Data types 
flowing from these sources in a very large and diverse range include text, geometries, images, videos, 
sounds and a combination of each. such data can be directly or indirectly converted into purpose-oriented 
business information.
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Both academics and practitioners attach great importance to the value that institutions can create 
through big data and business analytics. This is mainly due to the fact that information technologies, busi-
ness analytics and related technologies enable organizations to better understand workload and markets” 
and increase the opportunities offered by abundant data and domain-specific analytics”. Top-performing 
organizations make decisions based on rigorous analysis more than twice the rate of underperforming 
organizations and state that analytical insight is used ‘to guide both future strategies and day-to-day 
operations’ (Sharma, Mithas, & Kankanhalli, 2014).

The irresistible charm of processing big data requires understanding and application in other very 
important concepts, which is where the real competitive advantage goes. ‘Machine learning’ is a key 
concept to use the big data in order to boost your enterprise’s marketing and other business operations’ 
performance. The term ‘machine learning’ is often, incorrectly, interchanged with Artificial Intelligence, 
but machine learning is a sub field/type of Artificial intelligence. Machine learning is also often referred 
to as predictive analytics, or predictive modelling.

Mostly the term ‘machine learning’ seems to be intertwined with ‘Artificial Intelligence’, but ma-
chine learning is a subspace / type of artificial intelligence. Machine Learning is not a new concept. 
Machine learning is closely related to Artificial Intelligence. Artificial intelligence becomes possible 
with machine learning. The term ‘machine learning’ is coined by American computer scientist Arthur 
Samuel in 1959, is defined yet the ‘computer’s ability to learn without explicit programming’ (Wake-
field, 2019). Through machine circulation, computer systems can be classified, clustered, predicted, 
pattern recognition, and so on. Learn to perform such tasks. To archive the learning process, systems are 
trained using various algorithms and statistical models to analyze sample data. Sample data is generally 
characterized by measurable properties called properties, and a machine learning algorithm attempts to 
find a relationship between properties and some output values called labels. The information obtained 
during the training phase is then used to identify patterns or make decisions based on new data. Ideal for 
problems such as machine learning, regression, classification, clustering, and setting association rules. 
Machine learning is also often called predictive analytical or predictive modeling (Zantalis, Koulouras, 
Karabetsos, & Kandris, 2019).

Machine learning is an activity that allows the computer machine to learn data from data to make 
data-driven decisions. The machine learning algorithm is used to learn the data to form the decision 
model. Decision models are then used to decide (Singh, Leavline, Muthukrishnan, & Yuvaraj, 2018). 
This is the point where machine learning meets business analytics.

A McKinsey global report described Big Data as “Data whose scale, distribution, diversity, and/or 
timeliness require the use of new technical architectures and analytics to enable insights that unlock the 
new sources of business value” (Elshawi, Sakr, Talia, & Trunfio, 2018).

Learning algorithms are increasingly used due to their values that make a difference in solving the 
problems we face in our daily business world. The most prominent features of these algorithms are that 
they provide solutions or statistical reality to our business problems from experience, especially big data. 
This explains why machine learning and the use of deep learning are rapidly shifting from laboratory 
interest to business applications (Al-Garadi, Mohamed, Al-Ali, Du, & Guizani, 2018). The motivation 
behind this section is to raise awareness of leading machine learning algorithms, which contribute greatly 
to business analytics.
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BUSINESS ANALYTICS

“Information is the oil of the 21st century, and analytics is the combustion engine.” Peter Sondergaard

Business interest in data has continued and will continue to increase over the years. The biggest motiva-
tion in the information technology investments of the enterprises was to understand the data in the best 
way and more importantly, to have the data that could not be captured yet. It hasn’t been enough to see 
data and produce reports for quite some time. The available data should strongly support any business 
decision. This is where business analytics come into play.

Business analytics can be defined as the use of data and related views developed through applied 
analytical disciplines such as statistical, quantitative and cognitive methods to guide factual planning, 
decision-making, measurement and learning (Holsapple, Lee-Post, & Pakath, 2014). Business analytics 
conduct all these quantitative analyzes on data from one or more incoming sources. Speaking of this 
point, it is necessary to define data analytics, which is an integral part of business analytics.

Data analytics is the science of integrating heterogeneous data from different sources, making infer-
ences and making innovation possible, gaining competitive business advantage, and making predictions 
to help strategic decision making. The field of data analytics has evolved under various names, including 
online constitutional processing, data mining, visual analytics, big data analytics and cognitive analytics. 
Furthermore, the term analytical is used to refer to any data-based decision-making. In fact, analytics is 
a very common term and is used in many different problem areas (Gudivada, 2017).

Figure 1 shows us the types of data analytics and what questions they answer. All these types of 
analytics derive from the business needs. Among all these analytics types, ‘predictive analytics’ comes 
to the fore. Our desire to ‘know the future’ is not very different in business. Especially if this informa-
tion will bring us more income.

Figure 1. Types of data analytics
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Nowadays, there is data everywhere that our eyes see, ears hear and our hands touch, and this data is 
now beyond simple databases. Social media is constantly producing data, and it is an invaluable treasure 
to understand consumer habits and trends. Big Data Analytics is now considered a game changer that 
increases business efficiency and intelligence. High operational and strategic potential plays a major 
role in this. The current big data analytics literature has demonstrated a positive relationship between 
customer analytics diffusion and firm performance. Big data analysis enables companies to analyze 
and manage the strategy through a data lens (Wamba, et al., 2017). The availability of data with large 
volume, speed and diversity resulted in the Big Data revolution, which has the potential to improve the 
firms’ associated competitive advantages and decision-making performance.

Big data analytics, including those based on predicted analytics, statistics, data mining, artificial 
intelligence, and natural language processing, often involve processes and tools, including those applied 
to large and possibly dispersed datasets, to gain invaluable insights to improve decision-making. Over 
the past two decades, data analytics has become a critical enterprise Information Technology expertise 
due to increasing volumes, rate of change and business types of data. Firms need to develop their data 
analytics capabilities to make better, more informed, and faster decisions. (Ghasemaghaei, Ebrahimi, 
& Hassanein, 2018) At this point, Big Data analytics has become an important component of business 
decision-making and will go even further.

Big Data Analytics is now considered to be an important differentiator between high performing and 
low performing organizations as it enables companies to be proactive and forward-looking, reducing cus-
tomer acquisition costs by approximately 47% and increasing firm earnings by 8% (Wamba, et al., 2017).

The desire to provide products and services in the fastest way according to behaviors and trends and 
to be competitive with personalized content according to potential customers causes the companies to 
demand more capabilities from business analytics systems more than ever. This point led machine learn-
ing to take big place in business analytics.

MACHINE LEARNING

Machine learning is the study of computational methods to automate the process of obtaining information 
from samples. This discipline developed to eliminate the laborious and expensive knowledge engineering 
process involved in the development of knowledge-based systems (Bose & Mahapatra, 2001).

Supervised Learning

In supervised learning, the method is teaching the machine with examples. It is provided with a known 
dataset containing the desired inputs and outputs. At this point, the algorithm should find a method 
that determines how these inputs and outputs can be reached. While the correct answers are known, the 
algorithm identifies patterns in the data learns from observations and makes predictions. The algorithm 
makes predictions and they are corrected by the supervisor, and this process continues until the algorithm 
achieves a high level of accuracy (Wakefield, 2019).

Supervised machine learning can be described as one of the most widely used and successful types 
of machine learning. Here we create a machine learning model from the input - output pairs that make 
up our training set and our goal is to make accurate predictions for data that has never been seen before.
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Human involvement is required to build a supervised learning training set. It is an inconvenience, but 
it will significantly automate and accelerate a hard or impossible task in the future (Abellera & Bulusu, 
2018).

There are three major supervised machine learning problems, called classification, regression and 
forecasting.

Classification

In classification tasks, the machine learning program should draw a conclusion from the observed values 
and determine which category the new observations fall into. This is the process of predicting classes 
based on observations. This is achieved using supervised learning only. Thus, the classification catego-
ries are already in place and well defined. The data classified in this way can be in normal text format 
or even in images, can be of any type (Wakefield, 2019).

This is the process of predicting classes based on observations. This is achieved using supervised 
learning only. Therefore, classification categories are already in place and well defined. The data clas-
sified in this way can be in normal text format or even in images, can be of any type. The training of 
the model is done to further classify any data according to the correct categories. The context of each 
word is calculated as a probability by the classification program, and with this probabilistic weight all 
linked content is moved or tagged below a predefined classification. The most common applications in 
this class are spam detectors. In addition, these applications can be trained by the user to identify more 
types of spam. The user manually identifies some mail as spam, and the system further educates himself 
to use this criterion. Google search and Google news also fall into this category (Kumar, 2017).

Classification is sometimes separated into binary classification and multiclass classification. Binary 
classification can be described as a distinguish between two classes and multiclass classification is the 
classification between more than two classes which can be understood from its name. We can think of 
binary classification as trying to answer ‘yes’ or ‘no’ question (Muller & Guido, 2017).

Figure 2. Machine Learning Algorithms
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Figure 3. The process of supervised machine learning (Kotsiantis, Zaharakis, & Pintelas, 2007)

Figure 4. Classification
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Naïve Bayes Classifier Algorithm

The Naive Bayes classifier is based on the Bayes theorem and classifies each value independent of the 
other values. It allows us to estimate a class or category based on a set of properties using its probability 
(Wakefield, 2019). The assumption here is that the value of any property is independent of the value of 
any other property. This is called the assumption of independence, which is the naive part of the Naive 
Bayes classifier (Joshi, 2017). Despite its simplicity, the classifier is often used because it performs 
surprisingly well and outperforms more sophisticated classification methods (Wakefield, 2019).

The four common applications of Naïve Bayes algorithm can be highlighted as:

1.  Real-time Prediction: Naive Bayes can be used for making predictions based on the given data in 
real time according to its fast processing.

2.  Multi-class Prediction: This algorithm can predict the background probability of multiple classes 
of the target variable.

3.  Text Classification / Spam Filtering / Emotion Analysis: Naive Bayes classifiers are used mostly 
in text classifications due to their ability to achieve better results in multi-class problems and in-
dependence rule, and they have a higher success rate than other algorithms. It is widely used in 
spam filtering and Emotion Analysis (to identify positive and negative customer emotions in social 
media analysis).

4.  Recommendation System: Along with algorithms such as Collaborative Filtering, Naive Bayes 
Classifier makes a Recommendation System that uses machine learning and data mining techniques 
to filter out invisible information and predict whether a user wants a specific resource (Kumar A., 
2018).

Naive Bayes classifiers are popular applications for classifying text documents as we mentioned 
above. The fact that it is easily usable and that it can be run efficiently even if data is not known in 
advance plays an important role in this. Spam filtering is a classic use of text classification, and Naive 
Bayes classification has become particularly popular in spam filtering. Many modern mail clients use 
Bayesian spam filtering variants.

Naive Bayes classifiers are also used for fraud detection. For example, in the field of automobile insur-
ance, based on a training set with characteristics such as driver rating, vehicle age, vehicle price, histori-
cal claims made by the policyholder, police report, status and demand reality, Naive Bayes can provide 
probability-based classification of whether a new claim is real or not (EMC Education Services, 2015).

Naïve Bayes Algorithm is very popular in ‘fraud detection’. This algorithm can distinguish whether an 
input is fraudulent or not. Bayes Classifiers are very effective even for classifying complex documents. 
A study on the sensitivity of Tweets at Stanford found that a Naive Bayes Classifier (“naive” comes from 
the classifier that assumes that the appearance of each word is independent of the appearance of each 
other word) provides 85% accuracy in the analysis. Again, another study at the Massachusetts Institute 
of Technology found that the Naïve Bayes Classifier was able to classify articles in the institute’s student 
newspaper with 77% accuracy. Other potential applications include the task of identifying the authors 
as well as predicting whether a brain tumor will recur after treatment or its likelihood of progression 
(Narula, 2019).

Advantages of Naïve Bayes Classifier Algorithm:
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• It is generally easy to implement as well as much more sophisticated algorithms. This makes a 
good first line machine learning algorithm for Bayesian Classifiers.

• It is easy to interpret. Each feature has a possibility, so you can see which one is strongly related 
to certain classifications.

• It is an online technique, meaning it supports incremental education. After a Bayesian Classifier 
is trained, each feature has a certain conditional probability depending on it. You update the pos-
sibilities to add a new data sample - you don’t need to reconsider the original data set.

• It is very fast. Bayesian classifiers combine pre-computed probabilities so that new classifications 
can be made very quickly, even in large and complex data sets. (Narula, 2019).

Disadvantages of Naïve Bayes Classifier Algorithm:

• It cannot work with results associated with a combination of features. The assumption of this al-
gorithm is that each will be independent of each other and sometimes h can reduce accuracy. To 
give an example of this, normally the words “online” and “pharmacy” may not be a strong spam 
indicator in an email unless they are used together. A Bayes Classifier cannot remove the interde-
pendence of these two features (Narula, 2019).

Support Vector Machine Algorithm

Support Vector Machine algorithms are supervised learning models which categorize the data obtained 
by providing a set of training examples, each marked as belonging to one or two categories, and typically 
analyze the data used for classification and regression analysis. Support Vector Machine algorithms work 
to create a model that assigns new values to one category or another.

Figure 5. Support vector machine classification
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For example; Three of the four items shown get the same one different. Usually the difference is the 
size or color of the item, depending on what is taught in the relevant scope. Support The basic concept 
in the classification of vector algorithms is divided into two groups. This concept is particularly useful 
when the differences between the elements are not clearly understood and there are hundreds or thou-
sands of qualities to consider.

Support Vector Machines’ main inconveniences can be specified as;

• Binary Classification: Support Vector Machine models are naturally only binary classifiers. This 
makes it possible to use the algorithm only when a binary response is required. For nominal 
targets, the problem must be repeated in binary. This technique works but requires a lot of extra 
processing.

• Limited Interpretability: Unlike the regression models, which have a special meaning for deci-
sion trees or coefficients that are easy to interpret, it is very difficult to interpret what the numbers 
from a Support vector machine actually mean. Therefore, the use of a support vector machine for 
predictive modeling requires that the predictive power be balanced with a lack of interpretation 
(Dean, 2014).

Support vector machines are good at ‘face recognition’. They classify where parts of the image are 
faces and where they are not faces, and then create a new square boundary around the class designated as 
face. This machine learning algorithm can be used as an alternative or joint contact verification method 
to password-entered operations and thus can create value.

Support Vector Machine algorithms contribute to business analytics especially below business issues;

• Credit or Loan Decision Analysis: It can be predicted that a customer will default to a debt or 
not from a given list of customer transaction attributes.

• Fraud Analysis: The organization can estimate the likelihood of its employees sending fraudulent 
charges or not based on the various invoices sent for reimbursement for employees, food, travel, 
medical expenses and so on.

The Support Vector machine solution matches what the intelligent human agent would naturally 
choose as the limit of decision, that is, the farthest from both clusters. This makes the decision of the 
Support Vector Machine stronger against errors (both random and systematic).

For example, it can be better used for some financial ratios, such as the debt / equity ratio, are based 
on accountable subjective valuation of accountants’ intangible assets which tend to cause errors (Vish-
wakarma & Solanki, 2018).

Advantages of Support Vector Machine Algorithms:

• Classifying new data is very fast. Reviewing training data for new classifications is not necessary.
• They can work for a mixture of categorical and numerical data.
• SVMs are robust up to high dimensional, which means that they can work even with many features.
• They are highly accurate (Narula, 2019).

Disadvantages of Support Vector Machine Algorithms:
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• It is a “black box” technique. SVMs cannot easily present the data that Bayesian Classifiers and 
Decision Trees provide “under the header”. Although an SVM is a highly effective classifier, you 
may have a hard time figuring out why it makes these classifications.

• One of the biggest drawbacks is that a very large data set is often required. Working with small 
datasets can provide interesting output in other methods, such as Decision Trees, but this may not 
be available with a Support Vector Machine

• SVMs are not an online method and will need to be updated each time you add new training data. 
(Narula, 2019).

K-Nearest Neighbors Algorithm

The K-Nearest Neighbors algorithm is can be easily defined as the simplest machine learning algorithm. 
The creation of the model consists only of storing the training data set. To predict a new data point, the 
algorithm finds the nearest data points in the training data set, and these are the so-called nearest neighbors.

k-Neighbors Classification

In its simplest version, the k-NN algorithm only considers exactly the nearest one; this is the training 
data closest to the point we want to estimate. The prediction is then a known result for this training point.

Instead of just thinking about the closest neighbor, we can think of an arbitrary number of neighbors 
(k). The name of the k-nearest neighbor algorithm also comes from here. When multiple neighbors are 
considered, we vote to assign a label. This means that for each test point, we count how many neighbors 
belong to class 0 and how many neighbors belong to class 1. Then we discard the more frequent class, in 
other words, the k-majority class among the nearest neighbors. k-NN is often used in search applications 
where you look for “similar” items; it is called ‘k-NN search’ (Muller & Guido, 2017).

Figure 6. K-NN classification
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This machine learning algorithm is widely used to detect patterns in the use of credit cards. It is used 
for the analysis of recording data and for identifying unusual patterns that may be suspicious.

K-The “K” in the nearest neighbors is a placeholder value for the number of closest values averaged, 
and this is for us to make predictions. In this algorithm, weighted averages can also be used where val-
ues are more weighted in determining the mean. Variables may need to be scaled - for example, when 
estimating home prices using the number of bedrooms and square meters, we could choose to multiply 
the number of square meters and bedrooms by 1000 to keep the two variables on the same scale. We can 
use K-nearest neighbors to predict home prices (as demonstrated in the simplified example above), the 
prices of goods in the market and also use to make product recommendations (Narula, 2019).

Advantages of K-Nearest Neighbors Algorithm

• It is an online technique. K-nearest Neighbors can support incremental training like Naïve Bayes 
classifiers.

• They are easy to interpret and can handle complex numeric functions. You also have the opportu-
nity to see exactly which neighbors are used for the final estimates.

• It is very useful when collecting data will be difficult or costly. The unimportant variables to make 
predictions can reveal during the scaling process and therefore they can be thrown out (Narula, 
2019).

Disadvantages of K-Nearest Neighbors Algorithm

• In this algorithm, you will need all the training data to make predictions. As a result, large data 
sets will require a very slow work and a lot of space.

• It will be very tedious to find the right scaling factors, especially if you have millions of variables. 
In addition, the cost of this calculation will be high (Narula, 2019).

Decision Trees

A decision tree uses a tree structure to determine the order of decisions and results. Given the input X 
= {x1, x1, •• xn), the target is to predict a response or output variable Y. Estimation can be achieved 
by creating a decision tree with test points and branches. it is decided to select a specific branch and 
move the tree down at each test point. Finally, a final point is reached, and an estimate can be made. 
Each test point in a decision tree involves testing a specific input variable (or attribute), and each branch 
represents the decision taken.

Decision trees are often used in data mining applications for classification purposes. Its flexibility 
and easy visualization have a major impact on this. The input values of a decision tree can be categori-
cal or continuous.

A decision tree employs a structure of test points (called nodes) and branches, which represent the 
decision being made. A node without further branches is called a leaf node. The leaf nodes return class 
labels, and, in some implementations, they return the probability scores. A decision tree can be converted 
into a set of decision rules (EMC Education Services, 2015).
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The branching structure of decision trees offers a structured and systematic structure to reach a logical 
conclusion in business decisions. It is a preferred algorithm in a wide range from investment decisions 
to solving problems.

BP used a decision tree to separate oil and gas and “replace a hand-designed rules system… [the 
decision tree] outperformed human experts and saved BP millions.” A study in MIT examined how 
decision trees could be used to predict whether an applicant would receive a loan, and whether that ap-
plicant would default (Narula, 2019).

Advantages of Decision Trees Algorithm:

• Decision trees are easy to interpret and explain. Decision Trees simulate data as if it were a human 
decision-making process through an “if-then” flowchart until they categorize the data.

• It can be viewed graphically. The decision tree is essentially a branched flowchart (an algorithmi-
cally tuned tree for optimal splits only), and even non-technical people can interpret smaller deci-
sion trees displayed graphically.

• Both categorical and numerical data can be easily used; For example, this car red “Is the diameter 
of the car tire between six and eight inches?” does it work as well? In other classifiers to deal with 
such a problem, you must create a “dummy” variable.

• Decision trees can deal with interactions of variables. In the example of the “online pharmacy” 
that confuses the Bayes Classifier, we mentioned above, a decision tree divides the dataset wheth-
er it contains the world “online” and the result includes “online pharmacy” = spam while “online” 
and “pharmacy” = not spam (Narula, 2019).

Disadvantages of Decision Trees Algorithm:

• The tendency of Decision Trees to “overfit” data may cause them not to be as accurate as other 
classification algorithms (ie, they make perfect predictions within the dataset used to train them 

Figure 7. Decision trees
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but make weaker predictions for new data coming). However, there are several methods of “prun-
ing” the tree to increase accuracy.

• Decision Trees are not an online technique, meaning that the entire tree needs to be rebuilt from 
scratch to incorporate new data, because the variables that divide the data best can vary.

• The number of nodes in a decision tree can become extremely large and complex with larger data 
sets, often resulting in slow classifications (Narula, 2019).

Random Forests

The random forest, as the name implies, consists of many individual decision trees working as a com-
munity. Each decision tree in the random forest predicts a class, and the class we encounter most often 
becomes the prediction of our model.

In fact, the basic concept behind the random forest is ‘the wisdom of the majority’. In the opinion of 
data science, the reason why random forest model works so well is:

Many relatively unrelated models (trees) operating as a committee will surpass any one of the indi-
vidual constituent models.

The low correlation between the models is the key. Unrelated models can produce combined esti-
mates that are more accurate than any of the individual estimates. The reason for this wonderful effect 
is to protect each other from individual faults (unless they are constantly in the same direction). While 
some trees are wrong, many others will be right, so as a group the trees can move in the right direction.

Random forest ensures that the behavior of each tree is not related to the behavior of other trees in 
the model in two ways:

• Bagging (Bootstrap Aggregation): Decisions trees are very sensitive to the data they are trained 
on — small changes to the training set can result in significantly different tree structures. Random 

Figure 8. Random forest algorithm (Jha, 2017)
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forest takes advantage of this by allowing each individual tree to randomly sample from the data-
set with replacement, resulting in different trees. This process is known as bagging.

• Feature Randomness: In a normal decision tree, when it is time to split a node, every possible 
feature is considered and the one that produces the most distinction between observations on 
the left node vs. those in the right node is selected. In contrast, each tree in a random forest can 
only select from a random subset of properties. This forces more diversity among the trees in the 
model, resulting in less correlation and greater diversity among the trees (Yiu, 2019).

In the case of random forest models, the technology learns to form more sophisticated predictive 
results using those individual decision trees to build its random forest consensus. One way that this could 
be applied to business is to take various product property variables and use a random forest to indicate 
potential customer interest.

For example, if there are known customer interest factors such as color, size, durability, portability 
or anything else that customers have indicated interest in, those attributes can be fed into the data sets 
and analyzed on the basis of their own unique impact for multifactor analysis (Stoltzfus, 2020).

Advantages of Random Forests Algorithm:

• The predictive performance can compete with the best supervised learning algorithms.
• They provide a reliable feature importance estimate.
• They offer efficient estimates of the test error without incurring the cost of repeated model training 

associated with cross-validation (Jansen, 2018).

Disadvantages of Random Forests Algorithm:

• An ensemble model is inherently less interpretable than an individual decision tree.
• Training many deep trees can have high computational costs (but can be parallelized) and use a 

lot of memory.
• Predictions are slower, which may create challenges for applications (Jansen, 2018).

Regression

In general, regression analysis attempts to explain the effect of a group of variables on the outcome of 
another variable of interest. Usually, the result variable is called a dependent variable because the result 
depends on other variables. These additional variables are sometimes called input variables or indepen-
dent variables. Regression analysis is a useful explanatory tool that can identify input variables that have 
the greatest statistical impact on the outcome. With this knowledge and insight, it may be possible to 
try to produce more favorable values of the input variables of environmental changes (EMC Education 
Services, 2015). There are basically two types of regression analysis which are ‘logistic’ and ‘linear’.

Logistic Regression

Logistic regression is a predictive analysis method used to solve classification problems. In logistic re-
gression, the aim is to find the model that best fits the regression curve y = f (x). Here, y represents the 
dependent categorical variable and x represents the independent variable which can be both continuous 
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and categorical at the same time (Juozenaite, 2018). Logistic regression is used to estimate a discrete 
result based on variables that can be discrete, continuous, or mixed. Therefore, logistic regression is a 
widely used technique when the dependent variable has two or more discrete results (Sukhadeve, 2017).

Since logistic regression is an easy-to-understand classification technique, it is frequently used to 
solve various business problems. It is widely used in ‘customer churn forecasting’, ‘customer segmen-
tation’, ‘direct marketing’ and ‘finance’. Logistic regression can achieve good results with appropriate 
data conversion (Juozenaite, 2018).

Advantages of Logistic Regression Algorithm:

• It is easy to interpret. Logistic regression outputs a number between 0 and 1, which can loosely be 
interpreted as a probability (0.312 could be interpreted as 31.2% chance of a credit card transac-
tion being fraudulent). Feature weights easily show which features are more important than others 
in determining classifications (Narula, 2019).

Disadvantages of Logistic Regression Algorithm:

• It tends to overfitting. Often it may require a large training set to make accurate predictions outside 
of the training set.

• It is not an online technique, so it requires running gradient descent again to include new data.
• Has tradeoffs with gradient descent. The faster gradient descent determines the final feature 

weights, the more likely it is to miss the optimal weights. Finding the optimum trade-off of speed 
versus accuracy can be difficult at times, and trial-and-error can be time consuming.

• It is necessary to use dummy variables for categorical data. Since logistic regression produces only 
real-value output, categorical data must be transformed into real values via a dummy variable. (as 
an example, transforming “red or not red” to “1 or 0” where red = 1, not red = 0) (Narula, 2019).

Figure 9. Regression
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Linear Regression

We can say that linear regression is the most basic type of regression. Simple linear regression allows us 
to understand the relationship between two continuous variables. Simple linear regression is a type of 
regression analysis where the number of independent variables is one and there is a linear relationship 
between independent (x) and dependent (y) variables. More specifically, (y) can be calculated from a 
linear combination of input variables (x) (Brownlee, 2016).

Linear models have been greatly developed in the pre-computer era of statistics, but even in today’s 
computer age, we still have reasons to study and use them. They are simple and often provide a sufficient 
and interpretable explanation of how inputs affect output. For forecasting purposes, they can perform 
better than nonlinear models, especially in situations with few training situations, low signal-to-noise 
ratio, or sparse data (Hastie, Tibshirani, & Friedman, 2016).

Advantages of Linear Regression:

• Linear Regression performs well when the dataset is linearly separable. We can use it to find the 
nature of the relationship among the variables.

• Linear Regression is easier to implement, interpret and very efficient to train.
• Linear Regression is prone to over-fitting, but it can be easily avoided using some dimensionality 

reduction techniques, regularization (L1 and L2) techniques and cross-validation.

Disadvantages of Linear Regression

• Main limitation of Linear Regression is the assumption of linearity between the dependent vari-
able and the independent variables. In the real world, the data is rarely linearly separable. It as-
sumes that there is a straight-line relationship between the dependent and independent variables 
which is incorrect many times.

• Prone to noise and overfitting: If the number of observations is lesser than the number of features, 
Linear Regression should not be used, otherwise it may lead to overfit because is starts consider-
ing noise in this scenario while building the model.

• Prone to outliers: Linear regression is very sensitive to outliers (anomalies). So, outliers should be 
analyzed and removed before applying Linear Regression to the dataset.

• Prone to multicollinearity: Before applying Linear regression, multicollinearity should be re-
moved (using dimensionality reduction techniques) because it assumes that there is no relation-
ship among independent variables (Kumar N., 2019).

Forecasting

Machine Learning is a powerful tool that can be used to predict future nature of historical data. Machine 
Learning algorithms work by creating a model from input samples to make future data-driven predictions 
or decisions. The growing concept of Big Data has been very successful in the field of data science; 
provides data scalability in a variety of ways that empowers data science. Machine Learning can also 
be used with Big Data to create effective predictive systems or solve complex data analytics problems 
(Rahman, Esmailpour, & Zhao, 2016).

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



248

Machine Learning for Business Analytics
 

All the machine learning algorithms mentioned in this section can be used for estimation. Support 
Vector Machines are promising for predicting financial time series because they use a regular risk func-
tion derived from the empirical error and structural risk mitigation principle (Kyoung, 2003).

Semi Supervised Learning

Semi-supervised learning is like supervised learning, but it uses both labeled and unlabeled data instead. 
Labeled data is essentially information with meaningful labels, so unlabeled data lacks this information 
and the algorithm can understand the data. Using this combination, machine learning algorithms can 
learn to label unlabeled data. Typically, large amounts of unlabeled data and small amounts of labeled 
data are used. Because of this feature, semi-supervised learning falls between unsupervised learning 
and supervised learning.

Unsupervised Learning

In unsupervised learning, the machine learning algorithm examines the data to identify patterns. There 
is no answer key or human operator to give instructions. Instead, the machine analyzes existing data 
to determine correlations and relationships. In an unsupervised learning process, the machine learning 
algorithm is left to interpret large data sets and handle these data accordingly. The algorithm tries to 
organize this data in a way to define its structure. This may mean that the data is grouped into clusters 
or arranged to appear more organized (Wakefield, 2019).

Unsupervised learning can also be defined as ‘without teacher learning’ . The aim is to directly un-
derstand the characteristics of this probability density without the help of a supervisor or teacher who 
provides the correct answers or degree of error for each observation (Hastie, Tibshirani, & Friedman, 
2016). As you evaluate more data, the ability to make decisions about these data is increasing and refin-
ing (Wakefield, 2019).

Unsupervised learning covers two main tasks as ‘clustering’ and ‘dimension reduction’.

Clustering

Clustering involves grouping similar data groups according to defined criteria. It is useful to analyze 
data on each set of data to divide the data into several groups and find patterns. The purpose of unsu-
pervised clustering is to maximize intra-cluster similarity and to minimize inter-cluster similarity when 

Figure 10. Unsupervised learning process
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a similarity / difference criterion is given. It uses a distinct objective function. It uses a dataset that does 
not have a target variable (Wakefield, 2019).

Because clustering is often used in an unsupervised manner, a measure must be taken to assess the 
quality of clusters provided by a particular algorithm. These evaluation criteria are mainly used to de-
termine the variability or noise in clusters and the number of clusters best suited to the data, to compare 
clustering algorithms with the quality of their solutions, and to compare the two result sets obtained 
from the results. The first of these criteria is an ‘internal evaluation criterion’, which is part of the cluster 
analysis and is method specific. This criterion is calculated for the data used for cluster analysis. Second 
is the ‘external evaluation criterion’ derived from a separate data set not used for cluster analysis. This 
criterion is used to measure how representative the clusters are when they are given class labels, or how 
coherent they are to different clusters when obtained using different parameters or methods (Dean, 2014).

K-Means Clustering Algorithm

The K-Means clustering algorithm is an unsupervised type of learning used to categorize unlabeled 
data, that is, data that does not contain defined categories or groups. It is one of the most widely used 
clustering techniques. The algorithm works by finding the groups in the data with the number of groups 
represented by the variable K. It is then repeated to assign each data point to one of the K groups based 
on the given properties.

The number of desired cluster centers is selected, for example the R and K-mediator procedure moves 
the centers recursively to minimize the sum within the cluster variability.

K-means clustering algorithm has two main steps:

• For each center, a subset of training points closer to other centers is identified;
• For each set of data points, the means of each property are calculated, and this average vector 

becomes the new center for this set.

These two steps are repeated until convergence. Typically, the first centers are randomly selected R 
observations from training data. Details of the K-mediator procedure are also given in generalizations 
that allow different types of variables and more general distance criteria (Hastie, Tibshirani, & Fried-
man, 2016).

There are some interesting uses cases for K-Means Clustering in business;

Consumer Segmentation

After completing the cluster analysis, you can define consumer segments. To do this, you can use demo-
graphic, psychographic and behavioral data and performance data to cluster your consumers according 
to a product category.

Then, you can then profile your clusters to better understand your consumers and define them based 
on the variables used for cluster analysis. You can use this information to tailor your marketing mes-
sages, product types and overall shopping experience to meet your customers’ needs and increase your 
return on investment (Hodgson, 2020).
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Delivery Optimization

Retailers and suppliers have sought to optimize delivery processes using k-means clustering. Delivery 
routes and models of trucks and drones were tracked to find the most suitable departure locations, routes 
and destinations for the company (Hodgson, 2020).

Document Sorting and Grouping

You can group electronic files by category, tags, content or frequency of use using k-means clustering. 
The algorithm displays each document as a vector and the frequency of specific terms to classify and 
group documents. (Hodgson, 2020).

Advantages of K-Means Clustering Algorithm:

• Quite effective as an unsupervised method.
• Works well for large-scale data.
• No distributional assumption about the data.
• Easy to implement as compared other complex clustering approaches.
• K-means clustering algorithm is good in capturing structure of the data if clusters have a spheri-

cal-like shape (Sengupta, 2019).

Disadvantages of K-Means Clustering Algorithm:

• K-means clustering algorithm doesn’t let the data points that are far away from each other share 
the same cluster even though they obviously belong to the same cluster.

• If the clusters have a complex geometric shape, k means does a poor job in clustering the data 
(Sengupta, 2019).

Dimensionality Reduction

The main purpose of dimensionality reduction techniques is to find an intensified presentation of the 
information provided in a time series for further analysis. Sometimes the original data contains too many 
columns and unnecessary records. This creates noise for the analysis. Instead of looking directly at the 
original data, a new and concise data set with fewer observations but the most important features of the 
original data are created. The purpose of dimensionality reduction is to extract the most necessary parts 
for analysis from the original data (Dean, 2014).

Advantages of Dimensionality Reduction:

• Dimensionality reduction aids in data compression and therefore reduces storage space.
• Dimensionallity reduction shortens the time spent on calculation.
• It also helps to remove unnecessary features if they are present.
• In particular, it speeds up the time required to do the same calculations.
• If there are fewer dimensions, it will lead to less calculations. In addition, dimensions may allow 

the use of algorithms that are not suitable for many dimensions.
• It deals with multicollinearity, which improves model performance. It removes unnecessary fea-

tures. For example, it makes no sense to store a value in two different units (meters and inches).
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• Reducing the dimensions of the data to 2D or 3D can enable us to draw and visualize it precisely. 
This allows us to observe patterns more clearly (Dataflair, 2018).

Disadvantages of Dimensionality Reduction

• Basically, it may cause some data loss.
• Although Principal Component Analysis tends to find linear correlations between variables, this 

can sometimes be seen as undesirable.
• Also, Principal Component Analysis fails in cases where mean and covariance are not enough to 

define datasets.
• Moreover, we may not know how many key components to keep in practice, some basic rules ap-

ply (Dataflair, 2018).

Reinforcement Learning

Let’s go further than supervised learning and express the concept of how output will change as input 
changes. That is the basis of reinforcement learning. To put it differently, if an agent interacts with any 
environment, it will continue to adjust its output to varying inputs in that environment. The agent is not 
an integral part of this environment but interacts with it.

Empowerment learning tries to apply biological behavioral learning. We don’t learn everything 
through guidance in our lives. We learn many things by experiencing ourselves. That’s exactly how 
empowerment learning works. There are many cases of business use in the fields of finance, insurance, 
medical research and so on (Kumar, 2017).

Artificial Neural Networks

Working on artificial neural networks, commonly referred to as “neural networks’ began with the accep-
tance of the human brain’s working in a completely different way from a conventional digital computer. 
The brain is a highly complex, nonlinear and parallel computer. It is capable of editing structural com-
ponents known as neurons to make some calculations many times faster than the fastest digital computer 
available today (Haykin, 2009).

An artificial neural network comprises “units” arranged in a series of layers, each of which is con-
nected to the layers on both sides. Artificial neural networks are inspired by biological systems such as 
the brain and how information is processed. Artificial neural networks are basically several intercon-
nected processing elements that work together to solve specific problems.

Artificial neural networks also learn by example and experience, which are extremely useful for 
modeling nonlinear relationships in high-dimensional data or when it is difficult to understand the re-
lationship between input variables (Wakefield, 2019).

Companies are using neural networks in various ways, depending on their business model. For in-
stance, social media companies use neural networks along with linear text classifiers to detect spam or 
abusive content in the feeds when it is created (Morphy, 2018). While Amazon uses Neural Networks 
to create product recommendations; Massachusetts General Hospital uses deep learning to improve 
patient diagnosis and treatment; Facebook uses deep Neural Networks for facial recognition; Google is 
strengthening Google Translate with Neural Networks (Narula, 2019).

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



252

Machine Learning for Business Analytics
 

Advantages of Neural Networks:

• It is extremely scalable. With large data sets, Neural Network performance can continue to im-
prove while other algorithms may (eventually) flatten out in performance.

• It is an online method, so Neural Networks can train incrementally using new data.
• They are space efficient. They are represented by a list of numbers like Bayesian Classifiers, 

(while this list represents feature probabilities for Bayesian Classifiers, they represent synapse 
weights for Neural Networks) (Narula, 2019).

Disadvantages of Neural Networks:

• It can be thought of as the black box method. In large Neural Networks containing thousands of 
nodes and one row more synapses, it is difficult, if not impossible, to understand how the algo-
rithm determines its output.

• As demonstrated by even this highly simplified description of Neural Networks, the level of com-
plexity means that highly skilled Artificial Intelligence researchers and practitioners are needed to 
properly implement them. (Narula, 2019).

So far, we have seen various machine learning algorithms. Of course, we did not explain all machine 
learning methods in detail. The algorithms we process in this book section are the algorithms we use 

Figure 11. Artificial neural networks

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



253

Machine Learning for Business Analytics
 

mostly in our daily business life. The examples we give while describing the algorithms give an idea 
about the reflection of these algorithms on our business life.

In order to decide which of these algorithms to use in the face of a business problem, it will always be 
useful to follow up-to-date applications from world experience. In general, our problem is experienced 
in any part of the world and internet resources (websites, blogs, etc.) in the field of machine learning are 
very useful for us. But what is especially important to us is to make the first decision. For this, we can 
easily decide which of the basic machine learning methods we should choose according to their features 
below and then select our algorithm under the field we select.

Supervised Learning:
• Good for problems where each input data point is labelled or belongs to a category.

Unsupervised Learning:
• Good for problems where each data is not labelled or does not belong to a category. These algo-

rithms are good for clustering/ grouping complex data into classes.

Reinforcement Learning:
• Good for problems where future actions are based on the outcome of existing responses and sub-

sequent actions need to be anticipated (Malik, 2018).

CONCLUSION

Initiatives, businesses and organizations from all sectors began to gain a critical understanding of struc-
tured data collected through various corporate systems and analyzed by commercial relational database 
management systems. Over the past few years, web intelligence, web analytics, and mostly ‘social media 
analytics’ and the ability to adopt unstructured user-generated content, have entered a new and exciting 
era, offering many opportunities to recognize consumer insights, customer needs and new business op-
portunities. Now, in this era of Big Data, we have met with all the decisive uncertainties brought about 
by new and potentially revolutionary technologies (Chen, Chiang, & Storey, 2012).

Machine learning is now inextricably integrated into business analytics and even business models 
itself. The importance of big data and reproduction of data channels is of great importance. Machine 
learning makes a difference in business analytics thanks to its ability on deciding based on processing 
many complex statistical models. It should be noted that the place of machine learning in our lives will 
increase every day. Open source software such as Python and R are developing machine learning librar-
ies that they use day by day, and companies are now looking for data scientists, especially those who 
use them. Businesses’ understanding of the invaluable value of data has led to a significant expansion 
of data science departments. More and more data scientist jobs are being advertised.

The large data volume does not classify it as just the big data age, because there have always been 
larger volumes of data than we can effectively work with. What separates the present from the big data 
age is the change in the behavior of companies, governments and non-profit organizations. During this 
period, they want to start using all the data they can collect to improve their business for an unknown 
purpose, present or future (Dean, 2014).
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This section aims to raise awareness of the contribution of machine learning to business analytics. 
There is a large area in this field, especially for future studies on the role of artificial intelligence in 
business applications.
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ABSTRACT

Social media websites enable users to create and share content or to participate in social networking. 
The main advantage of social media is the ability to communicate with different people to share their 
knowledge and discuss social events. The impact of social media on people and their behavior is enor-
mous and also solves many problems if it works fine. But there may be negative aspects as well when 
they are exchange their ideas between people of very different cultures, religions, different age group, 
and misbehavior of a few users. These problems are addressed using data analytics, which takes people 
context into account, learns from it, and takes proactive steps according to their situation and expecta-
tions, avoiding user intervention as much as possible. This chapter presents all possible problems in 
social media and enabling those scenarios with effective solutions.
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INTRODUCTION

Social media has evolved over the last decade to become an crucial driver for acquiring and spreading 
facts in different domains, consisting of business (Beier & Wagner, 2016), entertainment (Shen, Hock 
Chuan, & Cheng, 2016), science (Chen & Zhang,2016), disaster management (Hiltz, Diaz, & Mark, 
2011; Stieglitz, Bunker, Mirbabaie, & Ehnis, 2017a) and politics (Stieglitz & Dang-Xuan, 2013). One 
purpose for the recognition of social media is the possibility to receive or create and percentage public 
messages at low charges and ubiquitously. The enormous boom of social media utilization has brought 
about an growing accumulation of information, which has been termed Social Media Big Data. Social 
media systems offer many opportunities of information formats, consisting of textual information, pictures, 
videos, sounds, and geolocations. Generally, this information may be divided into unstructured informa-
tion and established information (Baars & Kemper, 2008). In social networks, the text is an instance of 
unstructured information, even as the friend/follower dating is an instance of established information.

The boom of social media utilization opens up new possibilities for analyzing numerous elements of, 
and styles in communication. For instance, social media information may be analyzed to benefit insights 
into issues, trends, influential actors and different types of facts. Golder and Macy (2011) analyzed 
Twitter information to have a look at how people’s temper modifications with time of day, weekday and 
season. In the field of Information Systems (IS), social media information is used to have a look at ques-
tions consisting of the influence of community function on facts diffusion (Susarla, Oh, & Tan, 2012).

Many current studies papers are remoted case studies (Kim, Choi, & Natali, 2016; Li &Huang, 2014; 
Oh, Hu, & Yang, 2016) that gather a big information set for the duration of a specific time body on a 
specific problem and examine it quantitatively. Despite the type of disciplines such initiatives may be 
determined in, they’ve a good deal in common. The steps essential to benefit beneficial facts or maybe 
understanding out of social media are frequently similar. Therefore, the field of “Social Media Analyt-
ics” objectives to combine, extend, and adapt techniques for the evaluation of social media information 
(Stieglitz, Dang-Xuan, Bruns, & Neuberger, 2014). It has received considerable interest and sooner or 
later every day in instructional studies, however there may be nonetheless a loss of complete discussions 
of social media analytics, and of general fashions and approaches. Aral, Dellarocas, and Godes (2013) 
provided a framework to prepare social media studies, and van Osch and Coursaris (2013) proposed a 
framework and studies schedule explicitly confined to organizational social media. Both frameworks 
are geared closer to classifying regions of studies and, by extension, studies questions, now no longer 
techniques to cope with those questions. While such frameworks are beneficial to determine what to 
studies, and to find individual initiatives inside a bigger context, they do now no longer offer steering 
on a way to convey out the studies, and which demanding situations may arise. Of course, there may be 
also studies that discusses demanding situations researchers face whilst using specific techniques for 
reading social media information, consisting of social community evaluation (Kane, Alavi, Labianca, & 
Borgatti, 2014) or opinion mining (Maynard, Bontcheva,& Rout, 2012), and there are literature opinions 
centered on specific goals consisting of the identification of customers who’re influential offline (Cossu, 
Labatut,& Dugué, 2016) or on specific subjects consisting of social bots (Stieglitz, Brachten, Ross, & 
Jung, 2017b). Yet social media analytics is composed of numerous steps, of which information evalu-
ation is simplest one. Before the information may be analyzed, they ought to be discovered, collected, 
and prepared. An evaluate of the demanding situations of social media analytics is wanted as a way to 
manipulate the complexity of carrying out social media analytics.
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We consequently accomplished a systematic literature review, arguing that the complexity of those 
equally crucial steps has now no longer but been accurately included in studies, and there are no exten-
sively everyday requirements on a way to continue inside every of the steps. We explicitly centered on 
papers that address the demanding situations researchers face whilst coming across subjects, and whilst 
gathering and getting ready social media information for evaluation, no matter the approach they later 
use for the duration of the evaluation.

THEORETICAL BACKGROUND

The interdisciplinary research field of Social Media Analytics (SMA) deals with methods of analyzing 
social media data. Researchers have divided the analytics process into several steps. We use the steps 
of discovery, collection, preparation, and analysis, which we adapted from Stieglitz et al. (2014). The 
particular challenges of social media data, however, have not been addressed comprehensively in the 
SMA literature. To be able to classify these challenges, we draw on theory from the big data literature 
instead. In particular, we use the four V’s: volume, velocity, variety, and veracity.

SOCIAL MEDIA ANALYTICS

Since the upward push of social media utilization with inside the ultimate decade, human beings had been 
searching for to benefit records from the group as a further supply to standard media. We use the time 
period social media to refer to “Internet-primarily based totally programs that construct at the ideologi-
cal and techno- logical foundations of Web 2. zero”, wherein Web2.zero method that “content material 
and programs are not created and posted via way of means of individuals, however rather are constantly 
modified via way of means of all customers in a participatory and collaborative fashion” (Kaplan & 
Haenlein, 2010). Because of the large definition of social media, its software functions are manifold.

The time period “Social Media Analytics” defined as “an rising interdisciplinary studies field that 
objectives on combining, extending, and adapting techniques for evaluation of social media records” 
(Zeng, Chen, Lusch, & Li, 2010). Whilst the attitude at the device is one essential component, every 
other component is the attitude at the customers who create the content material. Research that adopts 
this attitude explores different roles with inside the conversation and the effects a respective position 
can have at the conversation and the diffusion of records (Stieglitz et al., 2017c).Influencers or opinion 
leaders, for instance, may be identified thru a social community evaluation, and via way of means of 
analyzing their follower community, you can still monitor the attain of such an individual (Mirbabaie, 
Ehnis, Stieglitz, & Bunker, 2014;Mirbabaie & Zapatka, 2017). Furthermore, the behavior of the jobs 
is tested so one can apprehend the reasons of a key position with inside the community and the effects 
it has on the general community (Bhattacharya, Phan, & Airoldi, 2015;Kefi, Mlaiki, & Kalika, 2015; 
Mirbabaie et al., 2014; Zhang, Zhao, Lu, &Yang, 2016).Companies which includes media businesses 
have diagnosed the significance of influencers and use them e.g. for product placement. Furthermore, 
the evaluation of social media content material developed with inside the previous couple of years to 
one of the essential studies functions in Information Systems. One studies purpose is probably to pick 
out and examine the records diffusion (Liu, 2015; Zhang & Zhang,2016).
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Among others, 3 domain names wherein social media is essential and generates visible benefits are 
1) in corporations, in 2) disaster conversation, specially in disaster management, and in 3) journalism 
and political conversation.

In one of the essential regions of social media analytics, corporations employ social media records, 
for numerous functions (Kleindienst, Pfleger, & Schoch, 2015).Social media records may be beneficial 
for detecting new developments with inside the conversation or troubles which can contain uncontrol-
lable terrible publicity (Bi, Zheng, &Liu, 2014). Social media is likewise used as a channel to talk with 
customers (Griffiths & McLean, 2015; Pletikosa Cvijikj et al., 2013). For supporting decision-making 
processes, agencies employ social media reports, created ex put up and primarily based totally on 
predefined key overall performance indicators, or they employ a dashboard for purchasing on-going 
evaluation primarily based totally on real-time social media records(Tsou et al., 2015). Social Media is 
likewise used for product placement (Liu,Chou, & Liao, 2015) within side the social web.

Crisis conversation studies is an instance of a field wherein social media records has had an impact. 
Social media is frequently used as a channel for emergency management businesses to tell human beings 
in an affected vicinity at the modern-day fame of the respective disaster or the way to behave (Liu, 2015). 
Social media records with inside the context of disaster conversation also can be analyzed to benefit 
additional, formerly unknown records, if volunteers e.g. take pix or films and unfold the records into 
the group. Collected social media records may be additionally analyzed for detecting a specific region 
or vicinity wherein the disaster occurs. By analyzing GPS records if it’s far blanketed with inside the 
records or via way of means of making use of the technique of Named Entity Recognition the region 
might be additionally derived from the text (Alsudais& Corso, 2015; Bendler, Ratku, & Neumann, 2014; 
Mirbabaie, Tschampel,& Stieglitz, 2016). The unfold of a disorder may be monitored via way of means 
of mining emotional tweets (Ji, Chun, Wei, & Geller, 2015). Especially for Emergency Management 
Agencies, it’s far essential to apprehend the conversation conduct and the modern-day fame thru social 
media, if you want to react quicker and extra efficiently. Furthermore, such businesses also are capin a 
position to utilize the benefits of attaining a crowd thru social media and diffuse applicable and life-saving 
records of their channels (Gill, Alam, & Eustace, 2014; vanGorp, Pogrebnyakov, & Maldonado, 2015).

Finally, social media structures have been hooked up in current years as re assets of records on po-
litical conversation and for journalism. People debate on modern-day troubles and in addition moves 
of politicians and talk the consequences. Social media analytics examines, for instance, elements that 
influence political participation (Johannessen &Følstad, 2014; Meth, Lee, & Yang, 2015). Political 
events and govern-ments use social media as a channel to talk with customers, to attain a broader audi-
ence, so one can benefit extra fans on their political opinions(Blegind & Dyrby, 2013; Hofmann, 2014; 
Jungherr, Schoen, & Jürgens,2016). People specific their scepticism, fury, standard delight or propose 
adjustments in social media. Through accomplishing social media analytics, governments and political 
events are aiming to benefit insights from the conversation for deriving beneficial techniques for the 
subsequent length of elections (Nulty, Theocharis,Popa, Parnet, & Benoit, 2016; Vaccari et al., 2013).

However, social media records also can have poor facet effects (Wendling, Radisch, & Jacobzone, 
2013). This has been currently categorized as “the darkish facet of social media” (Jalonen & Jussila,2016; 
Kalhour & Ng, 2016; Payton & Conley, 2014). Rumours and fake record sought to have a poor influence 
at the conduct of different social media customers. Therefore it will become vital to pick out misinfor-
mation (Li, Sakamoto, &Chen, 2014; Wang, Ding, & Yang, 2014), rumors and pretend news (Qin, Cai, 
& Wangchen, 2015), and the general credibility of a user (Yu & Zou,2015). Therefore, mechanisms are 
wanted for detecting those classes of content material. Another component is using junk mail in social 
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media records, that is not associated with the subject and represents e.g. advertisement. Spam will in-
crease the quantity of records and makes the evaluation extra difficult.

Overall, it could be said that social media analytics is a tremendously complicated system with differ-
ent factors concerning the respective software area and the usage of different techniques. It is therefore 
beneficial and vital to standardize this phenomenon to a system model, thinking about every step.

STEPS OF SOCIAL MEDIA ANALYTICS

However, few studies articles don’t forget the stairs of social media analytics. Such frameworks take 
the shape of manner models. Fan and Gordon (2014) recommend a manner for social media analytics 
together with 3 steps “seize”, “understand”, and “present”. The authors country that the step of seize 
includes collecting the records and preprocessing it, while pertinent records is extracted from the records 
in this step. Afterwards, noisy records, if current with inside the records, must be removed. However, 
the center of this step includes making use of a key technique, along with a sentiment evaluation or 
social community evaluation, for understanding the records. In the remaining step the findings must be 
summarized and presented (Fan& Gordon, 2014).

We adapt their framework, including a discovery segment that comes earlier than the monitoring 
segment, for the subsequent reasons. The framework become initially advanced with inside the context 
of political communication. In principle, it could effortlessly be tailored for other studies domains. The 
desires and evaluation techniques is probably different, however the manner is basically the same. The 
researchers nonetheless want to take the same selections concerning records sources, approaches, soft-
ware program structure and records storage. In politics, it’s miles frequently regarded in advance which 
subjects must be tracked, e.g. the triumphing sentiment surrounding a political party. In a extra general 
context the subjects may not be regarded a priori, and need to be observed first. Even while the subject 
on which records might be collected, along with a crisis situation, is already regarded, those techniques 
can assist pick out the key phrases and hashtags regularly used to speak approximately this subject matter. 
When hired as ainitial step, this may assist re- searchers attain higher insurance of a subject matter than 
could were viable with phrases defined a priori. Additionally, current studies has identified demand-
ing situations usually encountered in subject matter discovery (Chinnov, Kerschke, Meske, Stieglitz, & 
Trautmann, 2015). This suggests that the addition of this step and its express inclusion in a literature 
evaluate effects in a extra complete insurance of demanding situations.

THIS RESULTS IN THE FOLLOWING FOUR-STEP FRAMEWORK

Discovery: The “uncovering of latent structures and patterns” (Chinnov et al., 2015)
Tracking: This step involves decisions on the data source (e.g. Twitter, Facebook), approach, method 
and output. A detailed sub- division of this step can be found in Stieglitz et al. (2014). In several stud-
ies the completeness of different Twitter sources was compared (Driscoll & Walker, 2014; Morstatter, 
Pfeffer, & Liu, 2014; Morstatter, Pfeffer, Liu, & Carley, 2013).
Preparation: Beyond this, the original framework does not elaborate on the preparation steps necessary.
Analysis: Depending on the purpose there are several methods available, including social network 
analysis and opinion mining.
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APPLICATIONS OF SOCIAL NETWORKS

Our networked world, with the ever present information creation, famous that community ideas are widely 
determined for the duration of a number disciplines. Online Social Network (OSN) is a modern kind of 
community whose records is particularly brief however turbulent.The creation of mass adoption of on-line 
Social Networking Sites (SNS) has caused a shift on how humans talk and percentage know-how, how 
groups operate and compete and the way politicians contest and influence. In the studies location,OSN 
evaluation has nearly changed any traditional social technological know-how device (surveys, interviews, 
questionnaires) pronouncing thus, the computational social technological know-how. In the groups field, 
social community evaluation is carried out to benefit perception into markets and communities, with the 
“social enterprise” being the brand new necessity with a purpose to control know-how, improvement, 
change, cooperation and risk. For information connections like how humans are related collectively via 
way of means of the machines and the way, as a whole, they devise a monetary market, a government, a 
enterprise and different social systems Alex Pentland and Asu Ozdaglar have these days created the MIT 
Center for Connection Science and Engineering. To illustrate the effect of the manner that social large 
information has converted our everyday lives, appearance no similarly than how the film condominium 
enjoy has modified which is now a provider that makes use of a sizable array of information factors to 
generate recommendations.

The outstanding growth of SNS may be taken into consideration as a spark that burst the Big Data 
era. It makes to be had an remarkable scale of private information, information approximately occasions 
and social relationships, public sentiments and behaviors that after are mined and interpreted are of an 
extensive value. New varieties of utility are arisen with the smart use of OSN information, therefore 
introducing a brand new wave of effective growth. OSN is a wealthy supply of opinionated textual 
content and multimedia content material that has these days received massive popularity, specifically 
with inside the location of tracking political or advertising and marketing campaigns. The diffusion 
of breaking news, specifically in Twitter, is taken into consideration to be disseminating an awful lot 
quicker than in any traditional news media. Therefore, early occasion detection and social community 
evaluation play a unfavorable function with inside the control of herbal disasters, epidemics and terror-
ism breakouts. Social community data additionally has recently integrated inadvice systems. The latter 
are able to managing the troubles of data overload and data filtering.

The time period Social Network is used to explain web-primarily based totally offerings that permit 
people to create a public/semi-public profile inside a website such that they could communicatively hook 
up with different customers in the community. In community theory, a social community is typically 
modeled via way of means of a graph which includes customers or businesses referred to as nodes related 
via way of means of styles of contacts or interactions referred to as edges or links. The particular detail 
of social networked information is that they create new possibilities to apprehend people and society, 
furnished the acceptance and trust, people have proven in the direction of them. Figure 1 highlights the 
records of Internet customers amongst on-line communities.

However, social community information are voluminous, even from a unmarried social community 
site, mainly unstructured and their dynamic nature is evolving at a really speedy tempo that avoid the 
information evaluation and extraction of know-how. Having shifted far from the evaluation of unmar-
ried small graphs and the residences of character nodes to attention of large-scale residences of graphs, 
the want for brand new information evaluation equipment and strategies is inevitable. Although many 
medical endeavors had been carried out and made development towards precise social community ana-
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lyticssubtasks, deriving know-how from social community-sourced information stays a great mission, 
basically due to reasons.

Firstly, the social nature of nodes in social networks makes information subjective to many private-
ness concerns. A wonderful instance is that customers’ touchy data can be used via way of means of 
the OSN admin and via way of means of business corporations to recognise the customers possibilities 
andto become aware of the target target market for his or her commercial consequences in violation of 
customers’ privateness and security. Actually, the most important mission of Big Data is indeed pri-
vateness and lots of researches approximately the relied on float of private information are taken into 
consideration; and as social networks incorporate private information and are greatly embedded into 
the everyday living, many researches approximately the privateness retaining in OSN are conducted. 
An unique undertaking in privateness retaining is an up-to-dateand innovative recommender machine 
device that advanced with a purpose to assist customers to shield their information in OSNs.

Secondly, technological know-how is nonetheless some distance from routinely reading unstruc-
tured human communique information due to the fact machines aren’t but capable of apprehend human 
language; and therefore social large information technological know-how continues to be developing. 
Additionally, the rubbish inputrubbish output adage of yore is alive and well. Due to the casual language 
information trade over OSN and the medium’s noisy nature, traditional technologies of preprocessing 
are inadequate. To this extent, deficit to mention that, whilst the information supply is social networks 
all demanding situations associated with Big information end up even extra salient and making sure 
excellent of the information along with privateness retaining are nonetheless open studies problems.

Figure 1. Popularity of OSN among online users
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In reaction to this chaotic rising technological know-how of social information and predictive know-
how, this studies is guided in the direction of the second one mission and analyzes the social community 
information phenomenon from a technical perspective. In particular, we surveyed up-to-date informa-
tion evaluation frameworks of the field, thinking about the distinct varieties ofevaluation, the range of 
techniques and the functionalities supplied via way of means of these. The relaxation of the paper is 
established as follows. In Section 2, we talk approximately the functions of information in OSNs and in 
brief introduce the kinds of information evaluation techniques and approaches. The survey’s motivations 
and studies goals also are given here. Section three affords an outline of social community evaluation 
equipment and a correlation among equipment’ inherent metrics and graph-evaluation techniques. Section 
four affords the diverse subject matter detection and tracking approaches, strategies and the correspond-
ing equipment. Sentiment evaluation and collaborative advice frameworks, along with their associated 
algorithms and strategies, are investigated in Section five and 6, respectively. In phase 7 wegift evaluation 
problems and the capability of Computing Intelligence paradigm.

DATA ANALYTICS METHODS IN OSN

Given a totally massive records set, a chief task is to determine out what records one has and the way 
to research it. Social networks generally incorporate a high-quality quantity of content material and 
linkage records which may be leveraged for evaluation. These sorts may be in addition divided into un-
structured and based records respectively, relying on whether or not they are prepared in a pre-described 
manner (based records) or not (unstructured records). To illustrate this with an example, time-primarily 
based totally activities are based, while occasion records primarily based totally on tweets and “likes” 
are unstructured. Structured records in OSN are typically graph-based. In the maximum fundamental 
framework, they are modeled with a social community that’s represented as a graph G = (V, E) in which 
V is a hard and fast of nodes or entities (e.g., humans, organizations, and products) and E is a hard and 
fast of edges or relationships that connects the nodes via styles of interactions. This sort of records is 
measured through social community evaluation, an utility of graph analytics that makes a specialty of 
extracting intelligence from such interconnected records. On the alternative hand, unstructured records 
are the content material records shared in OSN, additionally called User Generated Content (UGC). 
They are taken into consideration the lifeblood of SNS and encompass textual content, pix, videos, 
tweets,product evaluations and different multimedia records which can be generally studied with con-
tent material-primarily based totally evaluation whose strategies contain amongst others algorithms for 
structuring records.

Social community analytics and content material mining processes comply with the interdisciplinary 
principles of Artificial Intelligence (AI), Statistics and associated areas. Decades before the appearance 
of OSN AI researches tried to embed the arguable belief of ‘intelligence’ in machines that allows you to 
comprehend, motive and study how the global works and for this reason accumulate in addition talents 
from mere logical computations. OSN may be used as an surroundings of endowing machines with the 
capability of this not un usual place-experience expertise. The previous couple of years have visible 
rapid development on long- standing, tough issues in AI and it’s far now rapidly reinventing so among 
the Internet’s maximum famous services. Statistics at the different hand contain much less complicated 
tactics that emphasize to statisticalfashions toward the higher knowledge of records producing system.
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Content-primarily based totally evaluation in OSN is studied via huge records analytics, and its atten-
tion is on extracting intelligence from the content material created and shared with inside the community. 
Audio or speech evaluation comply with the Large-Vocabulary Continuous Speech Recognition or the 
phonetic-primarily based totally technique to extract records from unstructured audio records; video 
content material evaluation entails a number of strategies to monitor, analyze, and extract significant 
records from video streams; picture evaluation techniques varies from easy to state-of-the-art relying at 
the evaluation assignment even as techniques for face reputation and for sentiment extraction in social 
media records are attacking excellent attention.

Text mining extracts styles from textual records through way of records retrieval, textual content 
summarization and Natural Language Processing (NLP). It is frequently included with the alternative 
strategies. Image evaluation and textual content mining have diagnosed huge packages in OSN for the 
reason that customers frequently put up pix both by myself or in addition to textual content of their 
messages. Also video content material evaluation is included with textual content mining. For instance, 
it could installation a bag-of-phrases illustration of the video transcripts to extract a few hidden styles. 
In general, evaluation practices together with occasion detection and sentiment evaluation are usually 
employed in video and picture evaluation. Provided that maximum of the frameworks are oriented toward 
the textual content material, we on the whole attention on textual content mining strategies, although, 
some frameworks that extract records from video, audio and picture are additionally analyzed.

Figure 2. Data types and analysis
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Content mining and SNA aren’t together distinct processes, a long way from it, need to co-exist in an 
evaluation. Content records in distinctive elements of the community is frequently closely associated with 
its shape and consequently combining each reassets ofrecords is being taken into consideration to carry 
out higher in an evaluation. For instance, sentiment evaluation can use each linkage records and textual 
content. Previous sentiment evaluation methodologies frequently assumed that texts are independent; 
however withinside the context of Social Networks, records are networked and this option shouldn’t be 
overlooked. In addition to that, social relationships amongst customers are recently taken into consid-
eration as similarly precious records in recommender structures as content material styles which can be 
shared amongst customers. The precise detail of social networked records is after all, that they monitor 
records approximately interactions between customers- communities-content material.

It is obvious that analytics is a complicated system that needs humans with know-how in cleaningup 
records, knowledge and choosing right techniques and strategies anddecoding the evaluation results. Tools 
are essential to assist humans carry out those tasks. However, the expertise discovery system has come 
to be even more tangled with the advent of the huge records era; in which new gear are constantlyrising 
to update the traditional non powerful ones and a hybrid of strategies is now a demand to get cost of the 
records. Regarding the place of social networking, there may be a great deal confusion amongst records 
scientists because of the lack of (i) a clean definition-categorization of the plethora of strategies and gear, 
(ii) a standardization of methods and (iii) evaluation frameworks that hold records quality. Contributing 
to the above expertise hole is the goal studies of this survey. A huge records analytics technique into 
social networks via the angle of gear, techniques and strategies is given. In particular, all frameworks are 
divided in phrases of the maximum not unusual place evaluation practices in OSN, specifically social 
community evaluation, subject matter detection, sentiment evaluation and collaborative recommendation. 
These practices are frequently approachedvia each huge records analytics together with textual content and 
multimedia mining and social community analytics together with hyperlink prediction, have an impact on 
evaluation and community detection. This survey is huge for lots reasons. First, it provides state-of-the-
art categorization of a massive variety of latest articles in accordance to the records evaluation practices, 
gear and frameworks toward social networking records. This perspective ought to advantage researchers 
with inside the area to pick a specific valuation exercise and examine its sort of gear and strategies that 
may be used for an evaluation purpose. We additionally divide the strategies worried in each evaluation 
framework and their corresponding obstacles if any; consequently,practitioners operating in business 
packages in addition to researchers who are acquainted with sure techniques could be capable of select, 
make use of and beautify a variety of strategies that maximum in shape a sure utility. This survey may 
be beneficial additionally for brand new comer researchers to increase a wide ranging view at the entire 
area of social networking records evaluation because it covers records evaluation processes, techniques, 
strategies, algorithms, gear and practices.

SOCIAL NETWORK ANALYSIS

SNA is a time period that encompasses descriptive and shape-primarily based totally evaluation, just like 
structural evaluation. It is vital if one desires to recognize the shape of the community which will benefit 
insights approximately how the community “works” and make selections upon it via way of means of 
both analyzing node/hyperlink characteristics (e.g. centrality) or via way of means of searching metrics 
on the complete community cohesion (e.g. density).Comparing networks, monitoring adjustments in 
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a community over the years, revealing groups and vital nodes, and figuring out the relative function 
of people and clusters inside a community are a number of its not unusual place procedures. These 
contain both a static or dynamic evaluation. The former presumes that asocial community adjustments 
progressively over the years and evaluation at the complete community may be finished in batch mode. 
Conversely, dynamic evaluation, that’s more intricate, encompasses streaming information which are 
evolving in time at excessive rate. Dynamic evaluation is regularly with inside the place of interactions 
among entities where as static evaluation offers with homes like connectivity, density, degree, diameter 
and geodesic distance.

In a vast sense, social media refers to a conversational, disbursed mode of content material genera-
tion, dissemination, and verbal exchange amongst groups. Different from the broadcast-primarily based 
totally conventional and business media, social media has torn down the bounds among authorship and 
readership, while the facts intake and dissemination manner is turning into intrinsically intertwined with 
the manner of producing and sharing facts.

Application and Impact

The Internet and cell technology had been the number one pressure at the back of the upward thrust of 
social media, offering technological systems for statistics dissemination,content material era, and interac-
tive communications. In fact, important components of social media inclusive of user-generated content 
material or purchaser-generated media have been regarded because the defining traits of Web 2.0. From 
a tool perspective, an array of Web-primarily based totally packages outline the manner social media 
functions. Examples consist of weblogs, microblogs, on-line forums, wikis, podcasts, lifestyles streams, 
social bookmarks, Web communities, social networking, and avatar-primarily based totally digital reality.

From an software perspective, many web sites committed to social media are among the maximum 
popular—Wikipedia (collective expertise era), My Space and Facebook (social networking), YouTube 
(social networking and multimedia content material sharing), Digg and Delicious (social browsing, in-
formation ranking, and bookmarking),Second Life (digital reality), and Twitter (social networking and 
microblogging), to call only a few.

Because social media is already a essential a part of the statistics atmosphere and as social media 
systems and packages advantage tremendous adoption with unheard of attain to users, consumers, vot-
ers, corporations, governments, and nonprofit businesses alike, hobby in social media from all walks of 
life styles has been skyrocketing from each software and studies perspectives.For-income corporations 
are tapping into social media as each a wealthy supply of statistics and a business-execution platform 
for product layout and innovation, purchaser and stakeholder members of the family management, and 
marketing. For them, social media is an crucial thing of the next-era business intelligence platform. For 
politicians, political parties, and governments, social media represents the right car and statistics base to 
gauge public opinion on guidelines and political positions in addition to to construct community assist 
for applicants going for walks for public offices. Public-fitness official sought to doubtlessly use social 
media as precious, early clues approximately disease outbreaks and to offer remarks on public-fitness 
guidelines and response measures. For native land safety and intelligence evaluation communities, social 
media affords vast possibilities to look at terrorist institution behavior, consisting of their recruiting and 
public relation schemes and the grounding social and cultural contexts. Even assume tanks and social 
technology and business researchers are conceptually the usage of social media as an independent sen-
sor community and a laboratory for herbal experimentation, offering precious signs andassisting check 
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hypotheses approximately social manufacturing and interactions in addition to their economic, political, 
and societal implications.

For many individuals, social media has grow to be a completely unique statistics supply to deal with 
statistics- and cognitive-overload problems, locate solutions to specific questions, and find out greater 
precious possibilities for social and economic exchange. In addition, it has grow to be a platform for them 
to community and make contributions to all forms of dynamic dialogues via way of means of sharing 
their understanding and opinions. It is secure to assert that social media has already penetrated a spec-
trum of packages with splendid impact. Given the continuing hobby and the ever-developing statistics 
and meta-statistics generated via social media, it’s far predicted to maintain permitting new thrilling 
packages andrevolutionizing many present ones.

SOCIAL MEDIA ANALYTICS AND INTELLIGENCE RESEARCH

Research on social media has substantially intensified with inside the beyond few years given thee normous 
hobby from the utility’s attitude and the associated specific technical and social technology demanding 
situations and opportunities. This studiesschedule is multidisciplinary in nature and has drawn interest 
from studiesgroups in all foremost disciplines. From an statistics technology standpoint, social media 
studies has mostly targeted on social media analytics and, extra recently, social media intelligence.

Social media analytics is worried with growing and evaluating informatics gear and frameworks to 
collect, monitor, analyze, summarize, and visualize social media statistics, typically pushed with the aid 
of using precise necessities from a goal utility. Social media analytics studies serves numerous purposes: 
facilitating conversations and interplay among on-line groups and extracting beneficial styles and intelli-
gence to serve entities that consist of, however aren’t restricted to, lively individuals in ongoing dialogues.

From a technical attitude, social media analytics studies faces numerous specific demanding situa-
tions. First, social media consists of an enriched set of statistics or meta data, that have now no longer 
been dealt with systematically in statistics- and text-mining literature. Examples consist of tags (an-
notations or labels the usage of free-shape keywords);person-expressed subjective opinions, insights, 
evaluation, and perspectives; ratings; person profiles; and each express and implicit social networks. 
Second, social media packages are a outstanding instance of human-focused computing with their very 
own specific emphasis on social interactions amongst users. Hence, troubles including context-structured 
person profiling and wishes elicitation as well as diverse styles of human-laptop interplay issues have 
to be reexamined. Third, even though social media guarantees a brand new method to tackling the noise 
and statistics-overload hassle with Web-primarily based totally statistics processing, troubles including 
semantic inconsistency, conflicting evidence, lack of structure, inaccuracies, and issue in integrating 
special styles of indicators abound in social media. Fourth, social media statistics are dynamic streams, 
with their quantity swiftly increasing. The dynamic nature of such statistics and their sheer length pose 
enormous demanding situations to computing in trendy and to semantic computing in particular.

Second, social media intelligence studies calls for well-articulated and clearly described overall perfor-
mance measures due to the fact a great deal of it have to be carried out inutility settings with an purpose 
to help decisions. However, in a broad spectrum of packages wherein social medial intelligence can be 
relevant, it’s far difficult to quantify those measures. This dimension hassle makes it particularly tough 
to choose social media intelligence’s go back on investment(ROI), and it results in modeling difficulties.
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Third, from a natural modeling and choice-making attitude, social media intelligence represents a 
completely unique elegance of troubles with the want for green statistics-pushed, dynamic choice making; 
uncertainty and subjective threat analysis; and modeling and optimization over huge dynamic networks. 
As social media intelligence studies matures and unearths real-time packages, researchers will possibly 
want to expand new analytical and computational frameworks and methods.

CONCLUSION

Social media analytics remains a rather new studies area, however it’s miles of great hobby to the Infor-
mation Systems network and lots of re- searchers are embarking on SMA tasks in our field. This article 
contributes to the Information Systems literature through offering a precis of the principle demanding 
situations and difficulties researchers face with inside the steps of the social media analytics studies 
method that come earlier than the information is analyzed: discovery, collection and preparation. As a 2nd 
contribution to the literature, we additionally point researchers to feasible answers for those demanding 
situations. These findings are similarly applicable to practitioners, as groups are more and more more 
searching to extract significant statistics from social media information, and are going through many of 
the identical demanding situations researchers do.

Conceptualizing the hassle the usage of the three-step social media analytics framework through 
Stieglitzet al. (2014) and the four “massive information” V’s affords a framework wherein to reflect on 
consideration on feasible difficulties earlier than they arise. Which extent of information can we ex-
pect? How can we find out the components that are applicable to our studies? Do we have good enough 
infrastructure to deal with that extent whilst gathering and getting ready the information? Which layout 
will the information be in? If the information is unstructured, how are we able to extract the applicable 

Figure 3. The social media analytics framework
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dependent statistics from it? This article is intended to assist researchers ask and find solutions to ques-
tions along with those. If the demanding situations highlighted above are ad- dressed successfully, the 
social media analytics task can be more likely to be a success.
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ABSTRACT

IoT comprises billions of devices that can sense, communicate, compute, and potentially actuate. The 
data generated by the IoTs are valuable and have the potential to drive innovative and novel applica-
tions. IoT allows people and things to be connected anytime, anyplace and to anyone with the internet 
using tiny sensor. One of the best advantages of the IoT is the increasing number of low-cost sensors 
available along with its functionalities. A few standard sensors include linear accelerator, compass, 
light sensors, camera, and microphone, moisture, location, heart rate, and heart rate variability. The 
trend is multi-sensor platforms that incorporate several sensing elements. In such environment, discover-
ing, identifying, connecting, and configuring sensor hardware are critical issues. The cloud-based IoT 
platforms can retrieve data from sensors IoT is an inter-disciplinary technology, encompassing multiple 
areas such as RTS, embedded systems. This chapter detailed investigation and presents highly innovative 
and revolutionary ideas in healthcare application are available.
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INTRODUCTION

In the very recent to our regular lives, we are habituated and focusing to show some interest in wear-
able sensors. They are become a part of today’s generation. Devices are integrated with human in many 
aspects to evaluate their health and economic zones. Our main aspect to project the objectives of the 
Internet of Things and its devices and note the challenges when we are monitoring a patient. The key 
factors are generated based up on the end user requirements which lead to provide the things as in an 
enhanced way to achieve the commerciality, availability and flexibilities. Till now there are several de-
vices are ready to provide the services, generating good results and commercially available for personal 
health care in hospitals, fitness care as gyms, and activity awareness. How they are serving well than a 
human? The achievements will include lots of complexities to predict the data which is generated with 
the help of electronic devices. The data which is belongs to health care is accepted as sets of data. The 
data is individual to person. Production of data is very large due to number of devices are increased in 
the real world. it is very complex to represent the specific analysis to serve a particular patient. Even it 
is complex to manage the data with traditional systems or tools. With the help of data Analytics, our job 
becomes very easy to predict the level of disease, amount of medicine needs to use and able to provide 
the best friendly services to patient. Now, what is this data analytics? What is the importance for it? Why 
analysis is required? This Chapter will focus to reveal everything about it.

Importance of Data Analytics in Health Care System

In the software evaluation was started new era in the computer world to make everything as end user 
centric. The world is more over waiting for features as need of high flexibility, to provide the distributed 
mechanism, high end availability and user-friendly environments to client. With the help of high-level 
programming language and developers have start generating 4th generation languages such are help-
ful to accessing the databases. When we started providing the distributed mechanism to end user, they 
are expecting high availability of applications. Now industrial Revolution has been (Samir et al.,2016) 
supporting for even small-scale industries also start providing features in 24*7 manners to fulfill the 
business requirements as banking, health, finance, commerce and commercial fields. Everything is on 
finger tips, end user centric applications are grown very fast. Now end user has flexible and high available 
approaches around in the real world. Usability is also speeded up. It’s a good omen for new a business 
enterprise. While serving an end user when there is a Hugh amount of data is going to be generated. 
Here, we had resources to store this data like databases. New challenges are produced and questioning 
new enterprise about speed, gathering exact information, extraction of useful data. This becomes to a 
new invention which is going to lead the business world. Improvising Data algorithms are introduced to 
extraction the data from databases. It is providing responsibilities for a Data Analytics to enhancement 
in the data retrievals, report generation and market analysis or on business requirements. Data Analytics 
has a key role. It’s showing some improvisation and representation for the unstructured data and resolv-
ing the real-world problems. The data analytics are going to divide this challenge into two stages. They 
are Data acquisition and data analysis.
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Data Acquisition

The main intention of Data acquisition is a process to gather or collect the data from various resources 
such as Social media platform, data centers or records and patients. The major challenge for an analyst 
while collecting the data from manual records or manual entries are producing new challenges to the 
data analyst. Those are listed below as

• Inappropriate information will be entered which leads to produce the worst results. While serving 
to end-user, definitely we are into different direction which is not yet all encourage able.

• Collecting the data from manual records is also producing complexity while doing analysis on par-
ticular data. To resolve the acquiring data problems, Data required an ability to merge, integrate 
and access the data across the world. Our challenges are Data Preparation and Data Cleaning.

• Data Preparation: Whatever the data acquired from different sites, it will produce in own for-
mat. As an analyst, we need to prepare the data before storing into the databases. It is involving 
multiple steps which are required to prepare data for analysis so that all data is accessible and 
represented in a single format. This type of Data can be easily analyzing even data represented as 
data sets, data marts, data warehouses, etc.

• Data Cleaning: Data Cleaning focusing on remove duplicates, irrelevant data, old data. Checking 
and enquiring duty are mandatory for a data record for incorrect entries. The particular fields are 
going to be corrects the information is known as Data Cleaning.

Data Analysis

Data has gathered from many resources. The risk starts from the second stage i.e. Data analysis. It’s 
nothing but a process of evaluating data using analytical and logical reasoning to expertise data on each 
aspect. Service will be provided based upon the request. Data from various sources is gathered, viewed, 
verified and then analyzed. Facts are going to be formed as reports. Researches views will expose a 
lot from more varieties of specific data analysis method, algorithms of the areas which are included as 
data mining, text analytics, business intelligence, and data visualizations. In today’s advanced analytics 
environment, self-serve data preparation helps to alleviate many of the issues you will come across in 
these steps and allows a business user to access, prepare and analyze data without the assistance of a 
data scientist.

Figure 1. Data acquisition
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The Major Objectives of Data Analytics

The objectives are going to play major role in the data analytic life. As being as analytics, what we can 
able to do? What we are able to do? In outs are demonstrated from those objectives. They are constructed 
based on flow which can be predicted on Figure 1.

1.  The main prospective was given to gathering data from multiple spots to project it has a single 
data. Data analysts may analyze the data based up on the business requirements. This may lead to 
expose the priority for the actual data which we are peaking up.

2.  The second one is generating the selective data based up on the respective request from the teams 
or individuals can able to deal with the data and it can be exposed as Data Reports, which rise the 
business opportunity with high rate and further actions are added.

3.  The Third Zone is completely defined as client specific. Data analysis allows us to develop the 
Business which completely concern on customer requirements and experience. This is the key 
feature, what exactly Industries want?

4.  The last priority was given to Perform market analysis. It can be performed to understand the 
strengths and weakness of competitors and to understand what clients are expecting exactly?, to 
know this requirements summery we need to work with this data analyst. As well as with these 
objectives, we are going to construct the IOT objectives.

MONITORING AND MANAGING A PATIENT USING IOT

In this world, the most important Survival objectives for human beings are health, wealth and nature. On 
those objectives, the most important priority to a human being is represented as on his/her health. Even 
we are in 20th century, it has biggest issue and challenges. (Fayez,2018) promoted a paper on monitor-
ing and managing a Patient. Those are always provoking the developers or researchers. Specially, in the 
health care domains are having more relevant and rescue centric issues are existed in the developed and 
developing countries. There are some industries already started revolutions in the healthcare domain 
to serve the people where they are in need. There are so many countries are lacking with physicians or 
doctors to treat them in proper way. From the all complexities, new generations are coming up with new 
innovative ideas which lead us into a new world. The world needs more advancement in health care 
domains and it’s a good omen to welcoming devices into health care world to serve patient and guide 
them into a proper way. In the earlier stages, it is imposing lots of complexities to the real human world. 
They are lacking with believing a system or device. From the so many circumstances and with the help 
of advancement in computer, computer vision and Artificial intelligence made our lives so easy and 
protective. Everything can accessible, sharable and advisable for a device from anywhere in the real 
world. This acceptance can be achieved with the help of Internet of Things.

The authors (Kiran & Mina,2018), gave the wings to devices, where services can made possible for 
remote monitoring in the healthcare sector, release the potential to keep patients secure and healthy, 
and empowering physicians to deliver super supportive care. It has also increased patient connectivity, 
satisfaction and it as usual interactions with doctors have become easier and more efficient. Remote 
monitoring of patient’s health help to save the time reduces his physical efforts, no staying in hospital 
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for long time, less cost effective and improving treatment outcomes. IoT has applications in healthcare 
that benefits patients, families, physicians, hospitals, doctors and insurance companies.

• IoT for Patients: Patient can interact with the help of devices. Those devices are available in the 
form of wearable just as fitness band which are very easy, comfortable and stylish. Those devices 
can be connected or wireless to service. Those can be served to check blood pressure and heart rate 
monitoring, glucometer, calorie count, exercise check, appointments, blood pressure variations.

• IoT for Physicians: Now it’s a Physician turn. With help of those wearable devices a doctor can 
keep on track a patient condition. Doctor can advise us about need of medical intention and treat-
ment plans. Keep tracking is helpful for a physician to track the treatment process. Duties of doc-
tor are going to be very easy.

• IoT for Hospitals: Aside from observing patients’ wellbeing, there are numerous different zones 
where IoT gadgets are exceptionally helpful in medical clinics while furnishing the therapy with 
progression. Hardly any gadgets are wheelchairs, defibrillators, nebulizers, oxygen siphons and 
other checking hardware. Arrangement of clinical staff and make their obligation is simple despite 
the fact that there are at various areas, can likewise be broke down this present reality.

• IoT for Health Insurance Companies: There are parcel of chances for wellbeing safety net 
providers with IoT-associated insightful gadgets. Insurance agencies can use information caught 
through wellbeing checking gadgets for their guaranteeing and claims activities. This information 
will empower them to recognize extortion guarantees and distinguish possibilities for endorsing. 
IoT gadgets get straightforwardness among back up plans and clients the endorsing, evaluating, 
claims taking care of, and hazard appraisal measures. In the light of IoT-caught information driven 
choices in all activity measures, clients will have satisfactory perceive into hidden idea behind 
each choice made and cycle results. Digitized information in the medical care area is developing 
enormously with information rolling in from inward just as outer sources, from cell phones, wear-
able sensor gadgets, Electronic Wellbeing Records (EHR), Radiology pictures, Recordings, clini-
cal notes, online media, sites, distant wellbeing observing gadgets and so on more up to date types 
of huge information, for example, imaging, sensor perusing is likewise energizing to the need of 
Large Information answers for deal with these huge and storehouses of information accessible in 
the medical care industry. The medical services industry needs to chip away at expectation, coun-
teraction and personalization to improve their results. Various measures of information organized, 
semi-organized and unstructured information are a trademark that makes the medical services 
information generally testing. A large portion of the information in medical care originates from 
different sources like X-Beams pictures, X-ray Output reports, Blood test esteem, transcribed 
remedies, ongoing information, for example, OT room screens for sedation, heart screens, pulse 
readings and so on.

In modern healthcare systems where every information is stored or updated online there is a need 
to integrate these huge datasets so as to analyze the healthcare industry to yield better results. By us-
ing the above proposed healthcare model healthcare industry data stored in the form of cloud or Big 
Data can be retrieved and analyzed as per the requirements of various factors such as hospitals, medical 
actioners, patients, insurance companies and governments. For example, if the doctor wants to analyze 
the history of a patient before prescribing medication, instead of enquiring the patient about the same 
which is time consuming in the modern busy life style, he can get the complete history of the patient 
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through this model thoroughly analyzed from various perspectives of healthcare industry. The doctor 
can then narrow down his search by looking into a particular aspect of the side effects experienced by 
the patient in his previous treatments due to the type of drugs and doses used in the past. This helps in 
helping him to come to a conclusion much faster in prescribing medicine for patient with utmost care. 
Likewise, this model helps insurance companies to understand the overall condition of the patient and 
suggest the right health policy for their customers. Also, it helps the government officials to pull up the 
statistics relating to the spreading of a particular disease and the number of patients affected and the 
prominent symptoms observed in majority of them and also the root causes can be analyzed. Thus, this 
model helps the actors of the healthcare system to analyze the healthcare data from their perspective 
and yield the sorted and simplified results making it easy for them to understand the healthcare industry 
thus contributing to the betterment of healthcare in a much faster pace.

General Approach for IOT Devices In Healthcare

(Vandana et al., 2011) have mentioned many suggested IOT devices. Major intention behind IOT boom 
is, it has outstanding opportunities, high business scope, and real world really wants a special speed up 
self-monitoring service system. Moreover, ideas are appearing very complex, it has to be implemented 
with ease and along with devices and user-defined constraints as to be applied on reliable system which 
aims to an end user. There are variety of factors are going to affecting on resources. Decision making 
is going to be very important to reduce the resources spent on. Based upon the general approach and 
architecture of IOT devices are going to be improving efficiency. There are four layers are available for 
IOT architecture. We can observe them from Figure 2. Those are

1.  Physical Layer.
2.  Data Exchange Layer.
3.  Data Integration Layer.
4.  Application Layer.

Those can be exposed here below:

Figure 2. General approaches for IOT in Health Care
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Physical Layer

Physical Layers is consisting of physical devices. It’s completely about data generations using wireless 
and wired sensors or actuators. This is the first step where data is generated and converted into that 
information. The ability is treated as the biggest task for actuators, the process goes even further, and 
these devices are able to intervene the physical reality. For example, device can switch off the light and 
adjust the temperature in a room.

Data Exchange Layer

Still it is working very close to sensors and actuators by keep interacting through networks gates to data 
acquisition systems while representing the data which is generated from multiple resources or devices. 
Internet getaways work through Wi-Fi, wired LANs to perform data acquisition process. This is an im-
portant stage to collect the vast amount of data which is generated by sensors. Be Responsible to accept 
the data and passing it through Networks.

Data Integration Layer

Data is generated in the first stage; generated data is transformed to the next level. The challenging 
tasks are going to happen when you’re integrating the data which is generated from multiple resources. 
Data has to be stored in the database as OLTP, OLAP servers. For an example (Zhe et al., 2016) cloud 
based approaches, edge IT systems perform enhanced analytics and pre-processing. It refers to machine 
learning and visualization technologies. The main intention here is to accept the data. Pre-process the 
data to remove the ambiguities and over heading of data. Data Analytics: There are various data analyt-
ics which is used to analyse the data using analytical methods from health care data. There are various 
algorithms are used to extract patient details and also finding the causes of symptoms. There is a need 
to apply various algorithms such as data mining techniques and machine learning techniques to interpret 
the data properly. Data Interpretation: Interpreting results of analytics on the healthcare data and also 
inference drawn from results.

Application Layer

We need the tools to represent the Analysis, management, and storage of data. The major focus on how 
we can able to interact with application to database. it enables in-depth processing, along with a follow-
up revision for feedback., this phase already includes the analytical skills of the highest rank, both in 
digital and human worlds. Therefore, the data from other sources may be included here to ensure an 
in-depth analysis

PMOS Using IOT Common Architecture

The Web of Things (IoT) includes billions of gadgets that can detect, impart, register and conceivably 
activate. The information produced by the Web of Things are important and can possibly drive creative 
and novel applications. IoT permits individuals and things to be associated whenever, wherever and to 
anybody, preferably utilizing any way/organization and any assistance. IoT interfaces certifiable items 
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to the web utilizing small sensors or installed gadgets. Probably the greatest favorable position of the 
IoT is the expanding number of ease sensors accessible for various sorts of functionalities. A couple of 
standard sensors incorporate accelerometer (for development), direct quickening agent, compass, light 
sensors, camera, and mouthpiece, dampness, area, pulse and pulse fluctuation. These sensors incorporate 
an assortment of gadgets and arrangements. The pattern is multi-sensor stages that fuse a few detecting 
components. In such condition, finding, distinguishing, associating and designing sensor equipment is 
basic issues. The cloud based IoT stages can recover information from sensors. Along these lines, IoT 
is an exhaustive between disciplinary innovation, including numerous regions, for examples, Wireless 
protocols, RTS, installed frameworks, correspondence, microelectronics and software engineering and 
designing (Pei et al., 2006). It makes a multidisciplinary research condition for examining and tenta-
tively approving exceptionally inventive and progressive thoughts for new systems administration and 
administration ideal models as appeared in figure 3.

With the help of (Simon et al., 2009) we are able to generated the general approach of PMOS archi-
tecture the devices are going to be categorized into different forms. They are represented on bases of 
use cases.

• Hearable: With Apple Air Units’ new Live Listen highlight being only one model, hearables 
are not simply giving constant admittance to remote helpers, however totally changing the path 
individuals with hearing misfortune can associate with the world. Remote hearables are as of now 
helping millions around the globe through their cell phones, however the coming expanded ranges 
and work abilities will just make hearables better and more accommodating.

• Sweat Sensors: Till this date, medical care frameworks are having been restricted in the liquids 
they viably dissect. “Sweat is the fresh blood,” Chart Wear is creating wearable that break down 
your perspiration, a more helpful and savvy approach to gather convoluted wellbeing information 
than drawing blood.

• Ingestible: Any individual who has needed to encounter the option is excited at the new option 
of gulping a pill-sized sensor. It is anything but a misrepresentation to call ingestible a cutting-
edge science wonder. Ingestible sensors aren’t just less intrusive yet again less expensive and are 
discovering use in both diagnosing malady and observing drug’s effect on the body.

Figure 3. PMS using IOT device architecture
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• MoodAbles: Again, seeming like sci-fi, disposition Ables, gadgets used to upgrade patient’s pros-
perity are turning out to be reality. Head mounted, these mind-set changing gadgets send low-
power current to our cerebrum to expand and at times even supplant upper drugs.

• Charting: It may not sound as showy, yet medical care graphing can diminish a specialist’s out-
standing task at hand by at least 15 hours every week. IoT-empowered gadgets and dashboards 
make persistent information more open, computerize excess undertakings, diminish mistakes, and 
in particular, permit specialists to zero in on what’s generally significant, their patients.

• Smart Distributors: The quantities of keen prescription containers have detonated. The most 
recent age allocators are robotized and associated. Associated with the cloud, allocators are as-
sociated with patients, their medical services suppliers, their guardians, their insurance agencies, 
and their different gadgets. Regularly sold pre-filled and pre-modified by the doctor’s guidelines, 
distributors can work naturally for quite a long time, in any event, modifying doses per the spe-
cialist’s directions dependent on the patient’s continuous condition.es per the doctor’s instructions 
based on the patient’s real-time condition.

PMOS Using IOT Objectives

Medical care industry has gotten very information concentrated with information coming not the same 
as different sources. Data integration across heterogeneous data is one the challenging issue. The archi-
tecture diagram data generation from heterogeneous sources as the main components is presented below.

• Information Assortment: The heterogeneous of medical services information from various 
sources are gathered and put away in information base. The information designs are unique and 
coordinating these configurations is one of fundamental testing issues.

• Data Extraction: The information which is extricated from various sources is separated and 
single information sources. Age of Standard Arrangement: Information can be removed in to a 
standard organization utilizing most recent innovation XML, HL7 and semantic web advances.

The main objectives of proposal of solution of health care system are

1.  Analysing the nature of the symptom.
2.  Analysing the causes of symptoms.
3.  Analysing the human body structure.
4.  Analysing proper drug for a given symptom.
5.  Analysing side effects of drug for a patient.
6.  Reducing emergency waiting time.
7.  Following patients, staff, and stock.
8.  Improve the medication the board.
9.  Guaranteeing accessibility of basic equipment Protection and security.
10.  Affordable-cost concern on common man (CCC).
11.  Small and portable.
12.  Easy to use.
13.  Stay-Connected.
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PMS USING IOT APPLICATIONS IN HEALTHCARE

The medical care industry has fundamentally underutilized innovation to improve operational profi-
ciency and most frameworks depends on paper clinical records. This outcome in absence of viable cor-
respondence among the partners. Around the world, medical care change possesses commanded that it 
is energy for medical services data innovation (HIT) to be modernized and distributed computing is at 
the focal point of this change. The medical services industry is moving toward a data driven consider-
ation conveyance model, empowered partially by open guidelines that help participation, community 
work processes and data sharing. Distributed computing gives a framework that permits clinics, clini-
cal practices, insurance agencies, and examination offices to tap improved processing assets at lower 
starting capital expenses. Also, cloud situations will bring down the hindrances for development and 
modernization of HIT frameworks and applications. Distributed computing obliges the key innovation 
necessities of the medical services industry.

The majority of partners of medical care framework (Manfred, 2007) utilizes the framework in 
traditionalist methodology for determination and therapy of patients where specialists rely upon their 
insight and abilities in diagnosing sickness in patients bringing about a less exact and patient driven. The 
adaption of Huge Information arrangements will assume a significant function in changing the result 
of the wellbeing business by advancing proof-based thinking in treatment by empowering a 360-degree 
perspective on every patient. In this way, the majority of the partners are beginning to grasp the idea of 
proof dependent on medication a framework where treatment choice dependent on logical proof acces-
sible instead of simply the specialists still and information giving a quantifiable result towards treatment 
(Simon et al., 2009).

Approaches are clear. Aside from this, there are endless applications are created, accessible and 
prepared to serve the world. Not many applications are list down in underneath Table 1.

BENEFITS WITH SMART DEVICES

1. Reporting and Monitoring

IoT health care domain-based device is helpful to generating the reports time to time to check the patient 
condition. Monitoring is going to be very easy for a doctor. Both are working in simultaneously to serve 
a patient (Sobhan et al., 2017).

2. M2M Connectivity and affordability

It’s an easy way to extend feature of IOT domain to automate the devices and there is scope to invent 
the new devices to monitoring a patient. There are possibilities to build the next generation healthcare 
facilities. IOT is going to enables interoperability, machine-to-machine communication, information 
generation and exchange, and data movement that make healthcare service delivery effective. Con-
nectivity protocols are going to be generating bridge between machines. Bridges are like Bluetooth LE, 
Wi-Fi, Z-wave, ZigBee.

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



285

Patient Monitoring System Using Internet of Things
 

Ta
bl

e 
1.

 D
ev

ic
es

 in
 P

M
S 

us
in

g 
IO

T 
he

al
th

ca
re

S.
no

.
D

ev
ic

e 
na

m
e

O
bj

ec
tiv

e
Sp

ec
ifi

ca
tio

ns
C

om
pa

ny

1
Pe

rs
on

al
 E

K
G

To
 m

on
ito

r t
he

 h
ea

rt,
 n

ee
d 

to
 tr

ac
k 

of
 a

n 
EC

G
 re

po
rts

 [e
le

ct
ro

ca
rd

io
gr

am
]. 

It 
is

 
a 

de
di

ca
te

d 
ap

p 
al

on
g 

w
ith

 th
e 

de
vi

ce
s w

hi
ch

 le
ad

s p
ro

du
ce

 th
e 

EC
G

. I
t h

as
 a

 
ca

pa
bi

lit
y 

to
 tr

an
sm

it 
th

e 
EC

G
 re

po
rt 

to
 a

ny
on

e.
 It

 w
ill

 w
or

ks
 a

lo
ng

 w
ith

 F
D

A
-

cl
ea

re
d 

m
ob

ile
 E

K
G

 m
on

ito
r t

o 
tra

ck
 y

ou
r h

ea
rt 

he
al

th
 a

ny
tim

e,
 a

ny
w

he
re

K
ar

di
a 

M
ob

ile
 a

nd
ro

id
 a

nd
 IO

S 
A

pp
A

liv
eC

or

2
Po

rta
bl

e 
G

lu
te

n 
Te

ste
r

a 
liv

e 
sa

ve
r d

ev
ic

e 
fo

r t
ho

se
 w

ho
 a

re
 h

av
in

g 
fo

od
 a

lle
rg

ie
s f

ro
m

 g
lu

te
no

r c
el

ia
c 

di
se

as
e.

 It
 h

as
 si

x 
se

ns
or

s t
o 

id
en

tif
y 

gl
ut

en
 in

 y
ou

r f
oo

d 
an

d 
as

 w
el

l a
s c

ap
su

le
s

N
IM

A
 se

ns
or

s a
nd

 a
lo

ng
 w

ith
 IO

S 
ap

p
N

IM
A

.IN
C

3
Te

et
h 

W
hi

te
ne

r:

Th
is

 p
ro

du
ct

 c
on

ta
in

s e
ve

ry
th

in
g 

yo
u 

ne
ed

 fo
r a

n 
ef

fic
ie

nt
, l

on
g-

la
sti

ng
 te

et
h 

w
hi

te
ni

ng
 p

ro
ce

du
re

 w
ith

 n
o 

se
ns

iti
vi

ty
, i

nc
lu

di
ng

 m
ou

th
pi

ec
e 

an
d 

ca
se

, l
ip

 c
ar

e 
ba

lm
, a

nd
 1

0 
G

-V
ia

ls
 o

f w
hi

te
ni

ng
 g

el
. I

t r
eq

ui
re

s c
on

tro
lle

r a
nd

 re
qu

ire
s f

ou
r 

8-
m

in
ut

e 
ap

pl
ic

at
io

n 
se

ss
io

ns
 d

ai
ly

 to
 m

ak
e 

yo
ur

 te
et

h 
up

 to
 5

 sh
ad

es
 w

hi
te

r i
n 

5 
da

ys

G
LO

 L
it™

 T
ee

th
 W

hi
te

ni
ng

 T
ec

h 
K

it
G

LO
 S

C
IE

N
C

E

4
W

ire
le

ss
 B

lo
od

 
Pr

es
su

re
 M

on
ito

r:

Th
is

 is
 th

e 
be

st 
su

ita
bl

e 
de

vi
ce

 fo
r m

on
ito

rin
g 

a 
pa

tie
nt

 w
he

n 
he

 is
 n

ot
 in

 th
e 

ho
sp

ita
l 

al
so

. I
t i

s e
as

y 
an

d 
w

e 
ca

n 
ut

ili
ze

 it
 in

 o
ur

 re
gu

la
r l

ife
 w

ith
ou

t h
av

in
g 

an
y 

di
ff

ic
ul

tie
s. 

Th
e 

de
vi

ce
 c

an
 e

as
ily

 sy
nc

hr
on

iz
e 

w
ith

 B
lu

et
oo

th
 a

ut
om

at
ic

al
ly

. I
t i

s v
er

y 
ea

sy
 a

nd
 

he
lp

fu
l w

hi
le

 m
on

ito
rin

g 
ou

rs
el

ve
s.

N
O

K
IA

 B
PM

+
 a

nd
 A

nd
ro

id
, I

O
S 

ap
p.

N
O

K
IA

5
B

io
 S

ca
rf

:

it 
is

 th
e 

be
st 

al
te

rn
at

iv
e 

fo
r 

th
e 

tra
di

tio
na

l a
ir 

po
llu

tio
n 

m
as

ks
. B

io
 sc

ar
f i

s t
he

 b
es

t 
fo

r c
om

fo
rta

bl
e 

de
vi

ce
 a

nd
 

it 
lo

ok
s l

ik
e 

fa
sh

io
n 

ac
ce

ss
or

y.
 T

he
 d

ev
ic

e 
co

ns
ist

s s
ev

er
al

 
fe

at
ur

es
, i

t h
as

 a
ir 

fil
tra

tio
n 

an
d 

w
ith

 lo
w

er
 ri

sk
 ra

te
 fo

r 
he

al
th

 p
ro

bl
em

s l
ik

e 
al

le
rg

en
s a

nd
 v

ira
l i

nf
ec

tio
ns

 a
nd

 it
 is

 u
se

fu
l i

n 
an

y 
w

ea
th

er
 

co
nd

iti
on

s.

B
IO

SC
A

R
F-

 B
U

LI
T 

in
 9

5
B

IO
SC

A
R

F

6
B

re
at

h 
an

al
yz

er
 fo

r 
sm

ar
tp

ho
ne

:

if 
an

yb
od

y 
w

an
ts

 to
 b

e 
a 

sm
ar

te
r d

rin
ke

r. 
Th

is
 d

ev
ic

e 
or

 a
pp

 is
 v

er
y 

sp
ec

ifi
c 

to
 th

em
. 

A
 b

re
at

h 
an

al
yz

er
 is

 c
on

ne
ct

in
g 

to
 y

ou
r s

m
ar

tp
ho

ne
 a

nd
 it

 h
el

ps
 to

 tr
ac

k 
ou

r B
A

C
 

le
ve

ls
. A

dd
iti

on
al

 fe
at

ur
es

 fo
r t

he
 d

ev
ic

e 
ar

e 
m

ea
su

re
 o

ur
 b

lo
od

 a
lc

oh
ol

 le
ve

l q
ui

ck
ly

 
an

d 
ac

cu
ra

te
ly

.

A
lc

oh
oo

t d
ev

ic
e 

al
on

g 
w

ith
 a

nd
ro

id
 

ap
p 

an
d 

IO
S 

ap
p

A
lc

oh
oo

t

7
St

yl
is

h 
Tr

ac
ke

r-w
at

ch
 

hy
br

id

A
 sm

ar
t w

at
ch

 w
hi

ch
 is

 v
er

y 
si

m
ila

r l
ik

e 
fit

-b
it.

 It
 w

ill
 c

ou
nt

 y
ou

r n
um

be
r o

f s
te

ps
, 

tra
ck

 y
ou

r s
w

im
m

in
g,

 m
on

ito
rs

 a
nd

 sl
ee

p.
 T

he
 m

os
t i

m
po

rta
nt

 th
in

g 
ra

th
er

 th
an

 
ot

he
rs

 w
at

ch
es

, i
t w

ill
 a

ls
o 

re
co

rd
 y

ou
r c

al
or

ie
s b

ur
ne

d.
 T

he
 m

ai
n 

ob
je

ct
iv

es
 w

e 
ar

e 
ge

tti
ng

 w
ith

 it
 is

 st
yl

e,
 ti

m
el

es
s l

oo
k 

an
d 

m
os

t c
om

fo
rta

bl
e 

to
 w

ea
r a

nd
 e

xt
re

m
e 

ba
tte

ry
 b

ac
ku

p.
 A

dd
iti

on
al

 fe
at

ur
es

 a
s w

ith
 S

M
TP

 to
 se

nd
 re

po
rts

 to
 p

ar
tic

ul
ar

 m
ai

l-
id

, P
O

P3
 to

 re
tri

ev
e 

th
e 

m
ai

l w
e 

ca
n 

se
e 

th
e 

re
po

rts
. W

e 
ca

n 
al

so
 sh

ar
e 

th
e 

re
po

rts
 

th
ro

ug
h 

B
LU

ET
O

O
TH

.

W
ith

in
gs

 sm
ar

t w
at

ch
 d

ev
ic

e
W

ith
in

gs

8
H

ea
ra

bl
es

Th
is

 is
 h

el
pf

ul
 fo

r t
ho

se
 w

ho
 a

re
 su

ffe
re

d 
fro

m
 h

ea
rin

g 
lo

ss
. I

t p
ro

vi
de

s b
es

t 
in

te
ra

ct
io

n
A

pp
le

 IO
S 

al
on

g 
w

ith
 B

ea
t 

El
ec

tro
ni

c 
C

hi
p

A
PP

LE

co
nt

in
ue

s o
n 

fo
llo

w
in

g 
pa

ge

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



286

Patient Monitoring System Using Internet of Things
 

S.
no

.
D

ev
ic

e 
na

m
e

O
bj

ec
tiv

e
Sp

ec
ifi

ca
tio

ns
C

om
pa

ny

9
M

oo
da

bl
es

 
(D

iff
er

en
t c

at
eg

or
ie

s 
ar

e 
av

ai
la

bl
e)

M
oo

da
bl

es
 a

re
 te

m
pe

ra
m

en
t u

pg
ra

di
ng

 g
ad

ge
ts

 w
hi

ch
 h

el
p 

in
 im

pr
ov

in
g 

ou
r m

in
d-

se
t 

fo
r t

he
 d

ur
at

io
n 

of
 th

e 
da

y.
 It

 m
ig

ht
 se

em
 li

ke
 sc

i-f
i, 

ho
w

ev
er

 it
’s

 n
ot

 a
 lo

ng
 w

ay
 fr

om
 

th
e 

re
al

 w
or

ld
. M

oo
da

bl
es

 a
re

 h
ea

d-
m

ou
nt

ed
 w

ea
ra

bl
e 

th
at

 se
nd

 lo
w

-p
ow

er
 c

ur
re

nt
 to

 
th

e 
ce

re
br

um
 w

hi
ch

 ra
is

es
 o

ur
 te

m
pe

ra
m

en
t.

H
al

o 
N

eu
ro

sc
ie

nc
es

 H
ea

d 
Ph

on
es

.
H

al
o 

N
eu

ro
sc

ie
nc

es

10
Pi

ll 
id

en
tif

ie
r

To
 id

en
tif

yi
ng

 th
e 

pi
ll 

or
 m

ed
ic

in
e 

ba
se

d 
up

 o
n 

ca
ps

ul
e 

or
 lo

go
. I

t i
s a

ls
o 

pr
ov

id
in

g 
th

e 
de

sc
rip

tio
n 

&
 li

m
ita

tio
ns

 o
f m

ed
ic

in
e.

A
nd

ro
id

 
or

 IO
S 

ap
pl

ic
at

io
ns

 a
re

 a
va

ila
bl

e
D

ru
gs

.c
om

11
In

ge
sti

bl
e 

se
ns

or
s

In
ge

sti
bl

e 
se

ns
or

s a
re

 re
al

ly
 a

 c
ut

tin
g 

ed
ge

 sc
ie

nc
e 

w
on

de
r. 

Th
es

e 
ar

e 
pi

ll-
si

ze
d 

se
ns

or
s w

hi
ch

 sc
re

en
 th

e 
dr

ug
 in

 o
ur

 b
od

y 
an

d 
ca

ut
io

n 
us

 in
 th

e 
ev

en
t t

ha
t i

t 
re

co
gn

iz
es

 a
ny

 a
no

m
al

ie
s i

n 
ou

r b
od

ie
s. 

Th
es

e 
se

ns
or

s c
an

 b
e 

a 
sh

el
te

r f
or

 a
 d

ia
be

tic
 

pa
tie

nt
 a

s i
t w

ou
ld

 h
el

p 
in

 c
he

ck
in

g 
m

an
ife

st
at

io
ns

 a
nd

 fu
rn

is
h 

w
ith

 a
n 

ea
rly

 n
ot

ic
e 

fo
r s

ic
kn

es
se

s.

w
ea

ra
bl

e 
se

ns
or

 p
at

ch
 a

nd
 m

ob
ile

 
ap

pl
ic

at
io

n
Pr

ot
eu

s

12
B

ra
in

 S
en

si
ng

 
H

ea
db

an
d

Sc
re

en
s y

ou
r m

in
d 

m
ov

em
en

t d
ur

in
g 

co
nt

em
pl

at
io

n 
&

 c
om

m
un

ic
at

es
 th

e 
da

ta
 to

 y
ou

r 
PC

, C
el

l p
ho

ne
, o

r t
ab

le
t t

hr
ou

gh
 B

lu
et

oo
th

.
M

U
SE

 d
ev

ic
e 

an
d 

an
dr

oi
d,

 IO
S 

ap
p

M
U

SE

13
W

ire
le

ss
 S

m
ar

t 
G

lu
co

m
et

er

th
e 

pa
ck

 in
co

rp
or

at
es

 1
0 

te
sti

ng
 st

rip
s, 

10
 la

nc
et

s, 
co

nt
ro

l a
rr

an
ge

m
en

t, 
a 

sp
ea

rin
g 

ga
dg

et
, a

nd
 a

 c
on

ve
y 

sa
ck

. F
D

A
 a

ff
irm

ed
 g

lu
co

m
et

er
 th

at
 e

sti
m

at
es

 g
lu

co
se

 le
ve

ls
 in

 
th

e 
bl

oo
d 

an
d 

af
te

rw
ar

d 
sh

ow
s t

he
m

 o
n 

yo
ur

 C
el

l p
ho

ne
.

iH
ea

lth
 S

m
ar

t-G
lu

co
 k

it 
fo

r a
nd

ro
id

 
an

d 
IO

S 
ap

p
iH

ea
lth

 L
ab

 In
c

14
G

ro
un

db
re

ak
in

g 
Sm

ar
tp

ho
ne

 
U

ltr
as

ou
nd

 D
ev

ic
e

fir
st 

Sm
ar

tp
ho

ne
 u

ltr
as

ou
nd

 im
ag

in
g 

de
vi

ce
 in

 th
e 

w
or

ld
. I

t h
as

 th
e 

fle
xi

bi
lit

y 
to

 
sh

ar
e 

th
e 

im
ag

e 
or

 v
id

eo
 th

ro
ug

h 
U

SB
 o

r e
m

ai
l o

nl
y.

M
ob

iu
s S

P1
 S

ys
te

m
 a

lo
ng

 w
ith

 
W

in
do

w
s m

ob
ile

 6
.5

M
ob

is
an

te
, I

nc
.

15
Re

m
ot

e 
C

ar
di

ac
 

M
on

ito
rin

g 
Sy

ste
m

B
Io

Tr
ic

ity
 is

 h
an

dl
in

g 
ca

rd
io

 v
as

cu
la

r i
lln

es
s w

ith
 a

 c
on

st
an

t, 
hi

gh
-e

xa
ct

ne
ss

 fa
r 

of
f o

bs
er

vi
ng

 in
no

va
tio

n.
 R

ec
en

tly
, t

he
 o

rg
an

iz
at

io
n 

m
ad

e 
su

re
 a

bo
ut

 F
D

A
51

0k
 

en
do

rs
em

en
t f

or
 B

io
flu

x,
 a

n 
in

te
nd

ed
 fo

r u
se

 b
y 

do
ct

or
s.

3-
ch

an
ne

l e
le

ct
ro

ca
rd

io
gr

am
 (E

C
G

) 
m

on
ito

rin
g 

sy
ste

m

Pr
ev

en
tiv

e 
So

lu
tio

ns
 

in
 c

ol
la

bo
ra

tio
n 

w
ith

 
M

ay
o 

C
lin

ic
, B

Io
Tr

ic
ity

16
Pa

in
 R

el
ie

f D
ev

ic
e

B
le

nd
 o

f T
ra

ns
cu

ta
ne

ou
s E

le
ct

ric
al

 N
er

ve
 T

rig
ge

r (
TE

N
S)

 a
nd

 C
on

tro
lle

d 
M

us
cl

e 
Te

st 
sy

ste
m

 (P
M

S)
 w

hi
ch

 c
on

ve
ys

 lo
w

-v
ol

ta
ge

 h
ea

rtb
ea

ts
 to

 th
e 

sk
in

 to
 a

ni
m

at
e 

ne
rv

e 
fil

am
en

ts
, o

bs
tru

ct
in

g 
th

e 
ag

on
y 

si
gn

 to
 y

ou
r c

er
eb

ru
m

.

M
us

cl
e 

St
im

ul
at

or
 T

en
s U

ni
t 2

4 
M

od
es

 T
ou

ch
 S

ys
te

m
Te

ch
C

ar
e 

M
as

sa
ge

r

Ta
bl

e 
1.

 C
on

tin
ue

d

 EBSCOhost - printed on 2/9/2023 7:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



287

Patient Monitoring System Using Internet of Things
 

DATA ACQUISITION AND ANALYSIS IS EASY TO PRODUCE THE DATA

Data has going to be generated with the help of sensors. It is very vast amount of data. The data has 
been represented in the form of reports and it is exchanging as huge amount between machines with in 
short time. Working with, the real time applications are going to be hard to store and manage. There 
are few challenges are exposed in the healthcare devices. Damian et al. (2017) have defined a common 
methodologies which are implemented based IOT.

1.  Primary challenge is for healthcare providers, to acquire data from multiple devices or sources, 
organizes the data to analyse it in manually.

2.  IoT devices can collect the data, able to generate the report and analyses in real-time and store the 
raw data. High Storage is going to degrade the device performance. Instead of this, data is going 
to be stored over cloud. Only With the help of providers, we can able to getting access to it and 
able generated the particular report based up on the doctor requirements.

3.  Final challenge is for the healthcare analytics. There is some need to generate high speed data-
retrieval policy and speed up policy while decision-making.

Tracking and Alerts

A must and should activity for the tracking applications based on IOT devices in the health care domain 
(Shubham et al., 2018). Tracking and alerts are generated on-the time when there is a critical event for 
a patient or life-threatening movement. Health care devices are able to gather the data and transfer that 
data to a doctor. Now doctor is able to provide the real time tracking assistance to a patient.

Remote Medical Assistance

In the scenario of emergency, patients are able to contact with a doctor. Distance doesn’t show any ef-
fect on monitoring and services. Through smart mobiles or IOT devices, aim to provide the end user 
flexibility, instance check-up, immediate problem identification and distributing the drugs based upon 
patient’s prescription. Final achievement is “IOT will improve the patients care”.

Research

Adventure and Advancement is always generating the opportunities. In the same way IOT health care 
domain is used for research purposes. Collecting and analysing the data leads us into statistical world 
to support the medical research. The IOT research is not about money and time. It’s about service and 
satisfaction.
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CHALLENGES AND FUTURE SCOPE IN PMS USING IOT

Data Security and Privacy

IoT devices are facing the most significant issues in the data security and privacy approaches. Devices 
can capture the data and transfer it on real time (Sufian et al., 2019). IOT devices lacking with data pro-
tocols and standards while exchanging the information from one machine to another machine. Even we 
are comfortable with exchanging the data, next issue with IOT devices is data ownership and ambiguity 
is another one while differentiating the data. Cybercriminals can modify the content of Personal Health 
Information (PHI) of both patients as well as doctors. Cybercriminals can misuse patient’s data to create 
fake IDs to buy drugs and medical equipment which they can sell later.

Integration

Basically, data generation is in peaks while using sensor. It is completely proportional to end-user utiliza-
tion. The biggest challenge for an analyst is data integration when the data is generating from multiple 
devices. Multiple devices are working together. So, we need focus on communication protocols, standards 
and its complications and process of data aggregation. The scope of scalability of IoT in healthcare is 
also considered as a new challenge.

Data Overload and Accuracy

Information collection is giving part of complexities because of the utilization of various correspondence 
conventions and Norms are utilized here (Sufian et al., 2019). Notwithstanding, IoT gadgets are as yet 
recording huge amounts of information. The information gathered by IoT gadgets are used to increase 
crucial experiences. In any case, the measure of information is gigantic to the point that getting experi-
ences from it are getting incredibly hard for specialists which, influences the nature of administration 
while picking a dynamic way to deal with produce the outcomes. Creation of information is significant 
however over-burdening will prompt reduction the precision of our application.

Cost

There is a slogan while working IOT devices and its domains i.e. “it’s about service not about money”. 
Generation of devices and their approaches are very difficult for developers and making them as artificial 
human (who can act like a human with affection, service and love) being is big task. Even though, till 
now, IoT has not made the healthcare facilitates affordable to the common man yet. There is a necessity 
to make them available for a patient who is being in critical conditions. At least we need to protect one 
of them who is be need. No place for business, only for service.

CONCLUSION FOR PMS USING IOT

IOT have the scope in healthcare domain. There is need for human being to know about his treatment 
and prescription. IOT is not yet all provoking the doctors or physician. IOT is about accuracy and ad-
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vancement in the health care while serving a patient. We can project the content in detailed and as well 
as digitalized environment with an ease. The challenges and benefits will express and expose the new 
ideas along with new paths. It’s just a beginning. IOT is anywhere, anytime approach for a patient. It’s 
about service, not about money.
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