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Preface

The first edition of this book was published in 2014, a mere six years ago. For most 
subjects, this is a minuscule amount of time, and the differences between a first 
and second edition might be quite small. You might suppose, then, that a second 

edition of a book for librarians isn’t going to be an awful lot different from the first. 
While this book is aimed at librarians and personal archivists, it’s really a book about 

technology, and for technology, six years is an eternity. Since the invention of the World 
Wide Web in the early 1990s, society has become more and more dependent upon the 
Internet as a means of communication and as a means of finding information. With this 
dependence comes the need and desire for ever faster, ever more convenient means of ac-
cessing this network of computers and the information held on the computers that make 
up the Internet. Whereas computers were uncommon, often specialized equipment only 
thirty years ago, today, an average person might own a desktop computer, laptop com-
puter, tablet, and smartphone, all at once—not to mention things like digital assistants. 
Even our traditionally non-tech devices can now access the Internet. Vacuum cleaners, 
light bulbs, and thermostats can all be controlled remotely through the Internet using a 
smartphone—it’s possible to go online using a refrigerator!

While no major breakthroughs in technology have occurred between the first and 
second editions of this book, that technology continues to evolve in ways that have a great 
impact on society, and new ideas that make computing faster, easier, and less expensive are 
occurring all the time. In the first edition, for instance, it was suggested that CDs were a 
potential method of backing up data for a small archive or one on a budget. While this is 
still true, the prices of other methods of data storage have dropped so vastly that it’s no 
longer such a practical suggestion.

The rapid price drop and increase in storage space for flash memory in particular has 
had a radical impact on modern technology, making it possible to create ever smaller and 
more versatile computers. As stated earlier, computers capable of accessing the Internet 
are now ubiquitous.

As devices with computing abilities, devices that connect to the great network known 
as the Internet, continue to infiltrate everyday life, so our history becomes more and more 
entwined with these devices. The first edition of this book emphasized the importance 
of archiving this novel and complex point in history, and so the task only grows more in 
importance as technology continues to evolve.
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As with the first edition, this book seeks to teach you the basics of digital archiving, 
both preserving materials that are digital in nature, such as software programs and 
e-mails, as well as creating digital copies of actual, tangible items.

 Organization

Digitization and Digital Archiving: A Practical Guide for Librarians is divided into 16 
chapters. Each chapter will provide a little history, explain a practical aspect of digital ar-
chiving, and help you to make decisions about how to go about forming your own archive.

In chapter 1, you’ll start with the basics: learning about what digital archiving is and 
why it is becoming more prominent and ever more relevant. In chapter 2, you’ll move on 
to learning the basics of how a computer operates and stores data, along with learning 
some basic computer terminology. Explanations of features to look for in a new computer 
are also covered.

In chapters 3–5, you’ll learn about the optimal archiving formats for images, text, 
audio data, and video data, and you’ll learn how computers recognize and store these 
types of data. New to this edition, chapter 6 will additionally cover information about 
some born-digital materials that you may want to preserve, such as software, databases, 
websites, and e-mail.

Chapters 7–11 will teach you about the common methods of data storage available 
today, which methods are best for your archive and why, and how the different common 
methods of data storage work on a physical level. Optical disks, magnetic tape, hard 
drives, flash memory, and cloud storage are all discussed in these chapters. Chapter 11 
also provides an overview of how the Internet works. In this edition, floppy disks are also 
discussed, as this is a commonly found data storage method that is vulnerable and is a 
medium that may need to be addressed in some archiving projects.

You’ll need some equipment for any digital archiving project, even if it is merely a 
computer and monitor, and so chapter 12 provides an overview of basic equipment that 
you may need for your project, explaining what you may need and situations in which 
certain types of equipment are optimal. You will also learn a little about some of the types 
of software you may need.

Metadata is an important part of any project and is key to making data usable and 
accessible, and so chapter 13 will discuss what metadata is and why it is necessary. It ad-
ditionally addresses concerns that you may have about how patrons access your files and 
how much access they should have. Chapter 14 helps you avoid legal issues in regard to 
copyright law, and chapter 15 teaches you about the limitations of digital archiving. At 
the end, you’ll review the important parts of this book, putting it all together in chapter 
16.

 Using This Book

It’s often assumed that everyone has experience with computers. If you do not, don’t 
worry: this book does not make assumptions about your skill level. If you can type a 
word document, open an image, send an e-mail, and do a web search, you probably know 
enough to use this book. If you want to create databases or put your collection online, 
these are a little more complicated tasks, but anyone can create a digital backup of nearly 
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any kind of information and store it under safe conditions to preserve it for the future. 
Even if you do feel like you’re comfortable with technology, this book seeks to enrich your 
knowledge, giving you a deeper understanding of what is happening when you interact 
with a computer and when you use some common technology, such as cloud storage 
services and social media services.

While this book aims to cover a wide variety of topics, it will not tell you everything 
that you need to know for your archive. Every archive is different, and so it would be quite 
difficult for a single book to cover every situation. Instead, it will provide basic informa-
tion that you can use to get started or to get a basic understanding of digital archiving so 
that you can learn more. 

You do not have to be a librarian to use this book. You could, for instance, be trying 
to preserve a family history, or you may want to create a local genealogical collection. 
That’s okay, too. This book will guide you, step-by-step, through all the basic information 
that you need, explaining computers, files and file types, and how to make your collection 
accessible.

You do not have to read this book in order. If a chapter is irrelevant to you, you can 
skip it. For instance, if your archive has no audio media, you might want to move ahead 
to something more relevant to you. If something is of particular importance, you can skip 
ahead to that chapter. For instance, if you have questions about copyright, you can skip 
ahead to chapter 14. If something was covered in an earlier chapter that you would need 
to know to fully understand what you are reading, this will be noted for you. However, 
the concepts in the book build on one another, so reading in order is recommended. 
Even if you think a chapter isn’t relevant to you, you never know what kinds of ideas and 
inspiration you might get from learning more about the possibilities of digital archiving.

Understanding computers is easier than it seems, and creating a digital archive doesn’t 
need to be intimidating. Anyone is able to make a difference, helping to preserve both the 
past and the ever-changing digital nature of our present.
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Why Use Digital 
Preservation?

IN THIS CHAPTER

 P What is digital archiving?

 P What is the difference between digital archiving and traditional archiving?

 P What are some current large digital archiving projects?

 P How can you start your own digital archive? What do you need?

 P How should you use this book?

W hat is an archive? And, for that matter, what’s the difference between an 
archive and a library? It’s a question that’s a little trickier to answer than 
you might think. It’s essentially a collection of materials that are stored and 

maintained and are intended for others to use, but not to own or purchase. But which 
does that sentence describe: an archive, or a library?

As you might suspect, in the past, the concepts of an “archive” and a “library” were 
pretty much the same. Probably this is because books were massively expensive and rare, 
since they were written and illustrated by hand. There might be only one copy of a book 
in existence, as well, and such a book would be extremely valuable. If a person could afford 
to have books, then that person would also be able to afford the expenses involved with 
storing and maintaining those books, blurring the line between a library and an archive.

Over time, however, the cost of books has gone down and their accessibility has 
gone up. Libraries are now less involved with maintaining information, as an archive is, 
and are more interested in distributing it. Libraries even have to make decisions about 
which items are worth keeping in the library and which should be weeded out. There are 
books around today that are not valuable, or that have so little value that they can’t even 
be given away; consider outdated encyclopedia sets, for instance. There are instructions 
on the Internet for art and craft projects that describe how to turn old books into things 
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such as lamps and tables, and there are people who fold or carve the pages of books in 
order to turn a valueless item (at least as far as the ability to sell it goes) into a work of 
art. This was pretty unthinkable not that long ago, which may be the reason for the need 
to distinguish between a library and an archive now—at least in part.

An archive is different from a library in that the point of an archive is to preserve 
materials from the past—in essence, to save a record for the future. Archives don’t weed 
the same way that libraries do, and archives don’t consider items to lack value, because 
everything created by a culture is a record of its past. Information in an archive does not 
become outdated.

The word “archive” probably evokes the imagery of old books and papers, yellowed 
and covered in dust. What an archive really stores, however, can be much, much more 
varied. Again, the point of an archive is to preserve the past for use in the future, so any 
artifact from the past that has relevance could potentially be stored in an archive.

There is a lot of information available about the past owing to the efforts of archives. 
For example, we have information about notable people and events from the past because 
it was common to write letters, and these letters reveal useful information about those 
people and events. Letters are one of the many things that are stored in archives.

But what about now? Most people don’t write letters anymore to inform their friends 
and relatives about themselves and their lives. This is more likely to be done using e-mail or 
texts, rather than through letters, which could take days or even weeks to reach the recipient.

You would, of course, want to store the information in e-mails and texts in your ar-
chive. People who will be considered of historical relevance in the future are writing to 
others via e-mails, sharing their thoughts in the form of blogs and vlogs, or even social 
media. The invention of the Internet and the World Wide Web has been revolutionary 
for people to share information with one another.

E-mails and texts and other forms of online communication are not the same as let-
ters, though. You can’t keep them in a box and take them out to examine them, as they’re 
ephemeral, intangible. You could, of course, print them out and keep them in a box if you 
wanted to, like a normal letter, but this is clumsy and difficult. Digital communication 
allows for things that have no tangible equivalent. Suppose that the e-mail has an attach-
ment? A link to a website? An animated GIF image? How will we learn from these types 
of communications hundreds of years from now?

This is where the concept of digital archiving comes in. The idea of digital archiving 
can refer to a couple of different things, but basically it refers to these:

• Converting tangible materials to digital ones (like scanning a photograph), usually 
to either preserve the original or to make distribution easier.

• Storing materials that have no tangible form (like the aforementioned e-mails). 
These are known as born-digital materials.

• Storing materials that are somewhere in between these concepts—for example, a 
CD containing software sort of has a physical format (the disk), but it’s really more 
digital in nature. Software is also something that can be archived.

Digital archiving has recently become prominent among librarians and archivists for a 
few important reasons:

• In the past, computers were too large, expensive, and slow to make digital archiving 
viable. Only large companies and organizations could use computers for large 
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amounts of data storage, and even then, the amount of data that could be stored 
was tiny compared to what is possible now.

• Modern computers and the equipment needed to create a digital archive, such as 
scanners, are affordable and easy to obtain today, even for an archive with a very 
small budget.

• Owing to the rise of personal computers as everyday items and the rise of the 
Internet, more and more information is being created that has no original physical 
format and is solely digital in nature. This information is quite vulnerable for rea-
sons that will be explored later and, therefore, archiving efforts are needed in order 
to preserve the history being made right now.

• Also owing to the rise of personal computers and the Internet, your patrons are 
expecting to have the information that they desire rapidly and possibly without 
ever entering your archive. For example, a college student can now write a perfectly 
good research paper without leaving his or her dorm room using resources such as 
online databases, journals and magazines that post articles online, e-books, text-
books, and blogs written by professionals.

So, digital archiving is a trend, but it’s not trendy, and unless everyone spontaneously 
decides to stop using computers and the Internet, it’s something that will need to be ad-
dressed more and more in the future as more and more digital materials are created and 
people continually turn to the information that can be found online rather than what can 
be found inside a building.

At this point, though, you may be wondering why it is necessary to have an entire 
book devoted to digital archiving. Isn’t it just like regular archiving? In some ways, yes, it 
is, and in some ways, it’s quite different.

 Archiving

People have been attempting to record information for millennia. Images, which can be 
a form of recorded information, have been around as a form of communication for tens 
of thousands of years. Images are nice in that they don’t require a particular language to 
understand the meaning, but on the other hand, they can’t be very specific about meaning, 
either, and so something more precise than a picture needed to be created. Sometime in 
4,000 BCE, people were using small tokens to indicate numbers or amounts of goods, 
which were very important for a developing economy and civilization. Writing as it is 
understood today followed not too long after that, allowing for detailed records to be kept 
(Valentine, 2012).

Ever since then, writing has been a major form of sharing information in different 
civilizations across the world. Consider the Internet, for instance, which has an unprec-
edented amount of written information (and other forms of information, too, such as 
videos, photographs, etc.) that can be shared nearly instantly all across the globe.

As mentioned before, libraries are limited in that they are physical spaces. There are 
only so many materials that a library can store within a building. An archive, too, can only 
keep so many materials simply because there is only so much space to keep the materials.

It may be sobering to archivists, then, to think of preserving the massive amounts of 
written materials, images, sound recordings, and other materials that exist, since you can’t 
save everything. You’ll always be limited by the amount of space and time that you have, 
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your funding and other resources, and the number of people you have to do the work of 
preservation.

This limitation changes somewhat with digital archiving, though. There’s a reason 
people prefer things like e-mail and digital photography over regular mail (snail mail) and 
printed photos. You can save huge amounts of information using the technology available 
today, but physically, it will take up practically no space at all.

As an example of just how much the technology of today can store in comparison 
to that of the recent past, the floppy disk was the main method of storing data outside a 
computer not very long ago (it’s since fallen largely, but not entirely, into disuse). A typ-
ical floppy disk could store about 1.44 megabytes of data (you’ll learn more about what 
exactly this means in the next chapter). By contrast, many modern storage devices can 
hold terabytes of information, a not uncommon amount for current computer hard drives. 
A terabyte is 1,048,576 megabytes of information.

So, suppose that you were able to store one high-quality image on that floppy disk. A 
modern external hard drive could hold about 728,178 images of the same quality—more 
than most people will ever need. But for you, the need to store that many images could 
well be within the realm of possibility. Remember, this is part of why digital archiving 
is becoming much more prevalent: Storing 728,178 floppy disks would be exceptionally 
inconvenient, not to mention that it would be expensive to buy that many floppy disks. 
But buying and storing one hard drive that stores a terabyte of data is not difficult at all.

Think of things this way. You could have a paper version of a book, which will take 
up a couple of inches of shelf space. You could also have a CD with the same information 
on it, but in a digital form. CDs are a fraction of an inch in thickness, and the scenario 
of a CD only holding one book is an inaccurate situation—a CD could hold quite a few 
books, depending on how long they are, what kinds of files they are, and whether or not 
they are illustrated. The digital copies of items take up far less space than the tangible 
ones.

What this means to you is that going digital brings you closer to the ultimate dream 
of an archivist: saving everything. But before you get too excited, you need to remember 
a few things. Digital archiving is not the same as traditional archiving. If you’re trying to 
turn a physical collection into a digital one, then this is a very time-consuming process, 
even if you have the best and most optimal equipment for your particular collection. It’s 
also rather dull and tedious work. So, you’ll be restricted both by your available staff and 
by that ever-limiting factor: time.

If you are preserving materials that are born digital (have no original physical format), 
things can get complicated. You’ll be working with digital files, which need appropriate 
software programs and equipment to use. This will require making some important deci-
sions about what formats you’ll want, whether converting files to another format is appro-
priate, and more. Some file formats are easy to understand because they have an obvious 
physical equivalent (a JPEG file is a picture, like a photograph, an EPUB file is an e-book 
or an electronic book). Some are not (for example, a CSV file is a set of information that 
is separated by commas and can be imported into a program to upload data).

Understanding rights can be messy with digital materials, as well. Some software 
formats are proprietary, and some are not. The operating system required to run programs, 
which may be important depending upon what you archive, is typically proprietary. Dig-
ital materials may be under copyright law, and born-digital materials may have their own 
rules regarding copyright, a topic that will be explored later in this book.
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There’s another issue, as well. Archivists traditionally work at preserving physical 
items. Though writing has been around for thousands of years, no one’s created a truly 
stable method of saving information, though some people and organizations have made 
an excellent effort. There’s still a struggle to prevent written materials from decomposing. 
But no matter what kind of material you use to record information, it is all subject to 
decay. The various writing materials of the past—such as papyrus, bark, paper, and parch-
ment—are all subject to decay or damage caused by the passage of time. Even materials 
that one would think are nearly impossible to damage or would withstand the test of time 
are deceptively delicate. Clay tablets can be eaten by worms, strangely enough. Stone can 
break, crumble, or simply wear away. Metal is subject to corrosion (Kathpalia, 1973).

Electronic information is no more stable than any of these. In fact, it’s even less stable. 
A book printed on acidic paper (the bane of archivists everywhere) has a longer projected 
lifespan than stored digital materials (Lazinger, 2001). And, as mentioned before, digital 
and physical archiving are not the same.

Consider this: archivists know a lot about how to keep a book from falling apart. All 
the typical ailments of a decaying book have treatments: rot can be stopped, for instance, 
and pages and covers can be glued back together. If you have a book with acidic pages, the 
pH can be altered with chemicals. There are quite a variety of materials and methods that 
can be used to preserve all kinds of information with physical formats. After all, archivists 
have had thousands of years to perfect the art, and there’s been a continuous production 
of new material during that time available for experimentation. You can easily determine 
that something is wrong with an item like a book from a visual examination, and address 
it accordingly. This is not true for digital materials.

The bits and bytes of a digital item are not as easy to deal with as tangible items. 
You can’t touch them. You can’t stitch a corrupted file back together or add a chemical to 
prevent a file from decaying. While computers are a part of everyday life for many people 
and become more user friendly all the time, understanding exactly what they are and how 
they work is not so simplistic. Even an expert might struggle to understand what is wrong 
with a file that has gone bad.

It’s not as easy to determine what is wrong with a storage device for digital items as 
it is with tangible ones, nor is it so simple for you to fix it yourself. Part of the challenge 
of dealing with digital materials is determining how to preserve information that doesn’t 
exactly have a physical format, information that doesn’t depend upon the preservation of 
a specific object, or even information that has never had a physical format.

The difficulties with digital archiving will be discussed somewhat throughout this 
book and will be explored in-depth in chapter 15. But for now, consider the positive 
aspects of digital archiving. It’s an excellent space saver, and your collection will likely see 
more use if you digitize it, especially if you make it available over the Internet. Even if 
you don’t and you make your digital collection solely available inside your archive, your 
patrons will very likely appreciate a digital collection, particularly if you work to make it 
easily searchable, a topic that will be touched upon in chapter 13. Searchability greatly 
improves the speed with which patrons will be able to locate meaningful information in 
your collection.

Even if you don’t want to make your collection available to the public at all, a digital 
archive can be useful and of great benefit to future generations. It can serve as a backup 
to your physical collection, for instance, or, you may simply want to contribute to the 
overall goal of preserving a culture that is becoming owners of bits and bytes or usage 
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rights rather than physical objects. There are many benefits to wanting digital collection 
for your archive, and many ways in which it will benefit others.

 Goals of a Digital Archive

While there are many organizations creating digital archives right now, the ultimate pur-
pose for each program may not be quite the same. Therefore, you may need to approach 
things a bit differently based upon your collection, the goals of your archive, and, to some 
extent, your philosophies in regard to what an archive should achieve.

It may be that you just want to make your collection more available to the public, 
which is a simple goal with a clear and useful purpose for your archive. For example, sup-
pose that your archive has a lot of genealogical records on microfilm. Microfilm is really 
handy and is a great space saver, but it’s tedious to use and to both locate and put back into 
place. You could scan the images on your microfilm reels and create digital images instead, 
which don’t have to be filed away and can be retrieved with a keyword. If your collection 
is available online, you might find that your patrons are not only increasing in number, but 
are coming from places far away from your archive. This particular scenario might mean 
fewer patrons physically coming in through your doors, so you’ll need to think about 
how to show that your archive is getting plenty of use when it comes to getting funding. 
Though this is a common scenario, there are many other goals that you could have.

Are you interested in preserving the vast amount of information that is available 
through the Internet? In the past, to share information, you’d need to print a book, flyer, 
newspaper, newsletter, or similar item that was limited in number and could be kept as 
part of an archive. Now, many websites make publishing all kinds of materials online 
easy and accessible—and not just written materials, either. YouTube, for instance, makes 
it possible for anyone to share videos of nearly anything, while services like Instagram 
make it possible to share photos. Anyone can make something and share it with the world 
through the Internet. Is it the goal of your archive to preserve this kind of information?

Information disappears from the Internet without a trace on a daily basis for reasons that will 
be explored in several chapters throughout this book. If a website is removed by the owner and 
there is no backup, it has effectively vanished from the world. Errors can cause information to 
disappear, too. For example, the once very popular social media site MySpace allowed its users to 
upload their own music, a way for musicians and bands to share their work. In 2019, as part of 
a server migration issue, files for 50 million tracks were permanently lost (Van Sant, 2019). Due 
to the efforts of the Internet Archive organization, 450,000 of these songs were archived and still 
exist (Howard, 2019). Any artist who was not part of this small archiving project and relied on 
the MySpace service to store their songs, however, is simply out of luck. The efforts of archiving 
organizations can help prevent these types of cultural losses that can arise from the precarious 
nature of web-based storage and services and from problems that modern technology can face.

More information is being produced every day than can be meaningfully sorted and or-
ganized by librarians, which makes attempts at archiving it a challenge. The difficulty is 
made even greater by the fact that some people steal materials from others online, effec-
tively creating illegal duplicates of the same information, or the fact that people can easily 
change, move, or erase information that they have created. Do you want your archive to 
be part of an effort to organize, track, and record this kind of information?
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As an example of a similar possible goal, if your archive is part of a university, you 
might want to collaborate with the IT department to archive web pages created by the 
faculty or to organize and create backups of papers written by professors. If something 
ever goes wrong with your university’s servers or faculty members stop maintaining their 
pages or move on to another university, you have the information that they created and 
can put it back online if desired. You’ve probably encountered a “dead link” before, or a 
link that used to go to a web page but the page is no longer there. Your archive could 
address issues like this by preserving web pages.

Another problem with digital information is the fact that it’s so easily changed. It’s 
impossible to accidentally erase a book out of existence, but it’s quite possible to destroy 
an e-book in this manner in just a few seconds, leaving nothing of the original. It’s also 
impossible to go in and erase a paragraph out of a book (even the most meticulously 
placed Wite-Out will leave a noticeable gap on the page), but this is perfectly possible 
with an electronic document, leaving no one the wiser. Are you interested in ensuring 
that born-digital materials have a backup to protect them against accidental loss, or that 
they have a master copy to which they can be compared for integrity? The second goal is 
one that’s actually being addressed right now, and will be discussed further in chapter 15.

Though being changed or erased will obviously make information unavailable, there’s 
another scenario in which data can be lost: obsolescence. This is one of the most difficult 
issues in regard to digital archiving and will be addressed throughout the book—par-
ticularly in chapter 15. You’re probably aware of some computer technologies that are 
considered obsolete, such as 8-inch floppy disks, 5.25-inch floppy disks, punch cards, and 
some forms of magnetic tape.

Your archive may be interested in ensuring that data does not become obsolete due to 
file formats or equipment that is no longer practical to use. This would mean focusing on 
transferring information from old methods of data storage (like a floppy disk) to ones that 
are more current or converting old file formats to new ones. This is a more abstract goal, 
in a way, because your archive doesn’t necessarily gain anything or achieve better patron 
access by moving files around. However, it’s a very important goal. Much information has 
been lost during the rise of computer usage as a method of information storage due to 
obsolete methods of data storage or by not properly caring for methods of data storage.

As a rather infamous example of this happening, the 1960 census was recorded onto 
a UNIVAC tape drive, which was probably efficient at the time; computers are excellent 
when it comes to efficiency. However, when the U.S. Census Bureau attempted to access the 
stored files a mere sixteen years later, it was discovered that they could not be accessed due 
to the fact that the UNIVAC tape drive was now obsolete. While the Bureau was able to 
transfer most records onto new tapes, not everything could be recovered (Lazinger, 2001).

POSSIBLE GOALS FOR A DIGITAL ARCHIVE

• Making it easier to access the archive’s information
• Preserving modern digital culture and information
• Assisting other archives with their preservation projects
• Protecting a collection that is unique to your organization
• Making information available while protecting the original object from 

wear caused by use (like digitizing a book)
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If your archive decides to focus on this as a goal, then it’s certainly a useful and 
worthwhile one. Regardless of what you do, though, guarding against obsolescence is 
something that you’ll need to address in order to protect your collection, and so while 
this might not be the major focus of your project, it is something that will need to be a 
part of your plans.

 Digital Archives

If you create a digital archive, you’re certainly not alone in your project. There are a variety 
of organizations that are attempting to preserve all kinds of materials. When you begin 
planning your archive, you can look to these organizations for guidance by seeing what 
they preserve and how, or even asking questions. There are many digital archiving projects, 
and this book will touch on just a few of the ones that may be of particular interest to you.

If you haven’t heard of it already, American Memory, which is part of a larger project 
known as the National Digital Library, is something that is sure to interest you. The aim 
of this program is to digitize the Library of Congress’s historical collections and make 
them available to the public. While the program originally distributed their digitized 
materials via CD-ROM and gave copies to schools and libraries, the cost of this method 
became prohibitive. Today, the collection is available to the public via the Internet, which 
is much less costly and much more convenient to patrons. The collection holds a wide 
variety of materials, such as sound recordings, photographs, maps, sheet music, videos, 
and writings (Library of Congress, n.d.).

Apart from having an interesting online collection, the Library of Congress is a good 
place to turn to in general for ideas about how to preserve your information. The Library 
of Congress has many recommendations online for good file formats to use for preserving 
digital materials. If you don’t quite understand what that means or implies, this will be 
covered later in this book.

Another interesting example of a large-scale project is the Internet Archive. It is 
exactly what it sounds like: an archive of the Internet. While not fully complete (such 
a thing would be nearly impossible), the project records and archives many online web 
pages, something that may prove to be useful to historians in the future—or possibly 
even now. However, they don’t just store web pages. The project also stores many other 
materials, including digitized text, audio, and video files (Internet Archive, n.d.).

The Internet Archive promotes itself as an “Internet Library,” and in a way it is, but 
there are a growing number of these today, with many projects attempting to fulfill the 
same ideal. For instance, Project Gutenberg is yet another digital archiving project. This 
project’s main aim is to digitize classic literature and make it available to the public. Liter-
ary works that are no longer under copyright in the United States are digitized and made 
freely available to U.S. citizens (Project Gutenberg, n.d.). Works like Frank L. Baum’s The 
Wonderful Wizard of Oz and Louisa May Alcott’s Little Women are among the numerous 
offerings available through this project.

All kinds of things can be archived, so if you have an unusual collection or a very 
specific goal, this should not deter you from making a digital archive. For example, the 
National Digital Newspaper Program, which is a program that is part of a partnership 
between the National Endowment for the Humanities and the Library of Congress, 
has an extremely specific goal: provide Internet access to historical newspapers from all 
across the United States as well as information about those newspapers. A variety of 
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organizations participate in building the collection by digitizing their archival newspaper 
collections and contributing both the files and information about the newspapers to the 
program (The National Digital Newspaper Program, 2019). This is something you may 
want to consider, as well, while you read this book: if you have similar goals to another 
archive, archives, or an organization, you may want to collaborate, or you may want to 
consider participating in a larger program.

 Starting a Digital Archive

You may be starting completely from scratch with your digital archive. That’s okay; this 
book assumes that you don’t have a program or that something about your program could 
use an overhaul. But you may be wondering if you really have the things that you need 
to get started; for instance, you may wonder if your budget is capable of handling this, 
if you have enough people to devote to the project, or if it will take too much time away 
from your other projects.

There’s a lot of confusion when it comes to digital archiving. The standards that you 
should follow aren’t particularly clear. There are multiple groups out there with sugges-
tions for how you should go about things, such as which computers you need to use and 
at what resolution you need to scan items. Some of what these groups have to say is very 
confusing. Part of the problem, too, is trying to make standards for creating digital in-
formation when the software you need and the capabilities of computers keep changing 
every year.

Looking at what other people are doing and investigating standards for data creation 
is a good thing. However, the truth of the matter is this: You can make a digital archive 
with a fleet of brand-new computers, hoards of cameras and scanners, the latest software, 
and magnetic tape recorder with a state-of-the-art robotic tape-retrieval system. You can 
also make a perfectly useful archive with an older computer, a scanner, some software that 
you downloaded free off the Internet, and an external hard drive that you got from an 
office supply store. Everything depends upon what you have to work with and what you 
need to get done. When you read this book, keep the following issues in mind regarding 
your archive:

Budget. What kind of a budget do you have to work with? Do you have a lot of 
money, or will you need to make do with what resources the archive already has available? 
Do you have a donation that will give you a one-time opportunity for equipment that you 
may not be able to replace soon?

Timeframe. Are you on a time limit, or do you have an indefinite amount of time 
to add to your collection?

Scope. What kinds of things do you want to archive? Books, music, images, web 
pages, software programs? Are you preserving the past or the present?

Staff. How many people are available to work on your project? Do you have armies 
of student workers at your beck and call, or will it only be you working on this project?

Collaborating. Do you want to collaborate with another archive or contribute to an 
already-existing project?

There is no answer to the above questions that will indicate that you don’t have the 
means or ability to create a useful digital archive unless it is that you do not and cannot 
have computers and you don’t have any time to spare for someone to work on the project. 
Those are the two things you must have: a computer and a worker (and the worker may 
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be you). Thinking about these questions as you read, however, will help you make some 
decisions or determine if a proposed method of data storage is not for you.

A single, untrained person can make a usable archive. There are instructions online 
designed to assist people doing personal genealogy so that they can create a digital ar-
chive, and if you are, in fact, a genealogist making a personal archive or if you are working 
at a single-librarian archive or library, this book can help you, too. While it’s obviously 
optimal to use the best equipment and resources available and to use the standards indi-
cated by groups researching the topic, sometimes that’s not possible. Your ultimate goals 
should be to create a digital archive that suits the needs of your organization and your 
patrons. If it meets your needs and is accessible, then you’ve reached your goals.

 Key Points

• Digital archiving is a relatively new trend among archivists and librarians that will 
become more prevalent and more important as time goes on and society relies 
more and more on information that is solely digital in nature.

• Digital archiving offers many benefits to you, your archive, and your patrons, al-
though there are drawbacks as well.

• Though the goal of preserving the past and present for the future is the same with 
both digital and traditional archiving, how you should approach achieving your 
goal is different.

• Digital archiving can have a variety of different goals, and a single project may have 
multiple goals.

• The scope of a project may be limited by your resources, but it’s possible for nearly 
any archive to create a useful digital collection.

In the next chapter, you’ll begin to learn about computers—including an overview of 
what they are and how they work in general—as well as learn some of the common 
terminology in regard to computers. You’ll also learn about many of the physical compo-
nents of a computer and what features you can look for in order to purchase the optimal 
machines for your archive.
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How Do Computers  
Store Information?

IN THIS CHAPTER

 P What is a computer?

 P What is binary, and why is it important in computing?

 P What are the basic units of data storage?

 P What are the basic parts of a computer?

 P How do you choose the best computers for your archive?

In modern times, a lot of people start their day by waking up next to a computer. They 
go about their day with a computer (often using more than one computer), and then 
spend their evenings with a computer, as well. In fact, for a lot of people, not doing this 

is such a novelty that there are a plethora of online articles written by people document-
ing their experiences with “going off the grid,” or trying to live without the convenience 
of apps and social media.

Of course, this is generally a reference to smartphones, which are essentially very 
small, very portable computers. The invention of the smartphone has really changed the 
relationship between users and computers, making the computer not an item merely for 
work, but an item that is often essential for everyday life.

Computers are indeed pretty ubiquitous these days. They’re even in devices that you 
might not recognize as being a computer at all; for example, a microwave contains com-
puter-like components. Some modern coffeemakers have computer components. Most 
modern sewing machines are at least partially computerized.

While some people take little note of these tiny computers, others use computers to 
control many things in their everyday lives. For instance, some people have decided to 
have “smart homes,” in which aspects of their environment have computer components 
and can be controlled with software, such as the heating and air or the lighting.
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As computers become tinier and more omnipresent, the difficulty level in operating 
one of these devices is diminishing, as well. While he or she may not really understand 
what they are doing, even a toddler can master the “swipe and tap” interaction of a smart-
phone or tablet, and many parents use this technology to entertain their children because 
it is so easy to use.

There really is no need to understand how a computer works to use one. However, if 
you are going to be working with materials that are digital in nature you may find that a 
deeper understanding of the operation of a computer makes it easier when you need to 
make decisions or when you run into problems, and so this chapter will discuss some of 
the basics of computer operation.

Many books on the basics of computers start with a history of computers, oftentimes 
beginning with a discussion of the abacus. This may seem like an odd choice, given that 
the abacus really doesn’t resemble a computer at all. Certainly you can’t text anyone with 
an abacus, and Google is not abacus-compatible. So, if an abacus is so unlike a modern 
computer, then why do so many books include a mention of them just before discussing 
devices that do seem much more like a modern computer?

It’s better not to think about how an abacus is like a computer, but rather how a 
computer is like an abacus. An abacus is a set of beads on posts that can be moved up 
and down to help the user make calculations quickly. It is a calculator. Likewise a com-
puter is, in essence, a glorified calculator. The basic definition of a computer is that it is a 
device that can compute, or make calculations. The word can even refer to a person who is 
making calculations, “one who computes,” which means that it’s the calculations that are 
the essence of what a computer is.

You may be thinking that you don’t really use a computer to make calculations. You 
use it to check your emails, or listen to music, or play games, or a wide variety of other 
things. However, from the computer’s perspective, everything is numbers. The characters in 
the text of your email are numbers, and the address it goes to is another string of numbers. 
The notes of music you hear are stored as numerical values, and the colors in the images 
in a game are also stored as numbers. Every function that a computer does is essentially a 
calculation—it’s just that the user doesn’t recognize it that way because the results of the 
calculation do not look like what we think of as calculations.

Again, while a typical archivist doesn’t need a computer to make complex calcula-
tions, knowing a little about how a computer works and how it interprets data is helpful 
to understanding what digital information actually is and how it can be kept safe. This 
chapter will cover some of the basics about how a computer works, starting with a brief 
discussion about how computers view data, and will then explore the components of basic 
computers. When you need to purchase computers, either for yourself or for your patrons, 
there’s a lot of jargon that gets thrown around, most of which involves non-intuitive 
numbers and acronyms for the hardware that you find inside a computer. Knowing what 
these parts are and what they do can make decision-making much simpler, and also make 
it easier to purchase computers that are optimal for your archiving projects.

 The Binary System

So, how exactly do computers process information? While you might see an image of a 
bunny or a sunset on the computer’s monitor, there isn’t a tiny picture of a bunny or a 
sunset inside the machine. If you listen to a song, there isn’t a miniature copy of a band 
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inside the computer (although that might be more interesting). As mentioned before, 
everything to a computer is numbers. A computer can assign a numerical value to a color, 
for instance, and all the numerical values for colors can combine together to make that 
aforementioned bunny picture.

Modern computers work in binary, which means that they only use two numbers—
ones and zeroes—to make all their calculations. In movies and TV shows and other me-
dia, artists and directors might use screens of ones and zeroes to symbolically represent 
“incomprehensible computer technology stuff.” But that is, of course, not what the inside 
of a computer looks like.

From a computer’s perspective, there aren’t even ones and zeroes. The calculations in-
side a computer are actually done through high and low frequencies of electricity. A high 
frequency represents a one, or “on,” and a low frequency is a zero, or “off.” Think back to 
the abacus example. The beads symbolically represent different numbers or multiples of 
numbers. So, in a computer, pulses of electricity also symbolically represent numbers, but 
there are only two possibilities: one and zero.

A computer doesn’t “know” what a one or a zero is any more than an abacus does, 
either. A computer is not capable of understanding these concepts; all a computer can do 
is follow commands programmed by a human, who does know what the concepts of one 
and zero are. What a computer can do is detect high and low frequencies, which humans 
interpret as ones and zeroes. A modern computer only seems more complex than an aba-
cus because it can do so many calculations in a short period of time, which it does through 
the use of the binary system. Binary means two, referring to the two possible numbers in 
the system, one and zero.

But a computer doesn’t have to use binary at all. It’s possible to create a computer that 
uses the much more familiar decimal system, or an octal system, or a hexadecimal system, 
or essentially any system at all. In fact, the people who designed early models of comput-
ers attempted to have values of 0–9, and even to have letters represented in transistors. 
It was only in 1940 that the current binary model was even proposed (Andrews, 2006).

People tend to prefer the decimal system, which uses the numbers 0–9. So, why 
would you want to program a computer to use a system that’s not intuitive to human 
users? The reason is that the binary system is easier for computers to handle. Remember, 
the ones and zeroes for a computer are pulses of electricity. From a computer’s perspective, 
this makes things very easy to interpret. Anything with a high frequency is a one, and 
anything with a low frequency is a zero.

If a computer engineer used a number system with eight numbers instead, for exam-
ple, which is an octal system, this would require the computer to be able to detect a wide 
variety of signals. It would need to be able to detect whether an electrical signal is low, a 
little higher, a little higher than that, and so on for eight different frequencies. That leaves 
a lot of room for inaccuracy and interpretation on the part of the computer. As mentioned 
before, computers don’t “know” anything, and so they can’t make guesses the way that 
a human can about information, either. For instance, a human can make a good guess 
about the true meaning of a misspelled word, whereas all a computer can do is consult 
a program and provide some likely matches (a process that leads to the often comical or 
frustrating results of autocorrect programs on tablets and smartphones).

A binary system doesn’t need guessing. It reduces things to essentially yes or no. Is 
the frequency high, yes or no? Is it on or off? There is no “sort of on” for a computer to 
interpret. So, even though it’s not intuitive for humans, using the binary system greatly 
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improves the accuracy of the computer and leaves little gray area for interpretation. It 
also helps when the electrical signal needs to be strengthened. Even over an area as short 
as an inch, the electrical signals can begin to degrade, losing the distinction between the 
high and low frequency. This means that, as the signals travel around the computer, they 
can lose their strength. If there are only two possibilities, this signal can be “reclocked,” 
or reset to the original frequencies, thus eliminating data loss. Doing this to a signal that 
has multiple interpretations is difficult or even impossible without data loss, whereas 
strengthening this “yes/no” signal is much easier (Dale and Lewis, 2013).

Binary can represent and calculate any number at all with just two numbers. The set 
of ones and zeroes 110001 is equal to 49 in the familiar decimal system. The two numbers 
are really the same thing and mean exactly the same amount, it’s just that the system of 
representing it has changed. To show you how this works, table 2.1 has the decimal num-
bers 1–10 and their binary equivalents. 

Table 2.1. Decimal and Equivalent Binary Numbers

BINARY DECIMAL

1 1

10 2

11 3

100 4

101 5

110 6

111 7

1000 8

1001 9

1010 10

In school, when you first started learning about math and numbers, you almost cer-
tainly learned about “places,” or the “slots” used to represent and understand numbers. 
Thinking back on this can help you with understanding how binary works.

Suppose that you have 2,156 items. You know, intuitively, that this number does not 
mean that you have a set of 2 items, a set of 1 item, a set of 5 items, and a set of 6 items 
for a total of 14 items. You can see this number as meaning that there are two thousand, 
one hundred and fifty-six items present. That’s because you know that each of the places 
for each number actually represents a multiple of a number, not the number itself. For 
example, the number 2156 is broken down as follows:

2 Thousands
1 Hundreds
5 Tens
6 Ones
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When in the tens place, five doesn’t mean five. It means five multiplied by ten, or fifty. 
The one in this example is not one item—it’s one set of one hundred items. Binary can 
be thought of in exactly the same way, but it doesn’t have the same places. For instance, 
the number 1011 has these places:

1 Eights
0 Fours
1 Twos
1 Ones

This number isn’t 3, nor is it 1,011. It has one set of ones, a set of twos, no sets of fours, 
and one set of eights for a total, in the decimal system, of 11. While the places for deci-
mal numbers keep going up in multiples of ten, for binary, each new place is double the 
place before it. So in this sequence, the next place beyond the eights place would be the 
sixteens place.

You can produce any number with the binary system using any type of mathematical 
function, though it gets a little more complex when a computer starts working with dec-
imal places and negative numbers, and all computers are limited in the highest number 
that they are able to calculate (Dale and Lewis, 2013).

Binary can only represent two numbers at a time, and just like in the decimal system, 
it’s necessary to have multiple numbers grouped together to express a larger amount. For 
instance, a person needs the numbers 1 and 9 in order to express the number 19. It’s like 
that in binary, too, and so there are terms in computer design for these larger, more useful 
collections of binary numbers.

 Bits and Bytes

Computers work in binary. So, the smallest unit of information possible for a computer 
is either a one or a zero. The term for this unit is a bit, which stands for the longer term 
“binary digit.” Think of a bit being like a coin—the coin itself is a single unit with two 
possibilities, heads or tails, and a bit also has two possibilities, one or zero. A single num-
ber doesn’t really do much, though, so there are terms for larger groups of bits.

USEFUL TERMS FOR STORAGE CAPACITY

Bit One binary unit
Byte Eight bits
Kilobyte One thousand bytes
Megabyte One million bytes (1 thousand kilobytes)
Gigabyte One billion bytes (1 thousand megabytes)
Terabyte One trillion bytes (1 thousand gigabytes)
Petabyte One quadrillion bytes (1 thousand terabytes)
Exabyte One quintillion bytes (1 thousand petabytes)
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One of the most commonly used and useful of these is the byte, a set of eight bits that 
together form a single unit of information. Why eight? It may seem somewhat random, 
considering that, again, people like to think in tens (probably due to the fact that humans 
come with an easy method of keeping count, ten fingers). However, eight bits is a useful 
unit of information for a computer. Eight bits allow for enough numerical combinations 
to use one binary number to represent every letter of the alphabet in English, including 
both capital and lowercase letters, some characters, and numbers. Eight bits is also handy 
for encoding color information, as you’ll learn in the following chapter. Because eight 
provides a significant number of useful number combinations, eight and multiples of 
eight are used a lot with computer data.

However, a byte is still really a very small unit of information. Talking about how 
many bytes a modern computer is able to store would be cumbersome, because the num-
ber would become very large. That’s why there is usually a prefix to the term “byte,” like 
“kilobyte” or “megabyte.” The term “kilo” means “one thousand,” so there are about 1,000 
bytes in a kilobyte; specifically, there are 1,024 bytes in this amount of data. The exact 
numbers of bytes are rounded for the sake of convenience for both programmers and con-
sumers. When purchasing storage devices, the description of how much it can store on 
the product packaging and what you actually get will be close, but not exactly the same. 
A megabyte, by the way, is about a million bytes, a gigabyte is about a billion bytes, and 
a terabyte is about a trillion bytes.

For a little comparison between these amounts, this chapter has a little over 8,000 
words and uses about 113 kilobytes to store in a digital format. It would take about 8,849 
copies of this chapter to fill a single gigabyte flash drive, which is considered tiny by 
today’s standards.

When digitizing collections, it can be helpful to know roughly how much storage 
space you will have available and how much space, on average, the items you are storing 
will require. This will be useful for determining practical methods of storage as well as 
what standards will be useful to you; for example, a larger digital photo offers more detail, 
but also requires more data than a smaller photo.

As mentioned in the beginning of this chapter, bits and bytes don’t float around 
inside a computer. They are composed of pulses of electricity, and this electricity needs 
actual, physical materials to conduct the signals from one area of a computer to another. 
All computers need the same basic parts in order to do this.

 A Basic Computer

Every personal computer, no matter what kind or which company made it, has three 
basic components: hardware, software, and firmware. Just about anything that makes up 
a computer, short of things like the casing and screws that hold it together, falls into one 
of these three categories. Though these terms sound similar, there is a definite difference 
between them.

Hardware is composed of the parts of a computer that theoretically can be touched; 
that is, they’re usually tangible in nature. Motherboards, hard drives, and RAM chips 
are parts of the hardware of a computer. These are the parts that allow the all-important 
electrical currents to run throughout the device. However, these items all do nothing that 
is of any use without software.
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Software refers to the programs that run on a computer and make the hardware 
components actually do something. The operating system, word processing programs, and 
Solitaire games are all examples of software.

Firmware is a little trickier to define, because it’s a mixture of both of these things. 
Firmware items are physical in nature, like hardware, but have software permanently em-
bedded into the item. ROM chips are a type of firmware. However, firmware items are 
not usually something that concerns an average user and are more important to people 
who program and design computers.

Of these three components of a basic computer, two categories are visible and tan-
gible, the hardware and the firmware. The hardware, or the “guts” of the vast majority 
of personal computers, though, is hidden inside a little metal and plastic box, so many 
people may have no idea of what is actually in there, what it looks like, or how it works. 
Even if you were to see inside, through a clear casing, looking at the parts wouldn’t lend 
much information about how the computer works just by observation. There aren’t many 
moving parts, and those few moving parts are usually hidden inside their own casings to 
protect them.

For all the mystery and complexity involved, the insides of a computer are comprised 
of a rather limited number of items. If you’ve never seen the inside of a computer, opening 
one up can be very educational. While all personal computers are made of essentially the 
same parts, it’s best to look at a desktop-style computer, as more compact models, like 
laptops, require a lot of disassembling to see the parts and reassembling them correctly 
can be difficult (taking apart a tablet or smartphone is certainly not recommended). A 
typical desktop is easy to open and to look at the inside in most instances by simply 
removing a panel, and you don’t need to take it apart to see most of the components. If 
you do want to look at the inside of a real computer, back up your files, take precautions 
against the hazards of static electricity for the safety of the computer, and be sure that 
the power is off and disconnected for your own safety. Never attempt to disassemble the 
power supply of a computer, either; this is a box behind the power socket that connects 
your computer to an electrical socket. Otherwise, opening a computer is typically safe to 
do and, in fact, can be a good thing, as it gives you an opportunity to clean out the dust 
that collects inside. Consult your computer’s help manual for more instructions about 
how to safely clean out a computer to avoid harming the computer or yourself. If you’re 
nervous, though, try working on an outdated or “dead” computer.

TYPICAL COMPUTER COMPONENTS

Central Processing Unit (CPU)

Motherboard

Random Access Memory (RAM)

Read-Only Memory (ROM)

Hard Drive/Solid-State Drive

Ports
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 The Central Processing Unit

One of the most important items in a computer is the Central Processing Unit, or CPU. 
If you open a computer, this item may not be visible to you, however. This little device is 
typically hidden behind a fan, as the CPU gets very hot and needs to be cooled.

The CPU does all the calculations, interprets all instructions for the computer, and 
coordinates input/output operations. When a user taps a key or clicks a mouse, the action 
gets processed through the CPU, which can then determine what needs to be done. For 
instance, if a user hits “A” on the keyboard with a word processing program open, the key-
board sends a signal that gets processed through the CPU, which ultimately determines 
that what it is supposed to do is to display “A” on the computer monitor.

There is another component similar to the CPU: a GPU, or graphical processing unit. When 
looking at a computer’s specifications, a dedicated GPU is more powerful than an integrated 
one. Integrated means that the GPU is part of the CPU and uses some of its processing power; a 
dedicated GPU is a bit like having another CPU that is solely for processing graphics, improving 
graphical speed and quality. A video card contains a dedicated GPU along with its own separate 
memory, circuit board, heat sink, etc.

Everything that a computer does, all the calculations needed to do anything, is processed 
through the CPU. As a result of handling all those electrical pulses, the CPU heats up 
rapidly. There are a few ways to control this heat inside a computer, and if you look inside 
a desktop or a laptop computer, you may see a fan, which dissipates the heat, or a block of 
metal strips or prongs. The second item is a heat sink, which also helps to dissipate heat. 
Items like tablets or smartphones do not have the space for things like heat sinks, and 
so use other means of controlling heat; this can come at the cost of processing speed, as 
faster processing makes a computer heat up more rapidly.

The fan and the heat sink help the CPU operate safely, but there are a few other 
components of the computer that affect CPU speed or the operation of the CPU.

Heat is actually a major consideration when designing computers, and the ability to dissipate 
heat may be a limit on a computer’s abilities. For example, mobile phones could potentially be 
more powerful than they are using the current technology that exists, but dissipating the heat 
that would be generated by the phone’s components is a problem. One of the reasons that desktop 
computers can be more powerful than things like smartphones and tablets is because there is not 
only more room for more and larger components, but there are more options for dissipating the 
heat created by these components. For example, some systems use water to transfer heat away 
from the components, a liquid cooling system (Gayde, 2020).

Clock

How fast a computer is able to process information is highly dependent on the speed of 
the CPU, and there are several aspects of the CPU that affect the speed. One of these is 
the clock speed. The clock on a computer is not quite like the one that a person checks to 
see when it’s time to go to lunch or when a movie will start. A computer’s clock is actually 
a crystal that vibrates, creating a series of pulses at an extremely high frequency. The pulses 
are carried to all the components of the computer, enabling a computer to synchronize 
its own activities, sending information and stopping at the same intervals. It’s a little like 
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how a traffic light directs the flow of traffic. The CPU can’t have two “cars” entering at the 
same time. The clock ensures that all the data is transmitted in an orderly way.

The rate at which this crystal vibrates is represented in Hertz, abbreviated to Hz. One 
megahertz, or MHz, is a million cycles of this crystal per second. A gigahertz, or GHz, is 
a billion hertz. The higher this number, the faster the computer can function. This number 
is also sometimes represented in MT/s, or megatransfers per second, which is one million 
bytes transferred per second over a bus (Andrews, 2006).

The term “overclocking” refers to the practice of making a CPU run faster than its intended clock 
speed. This can really boost the performance of a computer, but can also generate a lot of heat 
and potentially damage the computer if done incorrectly. Likewise, “underclocking” is running 
a CPU at lower than the intended clock speed, which reduces performance, but also keeps the 
computer cooler and requires it to use less power, which can be helpful in some situations.

Bus

CPUs, along with working at a certain speed that is regulated by the clock, can transfer 
certain amounts of information each time the crystal vibrates. For instance, a computer 
may have a 32-bit or 64-bit processor. This is the number of bits that can be transferred 
to and from the CPU simultaneously; you’ll notice that these are both multiples of 8, the 
number of bits in a byte. The electronic lines that transfer these bits to different parts of 
the computer are known as “buses.” You can almost think of them like an actual bus, driv-
ing information to a certain destination in the machine. If a processor is 32-bit, then it 
can carry 32 passengers (bits) all at the same time. A 64-bit processor can take 64. Older 
machines had smaller buses, but 32 and 64 are common sizes now.

Front Side Bus

The front side bus, or FSB, is sometimes mentioned with a computer’s specifications. 
This is a particular type of bus, which enables the CPU to communicate with the outside 
world. This bus’s size is represented in Hertz, just like the clock, indicating how fast it 
can transmit data (Dale and Lewis, 2013). The front side bus connects the front side of 
the processor to the rest of the computer. There are other buses used with the CPU, such 
as the back-side bus, which connects the processor to the internal memory cache, and 
the internal bus, which enables the CPU to communicate with itself (Andrews, 2006). 
However, the FSB is usually the one mentioned in a computer’s specifications, as it has a 
big impact on the speed of the processor (Dale and Lewis, 2013).

Cache Memory

A CPU has its own memory that is solely for the CPU. This memory is referred to as the 
cache. This is memory that a CPU can use to temporarily store data that has been recently 
processed or accessed, which makes further processing faster. For example, suppose that 
you were reading this book and you had to go and do something else for a few minutes. 
It would be more efficient for you to just put the book down on your desk rather than put 
it away. Cache memory works on a similar principle, temporarily storing data that will 
be needed again soon rather than storing it elsewhere in the computer and retrieving it 
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again. The more cache memory that is available, the more information that can be stored 
in this manner.

Multiple CPUs

There are also some terms that go along with the CPU, like “dual-core” or “quad-core.” In 
older machines, there was a single CPU chip in the machine. However, having more than 
one makes the calculations required for computer function go much faster. 

A speedy CPU makes processing faster and reduces “down time” that occurs when 
a user is waiting for a computer to finish running a program. However, a fast processor 
often uses more electricity and is more expensive. Look at the specifications carefully 
when comparing the CPU on different models; your decision may require some balance 
and compromise to get the optimal combination.

While the CPU does all the calculating for a computer, there are other essential parts 
that largely involve memory storage. The CPU is not able to communicate with these 
parts on its own, however. It needs something else to do this—something that allows the 
results of its calculations to travel throughout the machine, and a way to get the informa-
tion to make those calculations in the first place. That something is the motherboard, the 
largest circuit board in a computer.

 The Motherboard

The motherboard is very easy to spot inside a computer. It typically looks like a large 
green sheet of metal, usually at the bottom or the side of the computer’s casing, with a 
variety of circuits and small plastic pieces sticking out of it. Most or all of these pieces will 
have something plugged into them. Everything in the computer connects to the moth-
erboard at some point, and the motherboard is what enables communication between 
different parts of the computer.

However, it’s likely that not all of the slots will have something plugged into them 
when you buy a new computer. Often, motherboards have room for more components 
than are actually installed during the manufacturing process. This can be a good thing, 
as it enables you to add parts to the computer and allows for some customization. You 
could therefore purchase an inexpensive machine within your budget, then upgrade it as 
funds allow. One of the easiest ways to upgrade a machine is to add more RAM, which 
is a type of memory.

Both laptop and desktop computers often allow for hardware upgrades; if you look at the inside of 
either, you may see empty spaces or slots left with this in mind. Upgrading is more limited with 
tablets and smartphones; is it largely assumed that someone using one of these devices is going to 
be using cloud storage, although some allow for the user to insert an SD card, which allows for 
more data storage space.

 RAM and ROM

RAM chips are long, rectangular objects that fit into little plastic slots on the mother-
board. RAM stands for Random Access Memory. This is temporary memory in the com-

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



H O W  D O  C O m P U T E R S  S T O R E  I N F O R m A T I O N ?   ▲   2 1

puter, the contents of which vanish when the user turns off the power. Another term 
for this is volatile memory. These chips serve a very important purpose in the computer, 
serving as temporary storage for the CPU and containing data until the CPU can process 
it. Once information has been processed by the CPU, the new information can also be 
stored temporarily in the RAM chips. If a person types a document in a word processing 
program, for example, while that person works on the document, both the information 
needed to operate the program and the information about the document itself are stored 
in the RAM chips.

RAM chips store binary values using electrical charges, and these charges need constant refresh-
ing or else they are lost, which is why these chips don’t keep their memory when the power is 
turned off. It is possible to create non-volatile RAM chips, but writing data to this type of storage 
is slower, which makes non-volatile memory impractical for temporary storage. However, this 
may change in the future: new chips developed by researchers at the University of Lancaster 
combine the ability to store data with the quick speeds of the current model for RAM chips 
(Potoroaca, 2020). 

Unlike the CPU, in which more is not necessarily better, having more RAM has a no-
ticeably positive effect on computer function, and more RAM is typically better up to a 
point. If a computer that you are considering doesn’t seem to have enough RAM for your 
needs, find out if the RAM is expandable. Computers don’t always come with as much 
RAM as they can actually use; that is, you may find that there are empty slots for RAM 
chips inside your computer. You can buy more RAM chips and put them into these slots. 
While the computer will need to configure itself to accept new RAM and you need to 
be sure that your RAM chips are compatible with your computer, installing new RAM 
essentially involves putting an object into a slot, and is very simple. Figure 2.1 shows what 
a RAM chip generally looks like.

There are a variety of types of RAM, such as DRAM, SRAM, SDRAM, DDR 
SDRAM, and more. Each type has certain advantages, but it is important to note that 
you may not have an option when trying to upgrade a computer; newer types of RAM 
may not be compatible with older computers.

The benefit of RAM memory for the computer is that the memory is changeable. 
What has been stored in the RAM chips can be erased, altered, or replaced. However, 
memory that is not changeable is also valuable; this is the kind that is present in ROM 
chips.

ROM stands for Read-Only Memory. These chips don’t lose their memory once the 
user turns off the computer, which is essential for the function of the computer and its 

Figure 2.1. A typical RAm chip.
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operating system. For instance, once you turn on a computer, the computer requires 
instructions about what to do next, such as how to look for the operating system soft-
ware. You may have heard terms like BIOS, or basic input/output system, and POST, or 
power-on self-test. These are both programs that run as soon as the user turns on the 
computer. The BIOS is the first program that runs when the computer starts and controls 
communications between components of the computer, such as the keyboard. The POST 
is a test that the computer conducts on itself to ensure that the hardware components 
are functioning properly. The information for these programs is stored in a ROM chip. 
Without this information, a computer can’t do anything at all.

While an essential part of the computer, the ROM chips are typically not an aspect 
that you use to compare one computer to another when making a purchase. However, 
there is another kind of memory that can have a great influence on your decision: the 
long-term memory for the computer.

 Long-Term Storage

In a computer, the RAM chips have temporary, changeable information storage, and 
ROM chips have permanent, non-changing information storage. However, you need to 
have a way to save your data and retrieve it later, but also be able to change it if needed. In 
general, there are two options: a hard drive or solid-state storage. Both types of memory 
will be covered in more detail later in this book.

A hard drive is the more traditional method of storing data in a personal computer 
and consists of a series of platters that rotate at an incredibly high speed. Your data is 
stored in “tracks” on these platters, a little like a minuscule record player, and like a record 
player, an arm moves about the platter to find your information.

A solid-state drive is a little like the even older method of computer data storage, 
transistors. It is formed from a series of microscopic “gates,” which store one and zero 
values as electrons (a one or zero is interpreted as whether or not the gate currently holds 
an electron).

Solid-state storage is rapidly dropping in price and is very appealing in that it is much 
more rugged than a hard drive and can withstand a lot more abuse. Hard drives are pretty 
delicate and can easily be damaged. If you purchase tablets or other portable computers, 
you also do not have an option: they will use solid-state storage because you can make 
the storage device smaller than you can with a hard drive and this is necessary for this 
type of technology. However, hard drives still have their merits, and you will learn more 
about this later.

In both instances, more is generally better. Computers that can store terabytes of 
information are not uncommon at all. However, how important this is to you will depend 
very much on how much information you will need to store locally and whether you will 
use your software programs locally or “in the cloud,” a concept which will also be dis-
cussed in more depth later.

There are many parts inside a computer that enable it to communicate with itself. 
However, this is all fairly useless if the computer is not able to communicate with the 
user, as well. A typical computer has a number of ports, which enable the computer to 
do just that.
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 Ports

A typical computer, no matter what type it is, has at least one port. Whether a computer 
is a tiny smartphone or a large desktop, it needs to have a port, and having more than 
one is much more common. Ports might look like a slot, hole, hole with pins, or a raised 
area with small holes, and they serve an important function—enabling the inside of the 
computer to communicate with the outside world, and vice versa.

In the past, ports were absolutely essential to computer function, as they were nec-
essary for attaching keyboards, printers, monitors, and more. Some computers now have 
integrated monitors, integrated keyboards and mice, and can communicate wirelessly for 
things like printing. However, a port is still helpful, even for wireless devices, as it allows 
direct access between devices and allows the user to view internal files (for instance, you 
can connect a tablet to a desktop to offload files to the desktop). Ports on smaller comput-
ers are typically also used for charging, and the same cord can be used both for charging 
the device and connecting it to other computers, so it is normal for such devices to have 
at least one port (often two, one for charging or connecting and another for headphones).

Peripherals are devices used for communication between the user and computer, with 
the keyboard and mouse being major methods of putting data and commands into the 
computer. The computer in turn can communicate with the user through the monitor and 
other output devices, such as printers. The type, number, and location of ports a computer 
has may be important to you when purchasing materials for your library or archiving 
project, as more ports may be more convenient.

Over the years, there have been a wide variety of possible ports for computers. Some 
have gone largely or entirely out of use, replaced with more convenient alternatives, but 
this section will describe some of the more common ports, past and present, as you may 
be using older computers or may even need to use older technology as part of your proj-
ect. Some common ports on computers (shown in figure 2.2) are:

Universal Serial Bus (USB) ports. These are some of the most frequently found 
ports on modern computers and can enable a vast variety of peripherals to communicate 
with the computer, such as mice, printers, keyboards, cameras, and more. Storage media 
such as flash drives or external hard drives also plug into USB ports. There are actually 
several types of USB ports, with USB A and micro USB being very common at the 
moment, and there have been multiple versions of each type. However, this may not be 
important to you and your computers, as USB connectors are backwards-compatible. It 
should also be noted that there is another type of USB port that is becoming more com-
mon, the USB C. USB Cs, unlike most other ports, do not have a “right way up” and are 
both smaller and faster than previous USB types.

Thunderbolt. Like USB ports, a Thunderbolt port can connect a wide variety of 
devices and is intended to be “universal” in that respect. There are several versions of the 
Thunderbolt port, with Thunderbolt 3 being the latest. Thunderbolt 1 and 2 ports are a 
different shape from Thunderbolt 3 ports and are exclusive to Apple products. The Thun-
derbolt 3 port is compatible with the new USB C, and so cords for one of these ports can 
be used for the other type, although you may not get the benefits of a Thunderbolt port 
using a USB C cable, and vice versa.

IEEE 1394 port. This is also known as FireWire. FireWire is a device that was in 
competition with the USB port, and the two have similar functions and abilities. How-
ever, FireWire ports have gone out of use over time.
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Video Graphics Array (VGA) port. This is a port used for monitors and connects 
the graphics card in the computer to the monitor; this is the part of the computer that 
controls the output that goes to the monitor and may also be called a video card or display 
adapter. This port is blue, which allows the user to match the blue end of a monitor cord 
to the correct port.

Ethernet ports. These ports enable computers to communicate with one another in 
a small location, such as solely within a library or archive, or can connect to a modem or 
router to enable communication via the Internet.

High-Definition Multimedia Interface (HDMI) port. This type of port enables 
audio and video communication between the computer and another device, such as a 
monitor or a flat-screen television. For current computers, this is a typical way to connect 
a computer to a monitor.

Audio ports. Typical computers have ports for speakers and headphones, and pos-
sibly microphones. These may or may not be important depending upon whether or not 
your archive includes audio or video materials.

PS/2 ports. These are ports specialized for mice and keyboards. They are round and 
are usually color-coordinated to the end of the mouse or keyboard so that the user doesn’t 
accidentally put the wrong peripheral into the wrong port, since they’re the same size. 
This type of port is more common on older computers, however, and modern mice and 
keyboards typically plug into a USB port or are wireless.

Serial ports. These ports connect peripherals to the computer and have either 25 or 
9 pins. The 25-pin version was phased out for the more convenient 9-pin version. A wide 
variety of peripherals can be used with this type of port, such as mice or external modems. 
This is a port that might be found on an older machine (Miastkowski, 2004).

Parallel ports. These have two series of small holes. They are able to transfer 8 MB 
per second and can connect to a variety of devices, such as printers or scanners, but, like 
serial ports, are found on older machines (Chen and Mills, 2002).

Figure 2.2. Common computer ports.
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Ports often require a cable that connects the port to the peripheral. To download 
photos from a digital camera, for instance, you need a cable that plugs into a port. On 
many computers, though, there is another option. Secure Digital or SD cards are a source 
of memory storage for digital cameras, and some computers have a slot specifically for 
these cards, enabling the user to take the card out of the camera and put it into the com-
puter so that the computer can access the photos. This eliminates the need to connect the 
camera itself to the computer, a process that can be appealing if the camera is difficult to 
move, as it might be if you have a permanent photography setup for digitization. Since 
ease of access is important to working efficiently, you may want to see where the ports are 
located on a computer, as well.

It should be noted that many peripherals are available in a wireless format. For 
instance, keyboards and mice are commonly available as wireless peripherals, communi-
cating with a computer using a transceiver, which both receives signals from and sends 
signals to the device. Not needing wires doesn’t mean that wireless peripherals don’t need 
ports, though—the transceiver plugs into a port in the computer. Normal peripherals also 
draw power from the computer, but wireless peripherals require a power source external 
to the computer, and so require batteries or charging.

Many ports will be at the back of the computer, but some may be at the front. Take the 
location of these ports into consideration—USB ports on the front of a desktop computer 
can be convenient if you need to use them or change what is plugged into them often.

If you are using a laptop computer, the number of ports may be limited. Many new 
laptops are designed to be quite thin and the number and type of ports is often very 
limited to allow for this. There are a few options in this case; one of the easy solutions 
is to use a USB hub, which typically looks like a little box with several USB ports in it. 
The hub has a cord that plugs into a single USB port, letting you plug in more devices 
simultaneously.

 As another consideration that might be helpful to you, it is also possible to buy 
converters for ports, which will allow one port to accept peripherals intended for another 
type of port. For example, suppose that your monitor has a cord intended for a VGA port, 
but your brand-new laptop only accepts HDMI cables. You could use a VGA-to-HDMI 
converter, plugging the cord for the monitor into one end of the converter, then plugging 
the converter itself into the laptop.

 Key Points

• Modern computers use the binary system for calculation. Any number in the 
decimal system, which is what people normally use for everyday tasks, can be rep-
resented using a series of ones and zeroes in the binary system. All functions of a 
computer are simply a set of calculations or numerical values.

• All computers have the same basic essential parts, such as the central processing 
unit, buses, the motherboard, memory chips, hard drives or solid-state drives, ports, 
and peripherals for communication.

• Choosing the optimal computer for your archiving project depends upon a number 
of factors, such as what type of equipment you plan to use, what kind of software 
you want to run, and how much money you have in your budget.
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Deciding what kind of computer is best suited for your archiving project is only the 
beginning of the decisions that need to be made to ensure that a project goes smoothly. 
Whether you are archiving born-digital materials or digitizing non-digital materials, 
you’ll most likely need to know about image formats. In the next chapter, you’ll learn 
how computers store image data, what the different common formats for images are, 
and which ones are best suited for digital archiving. Images are stored in different ways 
according to their formats, and some lend themselves better to archiving than others.
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Storing Images

Human beings have been trying to record the world in images for thousands upon 
thousands of years. In fact, in the past, many people who are now considered 
“artists” were considered to be merely practicing a craft—that craft being the 

recording of the world they knew.
In 1826, though, something revolutionary happened. This is the year that the first 

photograph was created by a man named Joseph Nicéphore Niépce, and for more than 
a hundred years, photography was a process of capturing light intensity and color using 
photosensitive chemicals that change color or opacity upon exposure to light.

In 1957, however, a new process was discovered. This was the year in which the first 
digital image was created, a grayscale depiction of the son of computer scientist Russell 
Kirsch, and people have continued to record images digitally ever since. As mentioned in 
the previous chapter, it is not uncommon to carry a little computer with you everywhere 
you go, and it’s typical for a smartphone to have a camera embedded into the device. 
Humans use this fact to take a lot of photos—in fact, the number of pictures taken by 
people around the world may now be in the trillions per year (Marr, 2018).

Chances are excellent that you will need to deal with digitally rendered images in 
some aspect of your archive, whether you are digitizing tangible items, like books, maps, 
or photos, or storing files that are born digital and do not have an original format that is 
tangible in nature.

IN THIS CHAPTER

 P How do computers store and display data for images?

 P Why are computers limited when it comes to storing data for images?

 P What are some of the common file types for images, and how are they useful?

 P How can images be edited for archiving?
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You already know from the previous chapter that a computer interprets everything as 
numbers. When you look at a picture rendered on a computer, though, that might seem 
very strange indeed. How does a computer store a photograph as a number?

It is also possible for some software programs to render an image as part of the instructions for 
the program. In this case, there is no original image—the image is created as a part of the in-
structions. As a simple example, when applied to a web page, the following instructions create 
a circle upon loading the page that is red and is both half the height and width of its container.

.circle { background-color:red; border-radius:50%; height:50%; width:50%; }

Because size is part of the instructions, this circle may look different on different monitors.

 Pixels

There is a style of artwork that you may be familiar with known as pointillism. With 
this art technique, the artist uses many tiny patches of color to express the image being 
painted. A very famous painting done in this style is Un dimanche après-midi à I’lle de la 
Grande Jatte by Georges Seurat, in which minute patches of color form a picture of people 
spending a sunny afternoon at the Island of la Grande Jatte in Paris.

The theory behind pointillism is that the human brain will be able to blend together 
these dots of color and correctly interpret what is being depicted, even without distinct 
lines and forms to define the subject of the image. In a way, computers operate similarly, 
tricking the human eye into interpreting many tiny bits of color as one cohesive image.

The real world is a continuum of information, with infinite variations in color and 
light. Computers don’t like continuums, though. Continuums can’t be saved in a file with 
an intrinsically limited size. Computers instead work with small, distinguishable pieces 
of data, stored as bits and bytes. So, rather than trying to preserve information about the 
entire world at once, a computer stores tiny bits of data that, when put together, form 
meaningful information. For images, this little bit of data is the pixel, which stands for 
“picture element.”

USEFUL TERMS FOR VISUAL DATA

Color depth, bit depth The number of bits used to store a color
Compression Removing unnecessary information to make a file 

smaller
Compression ratio The ratio between the size of the full and com-

pressed images
High color Color encoding that uses 16 bits per pixel
Lossless compression Compression that loses none of the original data
Lossy compression Compression that discards some of the original 

data
Pixel The smallest amount of data for an image
Resolution The number of pixels in an image
True color Color encoding that uses 24 or 32 bits per pixel
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A pixel is basically data about a single color, like red or green. It is the smallest amount 
of information that a computer can store about an image. Pixels are arranged in a grid 
pattern, kind of like a mosaic in which each tile is one color. The more pixels that are 
available, the bigger the image is and the more information there is about the image.

Resolution is a term that refers to the number of pixels an image has. As an example, 
imagine that you have two identical images of a mountain. The first one is 1000 × 1000 
pixels and the second one is 2000 × 2000 pixels. They are the exact same image, but the 
second one has a higher resolution with four times as many pixels. The second image will 
be larger from the computer’s perspective, have a bigger file size, and have more infor-
mation about that mountain. Details that can’t be distinguished on the first photo—like 
individual trees, for example—might be visible on the second photo because there are 
more pixels and therefore more information.

Speaking of pixels can be a little confusing because this term can also be used to 
describe monitors. A monitor or a television screen displays images using a grid of minus-
cule lights; again, it’s a little like a mosaic, but with lights instead of tiles. For a monitor, 
each tiny bit of light is also known as a pixel, the smallest bit of information that can 
be displayed on the monitor. Again, the image being shown is composed of many tiny 
dots of light, but the human brain interprets the information all together as one cohesive 
image. Monitors with more pixels are able to display more detailed images (and are often 
bigger than monitors with fewer pixels).

When scanning images, you may see terms like ppi or dpi, which stand for pixels 
per inch or dots per inch, respectively. These are measurements of the image’s resolution, 
as mentioned above. Again, the resolution of a digital image refers to how many pixels 
there are in an image—that is, the density of the pixels. Though this is usually measured 
in pixels per inch, it is possible to measure it in other ways, such as pixels per centimeter. 
The higher the resolution of an image, the higher the quality and the clearer the image 
and the more information there is available about the image. While dpi and ppi are both 
used as measurements of resolution, ppi is more accurate in terms of preserving images. 
The term dpi generally refers to the capabilities of a printer (Bioinformatics and Research 
Computing, 2008).

It should be noted that the higher the resolution, the more data is needed to store the 
information for the image, as well. That is, data needs to be stored about each pixel, and 
so more pixels require more data.

For your archive, once you’ve determined how much storage you have available and 
what kind of information needs to be stored, it’s best to use the same resolution or to 
have standards for the sake of consistency. Choosing the optimal resolution is a bit of 
a balancing act, as a higher resolution is better and captures more information, but a 
resolution that is too high results in an image that is extremely large and cumbersome 
to store, retrieve, and view. In addition, for some projects, storing more data may not be 
more beneficial. For example, for an old photo, there may only be so much data that can 
be gathered by scanning the photo, so you need a resolution that provides as much infor-
mation as possible without storing unnecessary information.

While there are a number of factors involved with choosing your ideal scanning res-
olution, the size of an image file depends in part on how much information is needed to 
store the colors in that image.
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 Colors

As discussed in the previous chapter, computers encode information using bits, which 
are single numbers (a one or a zero). Color information can be encoded using bits, too. 
If there is one bit available for colors, then a computer can display two colors because a 
bit has two choices; for instance, black and white. A zero could mean black, and a one 
could mean white. In many cases, such as in the case of displaying text, black and white 
is perfectly acceptable, and a computer can display quite a bit of information using only 
two colors.

The world isn’t in black and white, though. To replicate the real world, more bits are 
needed to assign more colors. As an example, if there are two bits, then there are four 
possible combinations for bit values. A programmer could assign a color to each one of 
these bit values, and the computer would therefore display the colors that the program-
mer assigned when interpreting an image. This kind of situation might look like this:

Bit value Displayed color
00 Black
01 Cyan
10 Magenta
11 Yellow

The more bits that are used to encode colors, the more possible colors that a computer 
can display, assuming that the monitor is able to display the colors, though this isn’t 
much of a problem in modern times. This quality is known as the color depth or the bit 
depth, and refers to how many bits are being used and how many possible colors can be 
displayed. Eight bits allow for 256 total bit combinations, which can therefore represent 
256 different colors. Use of eight bits and 256 colors was common in computers in the 
past. This number of colors is adequate to display images in a fairly faithful manner, but 
doesn’t come close to the variety of colors available in the real world.

Modern computers can use quite a few more bits for each pixel. There is also 16-bit 
color, also called high color, which allows for 65,000 colors. The first five bits are for red; 
the next six, for green; and the last five, for blue (Orr, 2003). The extra bit for green is 
because humans are more sensitive to green light than to red or blue, and so the extra bit 
allows for more shades of green. That makes an image “appear” to be more true to life to 
the human viewer (Cambridge in Color, 2019). While this produces a sufficient number 
of colors for many images, there is an even higher level of color for computers, called true 
color.

True color can have either 24 bits per pixel or 32 bits per pixel. Using 24 bits per pixel 
allows for around 16 million possible colors. Although no computer can quite replicate 
the real world, true color comes pretty close, and humans can’t really tell the difference 
(Beekman, 2005). With 24 bits, each color—red, green, and blue—in that order, gets 8 
bits or a full byte. It works the same way with the 32-bit version, but the last 8 bits are 
for controlling transparency, or an area that is clear or has no color. This is important for 
computer-generated graphics, particularly those intended for use online, as an area with 
no color will display the color of the background behind the image.

Using 24 bits per pixel has some serious disadvantages, though—notably with file 
size. With 24 bits, a computer could either encode the information for three alphabet 
letters (an entire word in some cases, like “cat” or “dog”) or those same 24 bits could store 
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the information for one tiny dot of color in a picture, a pixel. This quickly becomes cum-
bersome and takes up a lot of storage space, which can be problematic, since while digital 
storage is a great space saver, it still costs money. Fortunately, programmers have come up 
with some ways to make image files a little smaller.

 Compression

There’s a saying that “a picture is worth a thousand words.” With digital images, this is 
true in a literal sense; image files are big, and a great deal of text can be stored in the 
same amount of space as a single photograph. With 24 bits of information needed for 
every pixel in an image that uses true color, images can become very large very quickly. 
For example, the digital text version of this chapter requires about 68 KB of data to store. 
In contrast, figure 3.1, found later in this chapter, uses 23,621 KB of data.

So, what is compression? It’s possible for a computer to eliminate redundant infor-
mation about an image and still display the image correctly from the information that is 
retained. This is known as compression. Compressed files still have the necessary informa-
tion to reproduce a file, but they don’t need as many bits as the full file and thus need less 
space to store. There are different methods of compression depending upon the file type, 
and there are two general types of compression: lossless and lossy.

With lossless compression, the computer looks for patterns or redundancies in an image. 
For instance, it may detect that there is a large block of plain black pixels in the image. 
Rather than save the data for each of these pixels, it instead saves a mathematical code, 
or an algorithm, that lets the computer know what was there in the original. When a 
person wants to look at the image, a decompression algorithm decodes this information 
and displays the correct pixels on the monitor. As a very simple example, suppose that a 
person were grocery shopping and wanted three cans of soup. Rather than write “can of 
soup” on the grocery list three times, that person could write “can of soup × 3” or “3 cans 
of soup.” Both phrases have the same information and are interpreted in the same way, 
but the second method saves two lines of space. This method of compression is known as 
lossless because even though the information is compressed, there is no loss of information 
and the displayed image is exactly like the original.

Lossy compression methods are able to compress files much further than lossless com-
pression methods. These methods are a little less precise in that they essentially abbreviate 
the pixels in an image, discarding information—such as minute color variations—that’s 
not necessary for a human to interpret the overall image. If the compression is low or an 
image hasn’t been compressed repeatedly, the viewer might never notice that an image has 
been compressed. However, because information is lost during compression, the image 
essentially becomes less accurate and less true to the original every time it is compressed. 

For archiving, lossless compression is more desirable. Understanding the difference 
between lossy and lossless compression will help you choose the best balance between 
saving file space and having accurate information preserved in your archive. However, 
there are a few other useful terms to know when it comes to compressing files.

The term compression ratio refers to the ratio of the full-size image to the size of the 
compressed image in regard to how much data is required to store the image. The larger 
the difference between the first and second numbers in a compression ratio, the smaller 
the compressed image is in comparison to the full-size image. So if an image has a com-
pression ratio of 1:10, the compressed image is ten times smaller than the original, and if 
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an image has a compression ratio of 1:20, then the second image is twenty times smaller. 
For saving space, a higher compression ratio is better.

The term nonadaptive means that the software compresses every image in the same 
way using the same method. Adaptive, therefore, refers to software that compresses an 
image based on the unique characteristics of that particular image. Compression can also 
be symmetric or asymmetric. This is important for images that will be viewed online. If 
a compression method is symmetric, then compressing and decompressing an image both 
take the same amount of time and work for a computer. If a method is asymmetric, then 
decompressing an image is much faster than compressing it. This makes for faster loading 
when patrons want to see an image that your archive might offer online (Orr, 2003).

A lot of options are available when it comes to compression, and different types of 
file formats offer different possible methods. The type of compression that a particular file 
format uses can make a difference in which one you find most suitable for your archive.

Image File Formats

When looking at an image file, you might notice that there are some letters at the end 
of the name that you did not type when naming the file, such as “JPG” or “PNG.” These 
are called file extensions. Their function is to let the computer know how the information 
is encoded. Without the extension, a computer isn’t able to figure out what it should do 
with the data. While a computer uses different combinations of bits to encode color data, 
it also needs information about the order of those bits so that the colors can be displayed 
correctly to the user. There’s a little more to saving an image than just encoding color.

Because there are only two possible values for each bit, a computer also needs instructions to know 
what the sequence of numbers it is processing is supposed to be—an image, a document, a video, 
a program, and so on.

There are quite a few different formats for images, which might seem a little strange. Why 
isn’t there one universal format for every kind of image data? Wouldn’t that make things 
easier for everyone: computer designers, users, and the computers themselves? It would 
no longer be necessary to convert formats, and any image program on any computer 
would be able to open any kind of image, since they would all be in the same format. Not 
every type of software can open every type of image file.

It’s true that a universal format would make things easier. However, each type of 
image format has different virtues that make it appealing for different purposes—and 
different drawbacks that make it unappealing for other uses. For your archive, some 
of these formats may have features that seem more useful to you than others. For the 
purpose of archiving, formats that encode a lot of information are likely to be the most 
desirable ones. However, if you need images that can be transferred over the Internet, you 
might want to consider a different format. Most image formats have potential uses for 
you, and so each should be considered carefully. You may also want to save the same item 
in multiple formats to gain the virtues of different file types; for instance, you might use 
a file type with a lot of information for storage, but offer a type that creates a smaller file 
to patrons viewing your collection online.
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BMP

A bitmap file, or BMP, is one of the more basic file types and works in a simple manner, 
with the information for the color of each pixel encoded going from left to right and top 
to bottom. It has some virtues from the perspective of archiving in that the BMP format 
is fairly old and well established and BMP files can be opened with a wide variety of 
programs. However, BMP files are not as suited for compression as some other file types 
and aren’t well suited for transmission over the Internet.

TIFF

TIFF, or Tagged Image File Format, is a format that has the ability to be either lossless 
or lossy, although it’s typically used for lossless storage. TIFF files are usually not com-
pressed and contain a lot of information, and thus TIFF files are often quite large. For 
the purpose of archiving, though, more is often better, and so a TIFF format can have a 
lot of appeal to an archivist. The TIFF format is one of the preferred formats for images 
for the Library of Congress’s collections and is one of the best choices for digital image 
storage (Library of Congress, 2018). However, TIFF is not a good format for displaying 
images online since they take a long time to download, and most web browsers can’t dis-
play TIFFs at all, so this is not a useful choice for sharing your collection online.

GIF

The Graphics Interchange Format, or GIF, has a rather unusual method of storing color 
compared to other formats. A GIF image is limited to 256 colors, but it doesn’t have to 
be the same set of 256 colors for each GIF image; each image can use 256 colors from 
16 million possible colors. If a person saves an image as a GIF, the program that creates 
the GIF uses algorithms to determine the optimal colors needed to save the image as 
faithfully to the original as possible (Matthews, n.d.). This is a technique known as in-
dexed color (Dale and Lewis, 2013). GIF images are also capable of having transparent 
backgrounds, whereas some other formats aren’t able to store information for transparent 
or clear pixels.

Since they only use 256 colors, GIF images only need a few bits per pixel to repre-
sent all of these 256 colors. This makes GIF images naturally small. The format can also 
compress large areas of uniform color by indicating that there are a certain number of 
pixels with the same color rather than saving the information for each individual pixel 
(Matthews, n.d.).

SOME COMMON IMAGE FILE FORMATS

BMP Bitmap file
GIF Graphics Interchange Format
JPEG, JPG Joint Photographic Experts Group format
PNG Portable Network Graphics
SVG Scalable Vector Graphics
TIFF, TIF Tagged Image File Format
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GIF images work best in situations in which there are only a few colors, such as line 
art, logos, or grayscale images, and do poorly for full-color photographs. They can also 
be used effectively for the web. Because less information is needed for the image, it takes 
less time for the image to load when viewing a web page than with many other image 
formats. As another bonus, GIF images can also have the option of being interlaced or 
noninterlaced. This is another feature designed for web use in particular. If an image is 
interlaced, then it can load in stages on a web page. The lowest resolution image loads first, 
so the viewer is able to get an idea of what the final image will look like. The picture then 
reloads in increasing stages of resolution until the highest resolution is achieved. If it is 
noninterlaced, then it loads in stages from the top of the image down. Making an image 
interlaced increases the file size (Lake and Bean, 2008).

While the GIF format is also considered acceptable by the Library of Congress for 
storing images, GIFs are likely to be of best use to you if it is the original format of an 
image, if you are storing web pages, or if you are making your collection available over the 
web due to the color limitations—that is, it won’t faithfully reproduce a scan of a complex, 
full-color photo or similar images (Library of Congress, 2018).

If creating an archive of born-digital materials rather than digitizing tangible materials, 
printing hard copies of digital photographs is a valid method of ensuring that those images are 
preserved. While you will lose the advantage of saving space that digitally storing materials 
has, you will have both a digital and a tangible copy of the item to preserve, which allows you 
to have the advantages of both.

PNG

A Portable Network Graphics or PNG file is another image type that is designed for use 
on the Internet. It was designed to improve upon the GIF format, offering more colors 
and higher compression than a GIF (Dale and Lewis, 2013). PNG files are smaller than 
GIF files and allow for true color, whereas GIF files are limited to 256 colors. These 
files are compressed according to patterns within the image. This compression is lossless, 
which makes it a desirable format for displaying images on the web, even complex images 
like full-color photographs. Like GIFs, PNGs can have transparent backgrounds.

This is a somewhat newer file format, which means that PNGs may not be supported 
in older web browsers (the browsers will not display the image), but this is not an issue 
in newer browsers. PNGs also cannot be animated, as GIFs can, although there are some 
extensions to the format that can be animated—the MNG and APNG.

JPEG

The term JPEG, also known as a JPG, stands for “Joint Photographic Experts Group.” 
This is a very commonly used file format. Rather than storing information pixel by pixel, 
a JPEG file takes averages of a range of colors to form the image. This is handy from the 
perspective of storage, since JPEG files can be highly compressed. JPEG images use lossy 
compression, and the amount of compression can be controlled. This is important to con-
sider when working with JPEGs; if compressed using a lossy compression format, JPEGs 
will lose information after each edit and save and their quality will become poorer over 
time. JPEGs are a good choice for photographs, but aren’t a good choice for any images 
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with large patches of uniform color or images with sharp, precise lines. For instance, a 
JPEG wouldn’t be a good choice for a simple logo.

JPEGs are a good choice for complex images that are intended for use online and 
have a feature similar to GIF’s interlaced images. For a JPEG, this is known as progressive 
encoding, and also allows an image to be loaded in stages on a web page. Images without 
this feature have what is known as standard encoding (Lake and Bean, 2008).

Note that there is what is essentially an updated version of the JPEG: the JPEG 2000 
(the file extension is .jp2). It offers a number of advantages over the JPEG, but is not as 
widely supported.

SVG

An SVG, or Scalable Vector Graphics file, is less commonly used than the other file types. 
The other image formats discussed so far are all what are known as raster graphics. This 
means that the information for the image is stored pixel-by-pixel, encoding the color and 
number of each pixel. An image doesn’t have to be stored that way, though. Instead, an 
image can be stored based on its shape. This is known as a vector graphic.

If you’ve ever tried to make a standard digital photograph very large or very small, 
you’ll notice that there are some problems. Shrinking an image involves essentially taking 
averages of all the pixel color values and can cause the image to look distorted or strange. 
Expanding the image, on the other hand, can lead to a “pixely” look. An image file can’t 
create more information than is available, so it creates an estimate, which leads to the 
pixely look.

A vector graphic is saved by its shape rather than by individual pixels. This has one 
major benefit—scalability. A vector graphic looks exactly the same regardless of how big 
or, up to a point, how small it is. There are a few ways to store vector graphics, but the 
SVG format is one of the common ways and is a preferred format for the Library of 
Congress (Library of Congress, 2018). Vector graphics can also be converted into a raster 
image. This process is known as rasterizing.

PDF

Better known as a document format, the PDF or Portable Document Format is also a 
potential way to store images. For example, when digitizing a book, you may be actually 
storing images of the book rather than its text. Converting those images to a PDF file 
format would preserve those images in a way that replicates the look and feel of the orig-
inal object. The PDF format will be discussed more in the following chapter.

Raw Formats

In traditional photography, an image is captured on film treated with photosensitive 
chemicals. It’s not much different for digital photography, but the item that is capturing 
the information is a device with photosensitive sensors. These sensors detect only light 
intensity, so they are given filters to additionally capture amounts of red, blue, and green 
light. A single sensor can only detect one color, and so they are usually arranged in an 
even array of red, blue, and green sensors known as a Bayer pattern. When you capture 
the photo, a file is created that captures information from every sensor in the camera 
(Fraser, 2004).
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A raw format is the file format that is created upon initially capturing an image 
with a digital camera, and these formats may be specific to a particular brand of camera. 
The need to work with a raw format may arise when working with digital photography. 
These formats often have more data than the format to which they are converted, which 
is another important consideration to keep in mind (London and Stone, 2012). That is, 
the raw format contains as much information as possible for the image, while converting 
the image to a more usable format discards some data (Fraser, 2004). Digital negative, or 
DNG, files are a type of raw format sometimes used with cameras that is preferred by the 
Library of Congress (Library of Congress, 2018).

Every file type has different potential uses as well as drawbacks. Table 3.1 summarizes 
the features of the image file types discussed so far.

Native Formats

The formats listed above are general image formats. Many different programs are able to 
read these files and display the image back to the user. However, it’s important to note 
that many image files are only able to be read by the software that created the file or by 
specific types of software. If you don’t have the right software, then you can’t see the image 
that is stored with such a format. For instance, the extension “PSD” is the extension for 
a file created by the photo editing program Photoshop. A general program can’t read the 
information in this file; only programs that are able to open Photoshop files (many paint-
ing or photo editing programs can) are able to read the information contained in the file.

A format that is specific to a program like this is known as a native format. There are 
many instances in which you might need to work with native formats, such as when using 
editing software as mentioned above.

If you have the proper software, working with a native format is not an issue. How-
ever, it is possible that you may experience problems arising from native formats. Some-

Table 3.1. Image File Types and Features

FILE TYPE BENEFITS DRAWBACKS

BmP Usable with a variety of programs Low compressibility, may have limited colors

TIFF Stores a lot of information, has lossless compression, 
preferred by the Library of Congress

Creates large files, not suitable for displaying 
online

gIF Small files, good for web pages and sending 
information over the web, can be used for animations 
and images with transparent backgrounds, can load on 
a web page in stages, lossless compression

Limited colors

PNg Appropriate for the web, lossless compression, more 
colors available than a gIF

Cannot be animated as easily as a gIF, not 
supported in as many programs as gIFs

JPEg Usable with a wide variety of programs, compression 
can be controlled, good for photos on the web, can 
load on a web page in stages

Lossy compression, loses noticeable amounts 
of information after repeated saves

Svg Useful for storing vector graphics, can be rasterized Usefulness limited to vector graphics

Native formats Often have a lot of information about an image Limited by the types of programs that can 
open and utilize the file
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times older files cannot be opened with newer versions of the same software that created 
the file, and if the software for opening a certain type of file is lost, it may be difficult or 
impossible to decode the information in a file.

As an example, in 1985, artist Andy Warhol used an Amiga 1000 to create some dig-
itally rendered works of art. In 2014, the data for these images was discovered on floppy 
disks. While the data could be retrieved, the program that was used to make them was 
obsolete by decades and the file formats were unfamiliar. In this case, the software was 
able to be reverse-engineered in order to view the files, but this was a fortunate example. 
These files could just have easily been forever inaccessible (The Andy Warhol Museum, 
n.d.).

There are a wide variety of file formats available—both common and uncommon, 
proprietary and free for use—and it should be noted that the file formats discussed so far 
are really just a handful of the most commonly used file formats today. This may change 
in the future as new formats are developed. There are many, many more image formats. 
Some of these are quite specialized—for example, ICO files are used for icons mainly 
on computers using the Windows operating system, among many other uses. They are 
used for the tiny icons that appear at the top of browser windows; these are often used to 
display a miniature version of a website’s logo.

Similar to files that are in a native format, some file formats are rarely used now, and 
it’s possible that part of your project will be to convert these files to a more accessible 
format. This is a very important part of digital archiving, but can be challenging in some 
ways. Not only do you need a program that can open the file you want to view and save 
it as the file format that you want to save, but you will need to be able to determine if the 
file has been successfully reproduced in the second format (Digital Preservation Man-
agement, 2014).

Changing a file’s format is inherently going to change the nature of that file, as well. 
This difference might be unnoticeable by a normal user or it might change quite a bit 
about the file. For example, the SHG file format, a type of image format, was used for 
old WinHelp (Windows Help) files, an obsolete file format used for digital help manuals. 
Because it is, in a way, tied to this obsolete file format, it is difficult to open SHGs at all. 
Additionally, this type of format is not merely an image: SHG files also feature clickable 
“hot spots,” and so finding a file format that can replicate this may be a challenge.

Additionally, you’ll need to decide if having a file in the new format is sufficient or 
if the original needs to be preserved as well as part of the archiving process. This is more 
likely to be of concern when addressing the archiving of born-digital materials.

Determining the optimal format for your collection is not the only matter that must 
be considered when creating your archive. Just because an image is saved at the optimal 
resolution with the best format for your archive doesn’t mean that the quality is inherently 
good. In some instances, images can benefit from adjustment.

 Editing Images

If you have a physical format for an image, like a photo or a painting, it needs to be cop-
ied using a scanner or a camera in order to convert it to a digital format. After capturing 
images, you may want to adjust the quality of the image. For instance, if you scanned a 
hundred-year-old photo of the inside of an office, and there wasn’t enough light available 
to get a good photo in the first place, it’s possible using modern technology to adjust the 
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contrast in order to get a clearer image from a muddy one by digitally altering the con-
trast. It’s important to use methods that don’t permanently alter or remove information, 
however.

Many photo-editing programs have something called a histogram. This may not be la-
beled as such in the program, however, so you may need to browse around your particular 
program to look for this option. A histogram looks a little like a tiny graph.

As mentioned earlier, 8 bits can produce 256 different colors. When a computer is 
using true color, each color channel—red, green, and blue—gets 8 bits for color. This 
means that each color can have 256 different levels of intensity, essentially ranging from 
very dark to very light. A histogram shows these levels. Histograms can also display the 
general range of darks and lights in an image, which is particularly handy for black-and-
white images.

In a histogram, pure black is represented by a value of 0, and pure white is 255. A 
program with a histogram gives a person the ability to adjust these values in an image. 
As an example, suppose that the office picture in the above example is in gray scale. If an 
image’s histogram shows that there are no white values, this indicates that there are a lot 
of grays in the image, but no strong white points. There are usually some arrows beneath 
a histogram that allow the user to manually adjust it. If a person moves the arrow to 
where the histogram levels start, then the brightest grays present in the current photo will 
become white. This is a good way to get better contrast (and offers a little more control 
than the more common automatic brightness/contrast adjustment option), which both 
improves the aesthetics of a photo and makes it easier for the user to interpret a photo. 
This method doesn’t lose information from the image file, but does change the file so 
that it doesn’t look exactly like the original. Figure 3.1 shows a grayscale photo with its 
histogram, as well as the same photo adjusted for higher contrast.

For color photos, there are also sometimes histograms for each color: red, green, and 
blue. These show the amounts of each color in the photo, and adjusting them will change 
that amount, making it more or less intense. This may be of use to you in some situa-
tions—for instance, if you find that your scanner captures a particular color poorly, you 
can adjust things to be more true to the original image. The equipment that you use can 
have a large impact on the quality or faithfulness of the images that you capture and store. 
Similarly, it should be noted that monitors need to be carefully calibrated so that they 
display colors correctly. It is possible, for example, for a monitor to display colors that are 
too blue in tone or too yellow. If editing color images on an uncalibrated monitor, those 
images may only display their colors correctly on that monitor.

 Key Points

In this chapter, you learned how computers store information for images, how to make 
image files smaller or more convenient, and why there isn’t a single image file format that 
will suit every archiving situation.

• Image files require a lot of space to store all of the information needed to save and 
reproduce an image, and the more colors that are available in an image, the more 
space is needed for storage.
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• For archiving, choose a resolution for your collection that is high enough to be 
useful, but not so high that it’s difficult to store and retrieve images in a practical 
manner.

• There are a wide variety of file types available for images, all of which have different 
practical uses for an archive.

• Along with choosing things like color, resolution, and file type, it’s also possible to 
adjust images to make them clearer or more faithful to the original image.

In the following chapter, you will learn about how computers store text and learn about 
some of the file types available for text storage. Because archiving text sometimes involves 
capturing images of printed text, there is some overlap between storing images and stor-
ing text. In addition, you will learn more about why computers sometimes have difficulty 
“reading” text, as your patrons will likely be interested in searchable text.
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Storing Text

Documents and different forms of written information are very likely to be part 
of your archive in some respect, and people have been recording written infor-
mation in a variety of ways for a very long time. The first known samples of 

writing are in the form of cuneiform tablets from Mesopotamia, and for thousands of 
years, humans recorded things painstakingly by hand, or sometimes by using things like 
woodblocks or engravings, which also required a lot of time and labor to produce the 
original printing block.

This rapidly changed with the invention of movable type, which allowed for char-
acters to be printed over and over again without the need for a human to actually write 
them. Movable type made it possible to quickly, easily, and cheaply produce written ma-
terials en masse, making them available to many people, and people have been trying to 
create better and better methods of distributing written materials ever since.

In 1897, the first manual typewriter was invented, making it possible for an individ-
ual to create their own printed documents, and over the next few decades, several other 
innovations made it possible to create and re-create text information rapidly. For example, 
the Flexowriter typewriter used a paper tape to record the characters required for a doc-
ument, and then that same tape could be used to re-create the document over and over 
again (Kunde, 1986).

In 1964, the IBM company created an improvement on this method: the MT/ST 
(Magnetic Tape / Selectric Typewriter), which used magnetic tape to record and re-create 

IN THIS CHAPTER

 P How are letters and other characters encoded in binary?

 P What are the common methods of encoding letters and characters?

 P Which text file formats are best for archival storage, and why?

 P What is searchable text?

 P Which settings are best for scanned documents?
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text documents. Essentially, this was a recording of digital material that could be used 
to reproduce a document. What was particularly innovative about this invention was the 
fact that magnetic tape, unlike paper tape, is a rewritable method of data storage (Kunde, 
1986). This method of storage is actually still in use today and will be covered later in 
this book.

What this means to you is that there are thousands of years of recorded information 
that could potentially be stored, and if you are interested in storing born-digital informa-
tion, what could be considered digital text files have been around for longer than most 
people probably realize.

Text information essentially falls into two categories: text information that is in the 
form of a digital image of a printed text item, like a book, and text information that was 
“born digital” and whose original format is an electronic text file. In the previous chapter, 
you learned that pixel color and position are key to storing information about an image. 
For a text document, the character is what is most essential.

 Encoding Text

Just like any other kind of data, text data is encoded with bits. Rather than colors, as in 
image files, the bits represent characters, like the letters in the alphabet. One bit has the 
possibility to represent two characters, with a 0 standing for one letter and a 1 standing 
for another. That’s not particularly helpful. More bits are needed to encode the entire 
alphabet.

Whenever you type on a keyboard, each of those little keys is sending an electrical 
signal to the computer. You’re communicating that you want the particular key that you 
press to activate a command in the computer. In the case of a word processing program, 
the key press is an instruction to display a letter or a character. The computer decodes the 
electrical signal generated by the key you pressed and converts it to a binary sequence, 
which is then stored and displayed to you on the screen.

When encoding colors for images, there’s a basic method as to how the bits are en-
coded that’s pretty logical. In true color, there are three sequences of eight bits. Each of 
these bit sequences tells the computer “how much” red, green, or blue there is in a pixel, 
with 0 being none of the color and 255 being the greatest possible amount of that color. 
For example, 255 red and 0 blue and green would be pure red, while 150 red and blue and 
0 green would be purple. This is a fairly logical approach.

Determining how many bits and what sequence of numbers represents each letter in 
a text file, however, is essentially arbitrary. Any combination of 0s and 1s could represent 
a letter. This leads to some compatibility problems between different systems of encoding 
letters in binary.

In the past, there have been numerous ways to encode characters, called character 
sets. However, if different computer and software manufacturers use different methods of 
encoding text characters, then files for text information are incompatible between com-
puters and between different software programs. One software program will not be able 
to determine what the characters from another program mean or will display characters 
incorrectly. For example, if the letter A is coded as 001001 for one computer and it’s coded 
as 100100 for another, then text files created with one computer can’t be interpreted 
correctly by the other. You can’t share the information, and you’re limited to the kinds of 
computers your files will work with.
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In 1960, there were at least sixty different character sets in use, nine of which were 
in use by IBM’s computers alone. Because the ideal situation is to use formats for digital 
information that can be opened with a wide variety of software programs, this situation 
would be a nightmare for archivists. To avoid problems like this, computer manufacturers 
eventually agreed to use some particular character sets for text in order to increase com-
patibility (Dale and Lewis, 2013).

One of the first standard character sets was the ASCII set, or the American Standard 
Code for Information Interchange. This is a set that is intended for use by personal com-
puters; there’s another standard set, called the Extended Binary Coded Decimal Interchange 
Code, or EBCDIC, which is intended for use by larger computers, like servers and main-
frames. The two do not overlap as far as encoding characters goes. For instance, in ASCII, 
the letter A is represented by the sequence 01000001, while A in EBCDIC is 11000001 
(Fuller and Larson, 2008).

The ASCII set originally used seven bits to represent each character with an eighth 
bit used as a “check” bit to check for accuracy as the data was transmitted through the 
computer; this allowed for 128 characters total. This encodes all the letters of the alphabet 
for English, both lower and upper case, numbers, and basic punctuation. Having separate 
sequences for upper- and lowercase is necessary because a computer doesn’t perceive 
upper and lower case letters as being the same, like a human can. While a person could 
read T and t as being the same letter, “tee,” a computer doesn’t distinguish this. The bit 
combinations for these two letters are completely different depending upon whether or 
not they are capitalized (Dale and Lewis, 2013).

A later version called the Latin-1 Extended ASCII set used all eight bits and had 256 
characters. This allowed for some accented characters and extra symbols. Like capital and 
lowercase letters, computers are not able to tell that a normal letter is essentially the same 
as one with an accent; they are composed of two entirely different sets of bits (Dale and 
Lewis, 2013).

There’s a problem with using only eight bits and 256 characters, though. It works 
just fine for words in English and quite a few other languages that use the same alpha-
bet. However, it doesn’t work well for every language. More characters are needed to 
represent all the languages of the world. The Unicode character set is designed to address 
this problem. Unicode uses 16 bits per character rather than eight, allowing for 65,536 
different possibilities. This set includes characters in languages other than English and 
a wider variety of symbols (Fuller and Larson, 2008). This system can also use more 
than 16 bits if needed for a character, so it’s a flexible method of encoding text data 
(Dale and Lewis, 2013). For convenience, the Latin-1 ASCII set is encoded in the 
same way in the Unicode set—that is, the first 256 character codes in Unicode are 
encoded exactly the same way as the corresponding characters in the ASCII character 
set. This makes the two sets compatible from a programming perspective (Fuller and 
Larson, 2008).

This is a very convenient system for archivists as well as programmers. However, a 
character set only takes into account which character should be displayed. It does not 
take into account the look of the character that is being displayed. This requires another 
type of encoding.
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 Fonts

Though not an essential aspect of storing and retrieving text data, if preserving the orig-
inal look of a item is important, you may nevertheless find it useful to understand how a 
computer renders fonts.

Fonts are not an aspect of a word processing program, nor are they inherently em-
bedded into a text file. The font file and the text file are two separate files. When you 
use a word processing program and choose a font from the menu, what you are actually 
seeing is a list of font files that are available on the computer you are using. Computers 
typically come with a large set of fonts available for you to use, and sometimes fonts are 
specific to a particular brand of computer. When you install a word processing program, 
it may come with some fonts, as well. You can also add font files to a computer yourself.

There are a wide variety of types of font files, with some of the common ones being 
TrueType fonts, PostScript fonts, and OpenType fonts. The TrueType format can be used 
on most modern operating systems—that is, the major operating systems in use today can 
open this kind of format. PostScript fonts were the first standardized fonts and have been 
overtaken by the more convenient TrueType format, as PostScript fonts were operating 
system specific (a font for a Windows machine could not be used on an Apple computer, 
and vice versa). However, they are still notable in that these files are still being used. 
OpenType fonts are a more complex format that may contain TrueType data, PostScript 
data, or both (Felici, 2011).

If you have born-digital materials that you want to store, it may be necessary to also 
have the font files used in order to get the file to display as the file’s creator originally 
intended. This is not only true of text documents, but web-based materials as well, should 
you decide to store this type of material.

Specifying which fonts should display on a website is actually a little tricky, and 
there are essentially three ways to do it. One is to specify a font in the site’s coding. This 
requires that the designated font file must actually be stored on the user’s computer. That 
is, the coding of a web page can specify which font to display, but it will be necessary for 
the computer that is displaying the web page to have that font file. To ensure the correct 
look and feel, a developer may specify a primary font to render, then a secondary or even 
a tertiary font that will be selected in the event that the desired font is not available on 
the visitor’s computer. This can pose a bit of a problem to a web designer who wants a lot 
of control over how the site will display, because they, of course, cannot control what files 
are on the computer of the person viewing the website.

There are a couple of ways to get around this. One is to only specify fonts that are 
installed by default on nearly any computer (Arial and Times New Roman are a couple 
of examples), known as web-safe fonts. Another is to use web fonts, which are fonts avail-
able online. Rather than using a local file to correctly render a font, the website uses a file 
available online to do it, so the site should display correctly no matter what computer is 
being used to display it. Google Fonts is a commonly used service that offers free fonts 
for this purpose.

Another way to get around this problem is to actually include font files with the files 
that are used to generate a website. This can have its own set of problems. Fonts intended 
for the web have their own file types, and different browsers support different font files. 
Most current web browsers support WOFF or WOFF2 type files, but there are other 
types of font files intended for older browsers (MDN Web Docs, 2019).
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Regardless of what types of text files you are storing, it is important to note that fonts 
are covered under copyright law. This may cause some restrictions regarding what you can 
store and what you can do with font files. A later chapter will give you a quick overview 
of the general rules of copyright law.

 Text Formats

Storing text can be a complicated process for an archive. In essence, there are two dif-
ferent types of text that your archive might need to store. The first kind is a text file, text 
information that has been encoded by a computer and is “born digital.” The second is text 
that originally had a physical format. Even though it is text from the user’s perspective, it 
can’t necessarily be stored as a text file. Instead, it needs to be treated as an image.

SOME COMMON TEXT FILE EXTENSIONS

DOC, DOCX Microsoft Word documents; DOC is the older version
HTML Hypertext Markup Language file
ODT Open Document Text
PDF Portable Document Format
RTF Rich Text Format
TXT plain text file
WPD WordPerfect Document
WPS Microsoft Works document
XML Extensible Markup Language file

 Text File Formats

There are a number of formats for text files, and choosing an appropriate format can be 
a tricky process. Many formats and extensions for text files are proprietary and belong to 
a specific software company. For instance, the extension “.DOCX” indicates a file created 
with the software program Microsoft Word. A proprietary file like this is typically only 
compatible with the program that created it—that is, only another copy of the program is 
able to open a file with this extension, so you can’t use just any word processing program 
to open a DOCX file. It must be opened with Microsoft Word or another program that 
is specifically designed to open this file format.

To make things even more complicated, files created by one version of a particular 
type of software might not be compatible with newer or older versions of the same 
software. For instance, older versions of Microsoft Word created files with a “.DOC” ex-
tension. New versions of the program are still able to open these, but older versions can’t 
open the new DOCX files without a converter.

These are undesirable qualities for archiving, since it’s best, whenever possible, to 
avoid proprietary formats. Not only do proprietary formats make it difficult to share 
information with patrons or with other archives, but they also make the files more  
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vulnerable to becoming obsolete due to the lack of necessary software. Companies that 
create software programs can go out of business, potentially making any file that used 
their particular file format useless and unable to be opened and read. An archiving format 
must be able to withstand these kinds of setbacks. If you want to archive a digital text file, 
you may need to convert it into a format that is more general. However, documents can 
look different in different file formats, so if preserving the original look and feel of a doc-
ument is important, then you need to choose a file format that is capable of creating the 
appropriate formatting. There are a couple of file formats for text that are more general 
and not proprietary and thus are more appealing to be used for archiving.

TEXT FILE FORMATS FOR ARCHIVING

Plain text (TXT)

Rich Text (RTF)

Open Document Format (ODF)

Hypertext Markup Language (HTML)

Extensible Markup Language (XML)

Portable Document Format (PDF)

Plain Text

Plain text is a format that any word processor can open. While there are several types of 
file formats that use plain text, the basic file extension for a plain text format is “.TXT,” 
which is easy to remember because it sounds just like the word “text.” This is a format 
with a lot of appeal because it is able to be opened with a wide variety of programs. This 
removes all the problems caused by using proprietary software and protects the file from 
obsolescence due to software problems. When you save your file in a word processing pro-
gram, the program usually has a “default” format that it automatically saves to. However, 
you typically also have several options other than the default that you can choose, includ-
ing TXT files. The program Notepad, as an example, creates files with this extension as its 
default. The previously mentioned Microsoft Word uses the DOCX format as its default 
setting, but can have its information saved as TXT files, too.

This file type has some serious limitations, however. There is little formatting available 
with plain text files—nothing beyond using simple tabs or a return to designate para-
graphs. There are no variations in font style or font size available, no tables, and no ability 
for images or other multimedia elements to be embedded into the file. These kinds of 
files are useful for pure text, but can’t preserve the original look and format of a document 
unless that document was already in this format. There are some ways in which plain text 
can be used with formatting, however, which will be discussed further in a moment.

There are many types of data that can be communicated using just plain text. For example, a 
CSV or comma-separated value file uses plain text without formatting and is used for storing 

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



S T O R I N g  T E x T   ▲   4 7

and transferring data. Such a file uses commas to distinguish individual pieces of data. For in-
stance, if you wanted to import a list of fruit into a spreadsheet using a CSV file, it might look 
like this:

orange,banana,apple,peach,pear

The comma character separates each value in the file, making it possible for a program to dis-
tinguish where one piece of data ends and another begins. These types of files can be created and 
edited in normal word processing software and are really a type of text file, although you might 
not perceive it that way because it doesn’t convey data that is relevant to humans, like a book, 
but rather transfers data that can be processed by a computer.

Rich Text

Rich Text Format files, which have the extension “.RTF,” are simple and able to be opened 
with a variety of programs, just as TXT files are. They are able to have some formatting, 
such as changes in font style, size, and color. The program WordPad makes RTF files as 
its default setting. However, not every program can open these types of files, and they are 
still somewhat limited in the formatting options available. There is another format avail-
able that is capable of much more formatting and a wider variety of information, however.

Open Document Format

The Open Document Format, or ODF, became the International Organization for Stan-
dardization’s, or ISO’s, International Standard format in 2006. ODF actually refers to 
several types of useful documents. The extension “.ODS” is for spreadsheets, “.ODP” is 
for presentations (a generic term for the program PowerPoint), and “.ODT” is for word 
processing documents; ODT stands for “Open Document Text.”

An ODT document has formatting capabilities like the somewhat more familiar 
DOCX format, but has a notable difference in that it is not proprietary. This is an open-
source format, which means that it does not belong to a particular software company and 
is not dependent upon a single company for software appropriate to open an ODT file. 
The open-source software Apache OpenOffice creates this file format as its default. This 
software is freely available online (The Apache Software Foundation, 2013). There are 
many other programs capable of creating this file format, however, including Microsoft 
Word. The ODT format is one of the file formats preferred by the Library of Congress 
for text storage. If you have text files that are originally in a proprietary format and have 
formatting that needs to be encoded, you can convert the file to the ODT format instead, 
making it more suitable for archiving (Library of Congress, 2018b).

While open document format files are good for storing text that has formatting, 
it’s also possible to incorporate formatting into plain text files, but in a roundabout way. 
HTML, for instance, is written in plain text but displays formatting when viewed using 
browser software. Plain text, when used for this purpose, can also contain metadata: in-
formation about the file and its contents.

Hypertext Markup Language

Hypertext Markup Language, HTML, is a language that was designed for the purpose of 
creating web pages and sharing information between computers online. HTML docu-
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ments have a similar advantage to TXT and RTF files in that many different software 
programs known as web browsers are able to access the information in an HTML doc-
ument, and likewise, many different software programs can create HTML documents. 
HTML is not dependent upon a particular company staying in business. Microsoft Edge, 
Google Chrome, and Firefox are some commonly used web browsers, but there are many 
others available to use.

If you’ve ever browsed around the Internet, you’ve downloaded a web page. Typical 
web pages have attractive visual elements, like buttons, pictures, or background colors. 
All the information for those elements is encoded in an HTML document. Web de-
signers use the HTML language to create, or code, web pages, and their coding is then 
interpreted by the browser. HTML documents contain only text, regardless of what nice 
pictures might be visible in the browser. The browser is like a translator between the 
HTML document and the person who wants to see the information contained in the 
document—that is, the browser turns what would be incomprehensible text into some-
thing that makes sense for the user.

Outside a browser, an HTML document is just like a plain text document—no for-
matting or special fonts whatsoever. An HTML document viewed in a word processing 
program and not in a browser can look a little odd. To see what this is like, try going to 
a web page, then right-click in an empty space and select “view source” or “view page 
source” (on browsers for Macintosh computers with single-button mice, this is a little 
more complex and involves going through the navigation bar for the option to view the 
page this way). This will show the plain text file for a web page. You’ll see any text that was 
on the page, but you’ll also see words and symbols around the text that don’t necessarily 
make sense. These are the instructions for the browser. Figure 4.1 shows a very simple web 
page both as it’s seen in plain text and as it’s seen in the browser Firefox.

The creator of an HTML document uses different sequences of text that act as 
instructions to the browser and lets the browser know how the document should be dis-
played. As an example, if a person creating a web document puts the characters <p> and 
</p> around some text, then the browser interprets all the text between the characters as 
being a paragraph. The <p> sequence is known as a tag, in this instance, a “p” tag; </p> is 
a closing “p” tag. The purpose of a closing tag is to let the browser know when a certain 
type of formatting ends, though this is not necessary with all types of tags. As another 
example, the tags <i>text</i> tell the browser that the word “text” should be in italics. The 
tag <i> is for italics. So, it’s not necessary for the original HTML document to have any 
formatting of any kind—the browser takes the information encoded in the document and 
displays the information in the way that the designer of the document instructs. The text 
doesn’t need to be in italics in the original document. The browser will convert the text 
to italics based on the tags. Because only plain text is needed, no formatting is required 
for proper display.

There are many ways to format a document using the HTML language, with a wide 
variety of tags, or instructions for the browser regarding formatting and content. How-
ever, tags don’t apply solely to text in regard to formatting. For instance, the <img> tag 
tells the browser to insert a particular image at a certain location in a web page. A generic 
example of what this would look like would be <img src=“apicture.jpg” />. The “src” in the 
character sequence lets the browser know how to locate the image “apicture.jpg.” Other 
instructions within the <img> tag can tell the browser things like how big the picture 
should be or whether it needs a border.
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There are a number of benefits to using this method for storing documents. Like 
TXT and RTF files, many programs can both make and open HTML documents. Both 
Notepad and WordPad, mentioned above, are capable of creating HTML documents, but 
there are numerous others, like the program Notepad ++, which is also capable of editing 
other coding languages. Unlike the TXT and RTF formats, an HTML document can 
incorporate multimedia elements. A browser program is required to display this properly, 
however. For example, if the text in an HTML document requires an image, then the 
HTML file and the image file are still two separate files; opening the HTML file in a 
text editor won’t display the image. The instructions for the browser in the HTML file 
tell the browser to retrieve the image and insert it in the correct location among the text 
information when the web page is viewed.

HTML is a format recommended for data storage by the Library of Congress (Li-
brary of Congress, 2018b). It’s a good format to use if you have multiple text documents 
that you want to link together or if you are saving information that is originally in this 
format. It’s also handy to know about if you want to make your collection available on-
line. HTML is a very good choice for sharing information, since most computers have a 
browser program for interpreting HTML documents. Files that use plain text are smaller 
than other types, since they only have characters and no other data. This makes infor-
mation in this format ideal for transmitting over the Internet, since transmitting large 
files takes a long time. However, there are some difficulties with HTML. The HTML 
language is continually evolving, and so some instructions do become obsolete or are 
interpreted differently over time. In addition, different browsers can interpret the instruc-
tions in an HTML document slightly differently, so the same information may look a 
little different in different browsers. Web designers sometimes need to create multiple sets 
of instructions in a web page in order for it to display similarly inside different browsers.

HTML is not the only format or language that can enhance plain text. There is an-
other, similar format that can be of great use to you and your collection, and understand-
ing HTML will also help with understanding this format.

Extensible Markup Language

Extensible Markup Language, or XML, is similar to HTML in quite a few ways. It uses 
the <tag>text</tag> format to communicate information, just as HTML does. However, 
XML has a very different purpose from HTML. The main purpose of HTML is to in-
struct a browser program about what information should be displayed and how it should 
be displayed, and contains information regarding formatting and layout.

XML has no impact whatsoever on the layout or appearance of a document. Instead, 
it contains information about the contents of a document, or metadata. For instance, if 
you had a book in digital format with XML tags and used the tags <title>Reading Is 
Easy</title>, then the tags can communicate that the title of the book is “Reading Is 
Easy.”

HTML has a set of tags that are universal. Everyone who codes websites must use 
the same set of tags. Again, it’s like using a language—everyone coding with HTML is 
“speaking” the same language and communicating using the same pool of “words,” or tags. 
With XML, it’s possible to make up your own tags in order to communicate whatever 
information you think is relevant, like a book title or an author. However, this means that 
you’re essentially making up your own language. There are ways around this, though. A 
Document Type Definition, or DTD, has a specific set of tags that you can use. Like using 
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HTML with its universal terms, this allows for better, more consistent communication 
(Combs, 2011).

So, what is the point of XML? Well, if you use the appropriate software or a database, 
it can use a document that is tagged with XML tags to do all sorts of useful things. For 
instance, if all of your documents have a tag for the book title, a software program can do 
things such as go and search for the text between the book title tags in every document 
that you have, then compile a list of every book title that your collection has. A patron 
could search for a particular book title, too. If all of the chapters in a book are tagged by 
their titles, a program could compile a table of contents automatically by locating, for ex-
ample, all chapters with the same title tag, plus chapter titles or numbers based on another 
tag for this data (Combs, 2011).

As mentioned earlier, there are a lot of different DTDs, or vocabularies for XML, 
and these are typically designed for a specific type of information (Combs, 2011). That 
is, there are different standard ways of tagging metadata using XML. One of the pre-
ferred text formats for the Library of Congress collections is the EPUB, which includes 
an XML file that indicates all files included in the EPUB file as well as their intended 
reading order. Software readers for this format are able to interpret JPEG and PNG files, 
so images in these formats can also be included in such a document (Library of Congress, 
2018a).

Documents using XML have many virtues and can include a lot of useful additional 
information, but are rather complicated, and learning about HTML and XML takes 
time. They can be important for your archive, though; XML, for instance, can be very 
useful for making your digital collection more easily accessible and searchable. There are 
still more options for storing text information, though, that are simpler and have plenty 
of appeal to both you and your patrons.

Portable Document Format

The Portable Document Format, or PDF, is a file type created by the company Adobe. The 
major virtue of a PDF is that it “feels” like a book to the user, as a PDF can be separated 
into “pages.” Like HTML, PDFs are capable of supporting both text and multimedia. 
PDFs are also capable of other handy features, like searchable text, bookmarks, hypertext 
links, and both annotations and metadata. PDFs are typically easier to construct than 
HTML or XML documents, as well.

There are several variations on the PDF format. One of the ones preferred by the 
Library of Congress for archiving text is the PDF/A-1. Like the ODT, this is an open 
format approved by the ISO and a number of companies create software that supports 
this file type. The ISO requires that future versions of software designed to view this file 
type will be backward-compatible, meaning that old files can be read with new software 
(PDF/A Competence Center, 2019). This particular format doesn’t allow for audio and 
video embedding, JavaScript, or other executable files (essentially, a software program), 
or encryption, so it’s a little more limited than a normal PDF file (Library of Congress, 
2019). These limitations are to ensure that a PDF/A-1 file can always be displayed exactly 
like the original; features like video or audio usually require software external to the PDF 
reader to function, which presents problems for display and archiving (PDF/A Compe-
tence Center, 2019).

The PDF format can also store images instead of text, but this isn’t really recom-
mended as a method of image storage (Library of Congress, 2018b). However, if you are 
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digitizing books, this is a good option to keep in mind, as you can use an image of each 
page in the book as a page of the PDF. This will also keep multiple images together in 
the same file and, again, will feel like a book to the reader.

 Image Formats

If you are storing scans or photos of text, then you need to use an image file format, even 
though what you are capturing is text. As discussed in the last chapter, some formats are 
better for some purposes than others. This is also true of images of text. For instance, 
JPEGs aren’t good with high contrast and sharp edges, which makes JPEGs a poor 
choice for storing images of text in most instances.

TIFFs are a better choice, since they capture so much data and are lossless, and they 
are the format recommended by the Digital Library Federation Benchmark Working 
Group. For pure black-and-white text or text with images that don’t require tone, this 
group recommends that scans or photos are made at 600 dpi with 1-bit tone; this means 
that only black-and-white tones will be present in the scan, which is good for getting a 
very clear image with the most readable text possible. If text has or is part of a grayscale 
image, then they recommend using 300 dpi with 8-bit gray scale. As mentioned in the 
previous chapter, 8 bits will create 256 different shades of gray, which is sufficient for 
faithfully reproducing a grayscale image with little noticeable difference between the 
copy and original. For text that is part of a color image, the group recommends the same 
dpi, but 24-bit color, or true color (The Digital Library Federation Benchmark Working 
Group, 2002).

TIFFs are not suitable for display on the web, though. If you want your collection to 
be available online, you may want to store a JPEG in addition to the TIFF format, or to 
use a GIF or PNG, which are better with clear color boundaries than JPEGs, depending 
upon how much color is needed to faithfully reproduce the image. What this means to 
you is that GIF and PNG files are good with crisp edges, and your text will be less blurry 
than it would be with a JPEG.

A good image can make it easy for your patrons to read text, just as if the text was 
in a born-digital format. However, your patrons will most likely want, or even expect, 
searchable text. This term means that a computer is able to search through a document 
and match a word that the user types to a word found in the document. If the document 
is a text file, this is a simple matter. If it’s a scan or photo of a text document, however, 
this is more complicated.

 Searchable Text

Computers can’t “read” in the sense that humans can. A computer, for instance, doesn’t 
know that the word “computer” says “computer.” Computers can’t tell that the word “com-
puter” on a screen and one in a book are the same thing, either. A computer perceives 
the typed word “computer” as a series of 8 sets of 8 binary sequences, while an image of 
the same thing is a set of binary sequences indicating colors. To a computer, these aren’t 
the same thing at all. Although a computer can’t “read,” what computers can do is match 
things.
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With Optical Character Recognition (OCR) software, a computer can turn text in 
an image into text that is searchable, just as if it was “born-digital” information, which 
makes it easy for people to find specific words or phrases in a document without actually 
reading the entire document. This also makes it possible for people who have problems 
with their vision to be able to access documents, as the digital version of the document 
can be used with other technologies to assist the visually impaired.

OCR technology is essentially a type of artificial intelligence software, and there are 
a few different ways that this type of technology can work. Basically, however, the OCR 
software breaks down an image of a document into blocks of text, then lines of text, then 
words, then letters. It then compares the shapes of characters to letter shapes in a database 
to find a match (Holley, 2009).

OCR technology today is pretty accurate, but its accuracy is very dependent upon 
the clearness and quality of the scanned material, and things such as stains or smears can 
cause problems for the software. For instance, imagine that there is an ink mark through 
a word on a printed page. If the line is thin enough to leave a little information about the 
letter’s shapes, a human can still read a word that’s been disrupted. A computer, however, 
will find this much more problematic.

There are fonts specifically designed for use with OCR technology, such as the font OCR-A. In-
vented in 1968, OCR-A was designed to be easily read by both humans and machines. This is a 
monospace font (all characters are the same width) and is still often seen on checks.

The accuracy of OCR software is typically represented in a percentage of accuracy, and 
it will guess the right character on an average of the given percentage. It’s possible to 
improve accuracy by correcting errors in the scan of a document (such as de-skewing 
pages) and by getting a good image capture in the first place; 300 dpi or higher is a good 
resolution for images that will be processed in this way (Holley, 2009).

Whether a document has been scanned with one bit, which produces pure black and 
white, or eight bits, which creates gray scale, can have an impact on your success with 
OCR technology, as well. If a document is very clean and tidy, with no spots, smears, 
water marks, or similar flaws, or if the document text has multiple colors, then a mono-
chromatic, 1-bit color is the best choice. This will make the scan faster and more accurate, 
since the scan doesn’t need to detect the threshold at which a character is a character or 
the background; if an image is pure black and white, then anything black can automati-
cally be considered a character by the program, and anything white can be ignored (Lais, 
2002).

However, if a document has any kind of spotting, smearing, or other types of similar 
damage, these will show up as black spots on the scan, which may overlap or obscure 
letters and make it difficult for the software to distinguish letters from “noise,” things 
that have no relevant information. In this case, the image may be easier for both humans 
and computers to read if scanned in gray scale. Imagine that you made a photocopy of a 
document that has a faint coffee stain on it. Though you might still be able to read the 
original document, the photocopier will copy that coffee stain as being pure black, ob-
scuring letters. This is what would happen in a 1-bit scan. In a grayscale scan, that coffee 
stain will show up as gray, making it still possible to interpret the letters under the stain.

Even if the best bit depth and resolution are chosen for a particular document, OCR 
technology is never 100 percent accurate and determining accuracy can be a challenge. 
Some libraries, including the Library of Congress, use the help of volunteers to review 
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the accuracy of documents that have been scanned using OCR technology and to make 
corrections (or to create digital versions of documents that are too difficult for OCR 
technology to handle at all) (Library of Congress, accessed 2020).

OCR technology is improving all the time, though, and it’s even included with some 
software for creating PDFs. The convenience it offers for both you and your patrons 
makes this technology worth exploring.

It should be noted that OCR technology is designed for matching printed letters—
that is, characters that are made using a machine. Interpreting handwriting requires the 
use of a related technology called ICR, or Intelligent Character Recognition. One type of 
software may be more suitable than the other, depending upon what types of documents 
you need to analyze.

 Key Points

• Today, text information is encoded in a way to offer a lot of compatibility between 
documents and software from multiple companies.

• Although compatibility has been improved over time, many types of file formats 
are proprietary and should be avoided when possible.

• TXT, RTF, and ODF files are all nonproprietary text file formats and are suitable 
for archiving different types of text files.

• HTML files offer a variety of formatting possibilities, and XML allows for the 
insertion of useful metadata into a file. PDFs allow for patrons to read text in-
formation similarly to how they would read a book, and can store text and image 
information with equal ease.

• Patrons can benefit from the convenience that searchable text offers. However, to 
make image files readable by a computer, they need to be processed with OCR 
software. Using the correct number of bits and resolution for scanning presents the 
best chance for accuracy with this software.

While text and images are items that are commonly found in archives, you may find 
that you have the need to store other multimedia information, as well. In the following 
chapter, you will learn about how a computer processes and stores both audio and video 
information and learn which formats are best for archiving this kind of information.
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Storing Audio and Video

The very first known audio recordings date back to the early 1850s. Created by a 
Parisian bookseller named Édouard-Léon Scott de Martinville, these recordings 
were made using a device he invented called a phonautograph, which recorded the 

sound by tracing a stylus on a paper treated with soot. The earliest recognizable recorded 
sound is his 1859 recording of a tuning fork. These early recordings were actually a visual 
representation of a sound—not meant to be played back—but they can be heard now 
using modern technology using a “virtual stylus” (BBC News, 2008).

The history of audio recording in general is somewhat messy in that there have been 
a lot of different ways to record audio, some more practical than others, including tin foil, 
wax cylinders, magnetic wire and magnetic tape, and even the aforementioned paper and 
soot method.

The history of digital audio recording is also a bit murky, because it’s really a series 
of inventions rather than a single one at a single defining moment. But the technique 
used to represent sound digitally, called pulse-code modulation, was invented in 1939 by a 
British telephone engineer named Alec Harley Reeves. In 1957, recording sound digitally 
on a computer became possible through the work of an engineer named Max Matthews.

Recording sound uses much, much more recent technology compared to the two 
discussed so far—that is, visual and textual data—but it is certainly a type of data that you 
may need to store. For example, as mentioned, there have been a variety of ways to record 
sound, and you may be involved in the process of gathering and storing audio from some 
of the more obscure and outdated methods of recording audio before they become im-
possible to play back. As another example, some archives store recordings of people telling 

IN THIS CHAPTER

 P How are audio and video data similar to and different from other forms of data?

 P How do computers record and store audio and video data?

 P What are some of the optimal formats for storing audio and video data?
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stories, information that may be invaluable to historians in the future (and even now), 
and so you will need to decide how to best store and preserve these types of materials.

From the perspective of a computer, the data required to store and display an audio 
file isn’t an awful lot different from other types of data, and so you may find much of the 
explanation for how this works familiar at this point if you’ve read the previous chapters. 
However, audio files do have some of their own terminology as well as storage formats 
that are unique to them, and so there are some new things to learn when it comes to 
storing this kind of data.

Because audio data is often a component of a video file (unless the video has no 
sound), this chapter will begin by explaining exactly how a computer records and stores 
audio information.

 Audio Data

In the real world, when you hear a sound, the sound is continuous in nature. Imagine 
that you are listening to a violin player. Each time the bow is drawn across the strings, it 
creates a continuous sound. In computer science, this is what is known as analog data—
continuous information.

But as you know, computers don’t like continuous information. They deal with infor-
mation in small chunks of data, which can be stored as binary ones and zeroes. This is 
known as digital information, and the process of digitizing actually refers to this concept 
of turning analog data into digital data.

So, if you wanted to record the violinist in the earlier example using a computer, 
how can it be done? Whenever you record audio information with a computer, that 
computer doesn’t record all of the available information. That’s impossible (at least for 
modern machines). Instead, what happens is that the computer takes a sample of all the 
frequencies that exist at a single instance in time. It keeps doing this at regular intervals 
so that when you listen to all of these samples being played back, you hear the recording 
as being continuous.

You may notice that this is a similar concept to how a computer records visual in-
formation, as discussed in chapter 3, but by taking samples of color rather than samples 
of sound. A computer can’t record all of the available visual information for an image, so 
instead it records averages, or enough samples of color to form a full image that a person 
can understand. A computer can’t record all sound either, so it takes samples of sound, 
as well.

If a computer takes enough samples rapidly enough, then all those samples together 
create a good representation of the original sound. A rate of 44,000 times per second, 
or 44 kilohertz, is a good rate for most situations (Fuller and Larson, 2008). The higher 
this rate gets, the more realistic the sound becomes—up to a point. Once the sampling 
rate exceeds a certain level, the human ear is no longer able to distinguish an increase in 
quality.

If a sampling rate is much lower than 44,000 times per second, then the human 
listener starts to notice the difference between a recording and reality and is able to tell 
that he or she is hearing a recording—and not a very good one (Dale and Lewis, 2013). 
However, the optimal sampling rate is also dependent upon what is being recorded: The 
sound of a single human voice speaking, which you might want to record for an archive 
of spoken records, accounts, or stories, doesn’t need as much information for an accurate 
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recording as, for example, a recording of a rock band. A human voice can be recorded with 
good accuracy at an only 11,000 times per second, or 11 kilohertz (Fuller and Larson, 
2008).

The sampling rate also has an impact on the highest recordable frequency, or the 
highest pitch that a sound recording can capture. The highest frequency that can be cap-
tured is half the recording rate. For professionally recorded music, the standard recording 
rate is 44.1 kHz, which makes the top available frequency 22 kHz. This is good, since 
most people can’t hear anything above 20 kHz; so essentially, this is an efficient sample 
rate for the recording industry (CARLI, 2017a).

Suppose that you wanted a good recording of your violin player, so you decide to use 
recording industry standards and record him playing at a sampling rate of 44,000 times 
per second. If he played a three-minute song, then the computer would record 7,920,000 
samples of that song in even intervals. When the samples are played back to the listener, 
the listener is able to perceive each of those little samples as being one long continuous 
sound, even though it actually is not.

Like image files, audio files can become quite large quite rapidly. Even if only one 
bit was needed for each sample, this one song would be a little less than 8 megabytes 
worth of information. That’s around 78 times the amount of information needed to store 
the digital version of this chapter, and in reality, much more data is needed to store the 
information for each sample, since you need more than one bit per sample. 

Audio files don’t have to be huge, though. Like image files, audio files can be com-
pressed to save space. The software used for this is known as a codec, which stands for 
Compressor-Decompressor (Lake and Bean, 2008). A lot of terms used for compressing 
visual data also apply to audio data—for example, the terms lossy or lossless. Remember, 
lossy means that some data is lost during compression, and lossless means that no data is 
lost and the file can be restored to exactly how it was originally. Typically, lossy methods 
are more efficient and can compress files to much smaller sizes than lossless methods, but 
lossless methods are usually superior from an archiving standpoint. 

CARLI, or the Consortium of Academic and Research Libraries in Illinois, rec-
ommends a sampling rate of 44 kHz at the minimum, and 96 kHz for archival-quality 
recording (CARLI, 2017a). This is a very high rate that will record a lot of data. You will 
need to determine if a higher sampling rate is advantageous to your archive or not. This 
is also only applicable for digitizing music from analog. If you are storing a recording that 
is already digital, you’ll essentially be storing whatever rate the creator of the file used.

Though these terms are relevant to storing nearly any kind of data, several terms are 
relevant to audio data in particular.

TERMS FOR AUDIO DATA

Bit depth The number of bits used for a recording
Channel Whether the recording was in mono sound (one microphone 

recording) or stereo (two or more microphones recording)
Ripping Transferring audio data from a CD (a digital data storage for-

mat) to a computer (can also apply to video data)
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Bit Depth

Along with the sampling rate, recordings have a certain bit depth. This refers to how many 
bits are used to store the data for each sample taken during a recording. A typical sample 
will use between 8 and 24 bits. A bigger sample size contains more information about the 
recorded sound and creates a more accurate recording that is more true to reality. How-
ever, a bigger sample size also requires more space to store the data. With your recording 
of the violinist, the 44,000 sampling rate with a small 8-bit sampling size would create a 
63,360,000-bit file (before any compression), and a more robust 16-bit sampling size (16 
bits is standard for the recording industry) would create a 126,720,000-bit file. CARLI 
recommends a recording bit depth of 24 bits, which will provide a lot of data (CARLI, 
2017a). While you always want to be as accurate as possible, the amount of storage space 
you’ll need to store your collection is something you should take into consideration for 
practical reasons.

Channels

Audio data can also be recorded in channels—either mono or stereo. Mono recordings 
capture a single sound using one source (there’s typically only one microphone involved). 
Stereo recordings are more complicated and use at least two microphones during record-
ing to capture sound from two different directions.

Why would you want to do this? Well, people have two ears and hear audio informa-
tion coming from different directions in the real world. Recording audio data in stereo 
gives a sense of realism to the recording and makes it more true to life. When you listen 
to a recording in stereo using headphones, for example, the exact sounds you hear may be 
different on each side of the headphones, making it seem to your brain as though you’re 
actually there, with the original source of the sound, such as a concert, opera, or a comedy 
monologue. To hear this effect on a computer, you need at least two speakers.

It’s important to note that stereo recordings require twice as many bit captures as 
mono recordings, and thus are much larger. Professionally produced CDs and DVDs 
typically have stereo sound. However, mono sound still has a number of applications, and 
older recordings, such as cassette tapes and vinyl records, may be in mono sound.

Ripping

Another term that might be of importance to you is ripping. Ripping is the term used for 
copying audio data from a CD onto a computer hard drive. There are some legal rami-
fications involved in this if the CD in question is under copyright. Ripping a CD that 
contains copyrighted information onto a computer is not necessarily illegal, but doing so 
with the intent to distribute the information is. However, you may have an agreement 
with the copyright holder in regard to archiving the data, and creating a copy of audio 
data for the purposes of archiving only is usually perfectly legal (Lake and Bean, 2008). 
You’ll learn more about CD technology in chapter 7 and more about copyright law in 
chapter 14.
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 Audio Data Formats for Archiving

Audio data hasn’t been in common use for computers as long as image or text data has. 
While sound capabilities are standard on modern computers, in the past, sound was an 
optional feature. Sound only began becoming a standard feature in the mid- to late 1980s.

Sound cards are not required for computer function. Very early computers had no sound cards 
whatsoever and created simple beeps using internal speakers. In essence, the function of a sound 
card is to translate audio data into a sound that can be heard using speakers or headphones, or to 
do the reverse and translate sound from a microphone to audio data (Lacoma, 2018). 

File formats for audio data are not as well established or well known by general users as 
the other file formats covered so far in this book. Like other types of data, there are a wide 
variety of audio recording formats that you can use. However, many of these formats are 
proprietary or otherwise require specific software to run, so choosing one that suits your 
needs can be more complicated than choosing one for visual data. The software that you 
use may only play a limited number of types of audio data or may not be able to convert 
formats easily because of these proprietary formats. This section will address a few of the 
many possibilities for storing audio data.

SOME AUDIO CODECS

AAC (Advanced Audio Coding)

AIFF (Audio Interchange File Format)

ALAC (Apple Lossless Codec)

AMR (Adaptive Multi-Rate)

FLAC (Free Lossless Audio Codec)

MP3 (MPEG-2 Audio Layer 3) Files, MPEG-4

MIDI (Musical Instrument Digital Interface) Files

OGG (Ogg Vorbis)

Opus

WAVE (WAV) Files or BWF (Broadcast Wave Format) Files

WMA (Windows Media Audio)

WAVE

The WAVE format was originally created by Microsoft and IBM, who worked jointly 
on the development of the WAVE format (Costello et al., 2012). WAVE files are a  
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commonly used file type for sound that can be suitable for archiving purposes, and 
WAVE files can be used for storing both mono and stereo sound.

The WAVE (also known as a WAV) file is the basis for some of the Library of Con-
gress’s preferred preservation formats (Library of Congress, 2018). The preferred type 
of file is a PCM WAVE, which means that the file type is a WAVE file, and the audio 
is encoded using pulse-code modulation or linear pulse-code modulation (PCM and 
LPCM, respectively), which are standard ways of representing audio in a digital format.

WAVE files are created in units of data called chunks. Each chunk is a set of data 
that can either represent metadata (information about the file and its contents) or actual 
audio information. A variation of this format, the Broadcast Wave Format (BFW), con-
tains metadata specifically for facilitating the exchange of the file between broadcasters, 
and also contains timestamp information (Library of Congress, 2017a). Metadata will be 
discussed further in chapter 13.

AIFF

The Apple company’s AIFF file is very similar to the WAVE, and the two formats are 
virtually interchangeable as far as sound capability goes. Most sound-editing programs 
will work with both file types (Costello et al., 2012). Though not ideal in that they are 
proprietary formats, both formats are so commonly used that finding compatible software 
is not an issue.

MP3 Files

A format that may be more familiar to you is the MP3 format. MP3 is short for MPEG-1 
audio layer 3. MPEG is an acronym for the Moving Pictures Experts Group, which is 
a group that develops standards for video compression. There are also MPEG-2 and 
MPEG-4 formats, which are used primarily for video data; MPEG-4 can also be used 
for archiving audio data. MPEG-3 was never fully developed and is not in use.

In 2017, key patents for the MP3 were not renewed, which may have an effect on the develop-
ment of future software; this could mean that more software will incorporate this format, as it 
can be more freely used now by developers, or that the recommended replacement for the MP3, 
the AAC, overtakes it in popularity due to its advantages in sound quality and file size (Fox, 
2017).

The MP3 format is a highly desirable format primarily owing to how well it compresses 
audio data. What happens in an MP3 file is that the file removes or reduces sounds that 
humans can’t normally hear, cutting out irrelevant information, in a way (Andrews, 2008). 
This greatly reduces the amount of data needed to reproduce the file, thus requiring less 
storage space.

The MP3 format has a lot of appeal to the general public for several reasons. These 
are the files that were initially used with portable media players, often just referred to as 
“MP3 players.” The high level of compression makes it possible to store a lot of data on 
one of these players; the format can also be used by a variety of other devices and soft-
ware, a very good feature to have in digital archiving. It’s also popular because it makes 
downloading audio data from the Internet easier; the larger a file is, the longer it takes 
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to download, and so smaller files are better from this perspective because they take less 
time to acquire.

MP3s may also appeal to patrons if you want your collection to be available online, 
since chances are good that they will already have the necessary software to play your 
audio files and find this format to be comfortable and familiar. However, the MP3 format 
also uses a lossy method of data compression, which is always less preferable for archiving 
then lossless methods. While, for this reason. you may not want an MP3 to be your main 
archiving format, MP3s are very good for sharing, and so you may want to store multiple 
copies of a file—one in the WAV format, for instance, and one as an MP3.

AAC

Advanced Audio Coding, or AAC, was designed to replace the MP3 and uses some of 
the same methods of reducing file size by eliminating audio data that humans can’t nor-
mally hear. However, it has a better sound quality. Like the MP3, this is a lossy format, 
and it is also proprietary, and so is not a preferable choice for archiving. However, it has 
the same merits as an MP3 file for sharing data online. It is also popular as the audio 
component of MPEG-4 videos and is the audio format of choice for the online video 
sharing service YouTube (Fox, 2017).

FLAC

The Free Lossless Audio Codec, or FLAC, is, as its name would imply, a lossless format. 
It is otherwise similar to the MP3 and is notable in several ways. Because it is a lossless 
format, it has a higher quality to the sound, but can transmit quickly over the Internet 
like an MP3. What is particularly interesting about this format, however, is that it is 
nonproprietary. However, adoption of this format has been slower than some of the other 
formats for a variety of reasons, and generally additional software is required to convert 
a file to this format (Pendlebury, 2018). Still, it is a notable format that may be of use to 
an archive.

MIDI Files

Musical Instrument Digital Interface, or MIDI, files digitally simulate the sounds of real 
instruments, like drums or violins. These files are used to create synthesized music. Rather 
than recording a performance of these sounds, MIDI files play the appropriate notes with 
the appropriate instrument effect. You can almost think of it as being digital sheet music 
that can play itself. Rather than being a recording of an actual performance, a MIDI file 
is instead a set of instructions for how a synthesizer can play a piece of music or a sound. 
In the past, this was highly advantageous, because MIDI files are just instructions and 
these files are much smaller than actual recordings of performances. Because they use so 
little data, MIDI files were often used for things like background music and sound effects 
in old computer games. MIDI files are still in use today, and can be used by musicians for 
composing music and other creative applications.

When you play an MP3, AIFF, or WAV file, you’re playing an exact reproduction of 
a recording. MIDI files are instructions. While this saves a lot of space, it can be prob-
lematic in that MIDI files are somewhat dependent upon the quality of the software that 
is using these instructions to reproduce the sound (Lendino, 2013). For instance, imagine 
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the difference between giving a copy of the sheet music for Beethoven’s Fifth Symphony 
to a middle school band and giving the same music to a professional symphony orches-
tra. The instructions are exactly the same, but the quality of the results is quite different. 
MIDI files are not as commonly used today as in the past, but still have some use and may 
be something you want or need to archive. Again, MIDI files were common in things like 
older computer games, and so you may need to save MIDI files if you want to preserve 
old software as part of your project.

In many ways, storing audio data is similar to storing data for images. Video data is 
also similar in many ways to both of these types of data, since it requires both kinds of 
data—image and audio—to create the video.

 Video Data

The history of film is a little less clear-cut than some of the other media discussed so far, 
as a lot of different people were involved in its initial development. However, a notable 
event in the history is the development of the kinetoscope by the Edison Company in 
1891. This device allowed a person to view a brief movie, one viewer at a time. Movies 
that could be shown to an audience were developed soon afterward, in 1895, by the Lu-
mière brothers (National Science and Media Museum, 2011).

The history of digital cinematography, however, has been much, much shorter. Dig-
ital video cameras became available in the 1980s, and an early film recorded using this 
technology was Julia and Julia, an Italian film made in 1987. Although it was shot dig-
itally, it was transferred to 35 mm film afterward. One of the early films to be shot in a 
“high-definition” digital was Once Upon a Time in Mexico, made in 2001 (Daniele, n.d.).

The move from film to digital has actually been remarkably slow and filled with quite 
a bit of controversy. Digital and film formats each have a different look and feel, and one 
might appeal more to a director than the other. In addition, digital films are also much 
more prone to obsolescence due to equipment problems and are more difficult to upgrade 
to a more advanced format than films shot using traditional methods (Daniele, n.d.).

Explaining exactly how video data is stored is a little complicated. The general prin-
ciple behind it, however, is simple, and an easy way to explain it is to consider a digital 
video as having the same principles as an animation. As you probably know, traditional, 
hand-drawn animation is created when an artist draws the same picture over and over 
with incremental degrees of change between the drawings. When the images are shown 
together, one following after another in rapid succession, it creates the illusion of move-
ment, as if all those still images were moving. You may notice that this is also similar to 
how audio data recorded by a computer works—by playing tiny samples of sound in rapid 
succession.

Digital videos essentially work the same way as animation and sound recordings. They 
are composed of a number of still images that, when shown rapidly one after another, 
create the appearance of movement. If you’ve ever seen a reel of video film or the inside 
of a VHS tape cassette, you’ll notice that the film for the video is actually composed of 
a number of images, one after another on the tape. These are shown rapidly at a steady 
pace to create the look of movement. The principle used for film-based videos is exactly 
the same in digital format, it’s just that the digital video shows digital images made from 
pixels rather than ones made from film.
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Though there is some variation, a video typically has 30 frames per second. This means 
that for every second that goes by in a video, you’re actually seeing 30 still images shown 
one after another, which are going by too fast for you to even notice. For software that 
creates video data, it’s important to keep track of all these frames. One of the ways in 
which this is done is by using a timecode, which is a method of uniquely identifying 
frames and determining when they will display. A timecode in video editing also helps 
the creator of a video keep track of events, such as when specific audio data needs to 
start playing.

Just like audio data, video data can be compressed using software known as a video 
codec. You’ll need to choose a codec that you find acceptable for your video data. Lossless 
codecs are preferable, but most video codecs are lossy. Though there are some codecs that 
have the same name as a file format, they are not necessarily the same thing. For instance, 
you can use an MPEG-2 codec to compress a file that is not in the MPEG-2 format. 
Some of the lossless options are Huffyuv, Lagarith (similar to Huffyuv), and JPEG 2000. 
You can also choose to simply not compress the file, but this will result in an enormous 
file for storage (CARLI, 2017b). You can use lossy methods, but you should be aware that 
these are not the best choice for archiving.

Video files are typically created in a native format, similar to a native format for an 
image, as discussed in chapter 3. Remember, a native format is a file format that works 
specifically with a particular device or a particular type of software. Video native formats 
have the same problems as far as archiving goes as native formats for visual data do in 
that they normally can’t be opened by anything other than the software program that 
created the file. The video file therefore needs to be converted into a different file format, 
a process known as rendering for video data. There are quite a few data formats for videos, 
and like audio file formats, you’ll face a challenge in that most of them are proprietary 
and specific to a company.

 Archiving Video

When you archive a born-digital video, you’ll essentially be using the formats and speci-
fications used by whoever created the video, just as you would for audio data (though you 
may need to convert the file format to something more acceptable). If you’re digitizing 
information, however, you’ll need to make some decisions.

One of these is about the resolution of the video image. Resolution is measured by 
the number of horizontal pixels by the number of vertical pixels (pixels were covered in 
the beginning of chapter 3). More is better, up to a point. A standard television today 

TERMS FOR VIDEO DATA

Rendering Converting a video file from a native format to another 
format

Timecode A method of keeping track of video data, often used for 
synchronizing audio data

Video codec Software used to compress video data
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has a 640 × 480 resolution, while a high-definition television can have a resolution up to  
1920 × 1080 pixels (CARLI, 2017b).

Similarly, the aspect ratio is the width of a video image divided by the height. For 
example, the aspect ratio of standard cathode-ray tube televisions (before the rise of flat- 
screen televisions) was 4:3, meaning that video for these televisions has images that are 
slightly wider than they are tall. At some time, you may have seen a notice when watching 
a movie that says something along these lines: “This film has been formatted to fit your 
screen.” This is because films intended for movie theaters have a different aspect ratio 
than television sets, and some of the image needs to be cropped in order to be more eas-
ily viewed; this is a loss of information. This is also what “widescreen” versus “fullscreen” 
means when you purchase a copy of a movie; widescreen means that the aspect ratio is 
true to the original and has not been cropped. Your video data will appear best at the 
aspect ratio at which it was originally captured.

As you decided with audio data, you’ll need to decide how large your samples will 
be when you capture video data. A larger sample size, or bit depth, provides more image 
data and is therefore superior from an archiving perspective. This does, of course, create a 
larger file size. CARLI (2017b) recommends a sample size of 30 bits.

Video data can also use either interlaced or progressive scanning. With interlaced 
scanning, each image essentially captures half of the relevant data, with one image 
displaying information on odd-numbered lines and another on even-numbered lines. 
Analog video, such as a VHS tape, is usually made in this way. When digitizing film that 
was created in this method, sometimes the frames become blurred from small amounts 
of movement between one frame and the next. Progressive scanning captures all data in 
a single frame. This is considered the superior method as far as archiving goes, and most 
born-digital video uses this method (CARLI, 2017b).

 Video Data Formats for Archiving

Like formats for audio files, there are many formats available for video files. Most of these 
are not particularly suited for archiving, since they are proprietary. However, you may 
want to know what kinds of video formats are available anyway, so that you know what 
types of formats you have and what type might be suitable to display to your patrons (for 
example, which formats are good for use online). This section will cover some possible file 
types; however, there are many, many ways to store video data.

COMMON VIDEO FILE FORMATS

AVI Audio Video Interleaved
DPX Digital Moving-Picture Exchange
FLA Flash
MJ2 Motion JPEG 2000
MOV QuickTime Movie
MPEG File format created by the Moving Pictures Expert Group
SWF Shockwave Flash or Small Web Format
WMV Windows Media Video

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



S T O R I N g  A U D I O  A N D  v I D E O   ▲   6 7

MPEG

As you learned earlier in this chapter, MPEG stands for the Moving Pictures Expert 
Group, a group that develops standards. There are several variations on the MPEG file 
format, with MPEG-1 typically being used for audio data (the MP3 format). MPEG-3 
is not in use; MPEG-4 is usually used for transmitting video data online; and the 
MPEG-2 format is for general use with video data.

As MPEG-1 is capable of creating highly compressed audio files, so too is the 
MPEG-2 format capable of creating highly compressed video files. With this file for-
mat, frames that have no appreciable amount of change from one frame to the next are 
discarded (Andrews, 2008). Remember, there are 30 frames per second of video in a nor-
mal capture, and so there are instances in which some of those 30 frames have no new 
meaningful information. Getting rid of some of those frames helps compress the file, and 
using frames with no new data for this means that the viewer won’t notice the difference. 
However, this is a lossy method of data storage, and while you might not readily notice 
the difference, it’s still preferable to use a lossless method of data storage. Like MP3s, 
though, you might want to use one of these types of formats for your patrons, and use a 
different format for actual storage.

Motion JPEG 2000

Motion JPEG 2000 is an open international standard with a lossless codec, so no data 
is lost during compression. Rather than compressing the file by removing frames, as the 
MPEG formats do, each frame is individually compressed (Pearson and Gill, 2005). This 
method is different from other methods of video compression in general, and means that 
very little information is lost during the compression process, making it more appealing 
from an archiving standpoint than the MPEG formats, for instance. This format is com-
monly used for digital cinema, or movies shown digitally in a movie theater (PCMag, 
2013).

Flash

Flash files are particularly desirable for transferring video information online (Fuller and 
Larson, 2008). Flash files have either the extension FLA or FLV. An FLA file is the file 
used to create a video, and an FLV file is the final product that can be shared with others. 
Flash animations are often used online or as components of web pages. This technology 
was originally developed by Macromedia, but the company was purchased by Adobe 
Systems in 2005. One of the unusual and appealing features of Flash animations is the 
fact that they typically use vector images rather than bitmapped or raster images for the 
frames (Library of Congress, 2017b). Vector images are scalable, as discussed in chapter 
3, which means that they look the same regardless of the size of the image, whereas bit-
mapped or raster images can become pixelated when resized. Shockwave Flash, or SWF, 
is a related format with similar features; however, it can be used for many things other 
than videos, such as small games or programs. Both of these formats are particularly use-
ful if you want to display information online or to archive information from the Internet.
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MOV, WMV, and AVI

The MOV file extension indicates a QuickTime movie; QuickTime is a format devel-
oped by Apple. Similarly, the WMV is a Windows Media Video file, which is a format 
developed by Microsoft. AVI is an Audio Video Interleaved file, also created by Micro-
soft. These are all proprietary formats, which makes them less desirable for archiving than 
some of your other options. However, they are very common and there is a lot of software 
available to work with these formats, which may make them appealing for sharing your 
archive’s data online or for letting your patrons interact with your archived data. CARLI 
recommends AVI and QuickTime in particular as alternative options to the more desir-
able MXF format. Though AVI and QuickTime are less desirable for archiving, they are 
commonly used by the general public, so you may find it easier to find useful software and 
resources for these formats (CARLI, 2017b).

Chances are good that you won’t be archiving video data, especially not commercially 
produced video data. However, with cameras so readily available today this may very eas-
ily change in the near future. After all, creating and sharing videos online is a common 
hobby among many people; it can even become a career, in some cases. Preserving this 
type of data may very well become quite important for preserving information about the 
present for the future.

 Key Points

• Audio information is stored in much the same way as other types of data for a 
computer, and can be compressed using both lossless or lossy compression.

• The realism and accuracy of audio information is dependent upon the sampling 
rate and size and whether the recording is in mono or stereo sound.

• Audio information is stored in a variety of formats, but unlike other types of data, 
audio files tend to be proprietary in nature, adding challenges to archiving. 

• Video data is a combination of both audio and visual data, and is stored as a series 
of still image frames played back to the viewer at a rapid rate.

• Videos can also be compressed using either lossy or lossless methods.
• Videos can be stored using a wide variety of formats. The original format and 

necessary quality level can be factors that determine what format you choose for 
your archive.

You’ve learned quite a bit about how computers store data for several types of data as well 
as how computers store data in general. This book will cover one more type of data—
born-digital data whose original format is less concrete, such as software, websites, and 
e-mails.
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Storing Born-Digital 
Materials

W hen you think of a computer, you are most likely thinking of a machine that 
is capable of a few specific things: it can take an input, calculate a value, com-
municate that value to the operator, and store that value. While, as discussed 

earlier in this book, a computer can do many things, these are the essential functions of 
a computer.

It might surprise you to learn that the first computer program preceded the first 
operational computer. The development of the first modern computer is often attributed 
to Charles Babbage, who designed (but did not complete) a device called the Analytical 
Engine in the 1830s. Owing to a number of issues, this theoretical computer was never 
built in full. Mathematician Ada Lovelace nevertheless wrote an explanation of how this 
device could be used to calculate Bernoulli numbers (what Bernoulli numbers are is a lit-
tle complicated to explain, but they’re an important concept in high-level mathematics). 
This description, written in 1843, is often considered the first computer program. Why 
this is so will be explained shortly.

Archiving in the past involved caring for and preserving tangible objects. In chapter 
3, regarding images, it was even suggested that printing out digital photos was something 

IN THIS CHAPTER

 P What is software?

 P What is a programming language, and why is it important?

 P What do you need to archive software?

 P What is a database? Why might it be necessary to archive one?

 P How can websites be archived? What are the limitations on archiving websites?

 P How can e-mails be archived?
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to consider to keep information safe. We have historical letters, for instance, from writers, 
artists, presidents—all sorts of people. These letters tell us important things about these 
people and how they lived and who they knew.

In current times, however, people are creating information that does not have a true 
tangible form. These letters tell a lot, too, but they are often in the form of things like 
instant messages, e-mails, or message boards. Preserving this type of information has an 
entirely different set of challenges from preserving a tangible object.

Some types of electronic information cannot have a tangible equivalent, as well. 
Software programs are typically like this; these are instructions that must be read by a 
computer and that perform a function using that computer. There isn’t a good, tangible 
equivalent to an operation of this type for an archivist to preserve.

This chapter will give some background information to help you learn more about 
the problems and possibilities of preserving born-digital information, information that 
is originally digital in nature and may be impossible to store and use in any other way. It 
should be noted that this might involve a wide variety of materials, but this chapter will 
address a few common ones: software, databases, websites, and e-mail.

One of the many challenges before you is the fact that there have been so many dif-
ferent types of computers and many different ways of creating software. Why does this 
matter?

 Operating Systems and Applications

What exactly is software? As you learned at the beginning of the chapter, Lovelace’s set 
of instructions for calculating Bernoulli numbers is often considered the world’s first soft-
ware program. You may wonder why this is, as it’s just a set of instructions, not a program.

A computer program is really just a set of instructions. In fact, sometimes programs 
are written out in “pseudocode,” which is a set of general instructions that would make 
sense to a human, before the actual coding is done. This can be helpful for working out ex-
actly what the program will need to do and the order in which it will need to do it before 
spending the time to work out how the “computer readable” version needs to be written.

In this sense, creating an application is very simple, as it is merely a set of instruc-
tions telling a computer what to do—such as adding numbers or displaying characters 
on a screen. Part of the reason software development becomes complicated is because 
computers are extremely literal and cannot determine what the purpose of an applica-
tion is, unlike a human who might be able to figure out the unwritten parts of a set of 
instructions (e.g., when asked to drive to the store to get groceries, getting into the car 
first is understood without its needing to be said). A computer cannot execute unwritten 
instructions, nor can it “know” to not execute instructions that are in error. For example, 
it is possible to create a program that has no way to complete the execution of the in-
structions, as the instructions have an infinite loop that tell it to repeat a certain part of 
the instructions endlessly. In general, infinite loops are undesirable and can cause memory 
issues and other problems with a computer (and are sometimes written on purpose as part 
of computer malware, or malicious software programs).

Things also get complicated in that there are many, many different programming 
languages. That is, there are a variety of ways to construct these instructions, and like hu-
man spoken languages, each language has its own rules and syntax, its own “vocabulary.” 
Coding languages also have their own strengths and weaknesses and some are designed 
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for creating specific types of software. As an example of how a program’s code looks, the 
following is a simple program in the coding language “Perl” that prints the text “Hello 
World!” to a computer screen (a program like this is often a new programmer’s first ap-
plication, as a tradition):

#!/usr/bin/perl

use strict;

use warnings;

print”Hello World!\n”;

There is something curious about this sample code, though. As you know, computers 
only deal with numbers. They are not capable of understanding words, and although you 
might not quite understand how this program works, you certainly understand most of 
the words that make it up.

Programming languages actually exist for the convenience of the programmer. It’s ex-
ceedingly difficult to write a program solely in number values, and few people are capable 
of such a complex and tedious task. Once a program is written, it needs to be compiled. 
What this means is that the program is translated from programming language, which a 
human can understand, to machine language, which a computer can interpret.

The machine language specifies what a computer should do using numbers. As a very 
simple example, when you sit at a keyboard and press the letter A, a program is required 
to interpret that you have pressed a key and that key is the letter A. Depending upon 
the software program, this may have a variety of functions. For a simple word-processing 
program, this is an instruction to display the letter A on the monitor and to put the letter 
A among the information required for the document file you are in the process of creating.

Another important part of this process is the operating system. “Operating system” is 
a term that you are almost certainly familiar with, and chances are also excellent that you 
can name a few operating systems, such as Windows, Linux, macOS, iOS, or Android, to 
name a few standard and mobile-oriented operating systems.

You have to have an operating system to operate a modern computer. But what does 
it do, exactly? Well, it’s actually much like what the name implies: an operating system 
is software that coordinates the operations of the computer. That is, it coordinates the 
instructions from any applications that need to be run with the actual hardware of the 
computer. This can involve a wide variety of different functions, such as coordinating 
temporary data storage to RAM chips or writing data to more long-term storage, like a 
hard drive.

Why is all of this important to archiving? Well, if you want to archive software, this 
can be a rather complicated project. Remember, a computer is needed to execute the 
commands in a software program. To run a program, you may need a specific type of 
computer and a compatible operating system. Because an operating system is required 
for modern software applications (it was not in very early computers), you need a copy 
of the operating system intended to work with the instructions of the software program 
for you to actually run it.

Another complication can arise if you are storing compiled code as opposed to source 
code. Compiled code, again, is code that has been “translated” for a machine to interpret. 
Source code is the original code used by a programmer to design a software program, still 
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in a human-interpretable language. Commercial software is almost always sold in the 
compiled format, and terms of service typically prohibit trying to discover, based on the 
compiled code, what the source code was.

In contrast, you may also come across something known as open-source code. The term 
open-source can refer to software that is distributed with the source code accessible to the 
user. Software like this is typically noncommercial and the developers often invite users 
to contribute their own code in order to improve the software.

To thoroughly archive software, you may need a variety of files. The following are 
some of the things the Library of Congress recommends having for archiving software.

Source Code

Having the software’s source code is ideal whenever possible. Again, this is the original 
instructions for a software program, in a human-understandable programming language. 
Why is this important? If you have the source code and someone who understands the 
language (some programming languages are no longer in use), then it’s possible to de-
termine what the software did and how it worked. It’s potentially possible to “translate” 
the software into another language if the original source code is known. The Library of 
Congress also recommends that the compiler used for the software is noted in the meta-
data (metadata will be covered later in this book), or even that the compiler itself, if it is 
unique, be stored with the software. Remember, computers need programming language 
“translated” so that it is understandable by a machine. So, the compiler is necessary for 
the computer to be able to run source code (Library of Congress, 2018b).

Consider your goals when deciding what to store. It may be desirable to preserve exactly how a 
software program was written, or just being able to preserve the function of the program might 
be good enough, depending upon what you want to do. As an interesting example, the Internet 
Archive has a malware collection, which allows users to experience malware programs created in 
the 1980s and 1990s, but does not actually run the malware aspect of these programs.

Operating System

The operating system is also required (Library of Congress, 2018b). Again, communi-
cating between the program instructions and the physical hardware of a computer, the 
operating system is needed to actually execute the instructions of a software program. 
This might be simple or complex. There are only a few operating systems in use currently 
(relatively speaking), but this has not been the case at all in the past. There have been 
many operating systems in the past, some of which were common and popular and some 
of which were not. Operating systems can also be designed for different types of comput-
ers—that is, an operating system intended for a personal computer will be different from 
that designed for a server computer. It should also be noted that some people design their 
own operating systems as a hobby. (Although it would be unlikely that your archive would 
store an operating system this unique, it might be possible if the developer eventually be-
comes someone of historical importance, develops something unique from the code, etc.).

The version of an operating system may also be important. Operating systems, espe-
cially since the rise of the World Wide Web, need continual updating to match both cur-
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rent advancements in computer technology as well as advancements made by malicious 
users. That is, people who want to use technology for harmful activities are continually 
finding new ways to bypass security or to exploit the way that code is written in order to 
conduct these activities. The software for operating a computer needs to change in order 
to thwart this type of activity. What this means to you is that a program designed for 
one version of an operating system may not work well on another due to changes in that 
system’s coding.

It’s traditional for software programs and operating systems to designate their latest version with 
a number—for example, Version 2.0, Version 3.1, and so forth. The higher the version number, 
the more recent it is. Some companies additionally have a name that goes with the number. For 
example, the Android operating system, used for mobile devices, traditionally uses the names of 
sweets to designate a version, such as Jelly Bean, Lollipop, and Marshmallow. MacOS often uses 
the names of animals. This system can make it difficult to determine what the latest version is, 
although it is probably much more entertaining to the end users, as well as the developers.

Platform

The platform is also required to operate software. A software platform is a complicated 
concept, as it can mean quite a few different things. In this case, it basically means 
whatever it is that you require to run the software. For example, if you have a web-based 
application, then you’re also going to need the browser program, like Chrome or Firefox, 
that can run it. A platform could be the operating system, or it could be other programs 
running on that system. Things that are not a software program but are required to run it 
could potentially be considered the platform.

An emulator is a software program that is designed to emulate another. That is, if the original 
platform is unavailable, you can run an emulator program to have a computer behave like a 
different computer. As an example, the Windows operating system MS-DOS is no longer in use, 
but it was popular for a long time, and so there are many programs designed for this operating 
system. The program DOSBox is an emulator that can be installed on a modern computer and 
is designed to behave like the operating system MS-DOS. This emulator can run programs de-
signed for the MS-DOS operating system.

Along with all of the programs and possibly hardware that are required for archiving soft-
ware, copyright is another consideration to make. Commercial software is typically under 
copyright, and so the information cannot be made publicly available. However, archiving 
commercial software may be quite important. As an example, in 2004, the FDA needed 
to track down the recipients of an improperly processed batch of botulin (used to make 
Botox). This information was contained in a file created using a type of business software. 
However, the file was created using the 2003 version of the software—it was no longer 
readable with the 2004 version. The software manufacturer was not able to provide a copy 
of the 2003 version. Eventually, this file was opened using a copy of the older software 
archived by the National Software Reference Library (Owens, 2012).

Software is often used to process data of some type, and this is something else that 
you may need to archive: pure information.
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 Databases

“Database” is one of those words that get used a lot without a lot of explanation. You 
might hear about accessing databases in a movie, or hear a story on the news about 
hackers getting into a database. Obviously, it’s a way to store and retrieve data, but what 
exactly is a database?

Suppose that you wanted to store temperatures readings recorded in your town or 
city. You could think of each temperature recorded as a singular point of data. You then 
decide to collect your temperature readings, and you organize your readings by, say, date. 
The collection of readings is now a data set. Now, suppose that you and another library in 
another town are doing the same thing, and you combine your data. Now you have two 
sets of temperature information with dates and locations. If you have software known as 
a database management system, or DBMS, you can do all kinds of useful things with your 
data sets—such as search for temperatures by date or town or sort the temperatures in 
meaningful ways (like low to high, or viewing the highest temperature recorded). What 
you have created with your multiple related data sets is a database (USGS, n.d.).

A database can be very simplistic or quite complex. For example, it’s possible to create 
a simple (but useful) database using Microsoft Excel’s spreadsheet software (and other 
types of spreadsheet software). The table format of spreadsheet software makes it easy to 
view and understand a dataset, and the software can be used to relate multiple datasets 
together so that data can be organized and retrieved in meaningful ways.

When interpreting a database, a computer needs a way to separate each unit of in-
formation from all the others. In the example of a temperature database, for example, the 
computer needs to know that the temperature collected on July 2 is separate information 
from the temperature collected on July 3. There are a variety of ways to do this, and so 
there are many file formats that can be used. Chapter 4 covered one of the possibilities: 
a CSV file. A CSV, or comma separated value, file separates each point of data with a 
comma. So, your temperature set might look like this: “July, 2, 92, July, 3, 93,” and so on. 
The software used to interpret the data can determine the month, day, and temperature 
from this information, because each time a comma appears in the data, it indicates to the 
software that this is new information. There are other ways to do this, too, such as using 
XML tags. XML files were discussed to some extent in chapter 4 and will be explored 
further in chapter 13. As a brief explanation, however, XML uses tags, or words, that 
both separate information and indicate what the information is. In the example, XML 
tags could be used to flag the months, dates, and temperatures, which can be helpful. For 
instance, the following is an example of how XML tags might flag the different types of 
information:

<month>July</month>
<date>2</date>
<temp>93</temp>

In a way, databases operate invisibly. When you interact with information online, for 
instance, you may be unaware or not think about the fact that the data that you provide 
for a website is stored in a database. For example, if you sign up for an online account 
in order to shop at a website, your name, address, and information like credit cards and 
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phone numbers are all stored in at least one database. This makes it possible to retrieve 
the data at a later point when you sign in to your account again.

Storing the information contained within a database might be something quite im-
portant for an archive. However, because they operate in the background but are integral 
to the function of many software programs, databases also offer another complicating 
factor in an endeavor to store information. If you want to preserve the data of a website, 
this can be problematic, as you won’t get the information a website stores without its 
corresponding database or databases.

 Websites

In modern times, there is a peculiar conundrum. The invention of the World Wide Web 
has led to the decline of printed media, such as newspapers and magazines. It has also 
led to an unprecedented explosion of information. Anyone can contribute information 
for others to view online using a wide variety of means.

This means that a lot of information that may be relevant in the future is only avail-
able through the Internet using websites to share that information. In chapter 4, you 
learned a little about how a website works. It’s written as plain text, but with code to 
designate paragraphs, headings, divisions, tables, and so on. The code used for websites 
is HTML. There is also a code for controlling the style or the “look” of a website, CSS. 
If a site is more complex, it may also require image files for pictures, video files, files for 
custom fonts, and more.

These are the requirements for a simple website. However, many websites allow users 
to interact with the site—for example, users can make purchases, add comments, and so 
on. If a website is more complex and/or allows for user interaction, software program files 
are also required. The software code for websites is typically written in a scripting lan-
guage such as JavaScript or PHP; scripting languages are a special type of programming 
language that does not need a compiler because it is going to be interpreted by another 
program. In this case, the browser program is what is used to interpret the instructions of 
the code. Again, a browser program is a program used to retrieve and view websites, and 
it is what interprets instructions on a website and shows the site to the user.

What this ultimately means is that a website can actually require a huge number and 
variety of files, depending upon the purpose of the site and how large it is. To properly 
work, a website might also have databases, which are organized sets of data, such as 
names, addresses, and so on.

It’s possible to create an archived version of a site using a software program that 
works a lot like a web crawler. A web crawler is a program designed to search through 
websites, primarily to determine what keywords pertain to the site so that it can be 
retrieved using a search engine and to search for more sites using any links on the site. 
Likewise, a specialized program can be used to “crawl” through websites and store the 
code about the site.

One of the potential problems with archiving websites is the fact that HTML and 
CSS are evolving languages. The latest versions of these languages are HTML5 and 
CSS3. These updated versions are capable of much more than their previous versions, and 
some aspects of these languages have become obsolete over time—that is, some instruc-
tions are no longer used because there is a better way of doing things now, or because 
of potential issues or lack of support from more recent browsers. As an example, in the 
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past, a program was required for animations on a site. Now, it is possible to code simple 
animations using CSS3 code, which is easier and less open to exploitation by malicious 
users than using a program.

Likewise, browser programs update over time, for much the same reasons as operat-
ing systems must update: to keep up with innovations and to thwart people trying to get 
around security. What this means to you is that websites created in the past might not 
display correctly on new browsers, and websites created now might not display correctly 
in old browsers. Even different current browsers might display a website differently; a de-
veloper might need to put extra code into a site just to make sure that it displays similarly 
from one browser to another. It may be necessary to preserve old versions of browsers or 
to find ways to emulate old browsers.

Sometimes developers make a note on websites that the site is best used in a certain browser. This 
means that the functions and the display of a site will work and look best in the noted browser. 
You can use this as a cue to determine how the site should best be preserved and displayed. For 
an old website, copyright dates (when available) can be used to guess which browsers might 
work best.

At the introduction of this section, it was noted that databases can make the preservation 
of websites more complex. This is true for many websites that are intended for users to 
participate in. For example, if you do things like make a post on a social networking site 
or indicate that you liked a post, that information can be stored in a database. If a website 
requires a database, any archived version of that site will be only partially complete and 
functional without the corresponding database. It is possible to take screenshots (images 
of a site on a user’s screen) and thus store things like user posts, but this is problematic 
in some ways. For example, a screenshot is going to be more difficult to make searchable 
than text, as text lends itself easy to keyword searches, as explained in previous chapters. 
To truly archive a website, it may be necessary to get the cooperation of its owner.

Some websites never change, some change occasionally, and some change daily. An important 
consideration is when and how often you want to store a copy of a site. You may want to track 
changes over time, or you may be trying to preserve specific information on a site.

As mentioned before, things like websites are how modern society is creating and shar-
ing data; they are the way history is being made at the moment. Another and even more 
prevalent method of creating modern history, however, is e-mail.

 E-mail

E-mail has actually been around for a pretty long time now. People have been using com-
puters to send messages to one another for about as long as computers have been able to 
network with one another—since around the early 1960s. Messaging capabilities were 
developed alongside the early Internet.

In some ways, e-mail works a lot like websites do. That is, a website has an address 
that your computer (the client) can use to request information from another computer 
(the server). An e-mail has an address, too. Suppose that you are writing a message to 
your friend Jane Smith. Her e-mail address is jsmith@genericemail.com. The second part, 
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“genericemail.com,” indicates which server needs to receive this e-mail. In this case, it is 
the server for “genericemail.” The first part indicates who you want to receive it on that 
server. In this case, it is Jane Smith, who has decided that her address will be jsmith. This 
is roughly how the software you use to send your e-mail will know where that e-mail file 
needs to go and how the software on the server will know who should read it. There is a 
little more to it than this, but what is more likely to be important to you is the content 
of an e-mail itself, not how it got to where it was going.

E-mail is, in essence, a type of text file. Typically, though, you read the message on a 
specialized piece of software known as an e-mail client. Much like how a website needs a 
browser to be easily interpreted and experienced as intended, so an e-mail needs a client. 
It should be noted that there are e-mail clients designed to be run locally on a computer 
as well as web-based e-mail clients. Local ones are typically easier to get e-mail files from; 
it can be a challenge to get the files from a web-based client, as some do not allow the 
files to be downloaded.

There are actually a number of types of files for e-mail, including some that are spe-
cific to certain types of e-mail clients, which is not ideal for archiving. For instance, the 
EMLX file type is intended for use with Apple Mail, although it is possible to use other 
programs to open this kind of file. Like many other file types, there are also e-mail file 
types that are now obsolete.

A popular type of file in 2020 is the EML file format. This is a type used by the 
e-mail client Microsoft Outlook Express, but can be opened by a variety of other e-mail 
clients, which makes this file type rather useful. An interesting and useful feature of this 
file type is that, if you change the EML extension to TXT or HTML (you can do this by 
choosing to view the file extensions and renaming the file), you can easily open and read 
the e-mail in an ordinary text editor, like any other type of text file. It’s possible to do this 
by simply choosing to open the file using a text editor rather than the e-mail client, too 
(Library of Congress, 2018a).

The MBOX format is also popular. This is a little harder to define than an EML file 
type. MBOX can refer to several file formats that are related to one another in how they 
were developed: MBOXO, MBOXRD, MBOXCL, and MBOXCL2. Again, they are all 
related to one another and are essentially just plain text files, like an EML file. Something 
unusual about MBOX type files is that they can store the entire contents of a folder from 
an e-mail client rather than one message at a time; new messages are simply separated 
by a line. A complicating factor for this file type, however, is the fact that, while they are 
related, the four MBOX file types are not compatible with one another—that is, software 
that works for one type will not necessarily work for another (Library of Congress, 2019).

 Key Points

• Fully archiving software may also require storing equipment, compatible operating 
systems, or appropriate emulators.

• Source code can be read by a person, and it is ideal to store source code when ar-
chiving software. Source code requires a compiler, however.

• Databases are files with plain text data that has been stored in such a way that it 
can be searched in a meaningful way by a computer.

• Storing websites is possible using software that works similarly to a web crawler as 
used by search engines. Websites are complex to store due to a number of factors.
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• E-mail is a common method of online communication that has existed for de-
cades. E-mails can be stored as plain text using a number of different file types.

The past few chapters have covered a number of types of information that you may 
way to archive. Next, you will need to learn about how data is stored so that you will be 
able to make decisions about how to best store information for your archive. In the next 
chapter, you will learn about floppy disks, an older method of data storage that you may 
encounter if you need to archive materials that are born digital or have already been dig-
itized. You will also learn about optical media, which includes CDs, DVDs, and Blu-ray 
disks. This is another older method of data storage that you may need to work with, and 
may still have some merits for your project. 
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Floppy Disks and  
Optical Media

One of the primary features of a computer is the ability to execute calculations. An 
additional, desirable feature, however, is the ability to store the results of those 
calculations. Early computers had a variety of options for how this could be 

done. Punch cards, for instance, were stiff paper cards with the binary encoding stored as 
holes or solid spots in the card. Paper tape had a similar principle, but had the holes on a 
spool of paper that could be wound and unwound. Magnetic tape was another possibility; 
this is actually still in use and will be discussed in the next chapter. These were fine for 
that time, because computers needed an expert to run them, and so it was less important 
if a method of data storage was a bit cumbersome.

In the 1970s, however, computers designed for home use started becoming available. 
A normal user needed a more convenient way of storing data and loading new programs 
onto a computer. Early solutions involved the well-established paper tape as a storage 
method as well as cassette tapes (a convenient version of magnetic tape) (IBM, n.d.).

IN THIS CHAPTER

 P What is a floppy disk?

 P How does a computer encode data on a floppy disk?

 P How might an archive need to handle floppy disks?

 P What is an optical disk?

 P How does a computer encode data on an optical disk?

 P How do CDs, DVDs, and Blu-ray disks differ from one another?

 P How should optical disks be stored?

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



8 2   ▲   C H A P T E R  7

The solution that took off, however, was the humble floppy disk. A simple square 
with a readable/writable medium inside, floppy disks were simple, cheap, and easy to use. 
The technology persisted for decades, and during that time, three different common sizes 
emerged: 8-inch, 5.25-inch, and 3.5-inch floppies.

If you search for information about floppy disks online, you are very likely to find a 
lot of articles declaring the floppy “dead.” After all, a typical 3.5-inch floppy held a mere 
1.44 MB of data, or 1.44 million bytes. This might be enough to store a couple of small 
photographs. Compare this to modern technology, which more typically offers data stor-
age in gigabytes or even terabytes, or billions and trillions of bytes, respectively. Modern 
storage devices can hold thousands of large photographs or videos, which are large and 
complex data files.

So, why is this chapter discussing floppy disks at all? After all, it’s obsolete technology. 
Laughable, even, if you were to read these online articles. If you conduct an online search 
for what to do with old floppies, you are likely to find some suggestions that they will 
make interesting novelty coasters. Certainly this chapter will not suggest that you store 
your valuable archival data on floppy disks.

Are floppies dead? Well—not exactly. There are actually a lot of industries that still 
need this technology. For instance, in the 1990s, a lot of machines were designed to be 
updated using floppy disks. It was assumed that this technology would persist for the 
lifetime of the machine, but this is not what ultimately happened: The machines still 
function just fine, but the floppy disks that they need to operate have become obsolete. 
Even the U.S. Air Force is still using floppies; the computers in US nuclear silos use 
8-inch floppy disks, although there are plans to change this ( Jones, 2015).

More likely to be of importance to you, however, is the vast amount of data that may 
exist on floppy disks of one type or another. At the height of their popularity, about five 
billion floppies were sold per year (IBM, n.d.). Even at only 1.44 MB per disk, that’s a 
lot of data.

It’s entirely possible that your archive will need to retrieve unique data from a floppy 
disk. As an example, in chapter 3, you learned about an incident in which early digital 
artwork created by artist Andy Warhol was recovered from floppy disks. This is not an 
isolated incident. For decades, people stored their personal data on floppy disks, and it’s 
impossible to know what interesting information might still exist on these formats and 
nowhere else.

For instance, Gene Roddenberry, creator of the Star Trek franchise, passed away in 
1991. He left behind around 200 floppy disks, most in the 5.25-inch format. Most of the 
data was able to be recovered from these disks, but it was a challenge, as they were written 
on computers using an obsolete operating system (Mah Ung, 2015).

As another example, in 2014 Princeton University acquired the papers of author 
and Nobel Laureate Toni Morrison. These “papers” included some items that were not 
paper—about 150 floppy disks in the 5.25- and 3.5-inch sizes. From these disks, however, 
the Princeton University Archives were able to retrieve a variety of interesting informa-
tion, such as correspondences, royalty information, and early drafts of her novel Beloved. 
What is particularly relevant about this case is that many of Morrison’s paper documents 
were destroyed in a fire. These digital “papers” offer another way to view information for 
future research (Colon-Marrero and Hughes, 2015).

It is quite possible that you, too, might need to retrieve unique data from floppy disks. 
It is also very possible that you have floppy disks from your own archive, the results of an 
earlier effort to digitally preserve material. Therefore, your goal would be to transfer these 
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already-existing files to a more recent form of data storage in order to protect the data 
from hardware obsolescence.

It is also possible that you would like to preserve floppy disks as physical artifacts for 
your archive, either for potential future study or for interested patrons who wish to view 
the collection. After all, there are many technological artifacts that your patrons might 
find interesting. As an example, the late fantasy writer Terry Pratchett, who sold millions 
of books translated into 37 languages, requested that his hard drive be demolished by a 
steamroller after he had passed away. This request was executed and the flattened hard 
drive put on display in the Salisbury Museum in 2017 so that his fans could view it 
(BBC, 2017). Therefore, this chapter will also cover ways to properly store a floppy disk 
(steamrolling is not recommended). But first, you may be wondering: What exactly is a 
floppy disk? And how does it work?

 How Floppy Disks Work

If you’ve every handled a 3.5-inch floppy disk, you may wonder why they are referred 
to as “floppy” disks. A 3.5-inch floppy is not floppy at all; it is made from rigid plastic. 
However, the older 5.25- and 8-inch floppy disks were indeed floppy.

“Floppy” is also a decent descriptor of what you find inside a floppy disk if you open it 
up. The outside of a floppy disk is square. The inside, however, is not. The inside is a round 
plastic disk coated with magnetic material—often iron oxide. Floppy disks are actually a 
type of magnetic media, discussed in more depth in the next chapter. Essentially, binary 
ones and zeroes are coded as small magnetized areas, either north to south or south to 
north (Gregersen, n.d.). 

The data on these disks is arranged into “tracks” that go around the disk, much like 
tracks on a vinyl record. Also like a record, these “tracks” are read and written to with 
a tiny electromagnet (Gregersen, n.d.). The disk itself is spun on a spindle to help the 
electromagnet reach the correct track and read the data at that point on the disk. For the 
5.25- and 8-inch sizes, the disk has a hole in the center for this spindle (IBM, 1977). The 
3.5-inch version has a metal disk connected to the plastic film; this metal disk is instead 
rotated to spin the film.

The very first versions of the floppy disk consisted only of this magnetically coated 
plastic film, but it soon became clear that contamination was a major issue and caused a 
high error rate when reading the disk. The casing for a floppy disk is actually lined with 
fabric that cleans the disk when it is being used (Brandel, 1999). The 8- and 5.25-inch 
versions had openings that allowed the reader to access the disk inside. These types of 
disks came with paper envelopes to further protect the disk. In the 3.5-inch version, the 
hole was covered with a little metal shutter, which used a spring to automatically close 
the hole when not in use.

While this chapter is addressing the 8-, 5.25-, and 3.5-inch sizes, it should be noted 
that floppy disks actually came in a variety of sizes; it is simply that these were the most 
common and popular sizes. There were also several formats for floppy disks. For example, 
double-density disks were formatted at twice the density of a normal-density disk (IBM, 
1977). High-density disks hold more data than a double-density disk. There are also such 
things as extra high-density disks, but they are uncommon. How exactly the density is 
increased varies from one format to the next—for instance, the coating is different on 
high-density 5.25- and 3.5-inch disks, which is one factor in improving the density.
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You can tell something about a floppy and its capacity without ever putting it into a 
machine. Table 7.1 explains some common features you can look for.

Floppies could be single-sided or double-sided. As the name implies, a single-sided 
floppy was intended to be written to and read on only one side of the magnetic film, 
whereas a double-sided floppy used both sides of the disk. A small hole was used to 
indicate to the floppy reader whether a disk was intended to be single- or double-sided 
(IBM, 1977).

Now that you understand a little about how a floppy disk actually works, how can you 
get data from one if you need to?

 Retrieving Data from Floppy Disks

Fortunately, although desktop computers have not been made with built-in floppy drives 
for some time now, it is not very difficult to get an external floppy disk reader, at least for 
the 3.5-inch version. These devices can read a floppy disk and plug into a USB port on a 
computer. This is a convenient way to use a modern machine to retrieve old data. Finding 
a reader for a 5.25- or 8-inch floppy, however, can be more of a challenge. In addition, 
the different densities available (e.g., a double-density versus a high-density floppy) all 
require their own unique readers. While some newer floppy drives can read older disks, 
old floppy drives cannot read newer disks with more data (Schmidt, 2000). 

Table 7.1. Common Floppy Disk Features

CHARACTERISTICS INDICATES

8 inches, three notches This floppy is read-only. Covering the third notch (closest to 
corner) makes the disk writable.

5.25 inches, notch in the corner (when write hole is facing 
down)

This floppy is writable. Covering the notch makes the disk 
read-only.

5.25 inches, notches in both corners (when write hole is 
facing down)

Some computer users cut an extra hole in the other side 
of a single-sided disk to create a “flippy” disk that could be 
read on both sides. The disk may have information on both 
sides.

3.25 inches, tab in upper left (when shutter faces down) moving the tab up to obscure the hole in this corner makes 
the floppy writable. moving the tab down makes the floppy 
read-only.

3.25 inches, hole in upper right (when shutter faces down) The disk capacity is likely 1.44 mB.

3.25 inches, no hole in upper right (when shutter faces 
down)

The disk capacity is likely 720 kB.

8 or 5.25 inches, one small hole near center hole The disk is “soft sectored.” The hole is used to detect the 
start of the written data.

8 or 5.25 inches, multiple small holes The disk is “hard sectored.” The holes are used to detect the 
start of each sector of data.

5.25 inches, ring around center hole The disk capacity is likely 360 kB.

5.25 inches, no ring around center hole The disk capacity is likely 1.2 mB.
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When it comes to recovering the data on a floppy disk, you have a couple of choices. 
The most straightforward of these is to simply copy the files onto a more modern storage 
device. However, you have another choice. Disk imaging is a process that exactly repro-
duces the data on a disk. When you use disk imaging, you can get some additional data, 
such as deleted file information and unused space on the disk. In essence, it tells you the 
exact condition of the disk when it was read for the “image” file. It is also possible to use 
disk imaging technology to reproduce other essential information, such as metadata (in-
formation about the file, not what is in the file) and file modification dates (Colon-Mar-
rero and Hughes, 2015).

If you don’t know what is on a floppy disk, take precautions before attempting to read it. A floppy 
disk could contain files that are malicious in nature and may potentially damage other files or 
equipment. Even if you do know what to expect on a floppy disk, taking precautions by default 
can be a good policy (Gialanella, 2018). This can apply to other forms of storage, as well.

Another possibility for retrieving data is to have a computer like the one originally used 
to write files to the disk itself. This has both convenient and inconvenient aspects to it. 
It can be inconvenient in that locating, operating, and storing computers for the sole 
purpose of retrieving data from a disk may be expensive and cumbersome. However, it 
should be noted that the goal of retrieving data and the goal of actually reading that data 
in a way that a human can understand are two different goals.

Today, there are a handful of commonly used operating systems, such as Windows 
10, macOS, and Linux. A few common mobile-oriented operating systems exist, as well, 
such as Android or iOS. When thinking of word processing programs, Microsoft Word 
comes to mind.

The limited number of systems is relatively new, however. Floppy disks were in com-
mon use for more than thirty years and are still used to some extent today. It is entirely 
possible to encounter files that were made using programs and operating systems that 
have not existed for decades. In these cases, finding a computer capable of running these 
programs may be problematic.

It should also be noted that there are companies that can assist with both retrieving 
data from floppies and determining what the information is. It may be more practical, 
depending upon the extent of your collection and your resources, to hire such a company 
to retrieve and evaluate data in your collection. 

It is most likely that retrieving data from a floppy disk is your primary objective. 
However, you may also want to try to preserve the disks themselves as an artifact for your 
collection. In this case, there are some general precautions that you can take.

 Preserving Floppy Disks

Floppies are quite delicate. As mentioned earlier, they are highly vulnerable to contami-
nation, to the point that floppies are designed to clean themselves during normal opera-
tion. Cleaning a floppy manually isn’t really practical, as most normal cleaning methods 
could deteriorate the magnetic surface (Ahl, 1983). A potential contamination issue that 
you can solve, however, is a contaminated read/write head in the floppy drive itself. This 
can be cleaned using a specialized cleaning disk (Schmidt, 2000).
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As a magnetic storage medium, floppies are highly vulnerable to magnetic fields, 
which can disrupt the data. A magnet as weak as a refrigerator magnet or a speaker can 
potentially damage the data on a disk (Schmidt, 2000). Like many archival materials, heat 
and sunlight are potentially damaging, as well (IBM, 1977).

The actually “floppy” floppies, the 8- and 5.25-inch versions, are particularly delicate. 
Bending, folding, or placing heavy objects on these types of floppies can disrupt the data. 
Even labeling one using a ball-point pen can damage the disk; felt pens were recom-
mended. Such disks should also be stored in their protective envelopes and handled by 
their tops, where the label is normally placed (IBM, 1977). Disks should not be stored on 
top of one another, as this can also cause warping (Ahl, 1983).

It is difficult to say how long a floppy disk can last. They are, as stated, very delicate, 
but it is quite possible to find floppies that are in good condition and still readable. It 
really depends upon storage conditions and, perhaps, luck.

Floppies are now considered long out-of-date, and this chapter will cover one more 
storage method that is becoming vulnerable to obsolescence: optical media.

 Optical Media

Floppies were really a very convenient form of data storage for a typical home computer 
user. The 3.5-inch version was compact, sturdy, and could be read and written to with an 
average computer at the time. However, floppies were limited in how much data could be 
stored on the disk and were rather fragile.

Optical media, such as CDs, DVDs, and Blu-ray disks, offered a more practical 
solution for users. They were a bit more durable and lacked the contamination issues of 
floppies, they were more reliable, and, perhaps more importantly, they could store much, 
much more data than a floppy disk. This is owing to the fact that optical media is read 
using a laser, which is able to focus on an area of data on the disk with much finer preci-
sion than the magnetic heads used to read and write floppies. This means that more data 
can be written to and read from an area on an optical disk than on the same amount of 
area on a floppy (Tikkanen, n.d).

The technology for optical media has actually been around for quite some time. De-
velopment of optical technology is often attributed to a scientist, James Russell, starting 
in the mid-1960s. Although you probably think of optical media as being a round plastic 
disk, Russell’s initial prototypes were actually rectangular glass plates. The key idea be-
hind optical media is storing and retrieving data using a laser, which was possible with 
these plates. Additionally, Russell originally intended to use his new recording medium 
specifically with music in mind, as he was a music fan and was searching for a way to 
play music without wearing out the recording medium, which can happen to records and 
tapes (Dudley, 2004).

CDs as a method of playing music data became available in the early 1980s, and by 
1985, they were available as a method of data storage for software, too. The 1990s saw the 
invention of a writable CD, finally making this medium available for users to record their 
own data. In 1995, the CD-RW, a rewritable format was introduced (Philips, n.d.). Be-
fore these innovations, CDs could only be produced with their data pre-written—that is, 
the manufacturer produced a CD to specifically play music, contain a software program, 
and so on. Writable media made it possible for anyone to record data on a CD.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



F L O P P y  D I S k S  A N D  O P T I C A L  m E D I A   ▲   8 7

There is a form of commercial optical media that existed before the more familiar CD—the 
LaserDisc, intended for storing movies. Although it had many merits, this was ultimately an 
unpopular form of media. Still, LaserDiscs were created (and coveted by movie buffs) for several 
decades, and it is quite possible for an archive to need to access and move the contents of this 
storage method to a more current form of media.

Various types of optical media are easy to use and familiar to most people, and this makes 
them appealing as a method of storage. However, optical media of all types has started to 
lose popularity, so, as with the floppy, it may be helpful for you to learn more about this 
method of storage so that you can prevent data from being lost.

 Optical Media Construction

CDs, DVDs, and Blu-ray disks are the common formats for optical media, and they are 
all similar in some key respects. All three have the same general construction, but the 
differences in their construction make a big impact on the storage capacity of each type 
of media.

A CD is the least complex of these three types of media. A regular, manufactured 
CD is composed of several layers, like a sandwich. It has a label (usually), followed by a 
layer of lacquer. The bottom of the CD is clear polycarbonate, which is a plastic (Byers, 
2003). In the middle is a layer of a reflective metallic alloy; distinctive of CDs, this is the 
shiny silvery part that you see through the back. A major function of the lacquer and the 
polycarbonate is to protect this layer, since the CD will not function if the metallic layer 
is damaged.

DVDs, or Digital Versatile Disks, are constructed in basically the same way, but in-
stead of a single metallic layer, DVDs have two. DVDs can store more information than 
a CD and can store information on both sides of the disk. Each side can have either one 
or two recordable layers of material, whereas a CD always has only one and is single-sided 
(Byers, 2003). Blu-ray disks have a similar construction to DVDs, but the equipment used 
to read a Blu-ray disk is different from that needed to read a DVD.

Earlier, you learned that a floppy disk contains a piece of film read by a magnetic 
reader, a little like a record player, but using magnets. A CD works similarly to a record, 
as well. Though you can’t see it, that all-important metallic layer in a manufactured CD 
is not smooth. It actually has many tiny little grooves, much like a record. Those grooves 
are called pits, and the spaces between them are called lands. They are formed around the 
disk in an even spiral, moving from the inner hole to the outer edge. Rather than using a 
needle on these grooves, though, a CD drive has a little laser inside. The laser moves along 
this spiral track, exactly as a record player’s needle. These grooves contain information, 
which can then be read by a computer, as a record player plays a record.

When a CD (or any other kind of optical media) is manufactured, the polycarbonate 
bottom is the part imprinted with the little bumps, and the shiny metal layer is placed 
over it, kind of like how a very fine layer of metal is attached to another item for gilding 
(Andrews, 2007). You may be wondering why the metal part is important, then, if it’s not 
the part imprinted with these little data-containing pits.

The little pits and lands don’t do anything themselves. What they can do, though, is 
change how the light reflects off this metal surface. When you put a disk into the CD 
drive of a computer, the disk begins to spin. As it spins, a laser inside the drive runs 
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over these grooves along the spiral. They reflect some of the light back from the laser 
by bouncing it off the metallic layer. Lands reflect a lot of light, and pits reflect a little 
light. Another device within a CD drive that detects light reads these bursts of reflected 
light and converts them into ones and zeroes for the computer, thus communicating the 
information that is encoded on the disk. With optical media, a land represents a one, 
and a pit represents a zero (Andrews, 2007). Because the encoding is in binary, you could 
potentially store any kind of digital information on an optical disk. Though CDs are often 
known for storing music or software and DVDs and Blu-ray disks are known for storing 
movies, digital files of any type are all suitable for storage on optical media.

There are several types of CDs and DVDs as well as Blu-ray disks, and they all have 
some different qualities. For instance, “burned” or writable optical media works a little bit 
differently from the kind with the data imprinted during manufacturing, but the principle 
is the same.

OPTICAL MEDIA ACRONYMS

ROM Read Only Memory, a manufactured disk that can’t be altered
DA Digital Audio, audio disk that can’t be altered
R Writable, can be written to once by the user
RW  Rewritable, can be written and erased multiple times

CD-ROM and CD-DA

There are basically two types of commercially produced CDs: CD-ROMs and CD-DAs. 
These work exactly as the basic CD described above does: they contain a metallic layer, 
which is usually aluminum, with grooves in the polycarbonate to encode the information 
(Byers, 2003). CDs of any kind record information on one side of the disk only—that is, 
only the clear polycarbonate side has data.

CD-ROM stands for Compact Disk-Read-Only Memory. You might notice that the 
ending of this, Read-Only Memory, is the same acronym and stands for the same words 
as those used to describe a ROM chip. In both instances, the device, the disk or the chip, 
can only be read by a computer. The computer is not able to change any of the information 
on the device, which is a good thing, because then it can’t be accidentally erased.

CD-DA stands for Compact Disk-Digital Audio. This is the kind of CD used for 
commercially produced music. It is exactly like a CD-ROM, but with one major differ-
ence: CD-DAs have some additional information used for timing, which is important for 
music playback (Dale and Lewis, 2013). 

CD-R

CD-R stands for CD-recordable; these are blank CDs that have no information en-
coded until the user “burns” information onto the disk. Recordable CDs also have their 
information encoded in a spiral in the CD; in fact, blank recordable CDs have this spiral 
pre-stamped into the CD (Byers, 2003). However, they lack the pits and lands of a regular 
CD-ROM; the metal layer is smooth and blank. You already know that the information 
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is encoded on a CD-ROM during the manufacturing process; it is physically embedded 
into the polycarbonate bottom before the other layers are put on top. To record informa-
tion yourself, though, you don’t have to make CD sandwiches in some sort of miniature 
factory in your computer (though that might be fun). So how do CD-Rs encode infor-
mation?

The back of a CD-R is shiny and metallic, but it’s not silver in color, as a CD-ROM. 
The coloration that you do see is photosensitive dye. This dye reacts to a laser in the CD 
drive that, operating at a higher power than necessary for simply reading disks, is able to 
heat the disk and create little darkened areas of dye (Optical Storage Technology Asso-
ciation, 2001). The pre-stamped spiral exists for the purpose of guiding the laser while it 
writes information to the CD (Byers, 2003). This process is known as burning.

The series of dark and shiny areas is what the laser will read rather than pits and lands 
(Sandstrom et al., 2001). They are read in essentially the same way as a manufactured CD, 
with shiny parts reading as ones and dark, less reflective parts reading as zeroes. To the 
computer, there is no difference between these two types of CDs because they work in 
the same way, by either reflecting a lot or a little bit of light when a laser passes over an 
area on the CD.

You might notice that there are several different possible colors on the backs of 
CD-Rs, which vary by the manufacturing company. This is because there are several 
different kinds of photosensitive dyes that can be used effectively, and these dyes are 
different colors. All of the various dyes work, but some are more stable and durable than 
others. This will be discussed further later in the chapter.

The basic structure of a CD-R is a lot like a CD-ROM. The bottom is a layer of 
polycarbonate, the middle is a layer of a metal, and the top has a layer of lacquer and 
some sort of label, usually designed for the user to write on. However, there is a layer of 
dye between the polycarbonate and the metal. The metal is typically different, as well, and 
is usually gold, silver, or a silver alloy. Gold is the best choice of these, as it’s very stable 
and resistant to corrosion. Aluminum can’t be used for the reflective layer as for a regular 
CD-ROM because it reacts with the dye on the disk (Byers, 2003).

CD-RW

CD-Rs are not the only type of media available that can be used to record data. CD-RWs 
are rewritable, with CD-RW standing, rather logically, for CD-Rewritable. They are 
more convenient than CD-Rs in this respect: a CD-R can only be used once and the in-
formation is permanently encoded into the photosensitive dye. A CD-RW, on the other 
hand, can be altered and rewritten, deleting old information and adding new information. 
The process (and the data) is not permanent.

CD-RWs are pretty similar to CD-ROMs and CD-Rs in construction. They have 
a layer of lacquer and polycarbonate and, like a CD-ROM, there is a layer of aluminum 
in the middle. CD-RWs also have two dielectric, or insulating, layers, which are made 
from zinc sulfide and silicon dioxide. Rather than a dye layer, as CD-Rs have, CD-RWs 
instead have a layer of something known as a phase-change metal, which is sandwiched 
between those two dielectric layers. This layer is made from a combination of indium, 
silver, tellurium, and antimony, and is the part that contains the information on the disk 
(Optical Storage Technology Association, 2001).

This phase-change metal is able to exist in two different states—crystalline or amor-
phous (Sandstrom et al., 2001). This can be a little difficult to visualize. Imagine that you 
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have an ice cube and a similar amount of water. The ice cube is solid because the water 
molecules inside it are more organized. They have a structure. The water, though made 
of the same material, lacks structure. The molecules are all largely independent, so they 
can move around easily. The phase-change metal is like that—the crystalline state is very 
organized, and the same metal in the amorphous state is very disorganized at a molecular 
level.

As in the process of burning a CD-R, the laser inside a CD drive operates at a higher 
power than normal and “burns” a CD-RW. Instead of getting spots of darkened dye, how-
ever, that phase-change layer becomes amorphous, rather than crystalline, under the heat of 
the laser (Optical Storage Technology Association, 2001). The amorphous spots are dark, 
nonreflective zeroes, and the crystalline spots are shiny, reflective ones. What is unique 
about this is that the process is reversible up to about 1,000 times (Sandstrom et al., 2001).

CD-RWs do have drawbacks, though. Older machines are not able to read these 
disks, and though you can record audio information on them, these disks can’t be read 
by regular audio CD players (CD-Rs can). These types of CDs have significantly lower 
reflectivity than other CDs, which means that the reader for the laser doesn’t get as much 

OPTICAL MEDIA TYPES

CD:

• Single layer of data on a side
• Most common media type and least expensive
• Smallest data capacity

DVD:

• Can hold multiple layers of data on a single side
• Large data capacity

Blu-Ray:

• Can hold multiple layers of data
• Largest data capacity, most compact data
• Most expensive
• Requires specialized reader

light bouncing back off the CD, and so any device that is not designed for reading CD-
RWs specifically cannot do so (Sandstrom et al., 2001).

DVDs

DVD-ROMs, DVD-Rs, and DVD-RWs work in essentially the same way as their CD 
counterparts, with the disks being embedded with little lands or having photosensitive 
dyes or phase-change metals to encode the information. They also look alike and are the 
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same physical size. However, DVDs store a lot more information than CDs and can 
range from around 4.7 GB to 17 GB, depending upon how the disk is configured. Re-
member, a normal CD can hold 650–700 MB of data. A 17 GB DVD has an equivalent 
amount of around 17,000 MB of data, or around 24 times as much as a regular CD.

DVDs get so much information onto the disk because those little pits and lands are 
configured a bit differently and are more densely arranged. DVDs are also capable of 
having two layers of information on one side, and can also be double-sided, essentially 
quadrupling the amount of possible storage space, whereas the information on a CD can 
only be on one side of the disk and in one layer. This variation in construction is what 
accounts for the rather wide range of DVD storage capacities (Fuller and Larson, 2008).

Unlike a CD, in which the laser beam goes through the polycarbonate and reflects off 
the metal layer, the initial layer in a dual-layer DVD is only semi-reflective. It’s typically 
made from silicon, gold, or a silver alloy and can allow some of the light to pass through 
and to a fully reflective coating on the other side, which is normally made from aluminum 
(Byers, 2003).

Blu-Ray

A Blu-ray disk is very like a DVD, but has several important differences. One side of a 
Blu-ray disk can hold up to 27 GB of information, about one and a half times the max-
imum capacity of a DVD (Fuller and Larson, 2008). Like DVDs, Blu-ray disks can be 
two-layered, having about 50 GB of storage available, and some companies are producing 
disks with four layers total and between 100 and 128 GB of storage space. Blu-ray disks 
are, as mentioned, very similar to DVDs and CDs, and Blu-ray players are often capable 
of reading CD and DVD disks, though players or drives designed for CDs and DVDs 
can’t read Blu-ray disks (Overton, 2012).

A Blu-ray disk, as the name suggests, also uses a blue laser to read the contents of the 
disk, as opposed to a red laser for normal CDs and DVDs (Dale and Lewis, 2013). This 
laser is what enables so much more information to be encoded. The red laser in a normal 
DVD or CD player or drive has a wavelength of 650 nanometers. A blue laser has a 405 
nanometer wavelength. This finer wavelength allows the laser to be more precise. The pits 
and lands on an optical disk are measured in microns, which is a unit of length about a 
thousandth of a millimeter, or one millionth of a meter (0.000039 inches). The diameter 
of the hairs on your head can also be measured in microns. The size of a single pit or land 
on a Blu-ray disk is .32 microns, as opposed to .74 microns for a DVD; so, it’s less than 
half the size of a pit or land on a DVD. Essentially, all of the information is the same and 
is encoded in the same way as the other technologies, but is extremely compact, putting 
more information into the same amount of space (Overton, 2012).

Like DVDs and CDs, Blu-ray disks are writable and rewritable. A normal, manufac-
tured Blu-ray disk is known as a BD-ROM; a writable disk is a BD-R; and a rewritable 
disk is a BD-RE. The capacity for these disks is the same as for manufactured Blu-ray 
disks (Overton, 2012).

 Optical Media for Storage

Optical media is losing popularity, as there are more stable forms of data storage available 
now and the cheap, convenient CD holds a very small amount of data relative to other 
current forms of data storage. As with floppies, it is unlikely that you would want to store 
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data on new optical disks of any kind, and many computers are now being manufactured 
without a drive to read optical disks at all.

However, optical media is still a valid form of data storage, and its low expense might 
make it appealing for some situations. For instance, it might be desirable to copy infor-
mation to a disk that is not intended to be archived; it is intended to be shared with a 
patron or with another archive. While it is possible to send files over the Internet, as well, 
it can be more desirable to use physical media for large files (and it can be more secure, 
if that is important).

Additionally, like floppies, you may need to address this form of data storage in the 
future, or even now. Many people used CD-Rs and CD-ROMs to store their own data, 
(some still do) and you may need to attempt to retrieve this data in the future. Because 
CDs were cheap and convenient, many archives may have used them to store or back 
up data, as well. In fact, the previous edition of this book recommended it as an option 
for some situations, and it could still potentially be a convenient choice for backing up a 
collection for a small or specialized archive.

Optical media is more stable and more durable than delicate floppies, but there are 
still some problems facing optical media as a storage method. If you need to archive op-
tical media, retrieve data before it disintegrates, or use it as a backup yourself, there are 
some aspects of this storage medium that you should keep in mind.

Optical Media Storage and Longevity

Many manufacturers of recordable optical media claim a lifespan of decades for their 
product, and disks may indeed last for decades under ideal conditions. In a study con-
ducted by the Library of Congress, samples from the collection were evaluated for errors 
after fifteen years of storage under ideal conditions. The tested disks showed about a 4 
percent error rate, with lower-quality disks and disks that had been damaged during han-
dling more likely to have data failure. In an accelerated aging study, it was predicted that 
about 70 percent of the test disks had a longevity rate of about 100 years, while around 
4 percent of the disks would fail within ten years (Library of Congress, n.d.). There are 
many factors involved that determine how fast information degrades, and there are sev-
eral problems that optical media is vulnerable to.

Disk Rot

As you know, optical disks work by reflecting or not reflecting a laser back to a sensor. 
When the laser shines off a metallic layer inside the disk, then a computer can interpret 
this as a one, and when this does not happen, this is interpreted as a zero. If the metallic 
layer becomes corroded, however, this leads to a condition known as “disk rot” or “laser rot.”

These phrases are general in nature and can describe any sort of deterioration that is 
causing the shiny part of the disk to reflect poorly. Remember, the top and bottom layers 
of an optical disk are designed to protect the delicate metal interior layer. If exposed to 
contamination, this layer can become corroded and will no longer properly reflect the 
laser, making the disk unreadable.

Dye Stability

CD-Rs as well as DVD-Rs and BD-Rs have an extra problem unique to their construc-
tion. The shiny metal layer is essential, but there are no physical pits and flats on the disk. 
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Again, these are instead encoded depending upon whether or not a laser, through heat, 
has created a dark spot on the dye layer of the disk. These dyes are therefore sensitive to 
heat and light, and the stability of the dyes is variable. Different manufacturers use dif-
ferent dyes. Phthalocyanine, cyanine, and azo dyes are some of the commonly found ones. 
Of these three, disks with phthalocyanine dye are the most stable (Iraci, 2019).

Again, how you store a disk greatly enhances the stability and longevity of optical 
media, and may be useful to note if you want to preserve optical disks as a physical object 
of note or use disks as a backup.

Storage Conditions

There are a number of steps that you can take that will preserve the life of any kind of 
optical media.

Temperature

Heat is very damaging to optical media and can lead to a variety of problems. The optimal 
temperature range for optical media is between 39 degrees and 68 degrees Fahrenheit 
(Byers, 2003). Sunlight is also damaging to optical media—particularly burned media—
and so storage in an area away from windows is best (Fuller and Larson, 2003). Remem-
ber, the dye on a writable or rewritable disk is sensitive to the heat and light from a laser, 
and so exposure to heat and light can corrupt the data written to the disk.

Humidity

The polycarbonate base of optical media can absorb moisture. This means that getting an 
optical media disk wet can be damaging, and also means that the humidity at which you 
store optical media has an impact on its longevity. A relative humidity of 20–50 percent 
with fluctuations smaller than 10 percent is optimal (Iraci, 2019).

Storage

Most manufactured CDs come in a plastic casing known as a jewel case, which is im-
portant for protecting the disk inside from damage. Optical disks should always be stored 
inside their cases, and never stacked on top of one another, inside or outside the case. 
Likewise, they should not be stacked on objects or have objects stacked on them (Fuller 
and Larson, 2003). Optical disks should always be stored upright inside their cases, just 
as you would treat a book (Byers, 2003).

There are also sleeves available for storing optical media. These will protect the disks 
from dirt and scratches. However, they don’t offer the same degree of protection that a 
jewel case does. It’s also difficult or impossible to get the disk out of the sleeve without 
touching the back, and taking a disk out of a sleeve and putting it back multiple times is 
likely to start deteriorating the polycarbonate, adding scratches.

Handling

Always try to pick up disks by the edges, with your fingers between the center hole and 
outer edge, and avoid touching the shiny side (Iraci, 2019). In general, touch optical disks 
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as little as possible, only doing so to take a disk from its casing to put it into a reader, and 
to take it back out to put the disk away.

Cleaning

Scratches, fingerprints, and smudges of any kind will all obscure the laser from reaching 
the data in the middle of the disk. The cleaner the disk is, the better. If a disk needs to 
be cleaned, you can use a soft, lint-free, cotton cloth to wipe away dust and dirt. If more 
thorough cleaning is needed, you can use a small amount of dishwashing detergent fol-
lowed by distilled water. The direction in which you wipe off a disk is important, as well, 
wiping in a straight line from the middle to the outside being better for the disk than 
wiping in a circle around the shiny side (Iraci, 2019).

If the disk is still dirty, cleaning it with a commercial optical disk–cleaning solution 
or some isopropyl alcohol and a soft, lint-free, cotton cloth is the best way to remove the 
dirt (Fuller and Larson, 2008).

Labeling

Though it may seem like a harmless activity, labeling optical media is something that 
must be done carefully. Writing on the disk is preferable over using an adhesive label. 
You should never, of course, write on the shiny side, since it will interfere with reading 
by the laser. Always write on the label side. Felt-tip markers are safest. Markers must 
not be solvent based; water-based markers are best, as the solvents can deteriorate the 
lacquer on the label side. You should use a pen that doesn’t need to be pressed hard onto 
the disk. Ballpoint pens or pencils are capable of actually distorting the information on a 
disk, because the label is over the lacquer layer and the lacquer layer is much thinner and 
closer to the metallic layer than the polycarbonate layer is. Labeling double-sided DVDs 
is tricky in that both sides are the shiny, readable side; writing around the center hole is 
fairly safe (Byers, 2003).

It’s often impossible to tell whether or not a disk’s data is becoming corrupted unless 
the damage is extreme, as in the case of a delaminated disk where the layers have simply 
come apart, or when disk rot is very apparent. It is possible to purchase software and 
equipment to test errors, software to assist with recovery, and even services that can do 
this type of testing for you (Iraci, 2019).

IDEAL STORAGE AND HANDLING OF OPTICAL DISKS

Storage Temperature: 39–68°F (4–20°C)
Humidity: 20–50% RH
Storage: Upright, in jewel cases or other hard casing
Handling: Touch label side or outer edges only
Cleaning:

• Remove dust with air
• Wipe dirt with a soft, lint-free cotton cloth
• Remove additional dirt with an optical disk–cleaning solution or isopropyl 

alcohol

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



F L O P P y  D I S k S  A N D  O P T I C A L  m E D I A   ▲   9 5

 Key Points

• Floppy disks were an early form of practical data storage for home computer users.
• Floppy disks were used for decades and may still hold information of interest to 

archives and their patrons.
• CDs, DVDs, and Blu-ray disks are all different kinds of optical media, in which 

binary information is encoded using tiny spots that are either highly reflective or 
not very reflective.

• Optical media offers many conveniences in that it’s fast, inexpensive, requires no 
special equipment, and is likely to be familiar to both staff and patrons.

• Optical media is vulnerable to problems like delamination, laser rot, and corrup-
tion of dyes.

While it’s a very familiar and simple form of storage, optical media is only one way to 
store digital information for your archive. Magnetic storage, which has already been 
discussed somewhat, is one of the oldest methods of data storage and continues to have 
many appealing qualities for an archive.
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Magnetic Tape

IN THIS CHAPTER

 P How are magnets useful in computer technology?

 P How is magnetic data encoded on tape, and how is the tape constructed?

 P What is the typical storage capacity of magnetic tape, and how does it compare 
to other options?

 P What are the benefits and drawbacks of using magnetic tape for archival stor-
age?

 P What is the optimal way to store magnetic tape?

W hen you think of a magnet, you probably don’t consider its possibilities for 
anything other than its main quality: that a magnet is attracted to certain 
types of metals as well as to other magnets. This is an extremely useful quality, 

but a magnet’s characteristics on a smaller level are even more remarkable.
Magnets have actually been used as a form of data storage for more than a hundred 

years. While you probably think of things like records when considering early forms of 
audio storage, magnetic storage has been used for recording audio since 1898, when a 
device called the telegraphone was patented by an engineer named Valdemar Poulsen 
(Library and Archives Canada, 2015).

For decades, this was a major way of recording sound. It was more reliable than its 
other major competitor at the time of its invention, the wax cylinder, and eventually the 
technology was adapted so that people could purchase their own recorders and record 
their own sounds on steel wire. Though this form of recording may be unfamiliar to you, 
it was in use until the 1970s (Strongman, 2016).

The steel wire method of recording was a remarkable invention, but it had some 
problems. The wire was heavy, and the range of pitches it could record was limited. In 
the 1930s, development began on a product that could perform the same function as 
steel wire, but better. This product, developed by German researchers, was a celluloid tape 
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coated with iron oxide. This invention had a variety of advantages over traditional steel 
wire, including the fact that it was much lighter and more easily magnetized (Library 
and Archives Canada, 2015). More important, though, was the fact that it recorded 
sound with much higher fidelity than wire, and once the technology had become more 
developed and the price went down, tape quickly overtook wire in popularity (Strongman, 
2016).

You may be wondering at this point why this book is discussing recording sounds on 
wires and tapes. Like some other technologies discussed so far, while magnetic storage 
was originally designed for another purpose (recording sound), it was soon recognized 
as having potential for storing digital information, too. After all, magnets have a built-in 
binary value, just as computers do, in their polarity—either south to north, or north to 
south—and in 1951, a type of magnetic tape intended for storing computer data specifi-
cally was developed (Coughlin, 2012).

You might recall that in the previous chapter, floppy disks were described as a form 
of magnetic storage. The next chapter will cover hard drives, which are yet another form 
of magnetic storage. Magnetic materials are really quite useful when it comes to data 
storage, but tape in particular has some unique characteristics that make it suitable for 
an archive.

The previous chapter discussed two forms of data storage that a typical computer 
user could use to store their own data. Because of this, you are most likely already at least 
somewhat familiar with these forms of data storage: floppy disks and optical media.

Magnetic tape is also available for typical computer users, but for several reasons, it’s 
not very popular in modern times as a form of data storage. As a result, most people are 
not so familiar with this form of data storage. There are, however, some forms of magnetic 
tape that were aimed at a general audience. Cassette tapes, designed to play music, are a 
form of magnetic storage. There have also been software programs released on cassettes 
designed for this purpose; these devices look very similar to the typical audio cassette, but 
are coded to run a software program.

The fact that magnetic tape is not familiar to most people is not an indicator that it 
has become obsolete or that it is not of value. It’s really that magnetic tape is impractical 
for an average user. One of magnetic tape’s biggest assets is its price: no other form of 
storage quite beats the value of magnetic tape. However, because specialized equipment is 
required, a person would need to store a lot of data in order to get the cost-saving benefits. 
An archive, on the other hand, might indeed need to store a lot of data.

Magnetic tape is also one of the oldest methods of data storage, and this is another 
potential advantage for you. Though modern forms of magnetic tape are not quite like 
earlier versions, there are many similarities, and so the strengths and limitations as well 
as the potential lifespan of magnetic tape are well understood at this point.

Even if your archive does not decide to use magnetic tape as a form of storing new 
data, magnetic tape has been used as a method of data storage for such a long time that 
it’s in your interest to be familiar with it should your archive ever need to deal with archi-
val tape. Again, it was a major method of storing many types of information for decades 
and persists as a major method of data storage today.

If you are not familiar with this method of storage, then magnetic tape is essentially 
what it sounds like: a piece of tape with a magnetic coating. But how is this used to store 
data?
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 Magnets

Every method of data storage for modern computers uses binary encoding. Optical disks, 
as described in the previous chapter, encode the required binary ones and zeroes as either 
strong or weak light signals, respectively. However, this is merely one of many ways in 
which binary information can be encoded. For instance, punch cards and paper tape used 
holes in a piece of paper to code data. All that is needed to effectively encode binary data 
is something that can be interpreted as having an either/or condition. For instance, a light 
bulb is either on or it’s off. With optical media, the either/or condition is the strength 
of the light: Is the light bright—yes or no? Within the computer itself, the electronic 
impulses are either high, or they’re low. They’re never high and low, and they’re never sort 
of high or sort of low.

Magnets are ideal for encoding binary information for just this reason, lending them-
selves nicely to an either/or condition and offering some different options for either/or 
conditions, as well. As you probably remember from basic science classes or even just 
playing with magnets as a child, magnets have poles —north and south—a situation 
referred to as polarity. The like poles repel one another and opposite poles attract one 
another. So, a magnet can be encoded by using its poles. Is the pole north, or is it south? 
Magnetizable materials in general can also be categorized by whether or not they are 
actually magnetized. Just because something is magnetizable doesn’t mean that it’s mag-
netized, and magnetizable materials have the potential for both states. For instance, when 
you were little, you may have run a needle across a magnet to make a compass. The needle 
is made of magnetizable material (probably steel), but isn’t magnetized until you run it 
across the magnet. Since electricity can magnetize certain metals, this is perfect from the 
standpoint of a computer: a jolt of electricity can transform a material from one state to 
the other—that is, from magnetized to non-magnetized, and vice versa.

Magnets are common in everyday life, found in all kinds of things like toys and re-
frigerators and headphones, but you may not think much about how they actually work 
since their everyday function is so familiar. There are two types of magnets: permanent 
magnets, and electromagnets. Both are necessary for magnetic tape (and computers in 
general).

Permanent magnets are magnetic because of their physical structure. As you probably 
know, also from basic science, the universe is formed of materials known as elements. 
Each element has some special properties due to its form and behavior on an atomic level, 
or the level of a single unit of an element, the atom. Not every element is magnetizable. 
Elements capable of generating a magnetic field have a peculiar property that is unique to 
them. To think of it in simple terms, this property allows the element to generate a mag-
netic field and produces the phenomenon of magnetic poles—north and south—even at 
the atomic level. What this means to you is that magnets can be exceedingly small, which 
is important for encoding data, since with computers, smaller is almost always better. 
Technically, a single atom of a magnetizable material could be considered a magnet. Iron, 
nickel, and cobalt are some common examples of elements with this unique property 
(“Magnet and Magnetism,” 2006).

Commercial magnets are often a combination of elements—for instance, a common 
Alnico magnet is made from aluminum, nickel, and cobalt. In a permanent magnet, the 
fields of the atoms of the magnetizable elements making up the magnet line up according 
to their poles, and thus have an overall magnetic field. Permanent magnets need to be 
orderly, even on an atomic level. If a permanent magnet becomes demagnetized, then the 
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fields of the atoms in the magnet are randomly oriented, and the magnet has no overall 
pull or influence on other materials. There are a number of ways that this can happen, 
such as storing the magnet at improper temperatures or subjecting the magnet to the 
influence of another magnetic field, which can disrupt the field of the first magnet.

In an electromagnet, the magnetic field only exists when electricity is running through 
the wires that make up the magnet. Any wire conducting electricity generates a mag-
netic field that is just like a permanent magnet, but this field is extremely weak, so you’d 
probably never realize that a magnet was present (it would be awkward if your paper 
clips were attracted to your desk lamp, for instance). To make the field stronger, you can 
bend the wire into a loop (“Magnet and Magnetism,” 2006). The more loops you have 
in the wire, the stronger the magnetic field becomes. Electromagnets have poles, just as 
the permanent kind, though the poles can be reversed by reversing the flow of electricity 
(while nothing changes the polarity of a permanent magnet in this way). Both types of 
magnets—permanent magnets and electromagnets—are essential for creating magnetic 
storage and for reading it.

 Encoding Magnetic Data

A piece of magnetic tape consists of sets of data placed along tracks. You can almost pic-
ture the tracks as being like a racetrack in structure. Binary ones and zeroes lie along each 
track. They are read by a read/write head, with one head per track, similar to how there is 
one runner per track. So, if a tape had nine tracks, then the drive for the tape would have 
nine read/write heads (Wiehler, 1979).

The reading head and writing head, of course, have different functions (though both 
are often part of the same device, rather than two separate heads) (Bycer, 1965). Within 
each head is a little device with a small electromagnet inside. This electromagnet is sen-
sitive to magnetic fields.

A simple bar magnet has a north and a south pole. Imagine that within those tracks 
on the tape are sets of bar magnets. These magnets are all parallel to one another, but can 
be oriented north-south or south-north. Though a simplification, this is essentially what 
is really happening on a piece of magnetic tape, except that these bar magnets are very, 
very small. Typically, a person thinks of a magnet as being a big chunk of metal or an 
alloy, but this isn’t necessarily the case. The magnets on the tape are, in fact, made from 
powder, but still have the function of a permanent magnet because the fields of the atoms 
in the powder are oriented to have an overall magnetic field. It’s so weak and the spots of 
magnetism are so small, though, that you’d never have any way of noticing this yourself.

These minuscule magnets encode the binary data based on how their poles are ori-
ented toward one another on the tape. Remember, the reader head is sensitive to magnetic 
fields. When it runs along a track, the electromagnet in the head is able to sense the ori-
entation of the fields below, and then converts the information about the fields it senses 
into electrical signals that the computer can interpret as binary code (Weihler, 1979).

The writing head, in contrast, generates a field that can change the orientation of the 
poles on the tiny tape magnets. A magnetic field can influence the properties of another 
field, magnetizing or demagnetizing it, which is the phenomenon in effect here. The 
writing head can create binary information on a new tape by magnetizing the tape below 
or changing the information already there by altering the orientation of the poles. In this 
way, the reader head encodes information onto the tape (Weihler, 1979).
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 Magnetic Tape Construction

There are three basic types of magnetic tapes: reel-to-reel (which involves tape moving 
between two large reels), cassettes, and cartridges. The latter two are smaller than a reel-
to-reel tape and are housed within a plastic casing.

It’s unlikely that you will encounter new data being put onto a reel-to-reel setup, 
but this was a common way to store data for decades. In a reel-to-reel setup, the reel on 
which the tape is stored is fitted onto a spindle for playback or recording, and the free 
end is threaded through the machine. An empty reel takes up the tape as the tape plays. 
If you’ve ever used a microfilm reader, the process is similar to this, with a reel of micro-
film fitting onto a spindle and the loose end of the film running through the reader and 
onto an empty reel. This kind of tape needs to be rewound to get back to the beginning 
of the tape.

A cassette, as you may know from seeing audio cassettes, is like the reel-to-reel setup 
but contains both reels within a protective case. Cassettes are put into a tape drive, and 
the tape runs from one head to the other. Like a reel-to-reel setup, cassettes need to be 
rewound to get to the data at the beginning. A cartridge works a little differently from 
a cassette in that it only has one reel. A cartridge is designed to play the data within in 
an endless loop, with the tape continually being wound onto the single reel (“Magnetic 
Recording,” 2006). The advantage of this is that, unlike reel-to-reel or cassette tape, car-
tridges don’t need to be rewound. Once the tape plays through, it’s ready to be played 
once again (Gifford, 1977).

Regardless of the type, all magnetic tapes have the same basic construction. A piece 
of magnetic tape essentially has two layers. The top is a layer of a magnetizable material. 
This is often some kind of iron oxide, chromium dioxide, or pure iron. Iron oxide tends 
to be more stable, while chromium dioxide and iron tend to be higher quality (Northeast 
Document Conservation Center, n.d.). This is also known as the pigment layer or the 
pigment.

This pigment layer is suspended within a polymer binder. While these are the only 
materials necessary for the top layer, the binder may contain other materials to facilitate 
tape reading and recording, such as a lubricant to help the tape move more easily through 
a device or a cleaning agent for the heads on the device used to read or write to the tape 
(Van Bogart, 1995). Although it’s not essential to data storage, the lubricant on a tape 
can be very important to proper playback, and tapes that lose their lubricant can have 
problems with playback. Binder coatings may also be on the back of a tape (Northeast 
Document Conservation Center, n.d.).

This magnetizable layer is, of course, the important part, because it is all that is 
needed to store the data. However, magnetic tape needs to be rolled up onto a reel, and 
since the magnetic material is essentially a powder, it is not suitable for this kind of treat-
ment. The bottom layer is essential for making the tape function.

The bottom layer is a piece of film. In the past, this part was made from cellulose 
acetate, which is a plastic material created from a preparation of cellulose fibers (a plant 
material). However, this material has several problems, including its tendency to become 
brittle due to moisture in the air and its susceptibility to a condition known as vinegar 
syndrome, which is also caused by moisture. Vinegar syndrome, as the name implies, causes 
tape to smell strongly like vinegar. This is because, in the tape, the moisture is creating 
damaging acetic acid (which is essentially vinegar), which causes the tape to become soft 
or even dissolve into a powder or a slimy substance. If you ever handle archival magnetic 
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tapes, you may encounter this as a problem. Because of the problems created by vinegar 
syndrome, modern tapes are made from polyester, which is far more stable (Northeast 
Document Conservation Center, n.d.). There may also be a third layer on magnetic tapes, 
a back coat, the purpose of which is to control static or friction as the tape moves through 
a machine (Van Bogart, 1995).

 Reading Tapes

Again, a magnetic tape basically looks like what the name implies—a long piece of plastic 
tape.

Think about what a music cassette tape looks like. There are two reels and tape in-
side the case. Magnetic tape in a cassette for archiving works exactly the same way, with 
two reels that move the tape between them as they rotate. With a cassette tape, the reels 
move in one direction to play the music on one side, then the user flips the tape to play 
the music on the other side. Of course, you can rewind a tape to replay a section of music 
before it gets to the end.

Magnetic tapes for archiving work a little differently in this respect. While a music 
album or audio recording has a logical sequence of information, playing from the begin-
ning of a performance to the end, this is not necessarily the case with a magnetic tape 
for computer data. For example, some people use tapes to make backups of their hard 
drives. If you do something like this, then the software that you use will write the files 
on the hard drive to the tape in the order that the computer decides. A person at a mu-
sic company decides the logical order for music on a musical cassette tape and makes it 
easy for humans to use. This may not be what happens with a data tape (though you can 
potentially store like data on the same tapes to improve the logic).

Both magnetic tapes for music and magnetic tapes for data use a method of storage 
known as sequential access. This means that the heads need to go through all of the data 
that precedes the desired data on the tape, and the tape must also physically move to the 
desired location under the heads. If you had a favorite song on a music tape, for instance, 
you’d have to fast forward or rewind in order to listen to the song again, which takes time 
and can be tedious.

Hard drives and floppy disks, however, use direct access. The physical location of spe-
cific data is less important, because the head is located on an arm that can move up and 
down the disk as it spins, seeking out the requested information. In contrast, the reader 
heads on a tape drive are fixed in place. Optical disks, such as CDs and DVDs, are an-
other example of a method of data storage that uses direct access. Because the physical 
location of the data is less important and the arm can seek it out rather than go through 
all the preceding data, direct access is very quick in comparison to sequential access.

Typical computers do not come with built-in tape readers, so a computer needs a de-
vice to interpret the data on the magnetic tape and to communicate with the machine. As 
an example, a tape cartridge requires a tape drive to both write to and read the tape. Such 
a drive can connect to the computer in several ways, but for most purposes, a drive that 
connects via a USB port will likely be the most convenient. There are also drives that can 
be installed directly into a computer; if you don’t need to be able to move the drive from 
one computer to another and have a dedicated computer that only makes tape backups, 
this is an appealing feature. When you purchase a drive, you need to keep the format and 
size of tape that you want to use in mind. There are a number of standard formats and 

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



m A g N E T I C  T A P E   ▲   1 0 3

sizes available, and your drive must match these specifications. As an example, though a 
VHS tape and a cassette tape are similar in many ways and even look somewhat similar, 
you can’t play a cassette tape in a VHS player. However, while a tape drive may only be 
able to write with one format, oftentimes, drives can read several different formats, which 
is helpful if you want to be able to read tapes from different archives (Andrews, 2006).

 Magnetic Tape for Archiving

As time goes on, the variety of ways to store data keeps increasing. Engineers keep 
striving for devices that are smaller and smaller while offering more convenience, greater 
data safety, and higher storage capacity. Also, as time goes on, many devices become ob-
solete—some very quickly.

So, since magnetic tape is such an old method of storage, you might suppose that it’s 
obsolete, or will soon become obsolete. This is not the case at all. Like other methods of 
data storage, tape keeps improving, year after year. Though other methods of storage are 
competing with magnetic tape as the best method for data storage, tape continues to be 
a major contender, and tape’s best features have yet to be imitated in any other storage 
method. Still, magnetic tapes do have drawbacks, and so it’s important to know about 
both benefits and drawbacks before you decide if tape is the right choice for your archive’s 
storage needs.

ADVANTAGES AND DISADVANTAGES OF TAPE STORAGE

Advantages:

• Very inexpensive per GB of storage space
• Not dependent upon a specific reader manufacturer
• Very large storage capacity
• Old and well-understood method of data storage
• Easily moved off-site
• Doesn’t need a power source for effective storage

Disadvantages:

• Magnetic tape readers are an expensive specialty item.
• Storage may be expensive.
• Magnetic tape is unfamiliar to many people.
• Magnetic tape is somewhat delicate.
• Reading and writing data to magnetic tape is slow.

Advantages

One of the most appealing features of magnetic tape lies in its price. Compared to other 
storage methods, magnetic tape is the clear winner when it comes to storing a lot of data 

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



1 0 4   ▲   C H A P T E R  8

inexpensively, with tape costing less than a penny per gigabyte of storage space (Gra-
ham-Rowe, 2010). It’s the medium of choice for many companies that need to back up a 
lot of data year after year, and it’s appealing for archives for just the same reason. As the 
years go by, there will be more and more data that needs to be saved, and storing this data 
can become quite expensive when using other storage methods.

Magnetic tape comes in several standard sizes, just like optical disks, like CDs and 
DVDs, come in a standard size. This is extremely important, as it makes it possible to use 
magnetic tapes and readers that were produced by different manufacturers, and prevents 
your data from becoming obsolete because a particular company no longer makes tape in a 
certain size (Wiehler, 1979). For example, all musical tape cartridges are the same size and 
will play in any player produced by any company, regardless of who manufactured the tape.

Capacities for magnetic tape vary, and the amount of data that can be stored on a tape 
keeps increasing as technology improves, allowing more data to be read without simply 
adding more tape to a cartridge. The very first commercially available magnetic tapes held 
a mere 1.1 MB of data. As of 2018, it was possible to obtain a single tape cartridge that 
would hold 15 TB, or terabytes, of data (Lantz, 2018).

In fact, the low cost and high capacity of tape are so appealing that it is actually used 
as a method of backing up data for large tech companies. As an example, in 2011, Google 
updated the software for its online e-mail product Gmail. Unfortunately, an error in the 
update deleted saved e-mails for 40,000 accounts. Unable to restore the data from data 
center hard drives, Google eventually used a tape backup to restore these lost e-mails 
(Lantz, 2018).

The future may offer even more storage capacity. A 2017 breakthrough in tape 
technology led to the development of magnetic tape capable of storing 330 TB of data 
(Anthony, 2017). There are also possibilities for magnetic storage that have not yet been 
developed into a practical application. For instance, it is possible to store magnetic data as 
a single molecule; this technology is not currently in use, but may lead to storage materials 
with extremely high data capacities in the future (University of Manchester, 2017).

Though innovations to technology are helpful, the fact that this medium has been in 
use for such a long time can be an asset to you, as well. Because tape has been around for 
decades, its limitations are well understood. For instance, researchers discovered a prob-
lem that occurs with tape during the manufacturing process. The plastic is formed in large 
sheets, which are cut to the correct size for a reel. If the blades for cutting the tape become 
dull, they can cause tiny rips in the ends of a tape that are invisible to the naked eye but 
can shorten the lifespan of the tape or even destroy data; information like this can be 
used for quality control and can improve the final product. Because tape has been studied 
for so long, issues like this are known and can be addressed (Lawrence, 2003). Similarly, 
while more recent technologies haven’t existed long enough for a definitive estimate on 
lifespan, tape has been around for long enough that lifespan estimates are fairly accurate.

Along with storing a lot of data, tape offers some other benefits. For instance, tape 
is easy to take off-site. If you have the funds for it, you can construct a room or building 
designed to store tape at its optimal temperature. If this room is not part of your library 
or archive, then if anything should happen to your main building, like flooding or other 
natural disasters, your tape backup will be safe. You could even make several backups of 
your data and easily store them in different locations. It’s also handy if you want to share 
information with another archive. For instance, sending a terabyte’s worth of information 
to someone online is a challenge and will take some time. Shipping a reel of tape may be 
quicker, easier, and safer from the point of view of data security.
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Tape doesn’t need a continual source of power to store its data, in contrast to the 
RAM memory chips in a computer, nor does tape require the Internet to access infor-
mation. The fact that you can store tape away from a computer and that it needs a special 
machine to read the data encoded on it is a potential advantage to you for data security. 
Theft of magnetic tape is highly unappealing because the data is hard to access, since it 
requires a special reader to retrieve the information.

Disadvantages

Though tape has a lot to offer for an archive, for certain situations, it’s not the ideal choice. 
If you don’t need to store very large amounts of data, then magnetic tape may not be the 
best choice for you. While the tape itself is very inexpensive, computers don’t come with 
readers for magnetic tape. You’ll have to purchase extra equipment, like a tape drive and 
software, to both read and write to the tape. However, as mentioned before, it should be 
noted that there are tape drives aimed at a typical computer user for backing up personal 
data. Computers using the Windows operating system often come with software that 
is designed to write a hard drive to a tape drive for the purpose of backup, and when 
you purchase a tape drive, it often comes bundled with useful software, which can make 
things easier for your archive (Andrews, 2006). 

Storing the tape can be an additional expense, especially if you want a robotic or 
automated system of tape storage and retrieval, which is sometimes used in large facil-
ities. These devices don’t require a human user to search for and retrieve tape from your 
collection. Magnetic tape is also rather delicate, and maintaining a temperature- and hu-
midity-controlled environment is another expense to your library and will be a constant 
expense rather than a one-time thing.

A tape library is a device that can store tapes and retrieve their data using an automated method. 
They come in a variety of sizes and can be useful for larger archives and projects. There are also 
similar, smaller devices known as “autoloaders,” which can read one tape at a time.

Magnetic tape is also an unfamiliar medium in comparison to others discussed in this 
book. A cassette tape is often used as the example in this chapter because this is the kind 
of magnetic tape that most people are familiar with—and cassette tapes are typically used 
only for audio recordings and are considered largely obsolete. Magnetic tape in general 
is not an obsolete form of storage, but your staff may have trouble adjusting and learning 
to use this less familiar medium.

Magnetic tape is not invulnerable. While the plastic substrate that the magnetic 
coating adheres to is tough and durable, there are limitations in the construction of tape. 
Dust or dirt on the tape will disrupt the data and cause problems with reading data. The 
plastic is vulnerable to warping, sticking, and other problems.

In addition, writing to and reading data from a tape is slow, much slower than other 
methods of data storage and recording. A magnetic tape, as mentioned earlier, is sequen-
tial in nature. This means that, every time you want to retrieve data from a magnetic tape, 
the head on the tape drive has to go through every bit of data that comes before the 
information you want, physically turning the reels and looking for the location of your 
requested information. Though improvements are being made, this is comparatively slow. 
This means that tape is best used for long-term backup—something that you don’t plan 
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on needing again soon and exists merely to keep information safe. It is not a good choice 
for quick access to the content.

Though magnetic tape has been in use for decades and is one of the oldest and best 
understood methods of storing data, it is not invulnerable to obsolescence. Though tapes 
do come in standard size and formats, it’s possible for those sizes and formats to eventually 
become replaced by better versions. As mentioned in the previous chapter, floppy disks 
originally came in 8-inch size, which were replaced by 5.25-inch size, and then later were 
replaced by 3.5-inch size. All of these are floppy disks and use the same basic technology 
and can be read on a variety of computer brands. However, it’s a challenge to find a device 
that will read one of the larger floppy disks today. Likewise, the equipment necessary for 
recording and reading data from older tapes may eventually become unavailable.

As advances are made with tape, equipment necessary to operate the old tape be-
comes obsolete and companies stop making it for practical reasons. Though there are 
standards with tape, once a type of tape becomes outdated, there is no guarantee that 
modern equipment will be able to operate old styles of tape, or be backward compatible. 
The data on older reels of magnetic tape may be permanently lost due to an inability to 
retrieve the data stored on them, just as the data on computer punch cards can’t be re-
trieved because there are no longer computers that can interpret the data.

What this means to you is that a tape archive cannot be static. You must plan for 
needing to move tapes from older cartridges to new ones before it becomes impossible to 
read the old ones. Some companies do make equipment that converts one tape format to 
another; this will be another expense for your archive and could require people to learn 
to use the new equipment and to transfer information from one kind of tape to another 
(Bigourdan et al., 2006).

In addition, if something cheaper and more convenient than tape is ever developed, 
you may have a problem on your hands, since ordinary computers don’t come with a way 
to read tape. In contrast, if you had a collection of information on floppies before they 
became outdated and wanted to move them to, say, a CD, there was a large window of 
time in which average desktop computers had both floppy drives and CD drives, mean-
ing that you would have needed no special equipment for the transfer. However, since 
so many institutions use magnetic tape for mass storage, it’s unlikely that tape will be 
dropped from use as quickly as the floppy disk was.

 Storing Magnetic Tape

Like any method of data storage, keeping the item that the data is stored on safe is es-
sential to long-term preservation. Tape has a number of enemies that must be combated, 
and, in general, having a location designed for the tape that has the proper conditions is 
the best plan.

Humidity

Magnetic tape is vulnerable to water, and high humidity is the most dangerous condition 
to tape. While there are a number of ways that a tape can fail, the polymer that binds 
the magnetizable substance to the substrate is the part most likely to fail on a tape, and 
it can degrade if exposed to moisture. This can result in tape that is brittle, soft, or sticky 
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and unplayable, or the magnetic powders may come off the polyester substrate. It’s also 
possible for the magnetic coating to oxidize if exposed to moisture or, essentially, for your 
tape to get rusty (Bigourdan et al., 2006). An additional and rather distasteful problem is 
fungal growth, which can occur on tapes exposed to humidity. High humidity for a tape 
is anything above 65 percent relative humidity (Orio et al., 2009). Storing tape at around 
40 percent relative humidity is best (Bigourdan et al., 2006).

Temperature

Temperature is another important condition. High temperatures can cause the plastic to 
warp, distorting the data on the face of the tape. It can also increase the rate at which 
tape decays, particularly if there is also high humidity present (Orio et al., 2009). Optimal 
storage temperature for tape is around 20 degrees Celsius, or about 68 degrees Fahrenheit 
(Bigourdan et al., 2006). Temperatures that are too low can be harmful as well; tape must 
be kept above freezing temperatures. In addition, if the tapes and their drive are not in 
the same area, then the tape needs to acclimate to the new temperature before playing or 
recording (Van Bogart, 1995). It’s important to keep tape away from any sources of heat, 
such as radiators or heating units, and to keep it out of direct sunlight and away from 
windows, even ones that aren’t functional, since glass doesn’t insulate well.

Pollutants

Dust and dirt are also enemies of magnetic tape. While a laser can sometimes read 
through dirt on a CD, this is a challenge for the read/write head for magnetic tape, since 
the read/write head is in close contact with the tape. The data on a tape is so tightly com-
pacted that a single particle of smoke from a cigarette is enough to obscure data from 
the head for modern high-density tapes. Any smog or other chemicals in the air can also 
disturb the data or cause chemical deterioration of the tape (Orio et al., 2009). Therefore, 
the cleanliness of the air and the concentration of airborne pollutants is a factor to con-
sider when choosing and maintaining a storage area for your tapes (Van Bogart, 1995).

Magnetic Fields

Since magnetism is key to both reading from the tape and writing to it, magnetic fields 
are another problem. As with floppy disks, even a relatively weak magnetic field, like 
one on a microphone or a headset, can be powerful enough to weaken the strength of 
data written on tape (Orio et al., 2009). Remember, magnets and electricity can influ-
ence other magnets, and if the atoms making up a magnet, like magnetic tape, become 
randomized, then the magnetization is lost and so is the binary code stored on the tape. 
Magnetic fields interfering with the data on tapes is generally not a major issue, but it’s 
good to take precautions. Tapes should not be stored near any electronic equipment or 
machines that might generate a strong magnetic field (Van Bogart, 1995).

Other Problems

Though not quite within the abilities of an archive to address and combat, distortions, 
deformities, and other problems with the physical qualities of the tape itself is another 
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issue in regard to data preservation (Orio et al., 2009). This can be avoided by storing the 
tapes properly. Tapes shouldn’t be stored flat; the reel that holds the tape should be per-
pendicular to the shelf (Van Bogart, 1995). This is similar to how CDs and DVDs should 
be stored, since flat storage can cause warping in both media and lead to an inability to 
retrieve the data.

While all this might sound somewhat complex, the ideal tape storage conditions 
aren’t much different from ideal room temperature conditions and are within the capa-
bilities of most archives to handle with minimal equipment. If you had a small building 
with a fairly small collection, for instance, you could simply dedicate a closet to storing 
your collection of tapes and just be sure that it stays cool and dry inside.

IDEAL STORAGE AND HANDLING OF MAGNETIC TAPE

Temperature: 68°F (20°C), do not freeze
Humidity: 40–65% RH
Storage: Upright, not flat
Storage Location: 

• Away from windows and sunlight
• Away from airborne dust, smoke, chemicals, and general pollution
• Away from magnetic fields and electronic equipment

Transportation: 

• Do not subject to harsh temperatures and moisture.
• Wind tape tightly and pack well with bubble wrap.
• Do not subject to handheld metal detectors.

While tape can be transported, either to an off-site location for safety or to another 
archive, it’s important to remember to maintain optimal conditions during transport. 
The temperature should never exceed 100 degrees Fahrenheit and the tape must not be 
exposed to water. It’s best if the tape can be transported in the same position that it’s 
stored, upright rather than flat. Ensuring that tapes are properly wound and that they are 
protected by packing materials like bubble wrap, which will absorb shocks, will help to 
protect tapes. Some detectors, like those used in airports, can erase tapes. Walk-through 
metal detectors and X-ray scanners aren’t an issue, but hand-held metal detectors gener-
ate a powerful enough magnetic field to erase a tape (Bogart, 2009).

It’s estimated that, when magnetic tape is stored under typical room conditions, it 
will last anywhere between 10 and 30 years. Cooler, drier conditions can increase this life 
expectancy (Bigourdan et al., 2006).

As part of your routine for storing magnetic tapes, you should examine them peri-
odically for damage. In general, there are two ways of going about this; usually both are 
done at the same time. You can physically examine tape to determine the extent, if any, 
of decay, or a computer can also play through the data to determine if there is any decay.
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Your recording device will also require care. Remember, the read/write heads on a 
player are extremely sensitive and come in very close contact with the tape. Be vigilant 
and clean them when necessary. For a tape drive designed for a personal computer, there 
are such things as cleaning cartridges, which can be inserted, instead of a data cartridge, 
for the purpose of cleaning the drive (similar devices exist for floppy disks, as well). The 
drive will run the tape through, and the tape will help clean the heads. There is also such 
a thing as a head cleaning spray, which is a little like compressed air used for cleaning the 
insides of computers and keyboards (Andrews, 2006). This gets any dust or particles that 
might interfere with reading the tapes out of the heads.

 Key Points

• Magnetic tape is one of the oldest methods of long-term, mass data storage and 
continues to be going strong today.

• Magnetic tape is durable and inexpensive and its vulnerabilities and estimated 
longevity are well understood, making it one of the best choices for a large archive.

• Magnetic tape does require controlled storage conditions for optimal function and 
longevity, and it needs specialized equipment to read and write to the tape, which 
adds to the overall expense. It’s typically not the best choice for a small project or 
library.

Tape is a good choice for mass storage, but it is not your only choice for large amounts 
of data storage. Hard drives, another form of magnetic storage, have been in use for some 
time and may still be in use for the foreseeable future.
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Hard Disk Drives

In the 1950s, if you wanted to run a computer program or store data, you had some 
options. Punch cards were heavy paper cards with holes put into them to designate the 
data, with the computer reading the presence or absence of a hole, usually either by 

detecting an electrical current through the hole or by detecting the presence or absence 
of light through the hole (like optical media). Similarly, paper tape was a long strip of 
heavy paper that, again, used holes to designate the data. This type of storage was in use 
long before the invention of any modern computer; punched paper was initially used to 
control patterns for weaving on mechanical looms starting in the 1700s.

Magnetic tape had also been invented at this point and could be used for storing 
computer data. As stated in the previous chapter, magnetic tape is a strip of plastic coated 
in magnetic material. Data is encoded using the orientation of the magnetic powder on 
the tape (south to north or north to south).

These methods of data storage all suffered from some serious problems, however. 
Magnetic tape and paper tape both use a method of finding and retrieving data known 
as sequential access. This means that every time you want to access data, the tape’s reader 
needs to go through all of the preceding data on the tape in order to locate the data that 
you want to access. This is pretty slow and isn’t a convenient method of storage if you 
want to access data quickly. It’s also inconvenient for storing data that you want to change 
often. This sort of storage is really best for backups.

IN THIS CHAPTER

 P What is the purpose of a hard disk drive, and how does one work?

 P What are the major features of a hard disk drive?

 P What are the benefits and drawbacks of using hard disk drives for archival 
storage?

 P How should hard disk drives be stored?
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Punch cards had their own unique problems. As with magnetic tape and paper tape, 
it was important to run punch cards in a certain order. If you wanted to change or update 
data, you needed to select the correct card from a series of cards, update it correctly, and 
put it back in the right order. As an early method of storage, punch cards were handy in 
many ways, but they were highly vulnerable to human error (Press, 2016).

What was needed was a method of storage that eliminated the problems of both 
sequential access and human error. The 1950s saw a lot of amazing advancements in 
computer technology, and in 1956, the IBM computer company released a product that 
was quite revolutionary: a computer with a built-in hard disk drive.

The IBM 305 RAMAC computer came with a device called the 350 Disk Storage 
Unit. It was a series of 50 platters with a magnetic coating that rotated at 1,200 rpm 
(rotations per minute). It could only hold a few megabytes of data, but at that time, this 
was an enormous amount of storage (Wired, 2014). This type of computer became ob-
solete pretty quickly, since computers soon after moved from using vacuum tubes as the 
method of computing data to the more efficient transistor, which was becoming available 
at around this time (Press, 2016).

The hard disk drive, however, remained revolutionary. Although things are changing 
at the moment, at the time, built-in hard disk drives became a standard feature for com-
puters of all kinds. Modern hard disk drives are a little different from the initial models. 
For one thing, they’re smaller—a few inches in diameter as opposed to the 350’s 24 inches 
(Press, 2016). They also hold a lot more data—hundreds of gigabytes as opposed to a few 
megabytes; and there are fewer platters—normally one to four as opposed to 50.

But the basic operation of early hard disk drives and modern ones is exactly the same, 
and the design allowed for a concept known as random access. This means that a computer 
program locates the data on the disk, and where it is actually stored on the disk doesn’t 
matter very much. This greatly speeds up data storage and access time. Floppy disks, as 
covered in chapter 7, also use this method of access, and are actually very similar to hard 
drive disks in their operation in many ways.

The terms “hard drive” and “hard disk drive” are synonymous. The term “hard disk drive” is a 
little more accurate, but “hard drive” is the more commonly used term. It can also be abbreviated 
as HDD.

Like past computer users, people still need a way to conveniently store data on their 
computer. RAM chips, as discussed in chapter 2, are helpful for temporarily storing values 
from the CPU. However, they lose their memory as soon as they lose power, which is 
very inconvenient for long-term storage. So, the hard drive serves as a form of long-term 
storage for a computer. It can store the operating system data as well as any data that the 
user wishes to save, and it does not need a continual source of power to do it the way that 
a RAM chip does. This is so essential that modern computers always have some form of 
long-term storage as part of their physical components.

This makes hard drives a little different from other methods of data storage discussed 
so far in that many computers come with one already installed. This chapter qualifies this 
statement with the word “many” in that there is another potential option for long-term 
storage: a solid-state drive, or SSD. SSDs will be discussed in more depth in the next 
chapter.

Another way in which a hard drive is different from the other methods of data 
storage discussed so far (floppy disks, optical disks, and magnetic tape) is that it is typ-
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ically installed inside a computer and is not designed to be removed when used in this 
way. Therefore, you may want to know more about this method of data storage not as a 
long-term method of storage for your archive, but to learn more about improving your 
equipment.

If hard drives are used for regular, everyday data storage, you might be wondering—
why bother with things like optical disks or magnetic tape for archiving? If a hard drive 
is perfectly serviceable, stores a significant amount of data, and is found already installed 
on many personal computers, then what is the point of using something else?

The truth of the matter is that you can use a hard drive disk to store your archival 
data. There are some perks to doing so, as well. As with everything else, though, there 
are problems with relying on hard drives. To understand what their vulnerabilities are, it 
helps to understand a bit more about how hard drives function.

 Hard Drive Operation

The hard drive on a typical desktop computer is pretty easy to find. It looks like a little 
box with some small vents in the sides that is attached by a cord to the motherboard. It 
typically has a sticker with helpful information on it, such as model information and the 
drive’s storage capacity.

This little box contains some of the few parts of a computer that actually, physically 
move, as you’d normally expect from a machine, rather than simply creating pulses of 
electricity. There are quite a few things inside the casing, like a motor and circuits to buffer 
information to and from the motherboard. Buffering, by the way, refers to temporarily 
storing data so that it can be easily retrieved, processed, and so on. The important part 
of a hard drive, the part that holds the data, is contained on a series of disks, one stacked 
atop another. One to four disks is common for a hard drive. These disks are referred to as 
platters. The disks are circular and made from aluminum, glass, or ceramic—resembling, 
both in form and function, small records. The platters are also coated in extremely thin 
layers of several other substances that enable the hard drive to function, such as a layer 
of a magnetizable material to encode data. The entire disk is very thin and fine, in spite 
of all the coatings.

Like magnetic tape, covered in the previous chapter, hard drives encode the binary 
ones and zeros using minuscule magnetic fields, with the polarity of the fields signaling 
either a one or a zero. This is the reason for the layer of magnetizable material. With 
magnetic tape, there is a read/write head that is able to use pulses of electricity to change 
the polarity of a binary one or zero. Hard drives have read/write heads, too, and can do 
the same thing to change the data.

Exactly how the read/write head works is slightly different from a magnetic tape 
reader, though. In a tape reader, the magnetic tape rotates and the tape moves under the 
read/write head. In a hard drive, the platters with the information encoded on them are 
lined up on a spindle, one over another. When the spindle turns, so do the disks. Work-
ing a little as magnetic tape does, the disks have to physically rotate to the right location 
where the data is encoded. Unlike magnetic tape, though, the read/write head is not fixed. 
A little like a record player’s setup, the head is attached to an arm, which can move up 
and down the face of a platter in order to search for the data requested by the user. This 
approach is much quicker than magnetic tape’s method of seeking information.
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The read/write head for magnetic tape is in very close contact with the tape as it 
turns, which is normal and desirable. On a hard drive, everything is very compact and 
close together, so the read/write head is also very close to the platters, but must not touch 
them. The spinning of the disks creates a tiny cushion of air, which the head rests upon 
while it reads the data. This is important, because if the read/write head touches the disks, 
it can cause physical scratches and damage to the platter.

As you learned in the previous chapters, the data on storage media is written in an 
organized way. For optical disks, the data is written in little pits and lands that are lined 
up along a spiral on the disk; this spiral is so important that it’s physically imprinted on 
writable CDs to help write the information more precisely for the laser to read. On a 
piece of magnetic tape, the data is organized in tracks, with one track running under each 
read/write head, appearing just a little like the tracks on a racetrack.

The platters on a hard drive have the data physically organized, as well, but it’s slightly 
more complicated. If the disks were square, then the logical physical organization would 
probably be a grid pattern, but since they’re circular, it’s a little more like a spiderweb.

A hard drive is divided into concentric circles of data, kind of like a dartboard. Data 
is written along these little circles, known as tracks. The data is divided further, however, 
into sectors. Imagine the hard drive being sliced up like a pie—only each “slice” is a sector. 
This is a little like how sectors actually work.

The way data is organized on a hard drive disk and the way it is organized on a floppy disk are 
actually very similar.

Typically, each sector can hold 512 bytes, so one sector is pretty small (a very thin slice of 
pie). Remember, at least eight bytes are needed to make a letter, so each sector could hold 
64 letters, which is not very much data.

When a file gets written to a disk, it selects part of a track that has been divided into 
sectors. Again, think of it as being kind of like a dartboard—the data gets written to one 
of the sections on the board. The computer can write data in segments called clusters, 
which are segments of track that are adjacent to one another on the disk. Clusters are the 
minimum amount of space that you can use at a time. 

Computers can keep track of the exact location of where the data is written—sort of 
like using a table of contents for a book, only with data files. These files “tell” the computer 
where to look for data, and thus the read/write head can move and the disk can rotate to 
the correct physical location for the data. For Microsoft products, an FAT or File Allo-
cation Table is an older method of doing this; the newer method is to use an NTFS, or 
New Technology File System. For Apple products, the HFS or Hierarchical File System 
and HFS+ are the older methods, and Apple File System is the newest method.

Although the ideal situation is for all of the data for a file to be written in one area 
on a disk, data can be written to different places on a disk and not be stored all in one 
location. For instance, if you were playing a game, the save files of your actual game play 
might be scattered about the disk and may not be stored alongside the data for the game 
program itself. This phenomenon is known as fragmentation. As you learned in chapter 8, 
this would be highly inconvenient on something like magnetic tape, since the tape must 
physically rotate under the read/write head to reach the desired data, and it would take 
even longer to access all of the data that you needed if different parts of the same file were 
physically located on different sections of the tape.
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The platter in a hard drive must rotate to the correct position, as well, but this is 
significantly less important to access time than it would be with magnetic tape. The arm 
holding the read/write head moves up and down the disk as it rotates, seeking out the 
desired information. This, in combination with the high rotation speed of the disk (the 
rotation speed on a typical hard drive is currently between 5,400 and 7,200 rpm, or ro-
tations per minute), makes the access speed quite rapid in comparison to magnetic tape. 
As mentioned in the previous chapter, this method of seeking out information is known 
as direct access, as opposed to sequential access, the method used by tape.

This access method isn’t perfect—having parts of a file scattered about in multiple 
locations does reduce the speed of access in comparison to having a file in one physical 
location on a disk. Most of the time, a computer will allocate data to a logical spot that 
makes for optimal access speed, and it’s possible to improve the distribution of your files 
by defragmentation. Defragmenting a computer means that a software program will move 
data around on the hard drive so that it is more logically configured. The program will 
search for files that are fragmented, or in multiple locations, and rearrange the order of 
the data written to the disk so that parts of files are next to each other on the disk.

All hard drives operate in the same general fashion and have the same basic parts, but 
there are some differences among them.

 Types of Hard Drives

If you want to use hard drives to store your archival data, it’s important to be aware of 
the typical features of a drive and how to choose the optimal one for your archive. You 
may also be interested in this information so that you can choose a good hard drive for 
your computer, for daily use rather than long-term storage, since hard drives are easily 
used for both functions.

QUALITIES OF A HARD DRIVE

• Installation: internal versus external
• Size: desktop versus laptop
• Connections: SATA, PATA, USB, eSATA
• Rotation speed: 5,400–10,000 rpm
• Cache memory size
• Storage capacity

Internal versus External

There are many factors involved in choosing a hard drive, and the first of these is decid-
ing whether you want an internal hard drive or an external one. The difference between 
them is pretty obvious: an internal hard drive goes inside a computer and an external 
hard drive attaches from the outside. Note that there are two basic types of hard drive 
that are designed to be used externally; “external” will be the term used here for the sake 
of simplicity.
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You may wonder what the point of getting an internal hard drive would be, since your 
computer already has a hard drive inside it. Your computer can, in fact, have more than 
one hard drive, and people who need to store a lot of data (for example, someone who 
digitally edits video files) frequently install two or more in their computer. Many desktops 
even come with a space inside the case to hold additional hard drives so that this is easier 
to do. This applies to laptops, too: some laptops have empty space inside that is designed 
to accommodate an extra hard drive. If you want to be able to store more data, then an 
internal hard drive has appeal.

You can also have an external hard drive rather than an internal hard drive. External 
hard drives plug into a port on your computer. This has a couple of advantages for you. 
First, it requires no expertise at all to attach an external hard drive to a computer, whereas it 
requires some technical knowledge to correctly install a new internal hard drive. An exter-
nal hard drive is also ideal if you want to store the hard drive someplace else; once installed, 
internal hard drives are best left inside the computer, but you can remove an external hard 
drive and put it elsewhere whenever you want. If you want to physically archive the object 
that holds your data, then an external hard drive is probably what you need.

It is possible to convert an internal hard drive to an external one using a hard drive enclosure. 
This has many potential uses, including continuing to use a hard drive for storage when the rest 
of the computer has failed or retrieving data from a computer that is no longer functioning.

It should be noted that there are some significant benefits to internal hard drives—for 
one, they are cheaper than external hard drives per gigabyte of storage. External hard 
drives also store and transfer data more slowly than internal ones, since internal hard 
drives are more directly connected to the rest of the computer (an external hard drive 
must connect via a port and a cable). It is possible to use an external hard drive for the 
same purpose as an internal hard drive and some instances in which it is better, but for 
the most part, it’s best to get an internal hard drive when upgrading a computer and an 
external one if you need to move or disconnect the data.

Size

There are generally two sizes for modern internal hard drives—the 3.5-inch desktop version 
and a 2.5-inch version that is designed for use in laptops. The number refers to the size of 
the platters, not the casing. Larger drives usually hold more data than smaller drives and 
typically spin more rapidly. Choosing a size in this respect is not a big decision: get the size 
appropriate for the computer (a big one for a desktop and a small one for a laptop).

There are two basic sizes for external hard drives: portable and desktop. Portable hard 
drives are small, as you might expect from the name. Desktop hard drives are physically 
larger.

Portable hard drives often hold less data and spin more slowly (which results in a 
slower access time) than desktop hard drives. The advantage of portable hard drives is, of 
course, portability: they’re designed to be compact and easily moved around. This may or 
may not be important to you, and if portability is not a factor in your situation, then the 
desktop version is most likely the better choice as far as usefulness to your archive.

The hard drives discussed here are aimed more at typical computer users. There is also such a thing 
as an enterprise hard drive. These are designed more for heavy-use applications, such as servers 
or workstations.
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However, portable hard drives do have a subtle advantage over desktop hard drives. The 
disks in a hard drive need a power source to spin and read the data. With a portable drive, 
when you connect the drive to the computer, it’s usually able to draw enough power from 
the computer via the connection port to function. Desktop hard drives sometimes need 
to be plugged into an additional power source, which can make things a bit inconvenient, 
since you’ll have to be near an electric outlet (which may already have a computer plugged 
in) and then plug and unplug the device if you want to move it.

Connections

Internal hard drives plug into your computer using a cable inside the computer that con-
nects it to the motherboard (motherboards were discussed in chapter 2). There are several 
different types of plugs or interfaces that have been used, and it is necessary to use a hard 
drive that is appropriate for the connector that has been installed. It may be possible to 
install a new connector, and sometimes computers have more than one type. Computers 
that are quite old might need some upgrading to recognize a new hard drive, since they 
are not designed to be able to access the amounts of data that a hard drive can store in 
modern times.

You are most likely to find hard drives using Parallel ATA (PATA), Small Computer 
System Interface (SCSI), or Serial ATA (SATA) connections. The first two, PATA and 
SCSI, have largely been replaced by SATA connections, but you may still encounter these 
types of hard drives, especially in older computers.

As mentioned earlier, external hard drives plug into a port on the outside of your 
computer. There are a couple of different ports that an external hard drive can connect to, 
with different types of USB ports and eSATA ports being the most common. USB ports 
were covered in more detail in chapter 2, since they can have many functions and connect 
to a variety of devices.

USB ports are very convenient in that they’re found on nearly all modern computers, 
and in that computers usually have several of these ports—meaning that, if you need to 
use multiple devices that connect to a USB port at the same time, you won’t be using your 
only USB port for the hard drive. The convenience offered by USB ports makes them very 
appealing, but they’re not always the fastest way to transfer data.

An eSATA port is very like the connector for an internal hard drive, but connects 
external hard drives and allows for a rapid data transfer rate. However, these kinds of 
ports are less common than USB ports, and if your computer doesn’t have one, installing 
an additional port requires some computer expertise. However, if your computer already 
has such a port or installing the necessary port and adaptor card is not an obstacle, this 
may be an appealing option.

Rotation Speed

The speed at which a hard drive rotates is one of the factors you might use in deciding 
which hard drive is best for your archive. The faster it rotates (the rpm), the higher the 
data access speed. Rotation speeds of 5,400 or 7,200 rpm are typical, but they can be 
slower or much faster—up to 15,000 rpm. If you want the hard drive for long-term stor-
age without accessing it on a regular basis, the speed is likely to be less important to you, 
and slower speeds typically mean a less expensive disk drive, so you can save a little money 
by choosing a lower rotation speed. If you’re looking for an extra hard drive for a com-
puter that you’ll be using for processing data, then higher speed may be a better choice.
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Cache Memory

Like the CPU, the hard drive needs a place to temporarily store and process data before 
recording it. This is known as cache memory. The bigger the cache memory, the more effi-
cient the hard drive is. However, if you’re using the hard drive for long-term storage and 
don’t plan on accessing the data often, this is another area in which you can save a little 
money, since it will matter less to you how quickly the hard drive operates. If you’re add-
ing a hard drive to a computer for function, a large cache might be something to consider. 
Similarly, when purchasing a hard drive, the manufacturer may list the access time, which 
refers to how quickly it can find a file. Again, a quick access time might not matter to you 
for storage, but might for daily function.

Storage Capacity

While you can omit some features to save money with a hard drive by not getting the 
fastest, most powerful device out there, the number for which bigger is always better is 
the hard drive’s capacity. This will be noted in gigabytes (GB) or terabytes (TB). Remem-
ber, a terabyte is about a trillion bytes, whereas a gigabyte is about a billion bytes, so a 200 
GB hard drive is a fraction of the size of a 1 TB hard drive.

 Hard Drives for Archiving

Hard drives aren’t really designed for the long-term data storage that an archive typi-
cally needs. They’re designed to be able to change their data quickly and to be updated 
frequently, with the user writing new files or erasing them regularly. In fact, a hard drive 
can start losing its data if not used this way. However, you can certainly use them to store 
data long-term if you desire, and there are some advantages to using hard drives for your 
archive’s main method of data storage. 

ADVANTAGES AND DISADVANTAGES  
OF HARD DISK DRIVE STORAGE

Advantages:

• Large storage capacity
• Fairly inexpensive
• Do not require special equipment to read data
• Simple to use

Disadvantages:

• Short lifespan
• Difficult to assess condition
• Prone to reading and writing errors, as well as virus attack
• Easy to break
• Needs refreshing
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Advantages

In many ways, using a hard drive for storage is economical. It’s not as cumbersome as 
using optical disks, such as CDs, since it could take hundreds of CDs to store the same 
amount of data as a single hard drive—even a hard drive that is fairly small by today’s 
standards. Optical disks are pretty inexpensive per gigabyte compared to hard drives, but 
convenience is important to the efficiency of your archive, and efficiency is always a cost 
saver: no one wants to take the time it might involve to find a particular file on a partic-
ular disk among hundreds when you could find the file in seconds on a hard drive via a 
keyword search.

Hard drives aren’t as inexpensive per gigabyte of data as magnetic tape, either, but 
if you don’t need to save huge amounts of data, hard drives make for a nice compromise 
because you don’t have to buy a reader for them the way you would with magnetic tape. 
In other words, hard drives can be efficient if you need to store more data than would be 
convenient on optical media (a very small archive), but less than the amount that would 
make using magnetic tape worthwhile (a very large archive).

Using external hard drives is pretty simple, too— always an advantage—because your 
staff won’t need much training to learn how to use one. As mentioned earlier, these drives 
simply plug into a port. Installing an internal hard drive, if you’re interested in that, is a 
little more complex, but is still something that you can often do yourself if you’re careful. 
Using an installed internal hard drive, of course, requires no expertise whatsoever.

Another way in which you can use hard drives is as part of a backup system. A RAID array 
(Redundant Array of Inexpensive or Independent Disks) is a series of hard drives configured 
to work as a single unit. There are a few ways to set up a RAID array, but this is potentially a 
way to use multiple hard drives to back up data. When configured as a backup system, the same 
data is written across multiple hard drives so that if one drive fails, the same data is on the other 
hard drives. Note that an entire RAID array can fail in various ways, so such a device shouldn’t 
have the only copy of data files.

Optical disks, like CDs and DVDs, have an advantage in that they’re not a unique storage 
method: you can go into many stores, even ones that don’t sell electronics specifically, and 
buy perfectly serviceable blank disks. This is an advantage that they share with hard drives. 
External hard drives are pretty common, and many stores, such as those offering office 
equipment, sell external hard drives that will be perfectly serviceable, although you’ll cer-
tainly want to get the best quality one available if your budget allows it. Magnetic tape, 
on the other hand, is more of a specialty item that’s harder to find.

If you want to make your collection available online and not simply store the data 
passively, data stored on hard drives lends itself pretty well for this purpose. You can use 
multiple hard drives and store data within a server computer by connecting these hard 
drives, which then can be configured to allow access to the data through a network. This 
means that multiple computers could access the same hard drives. It should be noted, 
however, that this is also possible to do with other methods of data storage, but the access 
time may not be as good.

Disadvantages

Hard drives are highly mechanical in nature. While the important parts are the platters 
that contain the data and the arm with the read/write head that writes and accesses the 
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data, a hard drive consists of many parts. It has a motor, bearings, lubricants, and more. 
The more parts there are, the more that can go wrong. The motor can go bad; the lu-
bricants can evaporate; the air intakes can fail, letting dust into the casing and causing 
damage to the platters as they spin, and many other problems can occur.

Essentially, hard drive failure is inevitable, and hard drives often have a short lifespan 
relative to other storage methods. However, this doesn’t mean that you should automati-
cally rule out hard drives as a storage medium, since all methods of storage will wear out 
or decay eventually—it’s a matter of whether or not the benefits are worth the risks that 
are involved.

Hard drives can fail without warning. They’ll be working one moment—and not at all 
the next. There are a number of ways that failures can happen. For instance, the platters, 
which rotate at extremely high speeds, can bump into one another. This is not supposed 
to happen during normal use, but, of course, accidents happen. It’s also possible for the 
head, which reads and writes to the disks, to bump into the disks. Normally, there is a 
small cushion of air between the disks and the read/write head, which protects them from 
each other, but if this cushion is disrupted somehow while the disks are still spinning, 
the lack of cushioning can create physical damage to the disk below, grinding away the 
data. These particular problems can generate audio cues that indicate something is wrong, 
since hard drives make little sound when working properly, but hearing these cues may 
mean that it’s already too late and your data has been lost due to physical damage on the 
platters. It’s also possible for parts of a hard drive to go bad, but the drive itself to still be 
functional, or for sections of data to be lost, but not all of them.

Assessing a hard drive’s condition can be difficult in comparison to other methods 
of data storage discussed so far. The platters and all of the mechanisms required for op-
eration are concealed within a protective case, and opening the case exposes the drive to 
the environment. This can damage the drive. With a CD, for example, you can visually 
examine the disk for things like cracks or discoloration, or with a magnetic tape, look at 
it for rust.

Hard drives are susceptible to a phenomenon known as “bit rot.” This phrase refers to 
the decay of the binary coding in a storage medium, and can mean different things when 
referring to different types of storage media. All methods of media storage are vulnerable 
to this in some way. With hard drives, the bits of magnetic encoding are so small that 
they can be erased by temperature fluctuations.

Similarly, sectors on hard drives can go bad for a variety of reasons. Modern hard 
drives are even manufactured with this in mind and have sectors that are held in reserve 
for whenever sectors on the hard drive start going bad. Damage to sectors can be caused 
by small errors in writing the data to the hard drive, which leads to an inability to read 
the data, or can be caused by mechanical issues, like dust in the hard drive. Errors with 
writing can be repaired by erasing the disk (filling it with binary zeroes); physical damage 
can’t be fixed so easily. It’s also possible for viruses to attack a hard drive and create false 
readings, making it appear as though a hard drive has bad sectors (another problem that 
can often be fixed).

Hard drives don’t withstand physical abuse well; a fairly short drop could severely 
damage a hard drive. In contrast, if you were to drop a CD on a rug, for instance, it might 
bounce and still be readable. Trying this, however, is not recommended.

Because hard drives are quite common and have been in use for some time, they do 
have some of the same advantages as magnetic tape in that they are well understood. 
However, because they aren’t really designed for archival storage and are supposed to be 
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used for everyday data storage, their efficacy as a long-term storage device has not been 
explored as well as that of magnetic tape or even optical media.

 Hard Drives for Archival Storage

As for magnetic tape and optical disks, the environmental conditions under which you 
store hard drives can make a difference in how long they last.

Temperature

Hard drives can actually operate safely at a wide range of temperatures, and a high tem-
perature doesn’t have a lot of impact on how long a drive lasts unless it’s very hot—more 
than 125 degrees Fahrenheit or about 52 degrees Celsius. However, computers can op-
erate at temperatures that exceed this, so what you need to do to ensure that your hard 
drive is safe during operation is to make sure that your computer is not overheating and 
that your hard drive has good ventilation and airflow to cool it adequately ( Jacobi, 2007).

However, it’s best, in general, to keep electronics cool. Very cold temperatures are not 
very good for hard drives, though, and a hard drive that is cold needs to acclimate to room 
temperature before use (Western Digital, 2002).

With old hard drives, freezing the drive was a possible way to get stuck disks free (the metal 
inside would constrict enough to let the disk move freely). This is not advisable with newer hard 
drives, though, as freezing can lead to the formation of ice crystals that can damage and corrode 
the disks (Hachman, 2016).

Humidity

It was long thought that high temperatures were a major cause of hard drive failure. 
While extreme temperatures are bad for hard drives, humidity is a much better predic-
tor of hard drive failure. Keeping the humidity low is best to prevent hard drive failures 
(Harris, 2016).

Location

Though you should take care with choosing your storage location, hard drives are fairly 
resistant to magnetic fields—unlike magnetic tapes, which are vulnerable—though both 
are forms of magnetic data storage. When you store a hard drive, it’s typically best to keep 
it flat (the disk inside should lie horizontally), as opposed to optical disks and magnetic 
tapes, which are best stored vertically, in book fashion. Don’t stack hard drives on top of 
one another or put anything heavy on top of a hard drive. If you were to store multiple 
hard drives, for instance, you would have to put them next to one another on a shelf, or 
have a storage setup in which each drive has its own shelf or slot.

Handling

Hard drives are designed to be used inside a computer and not moved around, and are 
somewhat delicate in that respect. Handle hard drives carefully; be sure to never drop 
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or shake a hard drive, and take precautions against static electricity. The case will help 
protect it, but it’s always a good idea to be cautious. Don’t open up the casing, as this will 
expose the hard drive to things like dust or static electricity.

In the case of an external hard drive, it’s important that the data has finished saving 
to a hard drive before you remove it. Failure to do so can cause damage to the drive 
itself, and though this is uncommon, it can be serious and result in permanent damage. 
Computers come with a program designed to “eject” a drive like an external hard drive, 
which ensures that the data has completed writing before you remove the drive. This same 
program is useful for devices using flash memory, too, which will be covered in the fol-
lowing chapter. When you use an external hard drive, you should always take care before 
removing the drive.

Use

Actively used hard drives are thought to last around ten years. Under archival storage 
conditions, however, a hard drive may last longer—up to thirty years. Like magnetic 
tapes, this set of conditions is not much different from room temperature conditions, and 
is within a pretty standard range for storing archival materials in general, regardless of 
whether or not they are electronic in nature (Williams et al., 2008).

IDEAL STORAGE AND HANDLING OF HARD DRIVES

Operating Temperature: Below 125°F (52°C), above freezing
Humidity: Low
Storage:

• Store with platters horizontal to storage surface.
• Do not put objects on top of hard drives.

Handling:

• Handle carefully; do not shake or drop.
• Prevent static during transport.

Hard drives are a bit different from optical disks and magnetic tape in that they’re 
not only designed to be written and rewritten to over and over again, they actually work 
best when used in this way. They will lose data or generate errors over time if left alone, 
untouched. With the other media covered so far (particularly magnetic tapes), the less 
they are used, the better. Not so with hard drives. It’s in your best interest to plan for this 
if you use hard drives for long-term storage. You will need to plan to either move the data 
from one disk to another or at least refresh the disk periodically.

It’s also a good idea to check the disk more often than this to detect errors (e.g., every 
year or so). Though not perfect (it’s possible for software to miss problems), some soft-
ware programs can alert you to errors and problems; they can signal that you should take 
action to save the recorded data. There are a few ways to do this. One is to use Self-Mon-
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itoring, Analysis and Reporting Technology, or SMART, which is something that comes 
standard on modern hard drives. This is a feature that analyzes the physical attributes of 
a disk and can alert you to issues like problems in the motor. Your computer may also 
come with programs, such as CHKDSK, that look for data errors or bad sectors. If you 
purchase an external hard drive, it may come with diagnostic software, a feature that may 
have appeal to you when you’re trying to make a decision.

 Key Points

• Hard drives are a form of magnetic storage and have been a major component in 
desktop- and laptop-style computers for decades. They offer a convenient, inexpen-
sive form of long-term storage.

• Internal, external, and portable hard drives are available and come in two main 
sizes.

• A computer can have multiple hard drives to increase storage space.
• Hard drives are rather delicate and need to be used in order to retain their data; if 

used externally, they will require careful handling and periodic refreshing.
• Hard drives are still relevant due to their convenience and low expense, but may 

become obsolete in the future due to advancements in their major competitor, the 
solid-state drive.

While hard drives are the storage medium of choice for many computers, it’s not the only 
method of storing data long-term within the device itself. The solid-state drive, using a 
technology known as flash memory, is replacing the hard drive in many computers. While 
flash memory technology is one of the most expensive choices for data storage, it has 
many qualities that make it a desirable storage method for archiving and can be used for 
both internal and external storage.

 References

Hachman, Mark. 2016. “That Old ‘Freezer Trick’ to Save a Hard Drive Doesn’t Work Anymore.” 
PC World. https://www.pcworld.com/article/3035017/that-old-freezer-trick-to-save-a-hard-
drive-doesnt-work-anymore.html.

Harris, Robin. 2016. “Heat Doesn’t Kill Hard Drives. Here’s What Does.” ZDNet. https://www.
zdnet.com/article/heat-doesnt-kill-hard-drives-heres-what-does/.

Jacobi, Jon L. 2007. “Hard-Drive Failures Surprisingly Frequent.” PC World. http://www.pcworld.
com/article/131168/article.html.

Press, Gil. 2016. “IBM Gave Birth to Disk Drives 60 Years Ago: This Week in Tech History.” 
Forbes. https://www.forbes.com/sites/gilpress/2016/09/12/ibm-gave-birth-to-disk-drives-
60-years-ago-this-week-in-tech-history/#2f3c4daf5185.

Western Digital. 2002. 3.5 Inch Hard Drive Handling Guide. http://products.wdc.com/library/
other/2579-001027.pdf.

Williams, Paul, David S. H. Rosenthal, Mema Roussopoulos, and Steve Georgis. 2008. “Predicting 
Archival Life of Removable Hard Drive Disks.” LOCKSS. https://web.stanford.edu/group/
lockss/resources/2008-06_Predicting_Archival_Life_of_Removable_Hard_Disk_Drives.pdf.

Wired. 2014. “Tech Time Warp of the Week: The World’s First Hard Drive, 1956.” https://www.
wired.com/2014/01/tech-time-warp-ibm-ramac/.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use

https://www.pcworld.com/article/3035017/that-old-freezer-trick-to-save-a-hard-drive-doesnt-work-anymore.html
https://www.pcworld.com/article/3035017/that-old-freezer-trick-to-save-a-hard-drive-doesnt-work-anymore.html
https://www.zdnet.com/article/heat-doesnt-kill-hard-drives-heres-what-does/
https://www.zdnet.com/article/heat-doesnt-kill-hard-drives-heres-what-does/
http://www.pcworld.com/article/131168/article.html
http://www.pcworld.com/article/131168/article.html
https://www.forbes.com/sites/gilpress/2016/09/12/ibm-gave-birth-to-disk-drives-60-years-ago-this-week-in-tech-history/#2f3c4daf5185
https://www.forbes.com/sites/gilpress/2016/09/12/ibm-gave-birth-to-disk-drives-60-years-ago-this-week-in-tech-history/#2f3c4daf5185
http://products.wdc.com/library/other/2579-001027.pdf
http://products.wdc.com/library/other/2579-001027.pdf
https://web.stanford.edu/group/lockss/resources/2008-06_Predicting_Archival_Life_of_Removable_Hard_Disk_Drives.pdf
https://web.stanford.edu/group/lockss/resources/2008-06_Predicting_Archival_Life_of_Removable_Hard_Disk_Drives.pdf
https://www.wired.com/2014/01/tech-time-warp-ibm-ramac/
https://www.wired.com/2014/01/tech-time-warp-ibm-ramac/


 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



▲   1 2 5

C H A P T E R  1 0

Flash Memory

IN THIS CHAPTER

 P What is flash memory, and where is it commonly used?

 P How does flash memory work?

 P What kinds of devices use flash memory, and what are the differences among 
them?

 P What are the benefits and drawbacks to using flash memory for archiving?

 P What are the features to look for when purchasing flash memory?

 P How should flash memory devices be stored?

In the previous chapter, you learned about the hard disk drive, a revolutionary data stor-
age method that allows for rapid data access and is capable of storing a large amount of 
data. The merits of hard drives are so significant that they continue to be an important 

invention today and will continue to be for the foreseeable future.
Hard drives have problems, though. They are limited in how small they can be, and 

this is important for devices that are designed to be portable, like smartphones. Although 
improvements in the technology have enabled them to go from the original 24-inch 
disks to ones that are only a few inches across, this is still pretty big for storing data on 
a portable device, and hard drives aren’t really getting smaller. Instead, enabling hard 
drives to store more data in the same amount of space is currently a more practical goal 
for engineers.

Hard drives are also very delicate. They are often made from fragile materials, such 
as ceramic or glass. The reader arm that detects data on the disk can actually damage the 
disk if things go wrong. Although the technology has improved quite a bit over time, hard 
drives can still easily be damaged by dropping or shaking.

For a very long time, hard drives were the primary data storage method for personal 
computers, along with RAM and ROM chips, which each have their own limitations. 
ROM chips, as you might remember from chapter 2, can also store data for a long time 
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and are necessary for starting up a computer, but are not designed to be changed the way a 
hard drive can be (some types of ROM chips cannot be changed at all after manufacture). 
RAM chips, necessary for storing data as programs run, can change their data and offer 
high access speed, but lose their data when there is no electricity available. A data storage 
method that did not have these limitations was needed.

In the 1970s, the Japanese electronics company Toshiba was concentrating their ef-
forts on the development of RAM chips. Again, RAM chips only retain their data as long 
as there is power available. This is why, if a computer is accidentally turned off while in 
use, any data that was not saved to the hard drive is lost. Some programs make temporary 
backups to prevent this type of data loss, but that data is on the computer’s long-term 
storage. As in the past, RAM chips today still don’t retain data without electricity.

One of the engineers for Toshiba’s RAM chips, Dr. Fujio Masuoka, was assigned the 
task of improving this technology, which he did with the development of one megabit 
DRAM (a specific type of RAM chip). However, Masuoka wanted to create a better 
method of storage—something that would retain data without power, unlike a RAM 
chip, and lacked the limitations of other types of long-term storage, such as floppies and 
magnetic tapes (Gregersen, n.d.).

Working without permission from Toshiba, the technology he eventually developed 
was called flash memory, and while it has its own limitations, it is essentially what Ma-
suoka had in mind. This method of data storage retains data without power, and it allows 
for fast random access, like a hard drive, but without the delicacy and size limitations. This 
allows for devices using flash memory to be quite portable.

Flash memory is the newest of the data storage methods discussed in this book, with 
Masuoka presenting NAND-type flash memory at the International Electron Devices 
Meeting in 1986 (Katz, 2012). What NAND-type flash memory is will be explained later 
in this chapter.

Items using flash memory storage are extremely prevalent in 2020, and this type of 
data storage is essential to the function of a number of everyday devices. Chances are 
good that you own a device (or even several devices) that depend upon flash memory for 
their operation. Smartphones, tablets, digital cameras, MP3 players, and nearly any other 
type of modern electronic device that needs to be portable and to have memory that can 
be changed uses flash memory.

Unlike optical disks, floppy disks, magnetic tape, or hard drives, flash memory doesn’t 
refer to a specific device or physical method of storage. While flash memory is, of course, 
physical in nature (all data storage is), it’s better to think of it as a method that several 
different, but related, devices use to store electronic data.

There are a lot of different devices that use flash memory, but to make things a little 
easier, consider flash devices as coming in three basic formats. One is the solid-state device, 
also known as a solid-state disk. These terms refer to the same thing and have the same 
acronym, SSD, which can help you when making a purchase.

Another is the flash drive, also known by several other names, like thumb drive, jump 
drive, pen drive, or memory stick. These are small and portable and have a connector 
attached that typically plugs into a USB port to transfer data. They are far less delicate 
than optical disks, and are useful for moving data from one computer to another or for 
small amounts of external storage.

The third type is the secure digital, or SD card, which is typically used for tempo-
rary storage in cameras and similar devices. Like flash drives, these are small and highly 
portable.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



F L A S H  m E m O R y   ▲   1 2 7

These three devices are slightly different from each other and have different sizes, 
both physically and in terms of storage. The way that these devices generally operate and 
how they are useful to you is the same, but there are some important differences that you 
should be aware of when it comes to archiving. It is most likely that the SSD, which has 
the highest storage capacity of the three, is the most relevant to you.

Hard drives and flash memory are going to be compared a lot in this chapter because 
they are comparable to one another in a lot of ways, having similar uses and storage 
capacities. While a hard drive won’t do for small devices, hard drives and flash memory 
can both be easily used as the long-term data storage method for larger devices, such as 
laptops and desktop computers. They also are both well suited for external data storage, 
and so it is possible that you may need to make a decision between these two methods 
of data storage.

While flash memory can be used for the same purposes as a hard drive, that’s where 
the similarities end. Flash memory is a technology unlike any other type of storage 
method, and how it works is a little more complex than the other methods discussed so 
far.

 How Flash Memory Works

The way that flash memory works is harder to visualize than any of the other methods 
explored so far. This is in part because it’s not like any familiar forms of technology, such 
as a record or a cassette tape. It is most similar to other devices that use transistors. As 
mentioned in the previous chapter, some early computers were transistor based. RAM 
chips also use transistors. Though transistors play an important part in modern electron-
ics, chances are good that this technology doesn’t seem very familiar to you.

A transistor is a device that can both conduct electricity and resist it. Because it’s 
necessary for a transistor to be adaptive in regard to electricity, they’re made of semicon-
ductive materials that are neither good nor poor conductors of electricity; that is, they 
can conduct electricity, but aren’t very efficient at it. To contrast, think of the copper in an 
electrical wire, which conducts electricity very well, or of rubber, which doesn’t conduct 
electricity at all and can instead insulate a conductive material. In modern times, the 
semiconductive material of choice is typically silicon.

RAM chips operate in part by using a system of transistors and capacitors; capacitors 
are devices designed to store electricity. A RAM chip’s capacitors can store a tiny amount 
of electricity; the binary values are stored as either the presence or absence of electricity. 
The transistor controls whether or not electricity is in the capacitor; remember, a transis-
tor is capable of both conducting and resisting electricity, so it can change the value of 
the capacitor. The simpler and more common type of RAM, DRAM, has one capacitor 
and one transistor; each pair forms one memory cell.

However, as stated, a RAM chip needs electricity, and the reason for this is that the 
capacitors will lose their charge over time, and so the value they hold needs to be re-
freshed. Flash memory actually works extremely similarly to the way a RAM chip works. 
The big difference between them, however, is the fact that a flash memory cell can store a 
value without electricity. The electrons that will leak out of a RAM chip after a short time 
will stay in a flash memory cell and enable it to retain a value for long periods of time.

Flash technology works by recording whether or not electrons can flow through its 
transistors. If the transistor can conduct a current, then it reads as a one, and if it can’t, 
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then it reads as a zero. In a device using flash memory, “one” is the default value; erased 
cells have a value of “one,” as well. When you want to save data to the device, then it has 
to change some of those ones to zeroes using a pulse of electricity (Hruska, 2019). This is 
a bit unusual, since the default value is typically zero for other storage devices. Each unit 
in a device using flash memory (one of those miniscule transistors), is referred to as a cell.

Each cell has four basic parts: a floating gate, a control gate, a source, and a drain. 
The source and drain move electricity through the cell. While there are two gates, the 
floating gate is the one that stores electrons, which changes how conductive the cell is, 
thus making the entire cell read as a one or a zero based on the level of voltage detected 
running through the cell. The floating gate is surrounded by insulators, which help keep 
the electrons in place. This is necessary, because otherwise, electrons would leak out of the 
gate and erase the cell’s binary value.

When a charge is applied to a cell, electrons are injected into the floating gate, mak-
ing it be a binary zero. It’s erased, or changed back to a one, using another pulse of elec-
tricity. Ideally, if left alone, these electrons stay trapped in there indefinitely, and can store 
information without the need for a constant power source, just as optical disks, magnetic 
tape, or a hard drive do not need a power source.

Flash memory is more complex than other kinds of memory in that it can poten-
tially have more than a yes/no condition. That is, a cell can potentially hold more than 
one value. In contrast, an optical disk has only two conditions: brightly reflected light or 
less brightly reflected light. Data storage typically has two conditions because it mimics 
the two possibilities in binary—a one or a zero—and binary is the essential language of 
computers.

FLASH MEMORY CELLS

• Single-level cells store one bit per cell and are the fastest, most accurate 
type.

• Multilevel cells store two bits per cell and are the most common type, with 
median qualities.

• Triple-level cells store three bits per cell and are the slowest, but most com-
pact, type.

A single-level cell, or SLC, is like this, too. It can only hold one bit of data at a time, either 
a one or a zero, and the circuitry within the cell is only able to detect two thresholds for 
the voltage of an electrical current. However, there is such a thing as a multilevel cell, or 
MLC, which can hold two bits. The device is designed to detect four different levels of 
voltage for a cell, and thus a value of 00, 01, 10, or 11, depending upon the level of charge 
stored in the cell. This gets a little complicated. In an SLC, the cell can detect either con-
ductivity or a lack of conductivity. In an MLC, the cell can detect no conductivity, a little 
conductivity, more conductivity, and a lot of conductivity and can assign different pairs of 
binary values to each state rather than just one binary value (Hruska, 2019).

There are also three-level cells (also known as triple-level cells), or TLCs, which can 
hold three bits per cell and have eight potential threshold values, and quad-level cells 
(QLCs), four bits with sixteen potential values. There are some benefits and drawbacks 
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to each storage method. For instance, a cell that can contain more than one value needs a 
more precise application of electricity in order to write the correct value to the cell. This 
results in an increase in time for writing to the cell, so while single-level cells (SLCs) can’t 
store as much information per cell as cells with more levels, writing to them is quicker 
(Cornwell, 2012). 

 Differences between Flash Devices

Flash drives, Secure Digital cards, and solid-state drives all use the same technology and 
store information in the same general method. However, types of devices are not exactly 
the same, so it’s important to know what those differences are.

TYPES OF FLASH MEMORY DEVICES

• Flash drives: small and portable, useful for transferring data
• Solid-state drives: larger with a large storage capacity; comparable to a hard 

drive
• Secure Digital (SD) cards: very small and compact, normally used for addi-

tional storage in small devices like cameras

Flash drives are probably the version of flash memory that you’ll be most familiar with. 
They are also sometimes called thumb drives, and both of these names are helpfully de-
scriptive. “Flash” can refer to the storage technology as well as the speed with which it 
operates. These devices are, as mentioned earlier, designed to be put into the USB port 
of a computer, and a computer can begin reading the information encoded on the drive 
quite rapidly. “Thumb” refers to the size of the drive; these devices are often about the size 
of a thumb or smaller. This makes them highly portable and convenient for transferring 
information.

Solid-state drives or solid-state disks (SSDs) are another type of flash memory de-
vice. The term “solid-state drive” is also descriptive, referring to the fact that these devices 
have no moving parts, in contrast to the other storage methods explored so far. However, 
flash drives don’t have moving parts, either, so these names don’t quite describe the dif-
ference between them (although solid-state storage is far less portable than a flash drive). 
SSDs are physically larger than flash drives and are somewhat less portable and more 
delicate than flash drives. SSDs have the most memory of your options, but are also the 
most expensive.

Like hard drives, SSDs can be both internal (designed to be installed in the com-
puter) or external (designed to be easily removed). They can also be used as a replacement 
for a traditional platter-style hard drive, and there are many reasons that installing an 
internal SSD and/or replacing a hard drive with one might be appealing. Because flash 
memory is so quick, it is possible to improve the speed at which your computer stores and 
retrieves files by replacing a hard drive with an SSD.
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Secure Digital, or SD cards, are very small, thin cards. There are several kinds of SD 
cards, such as the miniSD, microSD, miniSDHC, and more. They are all slightly different 
sizes, and SD cards can range from around the size of a postage stamp to about the size 
of a fingernail.

As far as portability, capacity, and capabilities go, SD cards and flash drives are very 
similar to one another. However, there is one big difference that will be important to 
you. While some computers have a built-in SD slot, not all do, and most only have one 
SD slot, which will not accommodate every type of SD card. Flash drives, on the other 
hand, plug into any USB port. SD cards are more commonly used in devices like digital 
cameras, which can then connect to a computer via a cord that plugs into a USB port, as 
opposed to using an SD card as a method of general data storage. However, it is possible 
to buy SD card readers, which can plug into the computer as a peripheral, or to purchase 
adapters to make a slot designed for a large SD card accommodate a smaller one.

Solid-state drives (SSDs) are bigger and heavier than flash drives and Secure Digital 
(SD) cards, which makes the other two devices the optimal choices for true portability. If 
you want to be able to transfer files between computers, the ease of use, portability, and 
lower expense of flash drives is going to appeal to you. If you’re looking at flash tech-
nology as a method of long-term information storage, then an SSD is more likely to be 
what you need.

 Flash Memory for Archiving

Like any other storage technology, solid-state storage has some benefits, as well as some 
drawbacks, for you.

ADVANTAGES AND DISADVANTAGES  
OF FLASH MEMORY STORAGE

Advantages:

• High durability
• Works well in less-than-ideal conditions
• Does not require special equipment to read data
• Simple to use

Disadvantages:

• Difficult to assess condition
• Cells will eventually burn out
• Needs refreshing
• Expensive
• Prone to loss or theft
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Advantages

One of the greatest benefits of solid-state technology is the lack of moving parts. With 
magnetic tape, for example, simply reading the tape will cause it to wear down over time 
and can eventually break it. Stress caused by moving the tape between reels is an issue. 
Regular hard drives are susceptible to a number of mechanical issues due to a high num-
ber of moving parts. Even a CD can potentially shatter inside the reader that spins the 
disk.

Solid-state storage has none of these problems. The lack of moving parts makes this 
technology extremely durable. You can even drop flash drives and still read the data. That’s 
impossible with a hard drive and definitely inadvisable for optical disks and magnetic 
tape. Nothing will change the values encoded in the transistors but a change in their 
voltages. While it is certainly possible for devices using flash technology to fail— and 
they can physically break—they will withstand a lot of abuse in comparison to your other 
options. There are also flash memory devices that are specifically designed to withstand a 
number of extreme environmental conditions.

Along with general physical durability, flash memory is typically very tolerant of 
less-than-ideal operating conditions. Even a device not designed for this can withstand 
some harsh conditions. As a real-life example, in 2008, a couple accidentally dropped a 
digital camera into the ocean from a cruise ship while on vacation. It was later retrieved 
by chance in a fishing net, whereupon the fisherman who found it was able to retrieve 
some of the images inside and posted them online so that the camera’s owners could be 
identified, which they eventually were (BBC News, 2011). This means that the device 
was able to withstand not only water, but also corrosive salt water, and both withstood it 
for some time and retained enough information for complete files to be retrievable by an 
average computer, which is a pretty amazing feat.

While water could warp an optical disk or rust a magnetic tape or hard drive,  
oftentimes flash devices will still work after exposure to water (assuming you dry them 
completely before operation). These devices can sometimes operate at very high humid-
ity—80 percent or higher—and at extreme temperatures, in some cases below freezing 
temperatures and above 150 degrees Fahrenheit (Kingston Technology Corporation, 
2012). If you lack the ability to store devices for your data in a humidity- and tempera-
ture-regulated environment, this is a highly appealing quality of flash memory, and if 
your archive happens to be someplace very humid, swapping SSDs for hard drives could 
greatly improve your general computer function and not just be helpful for archiving.

In addition, if you are particularly concerned about the prospect of a natural disaster, 
like an earthquake or a flood, the durability of flash memory devices may appeal to you, 
particularly that of devices designed for extreme conditions.

Along with durability, speed is the other major appeal of flash memory. No moving 
parts means that you don’t have to wait long to access your data. Though it’s only a tiny 
amount of time, you do have to wait for the platters in a hard drive or an optical media 
disk to rotate to the right location, and for the arm or the laser to seek out the informa-
tion you want. Magnetic tape has to physically move to the right spot on the reel for in-
formation access. Though it doesn’t offer instantaneous information access, flash memory 
is very quick in comparison to your other choices.

Unlike magnetic tape, which requires special equipment to access the informa-
tion, it’s typical for devices using flash memory to plug into a USB port; these ports 
were covered in chapter 2. USB ports are standard on most modern computers and  
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provide an easy way to use external devices to communicate with the computer. In es-
sence, all you need to do is plug the device into the port and the computer will automat-
ically access the information.

Like optical media, this technology is fairly familiar, and flash drives in particular 
are very common. This means that, also as with optical media, you won’t need much in 
the way of special training for your staff if using removable media (as opposed to SSDs 
designed to be installed into a computer).

Though it may not matter to you as far as its ability to store information goes, flash 
memory also uses less power than your other options, since it does not physically have to 
move parts. This is another appealing aspect, and is important to applications that might 
require storing a lot of data (such as a data center).

While flash memory’s benefits are numerous, it’s not a foolproof method of data 
storage, and there are many reasons to not use it or situations in which it’s not a good 
choice for your archive.

Disadvantages

Flash memory does have some drawbacks. There’s no warning that you can use to detect 
whether the drive is going bad other than any warnings the device itself can provide you. 
With tape, you may be able to visually detect that there is stress on the tape, smell funny 
odors, or otherwise see signs of decomposition. With optical media, you can sometimes 
see cracks or scratches or notice warping. Normal hard drives can give you audio cues that 
something is wrong (though audio cues may mean that the damage is already done, as 
well). The nature of solid-state drives, since their insides are hidden and nothing moves, 
conceals problems from the user.

There is currently such a thing as a hybrid hard drive. This is a hard drive that also contains 
a small SSD. Files that don’t need to be accessed often go on the hard drive part, and files that 
require rapid access or are accessed more often go on the SSD. What goes onto which portion is 
managed by a software program. This is something that might be considered by someone who 
wants the rapid access of an SSD but the low expense of a hard drive.

Flash memory devices do wear out, and this is inevitable. Those cells can only be written 
to and erased so many times before they don’t work anymore. The high-voltage pulses 
used to erase the drive will also eventually ruin it, burning out the cells and making it 
impossible to keep electrons in the floating gate. Electrons can also become trapped, 
creating false readings or measures of resistance in the cell (Cornwell, 2012). However, it 
should be noted that, with technology continuing to advance, your archive may decide to 
purchase new devices for memory storage before this even becomes an issue with a device 
using flash memory, especially if you don’t write and rewrite to the device often, since, 
while the cells do burn out, they can be erased and written to thousands upon thousands 
of times before this happens (Ngo, 2017). 

Similar to the problem of burned-out cells, electrons can leak from the cells from 
disuse, effectively erasing the device. Flash memory doesn’t need a constant source of elec-
tricity to function, but it does need refreshing periodically, just as a traditional hard drive. 
While a manufacturer may state how many times a device can be written to, stating how 
long a device will retain data is less common (Cornwell, 2012).
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Flash memory can also become very pricey in comparison to other methods of stor-
age. A simple flash drive is relatively cheap and convenient, but larger storage devices 
can be quite expensive, especially in comparison to hard drives and magnetic tape. It’s 
very likely that the price of flash memory will continue to decrease over time, but it will 
probably remain the most expensive of your options for some time.

While flash memory is a highly desirable form of data storage, it’s important to re-
member that this can easily change in the future as engineers continue to try improving 
on storage technology, creating faster memory that lasts longer. A 2018 development is 
3D XPoint memory, which has similarities to RAM technology and flash memory, but 
stores much more data than a RAM chip, is nonvolatile (retains data without power), 
and is faster and more durable than flash memory (Bright, 2018). It’s unknown what will 
become of this technology in the future, but it or another innovation could overtake flash 
memory if the benefits are significant.

Although flash memory offers speedy access and uses less power, hard drives are still commonly 
used in operations that process a lot of data (such as a data center) because the price per GB of 
data is so much lower.

If you purchase several flash devices, you may have a hard time determining how to dis-
tinguish one from another. For example, optical disks and the largely obsolete floppy are 
both designed to be labeled (a floppy has a sticker for writing information, and writable 
optical disks often have lines printed on the face for this purpose). An external SSD is 
large enough to label with a sticker, but flash drives and SD cards are quite small and may 
be physically identical. This can be particularly problematic with SD cards, which are tiny 
and have no room at all for labeling. Flash drives do often have a ring, hook, or similar 
object on one end, which enables them to be attached to a lanyard, key ring, and so on, 
which may help you overcome this issue.

Another issue that is a result of human error is losing the device. If you use an ex-
ternal SSD, then this probably won’t be an issue because the device will be too large to 
easily forget about. However, flash drives are well known for their portability and can be 
forgotten while still in the USB port, put into a pocket and carried off, or accidentally 
dropped and lost in that way. If you use SD cards, often used for cameras, and take them 
out of the camera, they are even easier to lose due to their tiny size. As noted earlier, many 
SD cards are about the size of a postage stamp or smaller.

Similarly, because this technology is expensive and desirable, you may have a problem 
with theft. This is particularly true with solid-state drives, since they are very expensive. 
Again, flash drives and SD cards are much more common and will be less vulnerable to 
theft, but it’s still a possibility. In addition, because they are so common, someone could 
carry off a flash drive or SD card by accident, not realizing that they have the wrong 
device or simply forgetting that they have it.

If your archive contains information that you would prefer to restrict access to, this 
portability and ease of access can pose an additional problem. For example, if someone 
wanted to get the information that you have stored on a tape by taking a tape, then it 
would be problematic for them because computers don’t come with tape drives. However, 
the vast majority of computers have a USB drive that will be compatible with external 
SSDs and flash drives. Though there are ways to protect your data, it will lack the advan-
tage that tape has in this regard.
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Flash memory as a concept has been around for quite a while, but flash memory de-
vices as they exist today are pretty recent. This is another possible drawback. It’s difficult 
to say whether this type of memory will perform well for years to come or not. As another 
difficulty, this technology is quite popular for its convenience and quick data access speed, 
so innovations are being made all the time to take advantage of a market longing for ever 
better flash memory devices. The product you purchase today could be outstripped by one 
you could buy next year, or even six months from now, so it’s also difficult to determine 
how good your device is for archiving in comparison to one that is older or a newer de-
vice. As with any other method of data storage, the lifespan of this type of device varies 
and is subject to how it is handled and stored, as well as how often it is used.

How do you decide if flash memory is the best option for you? The expense of flash 
memory and the rapid changes in the technology may make it a poor choice for your 
main data storage, especially if you need to store a lot of data. However, because it’s so 
durable and withstands less-than-ideal conditions so well, it’s an excellent choice as a 
secondary backup for your data, especially if, as mentioned earlier, you’re concerned about 
protecting your archive against a disaster of some kind. It’s also a good option if you can’t 
maintain ideal archival storage conditions, since it won’t degrade as readily as some of 
your other choices.

Flash memory is also a very good option if you need to store more data than could 
be stored on a simple optical disk, but less than the amount that would start making the 
low price of hard drives or magnetic tape appealing.

Flash memory devices, and flash drives in particular, are also very good for sharing 
data, since these devices are noted for their rugged nature and portability, whether you 
need to share data with other departments, in the case of a university archive, or between 
archives or libraries. It can even be a great way to move information over shorter dis-
tances, from computer to computer.

 Purchasing Devices

There are several terms that you might encounter regarding the construction of a de-
vice using flash memory. As mentioned earlier in the chapter, the terms single-level cell 
(SLC), multilevel cell (MLC), triple-level cell (TLC), and quad-level cell (QLC) all 
refer to how much data can be stored in a single cell. An SLC can store one bit per cell. 
However, it is possible to store more than one bit per cell. MLCs store two bits, TLCs 
store three, and QLCs store four, and they do this by having more than one possible state 
(other than “on” or “off ”) in a single cell. Of the three, SLCs are much faster, use less 
power and generate less heat, last longer, and are more durable in general than the other 
kinds. MLCs, however, are less expensive and can store much more data in the same 
amount of physical space as an SLC (Hruska, 2019). TLCs and QLCs store the most 
data for the size of the device and are generally the cheapest option.

Flash memory devices will wear out if written to enough times. The number of times 
a flash device can be written to is expressed by the manufacturer as its endurance. Put 
simply, a device’s endurance is the total amount of data that can be written to the device 
over its lifespan. For example, if you have a 5 GB video written to a drive and erase it, 
then add a new 5 GB video, that is 10 GB of total memory written to the device. It is not 
uncommon for current SSDs to have an endurance rating that amounts to terabytes of 
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data. Larger devices with more memory will have a higher endurance rating than devices 
with less memory (Ngo, 2017).

As another consideration, reading a device does not affect the cells in the same way 
writing does, and so drives that are not going to be written to often will last much longer. 
In addition, you may be interested in features that alert the user about the state of the 
drive and whether the cells are still in good condition.

Related to a flash drive’s lifespan, the term “wear leveling” refers to a method of using the cells 
in a device evenly. That is, a certain block of cells won’t get written to and erased more than the 
other cells, thus wearing out that block before the others. There are two types: dynamic and static.

Two more terms that you might see regarding flash memory are NOR or NAND. Unlike 
many other computer terms, these are not acronyms. What they refer to is the exact con-
struction of the cells in flash memory, as there are several ways to construct flash memory 
cells. The type of cell is named after a logic gate, as the transistors resemble computer 
logic gates, such as AND, OR, or NOT gates (NAND and NOR mean “not AND” and 
“not OR,” respectively, and essentially have the opposite function of AND and OR gates). 
Exactly what logic gates are and how they work is beyond the scope of this book, but 
basically, logic gates exist within the computer to make calculations.

There are four basic kinds of flash memory cells: NAND, NOR, DINOR (divided 
bit-line NOR), and AND. So, which type is best for you? While there are such things as 
DINOR and AND cells, these are less common than NAND and NOR cells, so you’ll 
most likely be looking at NAND or NOR technology. NAND is typically optimal for 
personal data storage; the biggest advantages of this type of storage are that it’s less ex-
pensive than your other options and the cells are very compact, making the device smaller 
and more portable. NOR flash memory is typically used in devices in which the flash 
memory is embedded into the device, such as cellphones (Kingston Technology Corpo-
ration, 2012). NOR technology has a quicker access time than NAND technology; both 
DINOR and AND cells are attempts to retain NOR’s quick access time while reducing 
the area of the cell to one comparable to that of a NAND cell (Integrated Circuit En-
gineering Corporation, 2002). So in essence, NAND is the cheapest, smallest type, but 
NOR has a quicker access time. The other varieties have mixtures of these qualities, but 
again, it is unlikely that you will encounter DINOR or AND types.

 Using and Storing Devices

When using optical disks and magnetic tape, the storage conditions make a huge impact 
on how long the item will last with all of the data intact. This is less true with flash mem-
ory. While cool, dry conditions are best for electronics, flash media can work perfectly 
well when stored under less-than-ideal circumstances. Flash memory is not susceptible to 
many of the vulnerabilities of other storage mediums. As mentioned previously, it’s often 
possible to recover data from a flash device that has gotten wet, so long as it’s thoroughly 
dried first. Unlike tape, flash memory is not vulnerable to magnets or magnetic fields.

Static electricity can be a problem with flash devices. Again, the cells in flash devices 
use precise charges to encode the data, so anything that can potentially disrupt this is a 
problem. You may want to store and transport flash devices with this in mind (Kingston 
Technology Corporation, n.d.).
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There are currently no reports of X-ray scanners damaging flash devices, but you may 
want to take precautions anyway if transporting devices. In addition, radiation scanning, 
which is done by the U.S. Postal Service, can damage a flash device, so keep this in mind 
if it is ever necessary to mail one (Kingston Technology Corporation, n.d.).

It’s possible to corrupt the data on a flash drive. One of the common ways that this 
happens is when the user removes the drive while the computer is still writing informa-
tion to the drive (this problem is more prevalent on older machines). If the user takes the 
device out of the computer too soon, the computer may not have completed writing the 
files to the drive. To be sure that the transfer is complete, it’s best to use a software wizard 
designed to safely remove the hardware. This wizard will stop the computer’s interaction 
with the device and inform the user as to when the file transfer is complete. Removing 
the device too soon can result in either an incomplete file transfer or damage or data 
corruption to the device.

As mentioned before, if you use flash drives or SD cards to move or store informa-
tion, it’s possible to lose the device through simple human error. If you’re concerned about 
the safety of the data on the device or preventing others from accessing the information, 
you may be interested in encryption software, which will make it very difficult to access 
the information on the drive. Some major companies that manufacture these devices offer 
such software included with the device.

 Key Points

• Flash memory is a more recent type of memory that functions similarly to the way 
a RAM chip does.

• Flash memory is one of the fastest, most convenient methods of data storage.
• Desktop and laptop computers can use internal flash memory devices as their main 

storage method. In the future, this technology may completely replace traditional 
hard drives.

• External storage devices like flash drives are compatible with a wide range of com-
puters, both new and older, and typically plug into a USB port.

• Flash memory is a highly desirable technology that will withstand difficult storage 
conditions and harsh handling.

• Flash memory does wear out over time and is quite expensive. It’s also prone to 
loss or theft.

In the following chapter, you will learn about a method of data storage unlike any previ-
ously explored in this book, a method that doesn’t require you to use any space or storage 
devices, or even to perform checks or maintenance: cloud storage.
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Cloud Computing

IN THIS CHAPTER

 P What is the Internet? How does it relate to computer networks?

 P How does the Internet work?

 P What is cloud computing? What are the different models for cloud computing?

 P What are the benefits and drawbacks of using a cloud computing service for 
archival storage?

 P What are some things to look for in the contract for a cloud computing service? 

In modern times, a computer is so inexpensive that millions of people literally carry 
one in their pockets, but this has been the case for a relatively short amount of time. 
In the 1950s and 1960s, when commercial computers started coming into use, com-

puters were extraordinarily expensive. They were also extremely large and required a lot of 
maintenance. In general, only large organizations would have the ability to buy, maintain, 
and store such a piece of equipment. Generally, only large universities, government orga-
nizations, and large commercial businesses would have been able to own one.

However, then, like now, lots of businesses and organizations would have wanted to 
use a computer. It was useful for calculations, but also for maintaining business data, such 
as payroll and inventory. To meet this demand, it was also possible for companies to rent 
time on a mainframe computer, which can have multiple simultaneous users, essentially 
a time-sharing device (Ranger, 2018).

But how did companies access such a computer? It was possible, at the time, for a user 
to interact with a mainframe computer using a terminal (Arms, 2015). This would have 
been essentially a keyboard and a screen (some early ones did not even have the screen), 
which communicated back and forth using telephone lines or radio waves (Edwards, 
2016).
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Computers have come a long way since then and are now small, inexpensive, and 
ubiquitous. Renting time on a mainframe computer and communicating through phone 
lines using a terminal is unthinkable.

Only, it actually isn’t different at all. The modern concept of cloud computing isn’t 
modern at all, and it’s nearly identical to this early situation, only instead of terminals and 
phone lines, you can use a fully functioning computer connected to the Internet, usually 
through much speedier means than telephone lines.

A lot of companies are offering services that allow you to use software “in the cloud” 
or encourage you to store data “in the cloud.” This sounds very nice. Clouds are usually 
pleasant imagery, and so this phrase sounds pretty good to most people. It makes it sound 
as though your valuable data is hovering about the earth in a cloud, just waiting for you 
to pluck it back down from any computer, anywhere.

The reality is less mystical and abstract. It’s difficult to give cloud computing a defi-
nition that applies to every situation, but basically it refers to a service that allows a client 
to access and use a different computer over the Internet. Generally this is for additional 
processing power or to save data to another machine, just as was done with those early 
mainframe computers.

Cloud computing offers some great benefits to an archive, but it also has some draw-
backs that must be considered. Both will be explained in this chapter.

For modern cloud computing to function, a connection to the Internet is typically 
a necessary component. So, in order to understand what cloud computing is and what 
it has to offer for your archive, it’s therefore essential to know this: What exactly is the 
Internet, anyway?

 The Internet

What is the Internet? It’s easy to describe things you can do on the Internet, such as 
view maps or videos, send e-mail, or shop. But what exactly is this technology? How does 
information reach your computer, and where does it come from?

Networks

Think of the Internet as a way of moving information from one computer to another. This 
book has already covered some ways that you can do this: You can burn information from 
one computer to a CD-R, for instance, or put it on a thumb drive, then put the CD into 
the CD drive of another computer or put the thumb drive into the USB port of another 
computer. That is very easy to do.

Another fairly easy thing to do is to connect two computers together so that they 
can directly communicate with each other—no storage medium required. This involves a 
router and connecting the devices with cables (a physical connection) or wirelessly (us-
ing a technology called Wi-Fi and sending data using radio frequencies). If you have a 
couple of computers connected together like this, then what you’ve made is a Local Area 
Network, or LAN. This is a group of computers, all in one relatively small area, that are 
connected for the purpose of sharing information.

Suppose that you want to communicate with a computer that’s farther away, though? 
Say, in another building? If you make a bigger network that spans a distance greater than 
a single room or a small building, then what you’ve built is a Wide Area Network, or 
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WAN. There’s also such a thing as a Metropolitan Area Network, or MAN, which spans 
a very large area, like a city or area of a city, but this is essentially just a really big WAN.

The Internet is also a WAN. Basically, the only difference between a WAN and the 
Internet is size. A WAN spans a few buildings, or maybe a city, as in the case of a MAN. 
The Internet is a WAN that spans the entire Earth. What this means to you is that the 
Internet consists of a collection of computers all around the world, which are connected 
to one another and are able to directly relay information from one computer to another. 
There are a lot of ways to transmit this information, but fiber-optic cables play a major 
role in the modern Internet, as they transfer information very quickly.

There are several companies whose computers, routers, and physical connections 
form the major part of this relay system, known as the backbone of the Internet. Many 
of these companies are probably familiar to you, such as AT&T, Verizon, and Sprint. The 
Internet does not belong to any single entity and would still exist, at least in part, if any 
of these companies stopped running their part of this network. The Internet has a lot of 
redundancies, which is good, because technical problems can occur with even the best and 
most well-run equipment, so the Internet can still function even if part of the network 
isn’t working.

The World Wide Web

Again, the idea of connecting computers to share information has been around for a very 
long time now. However, it used to be that only someone with the knowledge and train-
ing to access a network and share information in this way could do so and actually find 
any information, as compared to today, when even a child can access the Internet with 
little trouble. Why have things changed?

The answer is the World Wide Web, also just called “the web.” While often used 
interchangeably, the web and the Internet are two different concepts. The Internet, as 
explained, is a series of connections, while the web is basically a way to access information 
through those connections.

The web is essentially an easier way to access content through the Internet. Before 
its invention, it was necessary to know exactly where information that you wanted was 
(which computer it was on) and how to access it. Web technology makes this process 
much easier.

So, the Internet is the series of connections between computers that allows them 
to communicate with one another. Any type of information can be transferred via the 
Internet. The World Wide Web refers specifically to the web pages and websites that can 
be accessed via the Internet, which are designed to make accessing information very easy. 

Without the World Wide Web, the Internet still exists and can be useful. Without 
the Internet, the World Wide Web is just a bunch of encoded HTML documents that sit 
on computers around the world with no way to share them. The web needs the Internet 
to function, but the Internet can do all sorts of things without the web.

Using the Internet

You most likely know how to do all sorts of things using the Internet and the web. It is, 
after all, designed to be intuitive. However, you may not know exactly what happens when 
you use the Internet or casually surf the web.
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Information accessed via the Internet is not “out there” floating somewhere, in-
tangible. It’s kept on a server somewhere, the ones and zeroes physically encoded on a 
computer. The Internet functions using server and client computers. When you request 
information—say, you want to view a website or download something—you’re digitally 
making a request for the information to be sent to your computer through the network. 
When this happens, your computer (the one making the request) is the client computer. 
The computer that distributes the information is then the server computer.

The term “server” might bring up images in your mind of big rooms filled with huge, 
incomprehensible computers, images that are probably due to the influence of Holly-
wood. There are, in fact, server computers that are like this. However, many servers are 
much smaller than this, similar in size and price to an ordinary desktop computer. It’s 
also not necessary to have a special type of computer to work as a server, and an ordinary 
desktop computer could be configured to be a server computer. It’s better, though, to have 
a computer specifically designed to function as a server. If you’d like to set up a network 
inside your library or host your own website for public access to your archive rather than 
have a company host it, this is something you can do, although it is far easier to pay a 
company to do it for you.

The data needed to make the web function is stored on server computers all over the 
world. Sometimes people refer to the act of viewing a website as “visiting.” This makes 
it seem as though the web is a place that you can visit and browse around for things, or 
that the server computers are like stalls in a market from which you can pick and choose. 
Though it makes for a fun visual, the reality is actually the opposite of this situation. 
Remember, server computers send data to the client when the client sends a request. So, 
what you’re really doing when you “visit” a website is asking a computer somewhere to 
send a copy of the site to you, more like ordering a package than going to a store.

How does your computer know where to send the request, though? There are many, 
many servers connected to the Internet, and the web page that you want when you send 
a request is on one of them. Try opening up a web browser—such as Edge, Chrome, or 
Firefox (any browser will do)—and visiting a site. Again, it doesn’t matter which site. 
Look at the top of your browser; there will be a string of letters, characters, and possibly 
numbers. This is the Uniform Resource Locator, or URL. Think of it like a mailing address. 
You send a request, and this string identifies exactly which web page you want and where 
it is; that is, exactly which server contains the web page. When you click a link or type an 
address into the search bar of your browser, you’re making a request of a server computer 
somewhere around the world.

This URL system is a way of “addressing” computers, just like houses have addresses 
to avoid confusion. Remember, though, that computers like to work in numbers; it’s 
humans who find words easy. Every URL has a corresponding IP, or Internet Protocol, 
address. The IP address is a series of numbers that the computer actually uses to locate 
another computer. Computers have to translate one to the other, which is beneficial to 
people, since it’s easier to remember a string of words instead of a string of numbers. Your 
computer has an IP address, too, if you’re connected to the Internet. After all, the server 
has to know where the information is going in order to send it to you.

As you now know, the Internet is essentially a big network, and you can request in-
formation from server computers attached to this network. In a LAN, computers can be 
directly connected to one another with cables. You don’t have a direct connection to any 
particular computer on the Internet, though. For instance, the search engine Google has 
several data centers in California (and in many other locations, but this is just an exam-
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ple). If you live in Maine, then there isn’t a cable running from your computer all the way 
to a server in California. That would be pretty inefficient.

Instead, when you send a request through the Internet for a particular web page, it 
moves through several different computers. A device called a router handles the requests 
from different computers and sends them on to other computers. It’s not very precise; the 
router sends the request in the “general” correct direction, so your request for a web page 
might go on a bit of a roundabout journey on its way to the desired computer. Think of it 
as being a little like traveling via airplane. It would be impractical to have an airplane that 
goes to every place in the world at every airport, so you may need to fly between several 
airports before you get to one that is closest to your desired destination. Your request may 
need to travel through several other computers making up the network known as the In-
ternet before it reaches the desired server computer, which can then send the information 
you wanted to your computer.

Ultimately, you need to have a correct URL in order for a server computer to get your 
request for a web page. A generic URL might look like this: http://www.awebpage.com. 
All URLs have some elements that are the same. The HTTP at the beginning stands 
for Hypertext Transfer Protocol. There are several different protocols that computers can 
use. Think of it as computers using a common language. On the Internet, all computers 
“speak” the same language to avoid confusion and to facilitate the exchange of informa-
tion; this is the Hypertext Transfer Protocol.

The .com at the end of the name is a top-level domain name or TLD; this indicates 
the type of organization that owns the web page. The .com TLD name is pretty generic, 
and can belong to almost any person or organization. For instance, a business could have 
a .com TLD, as the commercial website Amazon.com does. It could be used for a per-
sonal website, too, and your archive could also use a .com TLD if you had a website. The 
TLD names .org and .net are unrestricted, too. The .org is typically used for nonprofit 
organizations; for example, the charity organization the American Red Cross has the 
web page http://www.redcross.org. In contrast, the TLDs .edu or .gov have restricted 
use. Only educational organizations in the United States, such as universities and public 
school systems, may use the .edu TLD, and only United States government websites may 
use .gov: federal, state, and local governments are all allowed to use this TLD. There are 
many other TLDs, as well, but these are the most common ones.

 Defining Cloud Computing

You now know what the Internet and the World Wide Web are, as well as the basics of 
how they work. So what exactly is cloud computing?

As explained at the beginning of the chapter, the concept behind cloud computing 
has been around for some time now. Even today, a mainframe computer (which has a lot 
of processing power) or a server might be connected to multiple smaller computers (wired 
or wirelessly) in order for those other computers to share data or to use the superior pro-
cessing power of the mainframe or server computer. This can be very efficient. However, 
this kind of setup is often only done within a small area, such as a single building.

Cloud computing is like this model in that someone using cloud computing is shar-
ing a more powerful computer with others. However, you’re sharing that computer with 
lots of other people around the world (you may or may not know who, depending on your 
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setup), and the distance between your computer and the one providing the service might 
be quite great—even on the other side of the planet.

The term “cloud” makes it seem as though the information stored in the cloud is 
nebulous, floating about in the air like the water molecules of a cloud. It drifts along, 
waiting for someone to pluck the information out of the air from anywhere in the world.

The reality of the situation is quite a bit less glamorous. What generally happens in 
cloud computing is that you, the user, agree to allow someone else, usually a company, to 
store your information on their server computers, typically for a fee. Cloud computing 
can also be used for processing data; you can use software programs “in the cloud.” You 
can request your data from the computer storing that data in the client/server model de-
scribed earlier, with whatever computer you use at the time, requesting the information 
from their servers, and those servers send it to you via the Internet. It really works a lot 
like how you get web pages. However, access to your information is typically restricted to 
you or to a small group that is allowed access.

The data that is stored “in the cloud” typically resides on physical hard drives or solid-state drives. 
Hard drives are still popular because they are cheaper, but SSDs are increasingly used because 
they are fast and require less electricity.

Cloud computing is not easy to define in precise terms, and there isn’t a pretty, tidy defini-
tion available at the moment, unfortunately. The National Institute of Standards and Tech-
nology, or NIST, which is a part of the U.S. Department of Commerce and works to define 
national standards, defines cloud computing as “a model for enabling ubiquitous, conve-
nient, on-demand network access to a shared pool of configurable computing resources 
(e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management effort or service provider interaction” (NIST, 2018). 

While this is, in fact, a definition (and a pretty concise and accurate one, considering 
what it’s trying to describe), it’s a bit clumsy and difficult for an average person to under-
stand. An easier way to go about this is to think of cloud computing in terms of what it 
can do. NIST also defines the features that any cloud computing service has:

On-demand self-service. What this means to you is that you don’t have to interact 
with an actual person to access your data. This is all done automatically whenever you 
want to access the service, no humans involved (NIST, 2018).

Broad network access. This means that the cloud service is accessed over a network 
and can be accessed via a wide range of devices (an important concept in an age of smart-
phones and tablets) (NIST, 2018).

Resource pooling and rapid elasticity. These both refer to the flexibility with which 
a service can meet consumer demand (NIST, 2018). For instance, suppose you bought a 
one-terabyte hard drive to store data, but you really only need to store 500 GB of data. 
The money you spent on the rest of that terabyte could be considered wasted because you 
paid or something you aren’t using. With a cloud computing service, however, you can pay 
according to exactly how much storage space you need. You can also get varying levels of 
computer processing power. 

Measured service. This refers to the ability of the service to control and meter the 
service, changing how much storage, processing, and bandwidth is available to a user 
depending upon their needs and usage (NIST, 2018). For instance, imagine that you 
and another archive are using the same service (imagine that it’s only these two using 
the servers for the sake of simplicity). You have a photo-editing program stored on your 
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service, and in the mornings, you use the processing power offered by a cloud storage 
service to use the program more optimally than you could with your computer, since 
the server computer can make the necessary calculations faster than your computer (in 
this scenario). The other archive is using the service for a photo-editing program in the 
afternoons. The service can make more processing power available to your archive in the 
morning and less in the afternoon, and make that extra processing power available to the 
other archive when they are using the photo-editing program.

 Cloud Computing Models

There are a number of models for cloud computing. One of the common types is a public 
cloud. These are clouds, formed by servers, that are available to anyone who subscribes 
to the service. For instance, the company Amazon offers its users cloud storage services. 
Because any of its users can access their information on a server and the same servers are 
used for many different users, this is a public cloud.

FOUR MODELS OF CLOUD COMPUTING

• Public
• Private
• Community
• Hybrid

A private cloud, in contrast, is a cloud designed for one specific group or an organization. 
It’s only accessible to members of that group or organization (ideally), making the data 
more secure. It also gets around many of the legal issues that can arise when using a public 
cloud, which will be discussed later in this chapter. A private cloud doesn’t have to be 
connected to the Internet to function (you could use an ordinary LAN or WAN), and so 
there is some debate as to whether a private cloud really counts as cloud computing (Cor-
rado and Moulaison, 2011). While the benefits of extra security and dodging issues with 
service contracts is highly appealing, a private cloud is probably going to be impractical 
for you unless your archive is quite large.

A community cloud is like a private cloud in some ways, but it’s shared among several 
organizations that are similar or have similar needs. For example, suppose that you and 
two other archives wanted to get some of the benefits of a cloud computing service (such 
as backups in different locations). If your archive and the other two archives each had a 
server computer that contained the data for all three archives and each was able to access 
any of the other servers, you’d have a community cloud. There are other ways you could go 
about it, as well. The organizations that operate the cloud may also manage it, or they may 
use a third party for this part. A community cloud can divide the operation cost among 
the parties involved, and unlike using a public cloud, in which you must agree to the terms 
of service set by the company, your archive can have a say in how the cloud is run, how 
resources are distributed, and how security is maintained (Corrado and Moulaison, 2011).

There’s another option, known as a hybrid cloud. This is less simple to define, as a 
hybrid cloud is essentially a cloud service that doesn’t fit neatly into the other categories 
and is instead some combination of the other cloud types (Dale and Lewis, 2013). 
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As with some of the other storage methods and concepts explored in this book, 
chances are good that you’re already using cloud computing, but you may not realize it. 
For example, if you have an account with Google and use their e-mail, documents, calen-
dars, or many other services, you’re using cloud computing. Other companies that provide 
e-mail services but don’t leave a permanent copy of the e-mail on your computer, like 
Yahoo Mail, are working “in the cloud.” You must access your data from the company’s 
servers, since it is not physically on your computer.

Along with general setup models, there are also several models for exactly what type 
of service a cloud computing service is offering. The most common of these are IaaS 
(infrastructure as a service), PaaS (platform as a service), and SaaS (software as a service).

With IaaS, you’re essentially renting computers, servers, operating systems, and so on. 
This is very like the original model of renting a mainframe computer; the cloud comput-
ing service is providing the hardware and software for you to use. One of the benefits is 
that, using this service, you don’t have to set up and maintain expensive hardware to get 
the benefits of having that hardware.

PaaS is typically intended for an organization developing their own software; using 
the cloud service, they can both use the software provided by that service to create soft-
ware and use the cloud service to additionally run that software in the cloud.

Some cloud computing companies are offering software and associated databases as 
their service. SaaS refers to services like this, in which you are using a company’s soft-
ware “in the cloud.” Again, services like Dropbox or Google Docs are SaaS-type cloud 
computing services.

 Cloud Computing for Archival Storage

Cloud computing offers benefits for archives of all sizes, and can be quite cost-effective in 
some situations. As with all methods of data storage, though, cloud computing has some 
drawbacks, which are a little more complex than those explored in the book so far. This 
is because these drawbacks have less to do with physical problems or technical issues and 
more to do with legal and security issues, which are somewhat more abstract.

ADVANTAGES AND DISADVANTAGES  
OF CLOUD COMPUTING STORAGE

Advantages:

• Multiple copies of your data (backups)
• Very cost-effective (hardware, maintenance, electricity)
• Potentially time-saving

Disadvantages:

• Potential disputes with data ownership and rights
• Access dependent upon the Internet and an external company
• Potential problems with security
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Advantages

One of the best things that you can do to protect your data is to keep copies of it on 
multiple devices and in multiple locations. This protects it from hardware obsolescence 
as well as any environmental issues that may arise, such as a flood or a fire in the archive. 
Cloud computing lends itself nicely to this. In most cases, cloud computing services offer 
backups of your data (though this is something you should investigate when choosing 
a company, since not all do), which helps keep the data safe. In the best-case scenario, 
these backups are kept on different servers in different physical locations, which protects 
your data from a disaster occurring in one location, as there will be a backup copy at a 
completely different and unaffected area. Ensuring that the data is saved on an up-to-date 
storage device is also, theoretically, part of what you pay for, so this is no longer part of 
your considerations when planning for your storage.

Cloud computing can potentially save your archive money if you’re on a tight budget. 
You don’t have to buy a physical object with cloud computing. You pay for what you use, 
both in processing power and storage space. While using cloud computing to store your 
data may be the use that first comes to mind for you, you can actually use cloud com-
puting to gain a boost to the processing power of your archive. For example, in chapter 2 
you learned how the CPU of a computer is a major component that controls how fast a 
computer can operate. Suppose that you don’t have the ability to upgrade your comput-
ers right now. You could potentially access the processing power of the server computer, 
which you use as part of the cloud computing service, to run complex programs for your 
archive, making the fact that the computers you actually own are somewhat slow less 
relevant (so long as you have a good Internet connection, of course).

You also don’t have to pay someone to monitor a server or mainframe computer in 
your archive or any other equipment along those lines with a cloud service. Someone else 
does this for you. You don’t need to hire someone to come to your archive to maintain 
your equipment or to understand the complexities of computing. The hardware, the soft-
ware, the storage space, the maintenance, the technical assistance—this is all part of what 
you pay for, which may make this a particularly economical choice for you if you have a 
small staff or a limited budget to make your archive run.

As another bonus that you might not initially consider, using your own server com-
puter requires power. You can potentially save money on electricity by using a cloud 
computing service, since providing the energy to run the server computers is the job of 
the company. You also save valuable space by not purchasing a physical item.

Cloud computing offers the benefits of a server or a mainframe computer, as men-
tioned earlier. You can keep any kind of data in a cloud, including software programs. If 
you do this, then you get some significant benefits. For instance, you may have a particular 
program installed on only one computer in your archive, and so if you want to use that 
program, you must use that particular computer; this is a problem if more than one person 
needs to use the program or if something happens to that computer. Or, you may want a 
certain software program on every computer in the archive, and so you’ll need to install 
the software on every computer, a time-consuming process.

If you use software in the cloud, then you’ll eliminate the need for tedious tasks 
like updating or installing software on every computer in your archive, and get around 
problems like software existing on a single computer only. The updated software will 
automatically be available to everyone. The same principle can apply to your collection: 
you don’t need to install a copy of your digital collection on every computer, since every 
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computer can access it from the cloud. This is potentially a huge time-saver for you. You 
should be aware of the terms of service of software before doing something like this, 
though, since the terms of service may not legally allow for software to be uploaded to a 
server in this manner.

If you store your data in the cloud, this has advantages, too. You don’t need to find a 
physical object to retrieve your information. Your data is accessible from a single location, 
and everyone in your archive can access it at the same time. This can make finding and 
retrieving data much quicker and simpler. Cloud storage can also make it easier to share 
your archive with others, whether you want to share it with other archives, patrons, or 
both. Because the data is online, you can potentially grant access to it to whomever you 
choose without the need for that person to physically come to your archive or be sent a 
physical object.

For all the wonderful things that cloud computing can do for your archive, though, 
there are some drawbacks that you should know about before deciding if buying or set-
ting up this kind of service is the best choice for your archive.

Disadvantages

While the advantages that cloud computing holds for an archive are extraordinary, there 
are some not insignificant issues that can arise if you use a cloud computing service, 
largely regarding the rights and ownership of your data. Unlike the other methods of 
storage described in this book, in which your rights to the data you store are undisputed 
(assuming you have the legal right to store it in the first place), cloud storage gets com-
plicated.

Determining your rights with cloud computing can be a very difficult business. If 
the company you choose stops offering the service for any reason, you may be unable to 
retrieve your information, even if you take legal action against the company. There is legal 
precedent for this situation, as well; if you load your information to an external server 
as part of a cloud computing process, you may lose some or all of your rights associated 
with that information. That includes your rights to retrieve it, and possibly your right to 
store it (Heaven, 2013).

Some cloud computing services use programs that browse through the information 
stored on their servers and delete anything that may possibly be illegal or pornographic, 
whether it actually is or not, and, of course, without consulting the user. As an example 
of these issues, the cloud storage company Megaupload was taken off-line by the FBI 
in 2012. This was because many of its users were using the service to store pirated films, 
games, software, or other illegally gained and distributed information. Anyone who was 
using the service, to store things legally or illegally, lost access to their information, and 
thus the information was, for all practical purposes, gone (Heaven, 2013). In this case, 
the redundancies and multiple copies of data that are such a wonderful asset to cloud 
computing were rendered irrelevant.

To think of this in more tangible terms, imagine that you were using a storage facility 
to store some old books. However, someone using the space next to yours was using it to 
store some illegal substance. The police find out about this and confiscate everything in 
the storage facility, and thus, your books are now property of the police department. They 
are out of your control and you no longer have access to them. This isn’t equivalent to 
what would happen if you really were storing books in a storage facility, but, given legal 
precedent, it’s very similar to what might happen to your online data.
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Your legal rights in regard to who owns and has rights to your data become a sticky 
issue when you use a company to store your data, as well. For example, the social media 
website Facebook (which you may not realize uses cloud computing to function) reserves 
the right to use any image or information uploaded to the site. Their property Instagram 
can also use the images that the users upload for a variety of purposes. The agreement 
between you and a cloud storage company can even give the company ownership of the 
data that you store; in 2011, the online storage company Dropbox changed its terms of 
service, which gave the company rights of ownership over all of the data its users stored. 
Though it reversed the policy in response to the public outcry that followed, this is some-
thing that could happen with any online storage company (Hallene, 2013). A change in 
a company’s contract could occur at any time, as well. Any company that you choose for 
such a service must be subjected to severe scrutiny to determine what exactly they reserve 
the right to do with your data, and if this is a problem for your archive.

Cloud computing is dependent upon the Internet to function. If you lose connection 
and all of your archive’s data and programs exist in the cloud, then your archive’s work 
grinds to a halt for as long as it takes for the Internet connection to be restored. If your 
Internet connection is reliable, then this may not be a problem, but if it’s shaky, then de-
pendence upon this service may not be such a good idea. Similarly, if the cloud comput-
ing service becomes unavailable due to problems with the company you chose (technical 
issues, for instance), then you likewise lose your ability to access your data.

In the section regarding advantages, it was mentioned that putting your data in the 
cloud could potentially make it easier to share with others. This is true up to a point. If 
you have a lot of data to share, then transmitting it over the Internet can be slow and 
cumbersome—it’s often easier to simply send a physical object with the information.

Storing information in the cloud is inherently less secure than any other storage 
method. Cloud computing services, of course, have security and strive to keep your data 
secure. However, this does not mean that hackers are completely unable to access your 
data if they want to. Those servers containing your data must be connected to the Internet 
network, which means that it is possible to get to those servers via the Internet, even for 
people who are not authorized to access the data. And remember, there isn’t a line con-
necting you directly to a cloud storage server; whenever you store or retrieve your data, 
it will have to pass through many different lines, as described previously in this chapter.

Strict security may or may not be an issue for you. However, you should always be 
wary of someone corrupting your data maliciously or causing problems for the company 
that you purchase your service from. If security is indeed an issue for your archive, there 
are some steps that you can take to make your data more secure. For instance, if you en-
crypt files before you upload them to the server and keep the key to decrypt them only 
on the computers at your archive, this makes it significantly more difficult to access your 
data illegally (Hallene, 2013).

The legal issues that arise become less of a problem if you have a private or commu-
nity cloud, but you may lose some of the advantages that come with a public service. For 
instance, you don’t have to own any equipment or pay anyone to maintain that equipment 
with a public cloud service, but this is something you may require if you decide to, essen-
tially, create your own cloud. You may also lose the variety of locations for servers if you 
collaborate with local organizations; cloud storage services can potentially have servers 
located all over the world.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



1 5 0   ▲   C H A P T E R  1 1

 Cloud Service Contracts

Unless you decide to create a private or a community cloud—in which case, you control 
the servers and how they are used—you will need to deal with a company that offers 
cloud storage as a service. This will involve navigating a contract.

Cloud computing is going to be much different from your other storage options. 
While it’s a good idea to read over warranties and other information from the manu-
facturer, once you buy a CD or a tape cartridge or a flash drive, it’s yours and you can 
essentially do whatever you want with it. When you purchase cloud storage space, you 
don’t own anything. Think of it more like a rental of someone else’s space. What all this 
means to you, in practical terms, is that there will be a contractual agreement involved, 
and you must read this very carefully and understand all the implications that it holds for 
your archive. If possible, use legal counsel or someone similarly qualified to assist you in 
determining your archive’s rights when purchasing such a service.

THINGS TO LOOK FOR IN A CONTRACT

Does the company offer backups of your data?

How long does the subscription last, and how is it terminated or renewed?

How do you pay, and what happens if you miss a payment?

What warranties or guarantees are offered by the company?

Can the company be held liable for service or security issues?

Does the company collect data, and what is done with the data?

Where are the servers located?

What kind of security is offered? Are there multiple layers of security available?

What are your rights in regard to data ownership with the service? Does the ser-
vice claim any ownership rights?

Subscriptions

It should be clear in a contract how long your subscription lasts and how, when, and under 
what circumstances it terminates or can be terminated by you. It should also be clear how 
the contract is renewed should you decide to continue using the service. Some contracts 
can make it difficult to stop your service. Be wary of early termination fees, as well. If 
you decide to terminate your contract, you also need to find out what happens to your 
data—whether the service gives you time to migrate or whether it is deleted immediately 
(McKendrick, 2013).
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Backups

Not all providers offer data backups. Find out whether a service does or not, and what 
kinds of guarantees they offer as well as whether or not the company accepts any sort of 
responsibility for data loss (McKendrick, 2013).

Payment

This will be an ongoing expense for your archive. Learn what it costs and what you get 
for what you pay, how your institution pays for this service (for instance, what methods of 
payment are acceptable), how often you need to pay, and what exactly happens if you don’t 
pay, miss a payment, or are late with a payment. As an example, it would be inconvenient 
to you if a company deleted all your data because you were a day late with payment.

Terms of Service

Learn exactly what the terms of service are. For instance, what kinds of warranties or 
guarantees are offered by the company? All companies, even ones that are impeccably run, 
are subject to technical issues, and so you must expect that the service will be unavailable 
sometimes, but you should find out how often the company guarantees that the service 
will be up and operational. A company that doesn’t run smoothly is of no use to you.

Additionally, look for any stated issues or breaches of the terms of use that might 
cause a company to terminate a contract early. As stated earlier, the misuse of a service by 
one user might impact others; be sure that you understand if and how this could happen 
(McKendrick, 2013).

Data Collection

Cloud storage companies may monitor the usage of their service, and so you should find 
out exactly what the company monitors and collects as far as personal data goes. You need 
to find out if data that the company collects about the usage of your data stays solely 
within the company and how it is protected or, perhaps more importantly, if they share 
or sell any data about their users.

Server Location

Though you’re buying storage space “in the cloud,” remember, the servers that store the 
data have a physical location somewhere. It’s in your best interest to know where. The 
actual, physical location of the servers determines the laws, rights, and regulations that 
apply to the data stored on those servers (a phenomenon of particular interest to lawyers 
who store data in the cloud). Your contract may specify where the servers are located 
or even guarantee that they are located only within a specific area, or it may have other 
information regarding locations and your rights in regard to the server location (Hallene, 
2013).

Security

Find out what kind of security the company offers. Different companies offer different 
types and levels of security. Authentication, or verifying the identity of the user, is one of 
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the most common methods of adding security. This is typically a username and password; 
some companies can offer multiple layers of security, though. For instance, Dropbox re-
quires a six-digit code whenever a user logs in using an unrecognized device, or one that 
they haven’t used to connect to their account before; this helps to ensure that the user is 
not a stranger who is not supposed to be accessing the account (Hallene, 2013).

In some services, you are able to allow different levels of authorization. For example, 
you can allow some users to access the data but not change it, and others to both access 
and change data. This is perfect from the perspective of an archive, as you can permit your 
staff and your patrons to have different levels of access. Along the same lines, your cloud 
computing service should be responsible for notifying you of any security breaches, what 
they mean to you and your data, and any potential security breaches (that they should be 
working on repairing, ideally).

Data Ownership

Finally, one of the most important parts that you should look for in a contract is how 
the ownership of the data you store is affected by the terms of the contract. You need to 
know whether agreeing to the contract gives the company you use any legal ownership 
over what you store and what happens to your data should you terminate your contract. 
The company may retain copies of your data, even if you delete the files that you have 
stored or if you stop using the service.

 The Future of Cloud Computing

The storage methods discussed in this book all have their own pros and cons, and all face 
the possibility of obsolescence in the future as technology improves and new ideas are 
created. Some are already obsolete or becoming obsolete.

It’s unlikely that cloud computing will become completely obsolete any time soon, 
but already new models are coming into use to compensate for some of the problems of 
cloud computing. As mentioned previously, modern cloud computing generally requires 
the Internet (unless you have your own cloud setup), and transmitting data over the In-
ternet takes time. It also uses a lot of electricity to run the equipment and the data centers 
required for large-scale cloud computing services, and so alternate models are seeking to 
reduce time and improve efficiency.

Cooling computers in data centers is actually a problem that is leading to some interesting inno-
vations. For example, there are plans to build large data centers in Norway due to its naturally 
cool climate and water available for cooling (Kelion, 2017). Microsoft has plans to build data 
centers that are sealed inside cylinders under the ocean off the cost of northern Scotland because 
of the water’s naturally cooling effects (Rutherford, 2018).

Edge computing is a concept in which data is processed as close to the source as possible. 
This means that, on a phone, for instance, the data gets processed on the phone itself, then 
transmitted for storage in the cloud. This results in less data being transmitted and an 
improvement in speed and efficiency. This is not really a novel concept in that computers 
have been functioning this way for decades, but it’s a variation on the cloud computing 
model with some important advantages. This concept may also have an impact on the 
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concept of the “Internet of things,” or devices that are not perceived as computers, but 
require the Internet to function (such as “smart” thermostats) (Markman, 2018).

Fog computing, also known as fogging or fog networking, is yet another variation on 
the model. Again, it processes data closer to where it was created, then transmits the data 
to a data center or elsewhere on a network. However, rather than being processed on the 
device itself, it may be processed by a node, which is a device configured for the purpose 
of processing data in a fog computing model (a router might be designed to do this, for 
instance). Again, this can improve speed and efficiency (DeMuro, 2018). 

The simple cloud computing model is likely to be sufficient for most archives; these 
models solve several problems, but speed is the major one (for example, a smart car needs 
to process data extremely rapidly in order to operate safely, and so the edge or fog mod-
els can be helpful). However, it may be of use to you to know about the alternatives and 
changes in technology, as they may impact services in the future or may have an influence 
on how you decide to operate your archive.

 Key Points

• Cloud computing offers you an alternative to other storage methods and allows 
you to store data on large server computers outside of your archive rather than on 
computers in the archive.

• Cloud computing services come in several models: a public cloud service, a private 
service, a community service, or some combination of the three. Each has different 
benefits and drawbacks.

• Cloud computing companies can offer infrastructure, platforms for software devel-
opment, software applications, or data storage as part of their services.

• For an archive, cloud computing’s off-site storage and data-backup features are 
very appealing as they protect your data from local disasters or hardware issues, and 
can provide extra processing power and other conveniences, saving your archive 
time and money.

• Cloud computing services do have some serious drawbacks in that they are depen-
dent upon an Internet connection, and if you use a company to provide the service, 
then you may encounter difficulties in regard to the rights and ownership of your 
archive’s data.

While the items or services that you use to store your data are very important, you don’t 
just need methods of data storage to create a working digital archive. You will, at the very 
least, require additional computers and software, and in the case of digitizing information, 
items like scanners and cameras. In the following chapter, you’ll learn about some of the 
useful equipment that your archive may need for your project.
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Equipment for  
Digitizing and Editing 
Archival Materials

IN THIS CHAPTER

 P What types of monitors are available, and what is best for my project?

 P What are the different kinds of scanners available, and what are they best used 
for?

 P How can I digitize delicate items or items that can’t be scanned?

 P What kind of software do I need to process text and image files?

 P What equipment do I need to digitize audio and video materials?

 P What kind of software do I need to process audio and video materials?

It’s easy to forget that a computer is just a device that performs calculations. But how 
does it know what calculations to perform?

Because humans cannot interface with computers (at least not yet), it’s necessary 
to use items known as peripherals to communicate with the computer. A keyboard, one 
of the earliest and most basic ways of putting data into a computer, is a peripheral. A 
printer, one of the earliest ways of viewing the results of a computer’s calculations, is also 
a peripheral.

Similarly, software (sets of instructions for computers) is required for modern com-
puters to do anything. While the computer itself is, of course, the major hardware compo-
nent necessary for your archiving project, a number of other items and software programs 
will be of use to you. This is especially important for a digitization project, in which you 
create digital copies of physical items, but much of the hardware and software discussed 
in this chapter can be of use to you even if you are simply storing digital items.
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The equipment that you will require will largely depend upon what type of items 
you need to store. Are you archiving audio recordings, or are you archiving newspapers, 
for example? These will require radically different types of equipment to create a digital 
version of the original.

This chapter will give you an idea of what kind of equipment you might be interested 
in for your archive. It will not cover every possible situation or everything you might 
possibly need, since it would be beyond the scope of this book to cover everything. These 
are just some basics that you would need to get started in most situations.

 Determining When to Outsource

Equipment is expensive. This chapter will give you an idea of what kind of equipment you 
might be interested in for your archive. Most of the items discussed have versions that 
are aimed at the public and those that are aimed at professionals. Items aimed at pro-
fessionals, of course, usually come with a much higher price tag, but typically offer more 
options, more control, and higher-quality results. It’s up to you to decide which will best 
suit your needs and your budget. Sometimes the best equipment available isn’t necessary, 
and sometimes it is.

After learning about your options, you may ultimately decide that you don’t have the 
money for what you want or that you don’t have enough staff to work on a project. It is 
possible to outsource a digitization project to a company that does this professionally. This 
has some pros and cons for you: You won’t be able to monitor what’s going on or be able 
to control when and how quickly the digitization process happens, and you’ll need to send 
your items away. It’s also quite expensive and you won’t have made any kind of investment 
in equipment that could be used again if you want to digitize more items.

On the other hand, the facility that you send your materials to will likely have the 
best equipment available. Your materials will be handled by people who have experience 
with digitizing materials, meaning that you and your staff don’t have to learn anything 
to get quality reproductions and can spend your valuable time on something else or on 
some other project. While outsourcing digitization is expensive, you may discover that 
it’s worth your while if you can’t afford the necessary equipment or if you can’t spare the 
necessary time (digitization is a lengthy, tedious process no matter what you digitize).

While you may be interested in outsourcing to save time or money, there are some 
items that you must have to run a digital archive, and one of these is a good monitor.

 Monitors

A monitor is a type of peripheral; again, this means that it connects to the computer to 
exchange information between the computer and the outside world. Early computers 
actually had no monitors at all—the main ways of interpreting the function and output 
of a computer were lights (basically indicator lights) and printers. The very first monitors 
were very basic CRT monitors that had no colors (Edwards, 2010).

This is unthinkable today, where most of a computer’s functions are interpreted using 
a monitor, and where simple visual interfaces are essential for the vast majority of users in 
order to use computers at all. Many computers now are completely integrated into their 
monitors, making the monitor and the computer into a single item.
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If you buy a new monitor, it will almost certainly be a Liquid Crystal Display, or 
LCD, monitor. In the past, there were two other options for consumers: the Cathode Ray 
Tube (CRT) and the Plasma Display Panel (PDP).

CRT monitors contain a cathode ray tube, which is essentially a big glass tube be-
hind the screen. The back of the screen is coated with tiny dots of red, blue, and green 
phosphorous material. When these dots are activated with electrons from the cathode ray 
tube, they glow, and these three colors, red, blue, and green, can be combined to create a 
wide variety of colors (Schmidt, 2000).

With PDPs, the screen is composed of two pieces of glass, between which are little 
cells of gas (xenon and neon) and phosphorescent material, similar to CRTs. When elec-
tricity is applied, these little cells glow (Samsung, 2018).

LCD monitors contain a substance known as liquid crystal, which is put between 
two layers of polarized glass (there are several other layers involved, as well). It’s a little 
more difficult to visualize how liquid crystals work, since they function on a chemical 
level rather than a more mechanical level, as a CRT monitor functions. In chapter 7, 
you learned about how lasers can change the opacity or transparency of the material in 
a rewritable CD. For an LCD monitor, electrical currents change the structure of the 
liquid crystal material in a somewhat similar fashion to the rewritable CD, causing it to 
temporarily change form and block some light waves, or certain colors, so that they aren’t 
visible to the user (Fuller and Larson, 2008).

There is actually another type of monitor, an LED monitor. This is essentially the 
same as an LCD monitor except that it has LED, or light emitting diode, lights as the 
backlighting; LCD monitors use CCFL, or cold cathode fluorescent lamp, lighting.

Keeping outdated equipment can potentially be useful, as it might be required to retrieve old 
data or to reproduce old data faithfully. As an example, the Nintendo videogame Duck Hunt 
involves players hunting a digital duck using a plastic light gun that can detect where the duck 
is on the screen. The game does not function using modern televisions and requires a CRT TV 
in order to play, as other types of televisions do not refresh the way that a CRT does and the 
refresh feature is part of how the game is designed so that the light gun can detect the duck on 
the television.

CRT and PDP monitors both work perfectly well. In fact, PDP monitors have some 
advantages over LCDs, but they are no longer manufactured; LCD monitors are cheaper 
and use less electricity, among other important advantages. CRT monitors are problem-
atic in that they are heavy and have poor resolution in comparison to a newer computer, 
among other disadvantages. However, depending upon your project, a CRT monitor 
could be handy to keep. Software, websites, and other digital materials originally intended 
for display on a CRT monitor may be experienced most faithfully to their original design 
on a CRT monitor.

When selecting a monitor, there are several easy characteristics that you can look for.

Resolution

A monitor’s resolution is one of the important aspects to take into consideration when 
making a purchase. The term “resolution” means something slightly different for monitors 
than it does for images. With a monitor, the resolution is the maximum number of pixels 
that a monitor can display. For instance, a resolution of 1366 × 768 means that a monitor 
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can display 1366 pixels horizontally and 768 vertically. The numbers always go in that 
order, horizontal, then vertical, separated by an ×.

An image may have more information than there are pixels in your monitor. That 
is, you may have a monitor that is 1366 × 786, but the photo that you want to look at 
is actually 2000 × 2000 pixels. When this happens, the monitor essentially has to take 
an average of the pixels and resize the image to fit your screen (Dale and Lewis, 2013). 
Because images can be quite large, this can help you by allowing you to see an image at a 
more comfortable size. When working with images, though, a bigger monitor with higher 
resolution is almost always better.

Video Card

A video card (also known as a graphics card) is not part of a monitor, but has an impact on 
speed and quality of images on a computer. It connects to the motherboard (covered in 
chapter 2). It has its own memory and processor, and performs the processing for graphics 
information on a computer. A good video card can improve the speed and quality with 
which images are rendered. If you work with videos or potentially images or software, it 
might be worth investing in a good video card. Note that the card needs to be compatible 
with the computer it’s installed on and that a graphics card can use a lot of power and 
generate a lot of heat. Many come with integrated fans for this reason.

Size

Like televisions, a monitor’s overall size (apart from the number of pixels it can display) 
is listed not by the height or width, but by the approximate diagonal measurement of the 
screen. Again, bigger is usually better, since you’ll be able to see images more clearly or 
look at multiple images at once on a large screen. However, big screens take up more room 
and cost more money, so you may need to compromise.

Ports

Like a computer, a monitor can have a variety of ports included. HDMI, DVI, Display-
Port, VGA, and USB-C are some of the more common types, but there are others. These 
are basically all ways to connect the monitor to another device. You may also find other 
ports on a monitor, like USB ports. You’ll need to decide ahead of time how you’d prefer 
to connect your monitor to your computer, if you’d like to be able to connect any other 
devices, and if there are any other kinds of ports that you’d find useful.

It should be noted that there isn’t a great deal of difference between LCD monitors 
and a flat-screen LCD television. If an LCD television has a compatible port (HDMI 
ports are particularly common and easy to use), it might be possible to use that. However, 
it’s typically best to use a monitor for computer use.

LCD monitors are popular because they are lighter, less expensive, and can be larger than 
the other options. However, this could easily change in the future. For example, organic light 
emitting diode or OLED technology allows for screens that are even thinner and more energy 
efficient than LCDs. This technology is more expensive than the other options, however, but this 
could change.
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Other Features

Some monitors are adjustable and some are not. That is, some monitors allow you to 
adjust the height of the monitor on the stand, the angle, or the orientation (vertical or 
horizontal). These can all make work easier for whoever is using the monitor.

Some monitors come with built-in speakers, and some don’t. Having the speakers 
built into the monitor can save space and reduce the number of cords lying around, which 
is convenient. However, if you are going to be working with audio or video data, you’ll 
probably want separate speakers that are higher quality than what is typical for a monitor.

Whatever type of monitor you choose, it’s important to have the monitor properly 
calibrated. Monitors and televisions can both have differences in how they display color 
from one monitor to the next. Calibration helps ensure that a monitor is displaying 
properly, or that the colors displayed are true to real-life colors. There is software available 
to assist with this; it’s typical for computers to come with some software to calibrate a 
monitor or for the monitor itself to come with software. There are also online tools that 
can help, as well as physical tools that can help calibrate a monitor, such as a colorimeter. 
If exact color is important, you may want to invest in more professional software or tools.

 Scanners

You’re probably familiar with scanners already. These devices have the capability to cap-
ture an image of an item (like a typed paper or a photograph). Most scanners have a 
couple of things in common.

The scanner has a device inside that can detect light. If you read chapter 3, you know 
a little bit about how this works, as the devices used to record digital photography and 
those used for scanning are essentially the same. A bright light inside the scanner shines 
on the object within the scanner. The photosensitive device within detects the light re-
flecting off the object and records it digitally.

There are basically four different kinds of devices that a scanner can use for this 
process: a PMT, or photomultiplier tube; a CCD, or charge-coupled device; a CMOS, 
or complementary metal oxide semiconductor; or a CIS, or contact image sensor. Of the 
four, PMTs are the highest quality, but are usually part of a drum scanner, which is a 
specialty scanner that will be discussed a little later. CCD scanners are generally common 
and have good quality.

As you learned in earlier chapters, while there are differences between computers 
and software programs, sometimes different designers and manufacturers agree to use 
standards to make things easier for everyone. For instance, the hypertext transfer proto-
col is used to make transmission of information over the Internet easier. Scanners have a 
standard, too, called TWAIN. TWAIN is a software standard that applies to scanners and 
cameras, along with many graphics programs and even some word processing programs, 
and facilitates communication between cameras and scanners and a computer. Any soft-
ware that is marked as TWAIN compliant can work with any scanner or camera that is 
also TWAIN compliant.

While TWAIN is the most frequently used standard for this, it’s not the only one. 
Windows Image Acquisition, or WIA, is another standard that belongs to Microsoft and 
basically has the same function as TWAIN-compliant software. A lot of scanners have 
drivers that will work with both standards.
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Because all scanners are similar in many respects, it can be difficult to choose which 
one is best. There are a couple of things that you can keep in mind when you make your 
purchase, though.

• What is the dpi or ppi range on the scanner? Be sure that this falls into the range 
you need to scan the items that you want to digitize. Typically, the higher this 
number, the better the quality of the scanner is, but you may or may not require 
a very high dpi for your scans. Note that using a higher dpi than necessary can 
potentially be a poor decision, as the scan time will be slower and the file size will 
be larger.

• What is the bit depth of the scanner? That is, how many bits are used to store 
information about each color? The higher the bit depth, the more colors are stored.

• Do you need color? Gray scale? What color range is offered by the scanner, and can 
it render images into two-tones only (bitonal or monochrome)? Which of these 
best suits your needs and will scan your collection most effectively?

• How large are the items that you need to scan, and how large is the scanner bed? 
Bigger is better if you need to scan large items, since trying to scan an item in parts 
and splice it together in a photo-editing program is tedious at best.

• Is the scanner designed for the operating system on the computer that you’re us-
ing? Sometimes the manufacturer will offer drivers (software that you need for the 
machine to communicate with your computer) for a variety of operating systems, 
which are available for download online, but this may present extra challenges. It’s 
typically easier, when possible, to just purchase a device designed to be compatible 
with your operating system.

• How fast can the scanner operate? How important do you find the speed to be? 
The manufacturer may list how quickly a scanner works, but the scanning time 
might vary depending on what’s being scanned (text versus a photo, for instance). 
A manufacturer will probably list the fastest scenario, which is almost certainly a 
monochromatic scan.

• When the scanner completes a scan, what image formats can it convert the data 
into—for example, a tiff, a jpeg, a png? Which ones do you need? If you have to 
convert formats for your project, this will take time and can result in loss of data.

• What kind of port does the scanner attach to? Does your computer have such a 
port available? USB ports are typically used on modern machines, but this may be 
a consideration if using older devices.

• How intuitive is the scanner to use? In the best-case scenario, you can hook the 
scanner up to a port, install the necessary driver software, and press a button to 
start scanning. Ease of use makes a project go faster and makes training people to 
do the work much simpler.

• Does the scanner offer features that you don’t want or need? Unwanted features 
may cause confusion when you’re trying to set up and learn to operate the device. 
Extra features may also increase the price, and the more complex an item is, the 
more difficult repair and maintenance is.

• How expensive is the scanner? It is often unnecessary to buy the highest-quality 
scanner available; again, what you need depends upon what you will be scanning.

It can be a bit difficult to determine exactly how high the quality of a scan is based on 
the specifications of the manufacturer. If possible, see a sample scan from the scanner.
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While the basics of how scanners work are the same from scanner to scanner, there 
are a few different types of scanners, and each of them offers different benefits to you for 
your archiving project. Along with deciding what features you need, you’ll also need to 
pick out a general model of scanner.

TYPES OF SCANNERS

Flatbed

Sheet-Fed (Sheet-Feed)

Portable or Handheld

Overhead

Drum

Specialty (Film, Negative, Microfilm Scanners)

Flatbed Scanners

Flatbed scanners are pretty common and many people have them in their homes for 
scanning photos or documents. These are horizontally oriented scanners with a flat glass 
bed. When you use such a scanner, you place whatever object you want to scan on the 
bed, close the lid, and scan it. The fact that these scanners are so common can be an asset 
to you, particularly if your archive is on a tight budget. Most stores that sell computer 
equipment will have flatbed scanners available at a reasonable price. Often, they’re part of 
an “all-in-one” machine that can perform multiple operations, such as printing, copying, 
or faxing. Typically, it’s best to have a scanner that is just a scanner, since devices with 
more than one function tend to be a bit delicate and break down more easily, but you may 
find that you like the convenience that getting a device with multiple functions offers for 
your archive. If you need a printer, copier, and fax machine as well as the scanner, it’s a 
nice space saver.

Flatbed scanners are good for scanning just about anything. You could lay a book flat 
on the scanner and get a scan of the open pages (not a suitable idea for a delicate book, 
though), scan photographs, pages or papers, or, if it’s large enough, items like newspapers 
or maps. Using a flatbed scanner is tedious and time-consuming, but it’s certainly versatile 
and is useful for most situations.

It should be noted that flatbed scanners inherently have some problems when scan-
ning books. They can cause wear on the books, transfer dust, crush spines, and may have 
poor image quality in the spine of the book. There are scanners intended for scanning 
books, however. Such scanners can have a wide variety of features, including software to 
improve scanning for books specifically, or adjustable lids, or they may be shaped to cradle 
books during the scan.
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Sheet-Fed Scanners

Sheet-fed scanners have a vertical orientation rather than a horizontal one. These scan-
ners are faster to use than flatbed scanners; with a flatbed scanner, you must open the 
lid, place the item on the scanner, straighten it, close the lid, scan the item, then remove 
it and replace it with the next item. Though all these tasks are very easy, they take a long 
time and become tedious for whoever is doing the scanning.

In contrast, with a sheet-fed scanner, you place the item that you want to scan into 
the scanner. The scanner runs the item through the device, scanning it as it goes, and the 
item comes out at the bottom of the scanner. The automation involved speeds up the 
process. It doesn’t take away the tedium of the task, but speed and efficiency are valuable 
aspects of any part of a digitizing process.

Sheet-fed scanners are particularly nice for digitizing large collections of text. How-
ever, they are limited in comparison to a flatbed scanner. You can’t use them to scan 
anything really delicate, since the item could get damaged by the scanner when being 
pulled through the machine. If you want to scan a book of any kind, you’ll need to take 
it apart, essentially destroying the original object. These scanners are best used for quickly 
digitizing text in particular.

Portable or Handheld Scanners

You might not think that having a portable scanner is of use to an archive, but it could 
be, depending upon what you need to scan. Portable scanners are exactly what they sound 
like—scanners that you can easily move around. These contain the photosensitive device 
within the scanner, but rather than it moving automatically under an object that you 
place in the scanner, as in a flatbed model, you move the scanner by running it over the 
desired object. Software for the device corrects (in part) for human error, such as jiggling 
the scanner or not moving at a perfectly even pace.

This kind of scanner won’t get the crisp, perfect representation that a flatbed or 
sheet-feed scanner will. Even the correction software and a steady hand will leave some 
distortions in the final image. However, it does have some practical uses, and so you may 
want to consider purchasing one in addition to other scanners and software.

If, for any reason, you need to scan objects and they can’t be brought into the archive, 
a portable scanner can collect the information that you scan in a memory card (these were 
covered in chapter 10) and you can bring the data back to the archive for processing later. 
You don’t have to bring a computer of any kind with you, just the scanner. It should be 
noted that there are also such things as portable scanners with sheet-fed characteristics.

Overhead Scanners

Overhead scanners are just what they sound like—they are positioned over the object 
that they will scan. This makes them really ideal for scanning books in particular, as there 
is no lid to crush a book and the pages can be turned quickly and easily by the operator, 
saving time. It is also possible to scan other types of objects with such a scanner. While 
this is an excellent choice for a number of situations—book scanning in particular—it 
should be noted that this type of scanner is more expensive and much less common than 
a regular flatbed scanner.
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Drum Scanners

Drum scanners are scanners typically aimed at photographers, and may be of use to you 
if you want high-quality scans of photos, transparencies, or negatives. These scanners 
consist of a drum that spins rapidly during the scanning process, and the item that you 
want to scan is mounted within the drum. As mentioned a little earlier, these scanners 
use a device known as a photomultiplier tube, or PMT, which is more sensitive than other 
types of photosensitive devices and produces very high-quality scans. However, they’re 
far less commonly found than your other choices, and tend to be large and very pricey.

Specialty Scanners

The scanners discussed so far are capable of scanning a decent variety of items, but you 
may find that you need a scanner that’s designed to get a scan of something unusual. If 
you need to get copies of slides, for instance, it may be in the best interest of your archive 
to simply purchase a dedicated piece of hardware: a slide scanner. There are specialty 
scanners for other items such as photographic negatives, microfilm, and microfiche. Pur-
chasing the correct equipment can save time and result in better quality images for your 
collection.

 Cameras

While scanners are very convenient, cameras are quite versatile and can be of great use to 
you in your project. For instance, suppose that you have an item that is simply too large 
to be scanned, such as a newspaper. Instead of attempting a scan, you could take a photo 
instead. While you might have a hard time getting a normal film camera to capture a 
high-enough resolution to, say, read text, modern digital cameras capture a very high 
number of pixels in a shot. When you zoom in on the image using a program, if the shot 
is clear, you’ll be able to read the text.

If you have an item that is too delicate to scan, a camera works for digitization, as 
well, since you can treat the item more gently than you would an item for scanning. Re-
member, a flatbed scanner can damage a book and a sheet-fed scanner requires taking a 
book apart. Like an overhead scanner, a camera can capture an image of a book without 
putting strain on the book.

Cameras can also be used for recording items that don’t lend themselves well to 
scanning, including items that you might not have considered for your collection. For 
example, suppose that your archive is part of a university, and you want to keep a record 
of the art collections there, which includes a large collection of pottery. You can use your 
camera for something like this, as well. Other kinds of artwork, like paintings, are also 
well suited for digitization via camera.

The quality of your camera will have an impact on the quality of your captured im-
ages, and you should take into consideration several aspects of a camera.

Is the camera intuitive? Like a scanner, you want your camera to be simple to use 
and to train others to use. You probably won’t want or need a lot of special features.

How does the camera connect to the computer to download images? USB ports are 
common; be sure that you get one that matches your needs. If it’s convenient, it is also 
possible to take out a memory card and put it into a computer to get the images.
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How many megapixels does the camera capture? The size of the image a digital 
camera captures isn’t measured in ppi or dpi (which would make your life infinitely sim-
pler), it’s measured in megapixels. Typically, more megapixels are better, but this is only 
true up to a point. In general, a larger sensor is more important than more megapixels for 
getting a better image. The sensor is the part of the camera that detects light from the 
subject, and a bigger sensor can detect more light and produce a more accurate image. As 
an example, smartphones often have cameras that are capable of the demands of an ar-
chive as far as resolution goes (the number of pixels), but you still might get better results 
with a dedicated camera due to sensor size (Dolcourt, 2013).

What are the ISO, shutter speed, and aperture of the camera?

1. Shutter speed refers to how long a camera’s sensor is exposed to light. For archiving, 
a fast shutter speed is generally better (slow speeds can be used for long exposures, 
getting pictures in dark conditions, and similar situations). Shutter speeds are in-
dicated in fractions of a second (Plicanic, 2014).

2. The aperture is a physical part of the camera, an opening in the lens that controls 
how much light enters the camera. Apertures should be adjustable and are mea-
sured in f-stops, with a smaller f-stop letting in more light and a larger one letting 
in less light. A large f-stop can be better for focusing on a subject (Plicanic, 2014).

3. The ISO indicates how sensitive the camera is to light, with higher ISOs being 
more sensitive. While shutter speed and aperture also apply to film cameras, ISO 
is a digital-only number (Plicanic, 2014). A more sensitive camera with a higher 
ISO is generally better.

The technology for smartphone cameras has vastly improved, and if you can’t have a dedicated 
camera, many of the more recent smartphones will work just fine. Dedicated cameras do offer 
more control and higher quality, so having one may be appealing depending upon your archival 
needs (Abbot, 2018). You can even get tripods and other helpful accessories for a smartphone. 
Remember that security may be a consideration with smartphones, though, as smartphones are 
typically connected to the Internet.

If you use a camera to digitize items, there are a few other tools that you may need, par-
ticularly if you’re going to digitize fragile books. For instance, you may want to invest in 
a book cradle, which will safely hold the book while you capture images for digitization. 
You may also want something that will unobtrusively hold down pages while you capture 
images. Again, there is a problem with digitizing books in that the curvature of the page 
may cause distortions in the image, and holding it down can help reduce this. Bone han-
dles and vacuum plates are both often used to compensate for this, but you have other 
options (Lee, 2001). Software may also be designed to compensate for this problem.

When you use a camera for digitizing objects, the ideal situation is to have a per-
manent setup, a location in your archive where a platform for the objects that you want 
to digitize and the camera to digitize them are permanently located. The camera can be 
positioned so that it’s at the ideal height and orientation, and any time you want to dig-
itize items, the camera is ready.

The camera needs to be oriented parallel to the surface where you will place the object 
that you want to digitize. For instance, you could have a table to lay the items on, and 
orient the camera directly over them. You can also use a book cradle to hold open books 
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for digitization. It’s important that the camera maintain its distance from the item to be 
digitized and that it doesn’t move during the digitization process. There are a number 
of ways that you can go about doing this; for instance, you may want an arm that holds 
the camera over the item. You could also use a plain photo tripod, though you’ll have to 
ensure that it doesn’t get jostled.

With a permanent setup, you may want to directly connect the camera to a computer 
so that it downloads images into the computer as you work; you can also potentially op-
erate the camera directly from the computer rather than pushing a button on the camera. 
If this seems inconvenient, it’s also possible to take the SD card out of the camera and 
transfer the images to a computer if you have a port for the card or if you have a device 
to read the card. SD cards were discussed in chapter 10.

You’ll also need a good source of lighting. Lighting must illuminate evenly and not 
create any shadows. Heat can be a concern for your materials, particularly brittle or fragile 
ones. The bulb you choose makes a difference; LED lights, for example, do not generate 
significant amounts of heat, and so can be a good choice for your setup.

 Software

In order to process and store the data that you create, you’ll need software, but what kind 
will depend upon what you need to archive.

Images

For images, you’ll need photo-editing software. The program Photoshop is often held 
up as the paragon of a photo-editing program (and for good reason), but unless you also 
want to do something like digitally restore or enhance your photos, you don’t really have 
to use a program as large and complex as Photoshop. To make an image suitable for ar-
chiving, the program you use needs to be able to do a few things.

• Your program needs to be able to control the level of black and white and the levels 
of different colors precisely.

• Your program needs to be able to de-skew an image—that is, it should allow you 
to rotate an image by a few degrees should you accidentally scan a photo crookedly 
(or possibly if the original object is skewed).

• Your program needs to be able to crop an image to the meaningful data, erasing 
everything that isn’t meaningful (such as the lid of the scanner, should the item be 
smaller than the scanner bed in the case of a flatbed scanner).

• Your program needs to be able to read, and possibly convert image files to, the 
image file format that you have decided to use for your archive (such as a tiff, jpeg, 
etc.). You may want to save image files in several different formats for different 
uses, and your program’s ability to convert formats can be important.

Your computer may come with software that is good enough to cover the basics. Find out 
what software you already have available to you and if the software has any limitations 
(both software limitations and limitations placed by the terms of use) that would make 
it unusable for your archive.
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Text

Deciding what kind of software you need for storing text is a little trickier, because there 
are many things that you can do with text. Most likely, though, you’ll be interested in 
software that reads and creates PDF files or the archive-friendly PDF/A file formats, as 
PDFs are one of the most convenient ways to store text for archiving.

The Adobe company created the PDF format. They offer a program, conveniently 
named Adobe Reader, that will read PDFs; this software is free online for download 
from their website. They also sell software that will edit and create PDFs, called Adobe 
Acrobat. While Adobe is the company that created this file format, there are many other 
companies that offer software that will create PDFs. If you’re on a tight budget, it may be 
in your best interest to shop around; there are a number of companies making software 
that will read or create PDFs and PDF/As. Otherwise, it may be better to use Adobe for 
the sake of simplicity—using a common software product can also be beneficial in that 
resources for troubleshooting or effectively using all the features are more easily available.

You may need word processing software. Some software is typically included on 
computers when you purchase them, but you may need to buy updated software. If you’re 
storing born-digital text, you may also be interested in software that converts one file 
format to another. For example, with this kind of software, you may be able to “rescue” 
documents with an obsolete (or unusual) file format, or you may be able to convert a 
proprietary format to a more archive-friendly one. Sometimes regular word processing 
software is capable of this kind of reformatting, as well.

If you’re scanning text documents and want to convert them to searchable text, you’ll 
need Optical Character Recognition (OCR) software. This is software that converts an 
image of text to searchable text, allowing the user to search for words within the docu-
ment. This technology was discussed in chapter 4. Sometimes, OCR technology is offered 
as part of other software or is bundled in. For instance, Adobe Acrobat conveniently of-
fers OCR technology as part of the software for creating PDFs. Microsoft Office, which 
is a set of several helpful office programs, offers OCR technology, too. You may want to 
purchase software specifically for converting text in this manner anyway, and you’ll need 
specialized software if you want to attempt converting handwriting or unusual fonts, as 
these are beyond the capabilities of typical OCR software. However, before you do pur-
chase OCR software, find out if you already have OCR software or if you will obtain it 
through another program that you’d like to purchase. You could save some money this 
way if you don’t need to convert unusual text.

 Audio/Video

Digitizing an audio or video collection is a little more complicated and a bit less straight-
forward than digitizing text or images. If you have an audio or video collection, then there 
are a number of ways to go about digitizing the collection and storing a digital copy, so 
there’s a challenge in deciding how you want to do it.

If you collection is on CD, DVD, or Blu-ray, then, of course, all you need to do is to 
“rip” the data from the physical object onto a computer hard drive, then store it in your 
desired method of data storage. If the data is on a tape or record or is on film, then you 
have a more challenging task.
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Audio

Some types of audio recordings are so old that you’re better off leaving it to a profes-
sional to get a digital copy for two reasons: first, older recordings are going to be more 
fragile and delicate, and a professional will be able to handle the recording appropriately 
(E-MELD, 2006). Old wax cylinders and early records would be examples of this kind of 
a situation. Second, you must have a device that is capable of playing back the recording 
in order to digitize it. This means specialty equipment, which may be difficult or next to 
impossible to find.

More recent recording methods, like cassette tapes and records, are probably within 
your capabilities of capturing digitally. The general method of getting the audio data for 
both of these types of recordings is basically the same.

Hardware

Digitizing audio materials has become quite prevalent, which is beneficial to you, as you 
have some options for how you can go about such a project. Rising popularity for vinyl 
records in particular has led to a variety of options for consumers who wish to connect 
their record players to different types of audio equipment, including computers.

Digitizing cassettes is a fairly straightforward process, and you can get adequate re-
sults using an ordinary cassette player. The player must have an output port of some type 
(a normal 3.5mm headphone port or an RCA port with the white and red connectors). 
You can then purchase a device that will convert the audio to digital information on the 
computer by connecting from one of the player’s ports to the computer’s USB port (Nield, 
2019). Remember, audio on a cassette tape is analog (continuous) in nature, and needs 
to be broken up onto bits of data for processing on a computer (digital). The device you 
select will do this for you.

While an ordinary player will work, it should be noted that you will get better results 
with a high-quality player or with a device specifically designed to convert cassette tapes 
to digital files. It’s important to get a device that will play back the recording as faithfully 
as possible. In the case of a cassette tape, you’ll need to know if the tape was recorded in 
mono or stereo (monophonic or stereophonic); more information on what exactly this 
means is in chapter 5. You’ll get the best results by using a stereo deck with stereo tapes 
and a mono deck with mono tapes. You’ll also need to know at what recording speed the 
tape was recorded; most tapes were created with the same recording speed, but some were 
recorded at a lower speed and will require a player that can compensate.

If you don’t have experience with records, you may not know that both the records and their 
player require cleaning, as dust can accumulate on the record and the player’s stylus. There are 
specialty brushes available for cleaning records and equipment, as well as cleaning solutions 
designed for records (some common cleaning chemicals will damage a record). Cleaning can 
improve sound quality (Schiff, 2019). Cassette tapes are somewhat self-cleaning; there is a little 
piece of felt in the cassette that clears dust. Players can be cleaned with a specialty cleaning cas-
sette, which is shaped like an audio cassette but is intended for cleaning the player.

For records, there are a variety of options for turntables that have ports that can be con-
nected to a computer. The simplest of these is a USB port, as cords intended to connect 
one device with a USB port to another are very common. Otherwise, you’ll need a cable 
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that can connect from the player’s output to the computer’s audio input (a microphone 
port) (Hanson, 2019).

It may also be desirable to get something known as a preamp (also known as a phono 
stage) if one is not built into the player itself. This is a device that improves the audio 
signal from the record player for another electronic device; in this case, a computer. It 
may be desirable to get one even if a player does have a built-in preamp, as a good-quality 
preamp can improve the sound quality and fidelity to the original.

Like tapes, record recordings are analog in nature, and thus their data will need to be 
converted into digital signals. An analog-to-digital converter is a device that can assist 
with this. For records, one may be built into the player or the preamp, but it can also be 
purchased separately if needed (or if a higher quality is desired than what the built-in 
one offers).

Other hardware items that you will need in order to acquire a good sound recording 
are speakers and/or headphones. You need to be able to listen to your recording to see if 
the quality is good, and this is especially important if you need to make any adjustments 
for volume or clarity. Either will work, but headphones are a better choice; you can listen 
more closely to the sound with headphones and you won’t bother others in the archive as 
you test the recording. The quality of the speakers and headphones is very important to 
determining the quality of the recording.

Software

While the hardware is an important component, you must have software to capture the 
sound as well as to process it afterward, just as you had photo-editing software for an im-
age. If your computer has a microphone port, it most likely already comes with software 
that will capture audio, but you may want something more sophisticated so that you can 
capture the optimal sampling rate and speed.

Recording from cassette tapes and records will involve playing the entire tape or record from 
beginning to end; it cannot be done more rapidly than the play speed, as is possible with a CD.

As with photo-editing software, you probably won’t need software that does a lot to 
change the recording unless you are attempting to restore a damaged recording or are 
making sound enhancement part of your project. You’ll need to be able to control the 
sampling rate, recording speed, and bit depth, and you’ll need to be able to make some 
basic changes, such as adjusting the volume on the recording and dividing your recording 
into individual tracks; for example, a cassette tape plays continuously from the start of one 
side to the end, even though there might be several different parts (like different songs). 
You’ll likely want to divide your recording into these logical breaks in order to improve 
searchability and to make it easy to find exactly what your patrons are looking for. In 
addition, you’ll need to know if the software allows you to add metadata to help your pa-
trons find your audio files; software that allows for metadata is more helpful than software 
that does not. Metadata allows you to attach extra information to a file, such as creators, 
dates, and search terms. (Metadata and its importance will be covered in more detail in 
chapter 13.) You have quite a few options and some of them are free—for instance, Au-
dacity is a free software program that will fulfill the basic requirements. Plenty of software 
is available that is capable of more sophisticated audio capture and editing, as well.
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Video

Like audio capture, digitizing video is essentially going to involve playing what is on the 
video and capturing it digitally by recording what plays. Again, as with digitizing audio, 
it’s probably better to go to a professional for very old or very delicate recordings. Dig-
itizing video can be more complex than audio, since you are attempting to capture both 
images and sound at the same time.

Hardware

For a video that requires a reel-to-reel projector, like Regular 8 or Super 8 film, you have 
two options. The first is to use a device that will convert film to a digital format, essentially 
scanning each frame and rendering it digitally. This type of equipment is quite expen-
sive, but potentially worthwhile if you have a lot of reel-to-reel film to digitize (Murphy, 
2018). Note that there are a few different sizes and types of film, so it’s important to be 
sure that the equipment can handle the size you have.

The possibly cheaper, but more complicated, option is to play the video using a 
projector, then capture it using the digital video camera. In this case, the quality of the 
camera is extremely important. You’ll also need a screen or a surface to project the image 
onto, as well as something to set the camera onto and hold it steady, directly parallel to 
the projection (Herrman, 2012). The concept behind this is rather like using a camera to 
capture an image when digitizing photos, paintings, or delicate materials.

The audio in such a situation can be captured either directly from the speakers, which is 
not the ideal situation, or from the speaker’s line output, which is more optimal (Herrman, 
2012). As with digitizing audio, you’ll need to connect the speakers to a microphone port in 
your video camera. It should be noted that a specialized converter may not capture sound, 
and so any sound would need to be captured separately—again, via speakers or the output. 

Capturing audio and video, especially in older formats, tends to be more complicated 
than digitizing other materials, and if you have old reels of film to digitize, this is another 
situation in which you may just want to outsource the project.

If you are digitizing VHS tapes, then things become much less complicated. As with 
audio cassettes, you can digitize a VHS tape using a normal VHS player and a device that 
will connect the player to a computer and convert the data from tape output to a file that 
the computer can process. Again, like cassette tapes, there are likely two different options 
for ports on the player: an S-Video port or RGA ports (a yellow one for video output, and 
one red and one white one for audio) (Nield, 2019). Note that other, similar formats, such 
as the Betamax, can potentially be converted in a similar way (Murphy, 2018).

Software

If you purchase a device to convert video to a digital format, it will most likely come with 
appropriate software. However, it may or may not have any editing features. As with au-
dio recordings, you probably don’t need very many features. You will likely want to be able 
to adjust colors or volume, divide a capture into shorter tracks, and add metadata (which 
will be covered in more detail in the following chapter). You may also need something 
that can help with audio synchronization if you needed to capture the audio and video 
separately. In addition, you may need the software to be able to create a certain file type, 
depending upon what files you decide to use for your archive.
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 Key Points

• A digitizing project requires equipment, and you may wish to outsource part or all 
of your project to a vendor, who will be able to use the optimal equipment available 
to digitize your materials.

• Some of the equipment needed for a successful project includes digital cameras, 
scanners, video cameras, music players, and film projectors and players.

• A digitizing project requires software. Some equipment comes with the appropri-
ate software, and most computers have some software that you can use, but may 
not be ideal or of a high-enough quality for your project.

• Most archiving projects do not require software that is capable of a lot of editing, 
since the goal is typically to capture an item as is, not to change it—but quality is 
still important.

After creating a digital version of an item, the next step is to make it accessible. In the 
following chapter, you will learn about metadata and how it pertains to digital materials 
specifically, and you will learn some basic information regarding patron access of your 
digital collection.
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Metadata and  
Accessing Information

IN THIS CHAPTER

 P What is metadata? How is metadata for digital items unique?

 P What are the general types of metadata?

 P What are metadata schemas? How are they useful?

 P What are the considerations to make regarding patron access to a digital col-
lection?

If you have a collection of any kind, one of the main obstacles that must be overcome is 
the problem of finding what exactly it is that you’re looking for within the collection. If 
you need information about agriculture in medieval Scotland, how do you know which 

book might have it, and where it is?
It’s a problem that has been addressed in a variety of ways over time, from nearly the 

beginning of writing itself. There is a Sumerian clay tablet approximately 4000 years old 
that is essentially a record of a collection of works of ancient writings. Even the scrolls in 
the library of Alexandria were labeled with tags indicating the title, author, and subject of 
their contents (Library of Congress, 2017). One of the more recent solutions is the card 
catalog. Card catalogs were very prevalent before computers came into common use; you 
may have used one, or possibly still use one or know of a library or archive that still does.

A card catalog can tell you a lot of useful things. If you’ve never used one, a card cat-
alog is essentially a set of small cards with information written on them. Each item in the 
library will appear on at least one card. For instance, if you’re looking for a book by Mark 
Twain, you can browse through the cards for the name “Twain” to find books written by 
Mark Twain. If you knew the name of a book instead, you could search for the title card 
for that book, which would indicate the author’s name on the card.
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There were a variety of useful ways to search for items, with author, topic, title, and 
publication year being common. Again, before the rise of computers in everyday life, this 
was convenient and is still a good system (although not as good as a digital catalog).

Most libraries now have a digital equivalent of the card catalog. Instead of browsing 
through cards, you can just type keywords into a search window and the computer will 
retrieve matches for your search. Just as with the old card catalog, you can typically refine 
your search by author, topic, title, and so on. This information is metadata.

One of the important steps in developing a digital collection is to make it possible 
for your patrons to find the items that exist in that collection. This is where metadata can 
be important. Metadata is essentially extra information about a file and what it contains. 
Adding metadata to a file will not only help your patrons, but will also help you when 
you try to locate items or evaluate your collection.

 Metadata

So, what is metadata? It’s sometimes a tough concept to get your mind around, because 
the common way to explain it is that it’s data about data. But what does that mean?

As you learned in chapter 2, a file on a computer is simply a mass of electrical im-
pulses that can be interpreted as ones and zeroes. The computer itself doesn’t know what 
these are; it’s up to a human to make sense of the information.

That’s where metadata comes in. Metadata can be information such as whether a file 
is a music file or whether it’s an image, how many pages it contains or how large it is in 
the case of a book with a physical format, or who created the item, such as an author or 
an artist. All of this provides information about the item that is useful to the user.

Your files will contain some metadata upon their creation. Your computer will be able 
to detect a few things about the file, such as how large it is, how old it is, and the file 
extension, which indicates which programs are appropriate to open the file.

Metadata in Everyday Use

People who use the World Wide Web often use metadata without even realizing it. For 
example, suppose that you have an account with a website like Instagram, which allows its 
users to share and store images. You load an image to your account of an adorable brown 
and white beagle puppy chasing a tennis ball. The site may then prompt you to use tags, 
or words that accurately describe the image for users who might also want to see the 
image. You decide to oblige (you don’t have to add tags in most sites like this) and you 
type “puppy” (the subject), “beagle” (the breed), “brown, white” (the colors), “tennis ball” 
(an object in the picture), “chasing” (what’s happening), and “adorable” (an opinion, but in 
this case still a helpful descriptor). Now, if another user comes along and decides to do a 
search on this site and types “adorable brown puppy” into the search box, your photo will 
be one of the ones that show up because you used those words as tags. That is, you have 
told the search engine that you are looking for photos of an adorable brown puppy using 
your search terms, and those terms match the tags you added for the photo.

This puppy photo, for a computer, is just a series of information regarding the colors 
of pixels to display. Detecting a subject in an image is a complicated task for a computer, 
and your tags are a type of metadata that helps human users find the photo by describing 
it in a meaningful way.
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The technology for identifying objects in photos is improving rapidly. “Object detection” refers to 
the concept of software programs determining what items are in a photo. Some programs can 
also create suggested tags for a photo. This type of software will likely become more prevalent 
and accurate in the future, and can potentially be useful for a digital collection, either for more 
accurately describing subjects or for more quickly adding relevant metadata.

On the social media site Twitter, people can communicate with others using short mes-
sages known as tweets. People using this site use words known as hashtags, which are 
words or series of words preceded by a # symbol, to describe what their tweets are about 
or who their tweets are designed to communicate with. This can create “trending topics” 
when many people use the same hashtag descriptor. This can actually be very relevant, 
as it might help get information out to many people regarding something like a natural 
disaster, as the unique hashtag used for the tweets will make it easy to look for up-to-date 
news from people using the Twitter service. For example, there is a #wildfire hashtag used 
to help spread information about wildfires, such as the devastating California Camp Fire. 

Sometimes people use the hashtag for humorous intent, too—for instance, they 
might describe a situation in which they made a social blunder and use a hashtag like 
“#awkward.” Though not exactly used in an efficient or professional manner, these 
hashtags provide useful metadata and can assist users of the site. These hashtags are 
metadata that describes the general contents of a message, helping users find desired and 
relevant information.

Why Is Metadata Necessary?

When you search for information using a search engine, what essentially is happening is 
that the terms you use are matched to keywords from the search engine program. Your 
main purpose with adding metadata to your digital information is to make it possible 
(and hopefully simple) to interpret what is in your collection as well as to make it pos-
sible to locate relevant items. Without metadata, you’ll have a lot of files, but you won’t 
necessarily be able to do anything useful with them.

Computers are becoming more and more sophisticated and can potentially add 
meaningful metadata to files without human help, too, but this technology is not perfect 
and humans can make it much easier for computers to describe files in a meaningful 
way. In addition, search engine technology is improving all the time. For example, online 
search engines are starting to be able to predict what sites might interest you or what 
sites might be able to answer a question based on your search terms and even the order 
in which you type them.

Metadata in Libraries

Cataloging and adding metadata are overlapping concepts. Creating a catalog entry 
creates a type of metadata, and it’s basically all you need to do with tangible items in a 
collection, such as books or CDs. The catalog entry will have all of the information that 
you need about the item. However, digital items can be a little more complex.

Traditional metadata is separate from the item it describes. Again, think of an 
old-fashioned card catalog in which the information about the books and other items in 
your collection is written on cards. You wouldn’t keep cards with the books they describe; 
that wouldn’t make sense, as you are using the cards to find the books in the first place.
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Although keeping cards with the item makes no sense for tangible items, it can work 
just fine for digital ones. It’s possible for computers to attach data to an item but have 
it remain “invisible,” just as the tags in the earlier example of the photo of a puppy are. 
The tags aren’t written over the image, labeling it “a picture of a puppy,” they’re simply 
attached to or part of the file so that a computer knows that it’s relevant information to 
anyone searching with the keyword “puppy.”

As an example, many people who create web pages add metadata content to the 
web page. It serves no purpose whatsoever to the usability of the web page and does not 
change the layout in the slightest, but it adds information that search engines can use to 
decide if the web page is relevant to a person’s search. For example, suppose that a person 
named Robert Smith discovered an amazing way to make pancakes and wanted to share 
it with the world, so he created a web page to show how to make his pancakes. To make 
his web page easier for people to find, Robert Smith adds metadata using the following 
HTML code:

<meta name=“description” content=“Amazing Pancakes”>
<meta name=“keywords” content=“pancakes, breakfast food”>
<meta name=“author” content=“Robert Smith”>

This code helps the search engine determine whether this site is relevant to a person when 
they conduct a search online. Although it’s meant for a computer to read, you don’t have 
to be an expert in HTML code to get the idea of what this means. The “description” here 
indicates to the search engines that the page is about amazing pancakes. The “keywords,” 
pancakes and breakfast food, are helpful, too, and might match keywords that a person 
types into a search engine. The “author” code says that the author of the page is Robert 
Smith. Again, this is all invisible to the user unless they look at the page source; instruc-
tions on how you can do this if you’re curious are given in chapter 4.

Metadata for Digital Items

Along with metadata that you add yourself, sometimes software adds its own metadata 
to a file without instruction from the user. Many digital cameras will automatically add 
metadata, unbeknownst to you, to whatever photos you take. This can include information 
such as the camera model, when the image was taken, or even where the image was taken 
(many smartphones have GPS capabilities that can add this type of data to an image). 
Digital video can record much of the same type of information—again, invisibly. To make 
things simpler, many computer programs will add at least some relevant metadata to a 
digital item.

It is possible for metadata to present privacy concerns, especially automatically generated meta-
data, as users often don’t realize it’s being created. For instance, a smartphone that takes digital 
photos might add the time the photo was created and where it was taken. This might be prob-
lematic; if a person takes an image inside their house and posts it online, for instance, this could 
reveal the location of their home and/or personally identify the person who took the picture. On 
occasion, it is possible and potentially desirable to remove metadata.

But in many instances, you’ll need to add the meaningful information yourself. This can 
be a daunting task, especially if what you have in mind is a large project. How can you 
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decide what the meaningful subjects of a photo are? How can you determine what the 
best keywords of a book should be? What if you don’t have much information about the 
item at all?

There are some shortcuts that you can take regarding digital materials that are im-
possible to use with tangible ones. For example, say you had a PDF created from scans 
of a book of recipes. If the text is searchable, users can search for specific words and find 
the location of recipes in the book (enabling computers to search for text on an image of 
text was discussed in chapter 4). There are software programs that can help you determine 
what some good keywords are for an item.

It’s possible to automatically generate metadata from a wide variety of file types, including audio 
and video. For instance, a software program can detect words from spoken audio and transcribe 
it, making it possible to search for an audio clip based specifically on what was said in the clip 
rather than relying on keywords to describe the clip (NISO, 2017).

Using and creating metadata does not have to be difficult. Remember, while there is a lot 
of useful information you can attach to a data item, your main goals should be making it 
possible to search for relevant data and to organize your collection in a meaningful way. If 
your time and resources were very limited, you could simply add some relevant keywords 
to the file name or use a highly descriptive title. For example, if you had a photo on your 
computer of an elm tree that was hit by lightning in the summer of 1937, taken by a 
person whose last name was Smith, you could name it “photograph elm tree lightning 
strike summer 1937 Smith.jpg,” and it would come up if you did a search on your com-
puter for any of those words in the name, such as photograph, elm tree, lightning, and so 
on. Computers can pick out individual words from a file name, and while typing in “elm” 
would bring up every other image of an elm tree on your computer, it’s an easy way to get 
your collection organized and useful to users.

Some photo-editing software allows you to add metadata to photographs. Photo-
shop, a program discussed in previous chapters, is one of them, but there are others. 
When you add metadata to a photograph, your image will become more searchable. For 
example, in the above scenario, in which you use the file name to make the image more 
meaningful, you’re limited by what you can put into the file name. Computers don’t like 
it when file names get too long, and early computer files were very limited on the allowed 
number of characters, which would make this particular method difficult or confusing. If 
you can add metadata to a photo, then the name of the file becomes less important. You 
could add all the same information—that the image is a tree hit by lightning in 1937 
and the photographer was Smith—but have a shorter file name, such as “image37.jpg.” 
Searching for the keywords in the associated metadata on your computer will still bring 
up the image that you wanted, regardless of the file name. This can help you name your 
files more efficiently, as the actual name of the file will be less important.

When using photo-editing software in this manner, it’s better if the metadata is 
embedded into the photo—that is, it’s permanently attached to the image file. If software 
merely associates metadata, then the file for the metadata and the item are two separate 
files, and you may be unable to access the metadata with programs other than the one you 
used in the first place. The program that you used will merely associate certain metadata 
with a file name (Ashenfelder, 2013).

Usually, using more descriptors is better. You can have metadata that helps your ar-
chive in particular, rather than your patrons, like letting you know if something is part 
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of a series, if an item has been damaged, if an item has only been partially digitized, and 
so on. You may want a more in-depth method of describing your data than simply a de-
scriptive file name, in which case, you’ll be interested in some of the metadata schemas 
that are in use today.

 Metadata Types

There are many ways to categorize metadata, and some people break down metadata 
into many different types. Though it’s not a formal way of dividing things, an easy way 
to think about metadata is to break it into three categories: descriptive, structural, and 
administrative (NISO, 2017).

Descriptive metadata. This is the easiest type to understand. This is anything that 
simply describes the item that you’ve archived for the purpose of making it easy to find. 
Things like titles, authors or artists, and keywords are all types of descriptive metadata.

Structural metadata. This describes the structure of the item or how it’s put together. 
For example, it could describe the order of pages or chapters in a book. It could also note 
what versions are available (both a JPEG and a PNG, for instance) or things like scan 
resolutions (Taylor, 2004). If it describes what the file is and how it can be displayed, it’s 
probably structural metadata.

Administrative metadata. This is typically information that’s really only useful to 
your archive. This can include information about when your file was created, who is al-
lowed to access the file, and other information along those lines. For you, it might also 
include information about how to preserve the item for archival purposes. If it’s useful 
information, but it doesn’t describe the item and doesn’t help with defining how the item 
goes together, generally, it’s administrative metadata.

It’s up to you to decide what information is or is not relevant and how much data 
you want to include. For instance, you might have a collection of photos that go together, 
but only want to create one catalog entry or describe them as a set, not as each individual 
photograph. You could include the dimensions or even the weight of a book that you 
want to digitize, or omit that information. You do require a balance with metadata—the 
more information you have, the better, but the more information you have, the more 
time-consuming it will be to enter all that metadata and to describe the item you are 
attempting to save. Whatever you do, be consistent. If you want to include dimensions 
for one book, you should really do that for all your books. The importance of consistency 
in your project will be further discussed later in this book.

 Metadata Schemas

There is no reason whatsoever that you can’t use your own system for organizing your 
data. If you have a small archive, are limited on funds and the available software and re-
sources, or have an unusual collection, then you might even benefit from coming up with 
your own system tailored to your needs.

If you want to be able to communicate with and share your data with other archives 
or libraries, though, then you’re probably better off using an already-established metadata 
schema (or at least being aware of the different options available today). A metadata 
schema is basically a method of organizing and describing an item in a consistent man-
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ner. Sometimes a schema will be designed to describe something specific (images, for 
example). Consistency is important for making metadata easy to use and compatible 
with software, and so things like format and vocabulary may be controlled as part of a 
metadata schema.

Using an already-established metadata schema can make it easier to search for and 
process your metadata, too, since you can purchase software from a vendor that is de-
signed to work with the standard you choose to organize and search for your information. 
For example, there is software that offers templates with fields that the user can simply 
type relevant information into, and then the software will generate the formatted meta-
data for you.

If your archive already uses a particular metadata schema but you’d like to try a different one or if 
you are collaborating with another library or archive that uses a different metadata schema from 
the one you want to use, it is possible to convert metadata from one format to another. A table 
that helps identify equivalent fields (e.g., the author field) in two different formats is known as 
a “schema crosswalk.” Converting metadata can have a variety of problems, however, such as 
fields in the original format with no equivalent in the new format.

There are many metadata schemas that are aimed at a variety of items that you might 
want to describe. For example, there are metadata schemas designed specifically for 
government documents. It would require an entire book to explore all of your different 
options, and so this chapter will only discuss a few common ones.

MARC

MARC stands for MAchine-Readable Cataloging (not a perfect acronym, but easier 
to say than MRC). This kind of cataloging has been around since the 1960s. It was re-
markable at the time of its invention because it didn’t require a standardized field length 
(Taylor, 2004). To understand the problem of using a standardized field length, imagine 
that you wanted to use a cataloging program to enter the title of a book. The software 
programmer decided that you’d only need forty spaces, or room for forty characters, at 
the most. But your book has a very long title with a subtitle, and you need more space 
than this. You’ll have to decide what to do, and to compromise on accuracy. Or, suppose 
that you have a book with a very short title. All of the extra room for characters could be 
considered wasted space.

But why would a programmer set things up that way? If a computer “knows” that 
there are only going to be forty characters for the title, then it can process the data you 
submit and know that, after 40 characters (even if those spaces are blank), it’s reached the 
end of the title and that the next set of data is new information, such as the author or the 
publisher. It knows what data is what by where it is in a series of binary ones and zeroes.

The things you might want to catalog are not so tidy, though. You might want to 
catalog a photograph, not a book. A book might be part of a series. You might want to 
make all kinds of notations or enter a variety of data about an item. If you have a series 
of standard fields, or areas in a form that can be filled out but have a limited amount of 
space, then you’re limited in what useful information you can add about an item. A more 
flexible system is better, which is why the MARC system was remarkable at the time of 
its invention.
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With MARC records, you can add data that signals to a computer what the infor-
mation is. You use sets of numbers and characters that can signal to the computer “this 
is the author” and everything that comes after that set of symbols is then interpreted as 
the author of the book. In this instance, a MARC record could look like this: “100 Mark 
Twain.” The “100” part signals to the computer that this is the author, and the author 
is Mark Twain. The specialized series of numbers or characters signals to the computer 
that a new field has started; for instance, after “100 Mark Twain,” it might read “245 The 
Adventures of Huckleberry Finn,” and the “245” part signals that this is no longer the 
author. this is the title of the book. You can do this for the publisher, the call number, 
even the retail price of the item (Library of Congress, 2009). These number indicators are 
known as tags, just like the “tags” for social media discussed earlier in this chapter. There 
are many options with MARC records, and this is good because, as discussed earlier, more 
information is better toward helping your patrons find what they need.

There are several variations on the MARC system. Librarians in the United States 
typically use the MARC 21 standard, which is essentially an agreement between librari-
ans in the United States, Canada, and Great Britain to use the same method of catalog-
ing. Previously, each country used its own version of MARC records.

MARC has some advantages: It’s well established, which can be a good thing. Many 
libraries use the format, and so there are many items already cataloged with this format. 
This can help you if you want to communicate easily with other facilities, and can poten-
tially save you time and money if someone else has already created a MARC record for 
an item that you want to archive and digitize.

There are some drawbacks, though. It’s not intuitive. The MARC standard was 
designed at a point in time when computers were huge and slow. A modern cellphone 
can do more than one of the computers in use at the time of design of MARC records. 
MARC records are very easy for computers to handle and process. Computers like things 
such as using a short set of numbers or unique characters to label information. People, not 
so much. Humans like words. For a human, staring at a MARC record doesn’t immedi-
ately make sense. MARC records also don’t lend themselves well to some things that a 
modern archivist might want as part of the metadata for an item, such as a book’s table 
of contents, thumbnails of images, or pictures of book jackets (Tennant, 2002).

Since computers today are much more capable of accommodating human prefer-
ences, such as a words and pictures, some librarians look to other methods of encoding 
metadata. MARC records were generally designed to describe things like books. Exten-
sible Markup Language is more flexible in many ways and can potentially include more 
information, which is good for a digital collection that may include some unusual items 
that need to be described in a way tailored specifically to the item.

PREMIS

PREMIS, which stands for PREservation Metadata: Implementation Strategies, is one 
of the major standards specifically for digital archiving (it is not the only standard avail-
able for this). This is an XML-based metadata schema. XML, or Extensible Markup 
Language, was described in chapter 4, but to review a little, XML is a system of tags that 
are used to describe the content and sometimes structure of a digital file. As a simple 
example, the tags <author>Mark Twain</author> would indicate that the author of the 
file associated with the XML document is Mark Twain.
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You may notice that this doesn’t seem a lot different from the MARC method of 
indicating an author, but MARC uses a number instead. In both instances, a computer 
program could search through the metadata and look for the indication of “author” (for 
MARC, the number 100; and for XML, the tags <author> and </author>). There are a 
variety of ways in which XML differs, however.

You know that MARC fields have standardized lengths. XML fields do not. The 
<item></item> tag system is how a computer “knows” when a field has started and ended. 
The first tag indicates the start of a field, and the same tag, but with the forward slash 
symbol at the beginning, is the indication that a field has ended. This is a very flexible 
system in comparison to the MARC system.

For the current standard, MARC 21, the field numbers always indicate the same 
values. Number 100 is always the author, number 245 is always the title. XML-based 
schemas are much more flexible. You could potentially come up with any kind of tag to 
indicate any type of information, so long as how you use the tags is consistent and the 
software you use is programmed to look for the tags you used in a way that is useful and 
meaningful. That is, if you did use the tags <author>Author Name</author> to indicate 
that the name between the tags is the author’s name, then you could use software that will 
retrieve the author’s name correctly when you search for items in your collection.

XML schemas can include a very wide variety of information, however. It’s possible 
to include general information about the item, such as titles, authors, and copyright dates; 
information about how the item should be formatted and displayed to the user; and in-
formation about how the item relates to other items (the item could be part of a set or a 
series, for example).

So, PREMIS is an XML-based system of metadata in which the creator of the 
schema, the Library of Congress, for the specific purpose of creating metadata for digi-
tal archiving, defined what tags would be used, how they would be used, and what they 
would mean. PREMIS allows for some metadata that is unique and very relevant to 
digital files. For example, there are tags that are used to indicate rights (copyright will 
be explained in more detail in the following chapter). There are also tags that are used to 
provide information about how the file can be used—that is, how a file can be opened or 
a program can be run, and so forth (PREMIS Editorial Committee, 2015).

It should be emphasized that there are many XML-based metadata schemas that are 
all different, but once you understand one, understanding the others will become easier, 
as they all work in the same basic way.

Dublin Core

The Dublin Core Metadata Element Set started at a workshop held in Dublin, Ohio. The 
metadata schema that arose from this workshop is simply known as Dublin Core. This 
particular method of adding metadata has only 15 different categories of information 
for an item, but is designed to be flexible and to be able to describe a variety of different 
items. The original object of this particular schema was to address the problem of adding 
metadata to and cataloging web pages.

The people who created Dublin Core recognized that the number of web pages is 
growing at an enormous rate, and if anyone wants to store information about these pages 
or study them in a meaningful way, they require metadata that will help with this process. 
As discussed earlier in the chapter, there are already ways for web authors to add data 

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



1 8 0   ▲   C H A P T E R  1 3

to their web pages with the purpose of making their pages easier to locate with search 
engines. Dublin Core may therefore seem like a redundant concept, but it’s really not. 

Because the number of web pages greatly exceeds the number of catalogers who can 
handle all of them, Dublin Core was created for the purpose of attempting to get the cre-
ators of web pages to catalog their own web pages, removing all the work from librarians. 
Dublin Core is therefore very simple and easy to follow, because the people for whom 
its use was intended aren’t catalogers and don’t have the time to create a comprehensive 
catalog entry, since this isn’t what they are paid to do. There are 15 elements in the Dublin 
Core schema, most of which are self-explanatory, such as “Title,” “Creator,” “Subject,” and 
“Publisher.”

Dublin Core is simple, and that can be a good thing. It’s also capable of describing 
more than just web pages, so if you decide that Dublin Core is a good choice for your 
archive, you can use it to add metadata or catalog a variety of items. It can also be made 
more complex; qualifiers are used with the main elements to refine them or make them 
more specific. The basic version is unqualified Dublin Core, and the more complex 
version is qualified Dublin Core (referring to the qualifiers, not who is able to use this 
particular schema).

If you’re working with a small staff or staff that doesn’t include many (or any) cata-
logers, or you’re relying on student workers, Dublin Core’s simplicity and the fact that it 
aims for general users could be an additional bonus to you. Even if you aren’t interested 
in this schema, knowing what it is can help you if you want to store web pages as part of 
your archive.

 Other Considerations with Digital Metadata

As you know, digital materials are vulnerable to obsolescence, with either the file format 
or the software or equipment required to read the file becoming impossible to locate. 
Metadata can help you protect your digital items.

This is another advantage to keeping the metadata with the item—no matter what 
happens to your card catalog, physical or digital, the data you need is safe with the item, 
as part of the same file as the item. You can keep adding metadata over time if needed, 
as well.

But why would you need to do this? Suppose that you are working with two other 
archives to digitize books, and you have an entry for a 100-year-old book on botany with 
many illustrations. Suppose that it’s many years from now and your equipment has im-
proved, so you’d like to recapture some of the illustrations. But you’re working with two 
other archives. Where is the original, physical item? You’re collaborating, so who owned 
the book you digitized? You can, of course, go through the records of your collections, 
but this will take time. For something like a book, what do you do if there are multiple 
copies of the item among the three archives? Logically, you would have digitized the best 
copy, but who held it? What if the clearest copy had missing pages, so you digitized two 
different books to get a whole copy? How will you remember?

If you added metadata about when and how the digital item was created and who 
made it, then this isn’t a problem. The metadata for the item can indicate who made the 
scans and, therefore, who holds the book in their collection and possibly even where it is. 
If you needed two or more copies to get a good digital copy, you can leave some notes for 
yourself with the digitized item. If, for instance, someone working on the project moves to 
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a different archive, whoever takes over will have invaluable information with the collec-
tion and won’t struggle to continue the project.

You can add all kinds of useful information to born-digital collections, too. For exam-
ple, suppose that you want to archive a kind of software. Software becomes obsolete over 
time for many reasons, one of which is that the software is no longer compatible with a 
new computer operating system. You can indicate to future users which operating system 
it was most compatible with—which will help them determine how they can make the 
software run, if desired.

As you know, file formats can become obsolete, as well. Imagine that someone created 
a better format for images—say, that it had all the benefits of a TIFF but took up even 
less space digitally. All the new software companies want to use this new file format in-
stead of the old clunky TIFF. The TIFFs you have are in danger of becoming obsolete, so 
you want to save them in this new file format. If you used metadata to indicate that your 
TIFFs are, in fact, TIFFs and perhaps which program or programs you used to create 
them, you can start locating those files and either converting them or making notes in 
their metadata that they require conversion. Knowing which programs you used can help 
you determine how you can view the TIFFs again or help you start to determine the most 
efficient way to convert your files.

You could also use metadata to indicate that a file is not optimal. For example, sup-
pose that you had an image of a mayor that you think is important for local history. This 
photo, though, has a big crease down the middle. You’d really like a better copy, but it’s 
the only one your archive has. Someone from the community might have a better copy, if 
you ever locate one. You can also indicate that your copy is not optimal in the metadata, 
as a note to yourself or others in the future.

Metadata helps your patrons locate relevant items. As part of the process of creating 
a digital archive, you need to decide how your patrons will access your items and how 
much they will be allowed to do with your digital materials once they have located their 
desired items. You have many options and many possible levels of access for your patrons.

 Accessing Digital Materials

Once you’ve created and catalogued your digital materials, you need to think about how 
you want your data to be accessed and who you want to be able to access your data. You’ll 
need to consider this even further if you happen to be archiving anything that shouldn’t 
be accessible to the general public, information that is sensitive in any way, or data that 
you are simply archiving for the sake of archiving and are not legally capable of making 
accessible to the public (situations in which this might happen will be discussed in the 
following chapter).

Information that is available via the Internet is always less secure than information 
that is not available online. No matter how much security you use or how many prom-
ises a cloud computing company makes, data that is accessible through a network is 
always less secure than information that is not. If you have sensitive information that 
is particularly desirable and valuable, hackers will attempt to access it. Even if you don’t 
have sensitive information, hackers occasionally will hack systems solely to see if it can 
be done or for their own amusement. While an archive isn’t a particularly brag-worthy 
target in this respect, it’s always best to be prepared. If your archive is part of a university, 
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for instance, your local bored computer science majors may see even your databases as 
worthwhile targets.

While Hollywood may portray hackers as reclusive geniuses with programming powers bor-
dering on the supernatural, this is not reality. While there are certainly computer geniuses, it is 
much, much more common for hackers to access data simply by tricking someone into giving them 
usernames, passwords, and so on. This tactic is commonly referred to as “phishing,” pronounced 
the same way as “fishing.” Tricking a user into downloading malware or spyware is another 
common tactic. Inadequate security software or inappropriately configured software or databases 
are also ways for someone to access data that they should not have. If you have data that needs 
to be protected, be sure that anyone working at the archive is up-to-date on the latest phishing 
tricks and knows how to identify manipulative e-mails and malware.

If you do have information that is sensitive, the best thing to do is to store it off-line. You 
would archive the item storing your data as an object, keeping it away from a computer, 
or a reader in the case of magnetic tape. If there is no online access, then there is no way 
for someone to access your data remotely.

If you’d like patrons to be able to access your data but only want them to be able 
to do it locally—that is, only when they are within your building—then you could load 
your data onto a computer that is not connected to a network. This would involve saving 
it on a computer’s hard drive. While it’s possible for the data to be copied via items like 
CDs or flash drives, you can take steps against this, too, such as physically blocking or 
removing ports and CD drives if you don’t want patrons to be able to take the data with 
them, or limiting access to relevant folders or programs on the computer. You could also 
have a local network, or a series of computers that are only connected to one another and 
not the Internet, which is similar but allows for patrons to access your data from several 
computers.

You may not have any security issues and want the general public to be able to freely 
access your collection, as well. In this case, you’ll likely want to load the data to a server 
computer that can be connected to the Internet, or load it to a web-hosting service. This 
will involve creating a website for your archive, which you likely already have.

You may also want only authorized users to access your data—for example, your ar-
chive is part of a larger library system, and you only want registered patrons of the library 
to access the data. This is also possible, but is a little more complex to set up. It is, of 
course, definitely possible to do (otherwise, it would be impossible to have security on the 
Internet for things like making purchases from online shops, and it would be possible for 
anyone to access your e-mail), and may be a feature of a cloud computing service should 
you decide to use one. Cloud computing services were described in detail in chapter 11.

Another thing you should keep in mind is what you want to do if you want patrons 
to have access to your data, but only as a physical object. For example, suppose that you 
have a collection of audio interviews and decided that it was best to put it on an external 
solid-state drive. A patron could request to use the drive, treating the data item more like 
you would a tangible item in your library. However, solid-state drives are easily altered. 
The patron could erase your data or write in their own, whether accidentally or mali-
ciously.

It’s possible to make files “read-only,” which means that the file cannot be altered. 
The file can be deleted, however, or moved to different folders and copied, so this isn’t a 
perfect solution to the problem. You can change the permissions on files, which limits 
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access and alterations by unauthorized users (your patrons, in this instance). This is part 
of the security options for a file. You need to be sure that patrons who know something 
about computers aren’t able to simply go and switch the options back. This means that 
you require more than one account on a computer—one for you and your staff and one 
for patrons. This will allow you to use your account to deny some things to anyone on the 
other account. The account for your archive and staff needs to be password protected in 
order to limit access like this.

 Key Points

• Metadata is information about a digital item and is a necessary part of creating and 
maintaining a digital collection.

• Adding metadata and cataloging are similar processes with similar goals, and 
someone trained in cataloging has the skills needed to create good metadata. How-
ever, there are ways for amateurs to create useful metadata and even for computers 
to automatically generate some metadata.

• Metadata can describe what an item is, who created it, its structure, and more.
• In modern times, a number of metadata schemas are used that are similar to one 

another in many ways but are sometimes tailored to achieve a specific goal or are 
designed to be used for a certain type of collection.

• Determining how to access a digital collection is an important concern. Security 
of the collection should be considered carefully.

Digital collections work differently from paper collections in many ways, and the legal 
aspects of creating and maintaining a digital collection are not always readily evident or 
intuitive. In the following chapter, you will be given an overview of copyright law, both 
in general and as it pertains to digital materials specifically.
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Copyright Law

IN THIS CHAPTER

 P What types of materials are under copyright?

 P Which materials are no longer under copyright, or can’t be copyrighted?

 P How is copyright law for digital materials different from laws for tangible ma-
terials?

 P What is “fair use,” and how does it affect an archive?

 P What are the alternatives to copyright law?

In the past, written material of any kind needed to be copied by hand. This was a long, 
difficult, and laborious process; the idea that there might be only one copy of a book 
or document in the world was not at all unheard of. Books were exceedingly valuable 

because of this, and a person’s most valuable possessions (monetarily, if nothing else) 
could be books.

The same was true for art; it was quite possible for only one copy of a work to exist. 
Photography had not been invented to make it possible to reproduce a work. The general 
attitude toward copying a work was different, too. During the Renaissance, copying a 
masterwork was considered a way of learning, and owning copies of a masterpiece was 
something to be proud of (Sotheby’s, 2018).

This norm rapidly changed with the ability to mass-produce works of art and writing; 
for example, prints of woodcuts or etchings were a way to mass-produce art, as opposed to 
having a single work of art, such as a painting. To compensate for this drastic change in 
society, new laws were created. These laws were the beginnings of what is now copyright 
law.

In modern times, we tend to think of copyright law as a way to protect creators of 
works from having those works copied for profit, but this was not really the original in-
tent. Though copyright laws did protect the creators somewhat, the original purpose of 
copyright law was to prevent commoners from gaining materials that might incite either 
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political or religious rebellion, thus upsetting the church or monarchy’s power. It wasn’t 
until the early eighteenth century that copyright began taking on the sentiments of mod-
ern copyright law (Hoffmann, 2001).

For an archive, many things that you would want to preserve are or were under 
copyright protection. Copyright issues are a common problem for all libraries, but digital 
archiving presents some unique challenges. Part of your archiving process will most likely 
involve determining whether or not you actually have the right to own or create a digital 
copy of information and, if you do, whether or not you can offer it to your patrons or 
make it available online.

It is the aim of this chapter to refresh your memory on the current copyright laws 
regarding tangible materials, then to discuss how these laws are similar to those for digital 
materials. Digital materials are easily copied and shared, which is a good thing in many 
ways, but also makes it very easy to violate copyright law. Therefore, more laws were cre-
ated that are specifically designed to help copyright holders protect their digital materials. 
This will also be discussed. You’ll need to understand your archive’s rights as well as the 
rights of copyright holders when it comes to dealing with both types of items, digital as 
well as tangible.

This chapter can’t cover every aspect of copyright law that you would ever need to 
know. It’s always a good idea to learn more if you have doubts about an item that you are 
archiving. The laws also keep changing, so you’ll need to keep updating your knowledge 
to ensure that your archive is working within the law. If you have any doubts about the 
legality of your project and what you want to digitize or store, consult an attorney or other 
legal counsel.

 Basics of Copyright

So, what exactly is copyright law? It’s important enough that it’s part of the Constitu-
tion—Article I, Section 8 gives Congress the power to promote the arts and sciences by 
giving creators the exclusive right to their works or, in other words, copyright protection. 
Several branches of government are involved in creating and overseeing copyright laws. 
Congress can enact new copyright laws, while the Copyright Office of the Library of 
Congress is in charge of the administrative aspects of copyright laws, and the federal 
courts interpret these laws and enforce them.

Copyright law is important. In essence, it gives people the right to make a profit 
from their own creations. America would be a very different place if anyone could use 
the works of any other person for any purpose. For instance, the Disney company is well 
known for animated movies for children. If their movies were not protected by copyright, 
then anyone could copy their movies and sell them, which would make creating animated 
movies unprofitable. It would also make it very difficult to control the use of their charac-
ters, such as Mickey Mouse, or to control the company image. Without copyright, there 
would be no monetary reason to make anything creative in nature, because you couldn’t 
make a significant profit from it. The protection that is offered by copyright law motivates 
people to create intellectual properties, like stories or song lyrics—motivation that would 
be lost in many ways without this protection. America would be without many works of 
art, writing, music, inventions, and other works that were created in the hope of making 
a profit.
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Copyright law is also designed to protect the general public by not giving the creators 
of copyrighted works absolute control over those works. There are exceptions to copyright 
law—instances in which people who do not hold the copyright to a work are permitted 
to use the work. The concepts of fair use and the public domain are part of this. These 
concepts will be explained in more detail later in the chapter.

An archive’s aim is to preserve the past and sometimes the present for the sake of 
the future. Trying to adhere to copyright law can therefore seem to be a burden, or even 
irritating, since archival preservation is done with good intentions. However, it’s essential 
to keep within the rules of copyright law for several reasons. The most practical of these, 
of course, is to avoid a lawsuit from an unhappy copyright holder. Violating copyright 
law can carry some steep fines on top of legal fees, and no one wants to have to deal with 
this when you could be using your time and resources to do more archiving. The penalties 
for violation can range quite a bit, based on whether the infringement was done uninten-
tionally (a minimum of a $200 fine) or willfully (up to $150,000), whether a profit was 
made from the infringement, and so on. For instance, if someone created prints of another 
person’s artwork with the intention of selling them without the artist’s permission, this 
would be an intentional violation of copyright. A person winning such a suit is also enti-
tled to recovering attorneys’ fees. There can be other problems or penalties arising from a 
violation of copyright law, whether it was intentional or unintentional or whether it was 
for a benign or malicious purpose (Library of Congress, n.d.).

But the other important reason for copyright law is to keep protecting the people 
who make things worth preserving for the future. With the Internet, the transmission of 
information is extremely easy, and you may wish to put your digitized collection online 
to help people all over the world who want information. If you put something online 
that you do not have the rights to or that someone doesn’t want put online, then this 
harms the person who created the item—most likely by making it difficult or impossible 
to profit from their work, or making it possible for less scrupulous people to steal and 
profit from the work. This also discourages people from creating and sharing things. It’s 
essential that, in the rush to preserve things for the future, people are not harmed in the 
present. Even a project that may seem noble, like sharing information with the world, is 
not noble if someone gets hurt by it in the process.

Copyright law is simultaneously simple and complex. You’re probably already familiar 
with copyright law, but to understand the additions to copyright law that address digital 
materials in particular, it’s helpful to remember the basics of copyright law in general, 
without the complications that digital materials add to it.

Works Protected by Copyright

While the types of things that can by copyrighted vary greatly, most copyrightable works 
can be sorted into a few basic categories.

• Music is copyrighted, but it must be recorded in a tangible format, like a tape or a 
CD, in order to be copyrighted.

• Movies, television shows, and other audiovisual works are copyrighted. A DVD of 
a movie, for instance, is a copyrighted work. As with music, these performances 
must be recorded.

• Performed works—such as dances, public performances, and pantomimes—are 
under copyright protection.
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• Written works—such as books, news articles, poems, sheet music, and plays—are 
copyrighted.

• Artwork—such as paintings, sculptures, and photographs—are copyrighted.
• Computer programs are copyrighted. This may be of interest to you if you want 

to preserve software: the software that you preserve may be under copyright law.
• Architectural works—such as building plans—are under copyright protection.
• Derivative works or compilations of works are under copyright protection.

In general, works must be “fixed” in some manner to be under copyright, and thinking 
of works in this manner is a good way to help you figure out if something is potentially 
copyrightable. You cannot copyright a mere idea. For instance, suppose that you came up 
with an idea for a fictional story. Unless you write the story down, it’s not copyrighted, 
and if you were to tell your idea to someone else and they actually did write the story, you 
would not be able to claim a copyright violation. If you were to perform an original piece 
of music for an audience, but it was never recorded and you never wrote down how to play 
it, and someone else did, you would also have difficulty claiming a copyright violation.

Works are under copyright upon creation. There is no need to register a work for it 
to be copyrighted; this is simply helpful for identifying the owner of a work and is useful 
should there be any issues regarding rights and ownership. When a work is registered, the 
creator can easily prove that they hold the copyright should there ever be a legal dispute 
or a violation. A work doesn’t have to have any kind of notice for it to be under copyright, 
either; this is essentially assumed. While it was needed in the past, a copyrighted work 
doesn’t have to have the copyright symbol, which is the symbol ©; this has not been 
needed since March 1, 1989. Anyone owning a copyright on a work has six exclusive 
rights in regard to the work:

• The owner can reproduce the work. As an example, suppose an artist creates a 
painting. The artist has the exclusive right to create prints of the painting and sell 
them.

• If the owner of an audio recording holds the copyright to the recording, they can 
publicly play it.

• The owner can publicly display a work, such as a sculpture or a photograph. This 
particular right can get tricky when it comes to digital copyright law and will be 
discussed further later in the chapter.

• The owner can create derivative works, or works that are based, in some way, on 
the original work.

• The owner can publicly perform a work. This applies to someone who writes and 
performs music, for example. It would also apply to a choreographer, and others.

• The owner has the right to distribute the work. For instance, if someone wrote a 
book, they have the right to distribute and sell copies of that book.

But, it is possible for someone other than the original creator to hold the copyright for a 
work. The creator of a work can sell their copyright to someone else, giving that person all 
the rights regarding the work. Creative works can also be commissioned with the intent 
that the copyright will belong to the person who requested the commission. For example, 
suppose that a company wanted a new logo. They hire a graphic designer to create it for 
them. While the graphic designer created the logo, the company that hired the graphic 
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designer owns the copyright on the logo. This is considered a “work-for-hire” situation in 
copyright law (Butler, 2011).

In general, the rights that a copyright holder has are designed to help them profit 
from the work. Determining what works are subject to copyright and figuring out what 
rights a copyright holder has are therefore not too difficult: works that are original and 
creative in nature and have been recorded in some manner are usually subject to copyright 
law, and anything that interferes with a copyright holder’s ability to profit from the work 
is probably a violation of their rights. However, the protections offered by copyright are 
not indefinite. Because the laws regarding how long copyright lasts keep changing, figur-
ing out whether something is or is not still under copyright is challenging.

Works No Longer under Copyright Protection

Copyright doesn’t last forever. Works eventually fall into what is known as the public 
domain. What this means is that, after a certain period of time, a work that has been 
created becomes free for anyone to use for any purpose whatsoever. For instance, there is 
a parody book titled Pride and Prejudice and Zombies by Seth Grahame-Smith, which is 
simply the book Pride and Prejudice by Jane Austen, but Grahame-Smith has altered the 
text to include zombies, largely for the purpose of comedy. While there are special rules 
regarding parody and copyright, using large amounts of text straight from the original is 
possible and lawful owing to the fact that the book Pride and Prejudice is no longer under 
copyright. It should be noted, however, that Pride and Prejudice was written in England 
and laws in other countries are often different from those in the United States.

Essentially, anyone can do whatever they like with works that have fallen into the 
public domain, including profit from publication. However, Pride and Prejudice and Zom-
bies itself is under copyright. Remember, derivative works are protected by copyright law.

Knowing how long copyright law is in effect is not simple. The laws keep changing 
to extend the length of copyright. Earlier, Mickey Mouse was used in an example of what 
might be a consequence of not having copyright laws. In order to prevent early Mickey 
Mouse movies from falling into the public domain, the Disney company is a major force 
behind extending the time that copyright is in effect for a work.

Because the laws keep changing to extend the length of copyright ownership, 
whether or not a work has fallen into the public domain is becoming increasingly difficult 
to determine. In addition, laws vary depending upon what type of work was copyrighted 
and whether or not a work was published and when. These are some general guidelines 
regarding U.S. copyright law:

• Any work published in the United States before 1925 is in the public domain.
• If a work was published between 1925 and 1963, and there is a copyright notice 

attached, the copyright on such a work at the time could be renewed for another 
67 years. If the copyright wasn’t renewed, it’s in the public domain.

• If a work was published between 1925 and 1963 and it has no copyright notice, 
it’s in the public domain.

• If a work was published between 1964 and 1977 and has a copyright notice at-
tached, then the copyright was automatically renewed on the work for a total of 
95 years of copyright protection.

• If a work was published on or after January 1, 1978, then it’s under copyright for 
the life of the owner plus 50 years. If more than one person was involved in cre-
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ation or holds ownership, then the lifetime of the longest-living holder is used to 
determine how long copyright is in effect. January 1, 1978, is the date on which the 
1976 Copyright Act came into effect, which is why the rules change after this date.

• If a work was published on or after January 1, 1978, and has a corporate author or 
is a work for hire (as in the example with the company hiring a graphic designer 
for a logo), then the work is under copyright for either 120 years after creation or 
95 years after publication, whichever one is shortest.

The minimum date of 1925 is going to change over time and is the date before which copyright 
is no longer in effect as of the publication of this book.

Again, the length of the effect of copyright law keeps changing. Current copyright laws 
apply to works for the life of the creator plus 75 years after their death. This is an extension 
from the previous life plus 50 years. In 1998, the Sonny Bono Copyright Term Extension 
Act was passed in an effort to preserve the rights of musicians during the rock and roll 
era who died young, so that the copyrights would not run out while their music was still 
popular (Wherry, 2002). While these musicians can no longer benefit from the work, their 
families benefit from this law and the resulting income generated by copyrighted works.

Owing to the Sonny Bono Copyright Term Extension Act, the year 2019 was the first year since 
1998 in which copyrighted works fell into the public domain.

If a work is anonymous, then copyright law becomes a little more difficult to follow. The 
work is still under copyright. It must be emphasized that because a creator cannot be found 
or is not associated with a work, that does not mean that it isn’t under copyright. If a work 
is anonymous, is a corporate work, or is a work created by a person for a company (work 
for hire, as mentioned earlier), then the copyright lasts 95 years from the date the work was 
published or 120 years after the date it was created, whichever span is shorter. Remember, 
a work does not need to be registered to be copyrighted. Again, this is an increase in time, 
also due to the Sonny Bono Copyright Term Extension Act (Hoffman, 2001).

Determining whether something has fallen into the public domain is not easy, and 
neither is determining whether a copyright holder renewed their copyright. If you need to 
find out whether a copyright was renewed, there are basically two ways to do it: The U.S. 
Copyright Office will find out for you, but for a rather steep fee. You can also browse their 
online records and try to find out for yourself if an item is still under copyright. There are 
a couple of other online databases that can help you search for copyrights, as well.

You may wonder what happens if you can’t find the copyright holder to determine if 
you are free to archive something. If finding out who holds the copyright or if copyright 
is still in effect is difficult or even impossible, then the item in question is known as an 
orphan work. Orphan works are problematic, since you may want to use an orphan work 
in your archive, but it may still be under copyright. 

You could potentially search for an owner and then determine that you’ve given it a 
sufficient amount of effort and use the work anyway, believing that it is no longer under 
copyright protection or that the owner has abandoned rights to the work, but this has 
problems, too. For example, a group of research libraries and universities known as Ha-
thiTrust digitizes materials and has more than 17 million works on its servers. Some of 
these are orphan works. To determine if a work has been orphaned, this group puts lists 
online of works that they want to digitize that they believe are orphaned, and then they 
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wait for a certain amount of time for a copyright holder to claim ownership and prove 
that it is not orphaned. This is an easy method of addressing the issue, but the group was 
sued for this practice in 2011 by three authors’ groups and eight individual authors, who 
were concerned about copyright infringement issues and the security of the digitized files 
(Bosman, 2011). In this case, the court eventually ruled in favor of HathiTrust for a few 
reasons—in part because the judge decided that the project constituted a “transformative 
use” of the works (users can search for terms or phrases, but actual access to the works is 
restricted). Another major reason for ruling in favor of HathiTrust was the fact that the 
authors were not able to show that they were harmed financially (Ax, 2014). This prece-
dent may be relevant to you as you plan your archiving projects.

While what you do in the event of an orphaned work is up to you and your organi-
zation, in order to avoid problems like this, it’s best to be safe and ensure that you do, in 
fact, have the right to digitally archive all the items in your collection.

Works Not Copyrighted

So far, this chapter has discussed what types of tangible works can be copyrighted, what 
rights a copyright holder has, and how to find out if something has fallen into the public 
domain, making it free for you to use. Copyright does not apply to all works, and so there 
are many items that cannot be copyrighted at all. Any item that falls into this category is 
free for you to digitize, regardless of when it was made and by whom. The following are 
some of the kinds of works or creations that can’t be copyrighted:

• Slogans, titles, names, and other short phrases cannot be copyrighted. It should be 
noted, though, that things like company slogans can be protected by other laws, 
such as trademark laws (Wherry, 2002).

• Lists of ingredients, processes, and methods can’t be copyrighted. For instance, you 
can’t copyright the list of ingredients in a recipe for chocolate chip cookies.

• Phone books aren’t copyrighted. This is an item that might interest genealogists 
in particular.

• Ideas, as discussed earlier, can’t be copyrighted. They must have some tangible for-
mat, such as a book or a music CD.

• Any facts or news can’t be copyrighted. This includes the kind of data you’d find in 
an almanac or an encyclopedia, though the text itself could be copyrighted.

• Familiar symbols, like a flag, can’t be copyrighted.
• Common-property works can’t be copyrighted; this would cover things like height 

or weight charts. Calendars can’t be copyrighted, either, though artwork on the 
calendar might be.

• Any work that falls into the public domain upon creation is not under copyright. 
For example, almost anything created by United States government employees 
automatically falls into the public domain if it was created as part of their job.

It’s possible for a person to voluntarily give up the rights to their copyright, in which 
case, a work is free for anyone to use. There are also alternative licenses to copyright that 
a person may use to make their work more freely available for others to use; this will be 
discussed later in the chapter.

Once again, works that aren’t fixed in a tangible medium are generally considered 
not under copyright. A photo or a book would be an example of a tangible medium. If 
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someone gave a speech and it wasn’t recorded in any manner, though, the speech wouldn’t 
be under copyright.

In the past, this distinction—whether or not something was recorded in a tangible 
way—made it pretty clear whether or not something was under copyright in most in-
stances. If someone paints a picture, they hold the copyright. Their idea—the image—is 
fixed in a tangible medium: the painted image. But in modern times, this distinction is 
not so clear, and the general rule of thumb leads to some obvious complications. For ex-
ample, is a website tangible? It’s ephemeral, in some ways, and can change radically and 
without notice. It is composed of electronic signals. Are websites tangible, or aren’t they?

 Problems with Digital Copyright

It should be obvious that yes, a person who creates a website controls the copyright of 
the site and all the data on it, assuming that they are not violating copyright themselves. 
The website is a creative work, and there would be chaos if website designers and people 
who post their works online had no protection; it is also possible that there would instead 
be very little to see online without copyright protections, since creative people would not 
want to share their works.

Each time something new is invented that makes it easier to share information or 
to profit from someone else’s work, copyright laws need to change in order to protect 
people who create intellectual works. The problems that are arising from digital informa-
tion today are not new. For example, in 1909, copyright law needed to adapt to protect 
composers and publishers, since they feared that the new invention at the time, the piano 
roll, would represent a serious cut into their profits. The phonograph was a similar cause 
for worry, and so the laws were again changed to protect people’s rights (Wherry, 2002). 
Photocopiers, VCRs, and many other inventions that make the distribution of informa-
tion faster, easier, and cheaper all required the laws to adapt to new technology.

The Internet and the rise of digital information is really no different, except for the 
fact that some of the things that have been used to make judgment calls about whether 
copyright law has been violated with tangible materials don’t transfer well to digital ma-
terials. For example, you learned in chapter 11 that when you “visit” a web page, what 
actually happens is a server sends you a copy of the necessary data to re-create the web 
page via a browser program, and all of that data is temporarily stored on your computer. 
Technically, you’ve just made a copy of copyrighted material. Is that a violation, or isn’t 
it? If you were to put a link on your web page to an article on someone else’s page, does 
it count as distribution? Since translations are normally considered derivative works, are 
you violating a creator’s exclusive right to derivative works if you use an online language 
translator (Hoffman, 2001)? What happens on wiki pages, in which the authors of the 
content may be numerous and anonymous?

Things like links and making copies of digital items are common online and are 
necessary for web function. However, linking doesn’t have a clear tangible equivalent, 
and making copies is clearly a copyright violation for tangible materials. Current laws are 
designed to help address this kind of confusion and both to protect people whose rights 
can be violated by the easy transmission of information and to protect from an erroneous 
lawsuit people who have no ill intentions.
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 Digital Materials and Copyright Law

If you are digitizing tangible materials, the laws regarding use of tangible materials will be 
somewhat more important to you. However, you may be interested in archiving born-dig-
ital materials. In this case, you’ll need to know about the laws pertaining specifically to 
born-digital media.

Digital Materials under Copyright

So far, this chapter has discussed what kinds of tangible materials are under copyright. 
But what kinds of digital materials are under copyright? Some digital materials have a 
“tangible” equivalent, so sometimes determining what digital materials are under copy-
right is somewhat intuitive. The following are some digital items that are under copyright 
protection:

• Blogs, vlogs or video blogs, and podcasts (just as books, video recordings, and audio 
recordings are)

• Web pages and wikis, or sites that allow for user collaboration, such as Wikipedia
• Images in a digital format (just as regular photos, paintings, or other images are): 

This is important, considering that many artists are able to create works of art using 
computer software; art created in this way will have no original, tangible medium. 
Digital cameras also create images with no original, tangible format.

• Digital movies or other videos (just as film videos or movies are): again, these may 
not have an original format that is tangible in the way film has a tangible format.

• Digital advertisements (just as printed ads are)
• Software programs

Though most of these items are intuitive, something that is copyrighted that you may not 
know is protected under copyright law is e-mail. If you use e-mail to send messages, every 
time you create a new e-mail, it’s under copyright. If you reply to an e-mail and it con-
tains the contents of the original e-mail, you’re technically in violation of copyright law 
by using the original sender’s material without permission. This is not typically something 
that people go to court over, however.

Something that could be problematic, though, is an attachment to an e-mail, or ad-
ditional files sent with the e-mail (Butler, 2011). For example, suppose a friend of yours 
sends you an image of a kitten. For the sake of simplicity, say that it’s a picture that they 
took of their kitten. You now have a copy of that image, but you don’t necessarily have the 
right to use that image. Forwarding it to someone else who appreciates cute kittens could 
technically be a violation of copyright law. If the picture that your friend sent was taken 
from somewhere online and doesn’t belong to them at all, then things start becoming 
quite murky.

It’s often easy for people who create born-digital materials to specify certain condi-
tions under which their materials can be used, as well, which makes following the law 
even more difficult. This is a situation that is common with software in particular. When 
you install software, typically, you must agree to a license before the software will install. 
Oftentimes, people skip reading the license because it’s very long and technical. However, 
if you want to archive materials like software, then reading the license is something you 
need to do. Many times, software companies limit your rights, but companies also often 
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allow for “backups” to be made of their software, which would allow your archive to make 
extra copies for the purpose of archiving.

It’s also possible for the creators of born-digital works to specifically give up some or 
all of their rights to a work, just as they can with tangible materials, which allows you to 
freely archive an item, just as with tangible materials. Laws regarding digital works in the 
public domain are similar to those for tangible materials.

Digital Materials in the Public Domain

It may have occurred to you that most things that are born-digital won’t have lost their 
copyright and fallen into the public domain yet, since the time needed for the copyright 
to expire won’t have passed. There are digital items that are in the public domain, though, 
since, as mentioned earlier, copyright holders can give up their rights. However, figuring 
out which is which is just as difficult, if not more so, as determining what is and is not 
under copyright with tangible materials. There are a lot of misconceptions when it comes 
to materials found online in particular, which should be cleared up.

misconceptions about Online Copyrights

The following are myths about online materials:

• All works that can be viewed online are in the public domain.
• All works that can be viewed online are free to use.
• Digital materials without a copyright notice or attributable creator are not under 

copyright.
• If a copyright holder doesn’t respond to a request to use an item, then the item is 

free to use.

A lot of people treat everything online as being in the public domain, and a lot of people 
feel that materials offered via the Internet should be free to use—all the while, ignoring 
copyright law. That is more of a philosophy than a reality.

Some people assume that because an item is freely available to use or view online, 
this means that it can be used for any purpose. For example, suppose that a blogger, or 
someone who writes for a blog, wants a picture of a sunset to illustrate a post. This blogger 
does a search online to look for a picture that fits the bill and finds one. The blogger then 
makes a copy and posts it on their blog.

This image may be freely available to use, since there are many sites online that offer 
images that anyone can use for any purpose (further muddying the distinction between 
what is and is not under copyright with digital materials), but it’s more likely that the 
image is under copyright and the blogger does not have the right to use it, even if they 
really want to. Just as with tangible materials, digital materials don’t have to have a notice 
of copyright to be under copyright protection. Creators do not have to register with the 
copyright office, either. Digital materials are under copyright upon creation, just as tangi-
ble ones are, including things like computer software or websites.

Oftentimes, on social media sites like Twitter, users will post photos that they have taken that 
are relevant to current events, and reporters will ask the poster for permission to use the photos 
for their news reports.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



C O P y R I g H T  L A W   ▲   1 9 5

Orphan works are extremely common online, and all the same rules apply to digital or-
phan works as tangible ones. Even if the copyright holder cannot be located, this does not 
mean that their work is available to use. Sometimes, it’s possible to contact the copyright 
holder, for instance, via e-mail. If the copyright holder doesn’t respond, however, this also 
does not mean that the item can be freely used.

The ease with which people can create and post online material creates some prob-
lems for you. While you will most likely find the copyright information for a profession-
ally published book with the copyright office, you’re less likely to find legal information 
regarding the copyright of the material on a blog or other online resource (though you 
may find some general information at the bottom of a web page or on a website’s “About” 
page).

It’s important to keep within the law for many reasons. However, your archive will 
have some special rules that are designed to make things more fair; again, copyright law 
is not only for protecting copyright holders, but helping the general public, as well.

 Laws for Archives

Seventy years after the death of a creator is a very long time for an item to be under 
copyright, and since the creator can’t benefit from the work any longer, many libraries feel 
that such a long extension of copyright law has no benefit to anyone—not the creator, and 
not society in general (though certainly corporations benefit greatly from the extension). 
It can be argued that, because the creator can’t benefit, extensions like this get away from 
the original purpose of copyright laws (Hoffman, 2001).

There’s a provision in copyright law that is aimed at archives in particular to address 
this issue. This provision gives your archive, as well as libraries and nonprofit educational 
institutions, the right “to reproduce, distribute, display, or perform in facsimile or digital 
form a copy . . . for the purposes of preservation, scholarship, or research” (Hoffman, 2001) 
so long as one of the following provisions is met:

• The work is no longer “subject to normal commercial exploitation.” This condition 
is not defined by the law (Hoffman, 2001).

• The work can’t be obtained at what the archive considers a reasonable price.
• The copyright holder gives permission.

These conditions, while helpful, are unfortunately not defined very well. You may decide 
that a creator can’t benefit from a work any longer, but they may have a different opinion 
on the matter (or their family). You still need to make a decision as to whether or not 
something falls into one of these categories.

In addition, often times archives have the right to make a digital copy of an item for 
the purpose of preservation only. However, there is a difference between preservation and 
dissemination. That is, if you make a copy and store it, but don’t make it available to the 
public until the copyright has run out, this may be within your rights, according to the 
Digital Millennium Copyright Act.
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 The Digital Millennium Copyright Act

In 1998, Congress passed two bills that are essentially additions and amendments to the 
1976 Copyright Act. One of these was the Sonny Bono Copyright Term Extension Act 
mentioned previously in this chapter. The other was the Digital Millennium Copyright 
Act, or DMCA, which is designed to address copyright issues that are specific to digital 
works and the Internet. 

Many of the rules of the DMCA simply make it illegal to circumvent or ignore secu-
rity that is already in place on digital items. For instance, there are many sites online that 
exist solely to distribute files like music, PDFs, games, or movies, most likely in the belief 
that online information should be freely available. Oftentimes, these are items that are 
actually under copyright. As an example, you might be able to go onto one of these sites 
and find a copy of a movie that was recently released on DVD and download it. This, of 
course, is illegal, and is known as online piracy.

To prevent their products from winding up on such a site, many companies embed 
software code into their products that protects them from piracy, or they require a pass-
word of some kind for their product to function. The DMCA includes a law that makes 
it illegal to do anything to circumvent this, or to remove the anti-piracy software or to 
copy something that is protected in this manner (Wherry, 2002).

While it has good intentions, as with many aspects of copyright law, there are many issues with 
the DMCA. The rules preventing circumventing software protection are intended to protect 
companies from competitors copying their product but are problematic for a variety of reasons. 
One of the most straightforward of these is that it’s easy for a successful company to develop a mo-
nopoly by restricting, for instance, third party–created parts for a device. It’s also problematic in 
that many essential devices function using proprietary software that might have issues, but third 
parties are not allowed to investigate; this includes many modern medical devices. In 2016, the 
Electronic Frontier Foundation, a nonprofit digital rights group, filed a suit against the U.S. 
government in regard to this part of the DMCA; the suit is still ongoing (Doctorow, 2016).

It’s also illegal to do this for online websites. While much of the World Wide Web is 
open for anyone to browse, there’s also a significant portion of it that is kept hidden from 
access for commercial purposes or for security reasons. It’s illegal to try to get around any 
software or security that limits access to something via the Internet (Hoffman, 2001).

Similarly, it’s illegal to attempt to make items available for the public to access that 
should otherwise be under password protection. For example, if an item was part of a 
digital course at a university and was limited to student access only via password protec-
tion, and you knew the password and made it freely available, this is in violation of the 
DMCA (Wherry, 2002).

Along with these restrictions, the DMCA also provides some extra rules that pertain 
to archives and other nonprofit institutions, giving these organizations extra rights, which 
is helpful to you. Under some circumstances, it’s legal to circumvent software and web 
page protections. You may be able to copy DVDs or CDs, for instance, for the purpose of 
archiving. As mentioned earlier, in the terms of service of many kinds of software, there 
is a clause that states that it’s legal to make a backup copy, and so it would be legal for 
your archive to store a backup copy of the software so long as you (1) owned an original 
copy and (2) did not distribute your backup copies.
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It would likely not cause any problem if you were to, say, make backup copies of a 
copyrighted audio collection and put the backups into archival storage. If you were to 
make your copies available as part of your online collection, though, then this might 
be illegal. When trying to determine whether or not something is legal or illegal under 
copyright law, a good place to start is to consider whether or not what you want to do 
could interfere with a creator profiting from their work. If it could, then it’s probably a 
violation of copyright law.

If you make your collection available online, it’s essential that you are sure that you 
have the right to display everything in the collection, not just to protect copyright hold-
ers, but to protect your organization. There is a rule in the DMCA that is designed to 
protect the rights of copyright holders by removing material from the web that is being 
used without permission. Many people who use the web will, as an example, look for nice 
photos to illustrate profile pages, blog posts, or personal websites, without being aware of 
who actually owns the right to the photo. If the owner of the photo catches the person 
who is using it, they can make a complaint to whoever is hosting the website. The host 
is required by law to take down the offending web page and to notify the owner of the 
violation. The owner of the website must then either notify the host that the photo was, in 
fact, legal to use, or remove it from the site if it was not legal to use. The response must be 
sent to the owner of the photograph, who must then respond as to whether court action 
will be taken. If the owner doesn’t send a notice, then the host needs to put the web page 
back online in between 10 and 14 days (Wherry, 2002).

This particular part of the DMCA is helpful to copyright holders and gives them 
quite a bit of power, which is highly beneficial to them, since it’s very easy to “steal” mate-
rial from others online and claim it as one’s own. The problem with this law is that anyone 
could falsely accuse any site of using copyrighted material without permission (Wherry, 
2002). What this means to you is that it’s important to check and double check to ensure 
that you have the right to post any material that you might want to display online, since 
having a web page down for 10 to 14 days could wreak havoc with your archive’s website. 
You can protect yourself by taking the proper steps to ensure that you have the right to 
use everything in your collection and that you can prove it, too.

As an additional consideration, you might suppose that if it turns out that you don’t 
have permission to display something after all and someone complains, you can simply 
remove the offending item and this will resolve the problem. However, because it’s so easy 
to copy and distribute materials, if you put something online that should not be there, 
other people can create copies of your files and put them elsewhere online, out of your 
control, which means that the damage is already done from the perspective of a copyright 
holder. Remember, there are sites devoted exclusively to distributing copyrighted material 
illegally. It’s important to be careful, not just for your archive, but for anyone holding a 
copyright on an item.

 Fair Use

Sometimes, you can use an item that has a copyright without asking permission or pay-
ing a fee. This is known as fair use. The government decided that, while it’s important for 
people who create works to be able to profit from their work, it’s also important for people 
to be able to learn and exchange ideas without worrying about violating copyright law, 
and so, they created the fair use rules. There are a few kinds of activities that fall under 
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fair use. Most of this will not pertain to your archive, but it’s good to be aware of the 
rules of fair use anyway, if for no other reason than to know what you can’t claim as being 
covered under fair use.

In copyright law (section 107 specifically), there are four factors that are used to de-
termine if using a work falls under fair use.

1. What is the item being used for, and is it for nonprofit or educational purposes?
2. What kind of work is being used?
3. How much of the work is being used (for instance, a certain percentage of the 

total work)?
4. What is the effect of using this item on the item’s market value, and so on? In 

other words, will using this item impact the profit that the copyright holder can 
make?

There are many situations in which using part of a copyrighted work can count as fair 
use and is, therefore, legal. For example, things like quoting a passage from a book or a 
few lines from a song for the purpose of criticism or critique counts as fair use (though 
the creator may think otherwise). Parodies also fall under fair use. Summaries of works 
count as fair use, and teachers and students are able to reproduce portions of works for 
the purpose of education (Library of Congress, 2012).

Something that may be of use to you is the fact that reproducing part of a damaged 
work that is owned by an organization such a library can fall under fair use practices. If 
you’re preserving a collection that is deteriorating and you can’t get new copies of your 
items, then these laws may enable you to legally save your collection without the difficulty 
and expense of replacing it (Library of Congress, 2012).

The legal precedent for fair use and infringements of copyright law has been to de-
termine whether the offending party infringed upon copyright deliberately or without 
determining whether it was legal, or if they attempted to use material under the rules of 
fair use.

As with all other aspects of copyright law upon the rise of computers in everyday life 
and the use of digital materials, new rules regarding fair use with digital copyright needed 
to be created, and in 1994, a group called the Conference on Fair Use attempted to create 
a fairly extensive set of guidelines that would address fair use with digital materials. Un-
fortunately, these guidelines are an agreement between the organizations that created the 
guidelines, and are not actual law. No major library organizations endorse these guide-
lines (remember, the Library of Congress is heavily involved in copyright law). However, 
if you’re interested in whether using something digital or transmitting information online 
counts as fair use, then these guidelines can give you an idea of what you may do and what 
may not be legal (Wherry, 2002).

 Other Types of Licenses

There are people who feel that copyright law is too restrictive or doesn’t benefit society 
as a whole. For instance, there are people who feel that all software should be freely 
available to use. With this mindset, some people have put their works under alternative 
licenses that allow for others to freely use their works (often software) so long as certain 
conditions are met. Items under these licenses are typically available for archiving or even 
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making them available online, regardless of other laws or when they were created, because 
the creators have forfeited part or all of their rights under copyright law either on moral 
grounds or for the purpose of helping others.

Free Software Foundation

As mentioned previously, some people feel that all software should be free to use. The 
Free Software Foundation has therefore created its own license, the General Public 
License, or GPL. This license states that the user of software under this license has the 
ability to use it for any purpose, make changes, share the software with anyone, and share 
any changes that the user makes (Butler, 2011). This enables other programmers to use 
and change software without worrying that they are in violation of copyright law and 
sometimes encourages collaborative efforts on complex software.

Open-Source Software

Open-source software is software that is not only free, but may be modified by its users, 
something that is usually forbidden in commercial software. The term open-source refers 
the fact that the code for the software is available to view and change. Coding for soft-
ware programs is often kept hidden from the user to discourage others from modifying 
it or discovering how it works—in which case, other programmers could make similar 
programs and profit from them, cutting into the profits of the original programmer.

Some examples of open-source software include the art program GIMP, the web browser Fire-
fox, and the operating system Linux.

If the coding source is open, then programmers can easily see how the code works and 
make their own changes. Sometimes people who create open-source software will request 
that others share their modifications in the interest of adding new and improved features 
to a program or fixing errors, or “bugs.”

Open-source software licenses require that the distribution of the software be free 
and freely available via the Internet. While the license can restrict some forms of modi-
fication, it must allow for derivatives and modifications. Open-source licenses must also 
not discriminate against a particular person or group and must also be technology neu-
tral—that is, it doesn’t work only on a single proprietary device (Butler, 2011). In most 
cases, open-source software can be archived.

Creative Commons

Creative Commons (http://creativecommons.org/) is a nonprofit organization that es-
sentially provides alternatives to copyright. It has a similar sentiment and function to the 
GPL, but can apply to a wide range of works, not just software. Under a Creative Com-
mons license, a person could create a work and allow for others to use and modify that 
work to suit their needs (Butler, 2011). There are several variations on this type of license, 
and so you need to read exactly what your rights are with a certain work, but, typically, 
these works are free to use so long as it is not for profit, the works are not modified, and 
the work is attributed to the original creator.
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 The Future of Copyright Law

Copyright law changes slowly, but it does change, and those changes can have major im-
pacts on a variety of aspects of society. Remember, as explained at the beginning of this 
chapter, the rules of copyright law have a huge impact on many companies. As mentioned 
before, the Disney company is of particular note with respect to copyright law, as this 
company is heavily involved in lobbying for an extension of the duration of copyright to 
keep its movies under copyright protection.

A recent change in the law is the Orrin G. Hatch–Bob Goodlatte Music Modern-
ization Act or simply the Music Modernization Act. Signed into law in 2018, this act 
has three parts that impact the music industry specifically. The first allows for companies 
like streaming services to be able to pay a set fee to copyright holders for use of their 
work rather than negotiating with each copyright holder individually. The second part 
addresses rights for older music: sound recordings created before 1972 were protected 
by state rights only. Now, they are protected by the same digital rights as sound record-
ings from after 1995, so digital music providers must now compensate those copyright 
holders. The third part involves changes that make it easier for people who create sound 
recordings to get their royalties (Music Modernization Act, 2018).

This is a major change in copyright law, and addresses some of the unique issues that 
creators of music face online. These changes facilitate the process of paying creators ap-
propriately for their works, a topic that is complex and controversial with music streaming 
services.

However, minor changes happen pretty frequently, and these can be important for 
your archive, too. It’s important to stay up-to-date on recent decisions and especially on 
any major changes like the Music Modernization Act. While this particular act is not 
very likely to have importance to your archive, always consider how changes might impact 
your archive, whether you need to change your policy to protect it or whether a change 
makes it possible to improve services for your patrons.

 Key Points

• Copyright law has adapted to address the issues that arise from progress in tech-
nology, with the rise of the Internet radically changing how easily copyright law 
can be violated as well as what works can be considered under copyright.

• Changes in copyright law make it difficult to determine what works are under 
copyright and which are not, though there are guidelines that can be followed and 
online databases that can make the process easier.

• Copyright laws for digital materials are very similar to those for tangible materials, 
with the addition of specific rules designed to help the copyright holders of digital 
materials.

• The rights of an archive can vary depending upon what items are to be archived 
and how these items are to be used. Making copies of digital materials and ar-
chiving items for the sake of preservation is often treated differently from archiving 
for the purpose of distributing information.

• The rise of the Internet and of computers as tools for everyday life has also led 
to the invention of some alternatives to copyright as a license for use, since there 
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is a philosophy among some people that information distributed via the Internet 
should be free for everyone to use.

• Monitoring changes in copyright law and modifying an archiving program accord-
ingly is an essential and ongoing task.

Digital materials present many obstacles to archiving, both legal obstacles and moral 
ones. In the following chapter, you will learn more about the issues presented by digital 
items—not problems arising from the costs of archiving, as discussed in previous chap-
ters, or problems arising from user access, organizing, legal problems, or moral issues. 
The issues discussed in the next chapter will concern the problems arising from archiving 
digital media due to the fact that it is digital in nature.
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Problems with  
Digital Archiving

IN THIS CHAPTER

 P Why is digital information less reliable than tangible information?

 P What are the problems inherent with using the binary system of data encoding?

 P Why is outdated technology so troublesome for data storage?

 P Why are digital materials less reliable for archiving than tangible ones?

 P Why are tangible materials not yet obsolete?

In the 1990s and early 2000s, using the World Wide Web was still a pretty new con-
cept. After all, the technology had only been available at all since 1991, and so the 
web’s possibilities were still being explored.
This led to interesting entrepreneurial ideas like the Million Dollar Homepage. Set 

up by a man named Alex Tew in 2005, the site sold a million pixels of advertising space 
for one dollar per pixel, a novel idea at the time. Over time, all one million pixels were 
sold to a wide variety of people and companies, who placed their names, logos, and so 
forth on the site as well as a links to their own websites. This website still exists, continu-
ously advertising for all the people and organizations that paid for their ads back in 2005 
(Dowling, 2019).

What does not exist are quite a few of the websites that were advertised on the site 
(Dowling, 2019). How websites work has been described in several chapters in this book. 
When you set up a website, you need to pay for two things: a domain name (your URL) 
and a host for your web pages and their content (unless you host your own site, which 
has its own expenses).

Domain names are controlled by an organization, the Internet Corporation for As-
signed Names and Numbers (ICANN), and when you register a domain name, the com-
pany you use works with ICANN to ensure that the name is valid and not already taken. 
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What this means is that, if you have a website and do not renew your domain name and 
your contract with your hosting service, your website essentially vanishes. If there were 
links to that site elsewhere, they no longer function. If no one else took screenshots of 
your site or copied it in any way, it has disappeared. There is no way to know what it was 
like or what was on it. Much of the early web has disappeared in this way, and much of 
it continues to disappear in this way now.

If you use a link that no longer works, an error displays, “HTTP 404 Not Found.” Having 
a protocol in place for the event of a link no longer functioning is an essential aspect of the 
web. There are a variety of status codes for using the web, and the code “404” is not arbitrary. 
The number 4 is for errors made by users, and 04 is for requesting a URL that is nonexistent. 
“HTTP 404” is a default message, but many sites have custom messages, often humorous ones, 
for this particular error (Dunietz, 2019). As some examples, movie studio 20th Century Fox 
shows brief film clips with a funny message, and Emailcenter UK shows pictures of their devel-
opers, allowing the user to select which one to “fire” for the mistake.

The Internet and the web, though they’ve been accessible to the general public for a very 
short period of time (relatively speaking), have become integral to daily life. Rather than 
letters, it’s more common to send e-mails. Diaries can be read by the public in the form 
of blogs. News are shared less on paper and more in the form of pixels on a screen.

Considering that a lot of current history is being made online, the fact that it’s so 
easy for information to disappear when shared online is a serious problem. This issue is 
not limited to online information, either. The advantages of using digital information are 
numerous, and this book has really only scratched the surface of what is possible. For all 
the advantages, however, there are a variety of problems. 

Many of the problems that you will face with digital preservation have been discussed 
in previous chapters. This chapter will discuss them more in-depth. This chapter is a bit 
different from the others in this book so far in that it doesn’t tell you specifically how to 
do anything for your archive. Instead, it is the aim of this chapter to discuss the limita-
tions of computers and digital files so that you can be prepared to deal with these issues 
in a logical way that is suitable to your archive.

 Issues with Digital Information

In general, there are four issues that you will encounter with a collection of digital infor-
mation:

• Mutability, or the changeable nature of digital information
• Binary data encoding, or the nature of how computers encode their data
• Obsolescence, or the problems that arise when technology becomes outdated
• Data decay, or the tendency for digital data to degrade

Issue 1: Mutability

The word “mutable” is an adjective. It means that something is easily changed or is subject 
to change, like the weather, and so it’s a very good word to describe how digital informa-
tion works. Data is mutable in nature, in many different ways.
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The goal of an archive is to preserve information and to keep it safe. This can mean 
different things, but for the most part, an archive aims to make sure that all of its infor-
mation is accessible and that it stays exactly as it was when it was first created. Trying to 
do this with something that is mutable in nature, then, presents some obvious difficulties.

People have found a lot of different ways of effectively storing information over 
millennia—by making symbols on things like clay or stone tablets, leaves, papyrus, or 
parchment. The method of sharing information that people are probably most familiar 
with, though, is the book, which is one of the more efficient ways of storing and display-
ing information. Books are also not particularly mutable in nature, which is good from a 
preservation standpoint.

Historians have a pretty good idea about the development of the book and of writing 
over time, and have information about this from countries all over the world. The concept 
of making symbols that represent words, numbers, or ideas is very old and has been repro-
duced in many different civilizations. The ability to record information, even something as 
mundane as how many cows someone has, has a drastic impact on all aspects of a society.

Since writing is so valuable to society, people are constantly working on ways to make 
writing easier to access and distribute. For example, as discussed in chapter 4, movable 
type revolutionized the way books were produced. Before movable type and the print-
ing press were invented, all books had to be painstakingly handwritten, an enormously 
time-consuming task. This meant that books were available only to a few (in European 
societies, solely to the church and the very wealthy) and that there might only be a hand-
ful of copies of a work. An individual book might be the only one in existence, which is 
a terrible thing from the perspective of an archivist.

Mass-printed books using movable type made books available for the lower classes, 
and also meant that there might be many copies of a work. Information and the exchange 
of ideas became open to more and more people as the years went by, making the trans-
mission of information and ideas far easier than before. Further innovations only made 
printing books easier, cheaper, and faster, making books more and more easily accessible.

Historians can mark the point in time at which movable type was created, since 
information about this historic event is still available, even hundreds of years later. The 
Gutenberg Bible was the first book printed this way, sometime in the 1450s. Though the 
first copies were printed centuries ago, copies of it still survive to today, and these copies 
are still readable.

The printing press produced a physical object that has historical value. A lot of events 
in history do, and that makes it easier to study the past, since historians have actual items 
that they can look at for their studies. A problem with tracing the history of events with 
computers, then, is that oftentimes, the revolutionary object is not physical in nature, and 
can be changed, as well.

The year 1989 marked another historic occasion in the transmission of informa-
tion—work on creating the World Wide Web began, and in 1990, the first web page was 
designed, an item that may be considered by future generations to be as revolutionary to 
human society as the Gutenberg Bible. However, unlike the Gutenberg Bible, there are 
no copies of this pioneer web page. Nobody saved one. The original was overwritten by 
other files (Ward, 2013).

The World Wide Web (discussed in detail in chapter 11) was developed at CERN, 
the European Organization for Nuclear Research. When CERN began searching for 
early files and web pages decades after the web’s creation, it was soon discovered that, 
while the first web page was created in 1990, they did not have any copies of early web 
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pages from before 1992 (Ward, 2013). If you would like to see what the earliest web 
page available is like, there is a copy at CERN’s website: http://info.cern.ch/hypertext/
WWW/TheProject.html.

When the World Wide Web was being developed, its creators wanted to promote 
their idea and created demonstration materials in order to show the benefits of their idea 
to others. This early web page is available because someone decided to keep a copy of 
those demonstration materials (Ward, 2013).

No one thought to save the first web page because no one really knew what a revo-
lutionary thing the World Wide Web would be. Probably no one thought this about the 
Gutenberg Bible, either, beyond thinking about how much profit could be made from 
printing books this way. Unlike a computer file, though, printing a book leaves behind 
a physical, tangible object. You can’t erase it out of existence with the ease that you can 
a collection of electronic impulses. You can burn it or do other things to destroy a book, 
of course, but you can’t accidentally forget to save your book or suddenly not be able to 
access your book due to a hardware failure. Destruction of books is typically deliberately 
done. The fact that digital information is so easily prone to being lost in this way is one 
of the many ways in which it is mutable, but not the only one.

You learned a little bit in chapter 13 about how problematic it would be if patrons 
were allowed total access to your archive. What if they started saving their own files on 
your storage materials, or what if they started altering the data that you do have? The 
integrity of your digital materials would be compromised, and one of the major goals of 
an archive is to keep things exactly the same. While there are things that you can do and 
ways to save things in a more permanent, unchanging way, all of the information using 
the storage methods discussed in this book can be changed and is designed to be changed 
(with a handful of exceptions, such as CD-Rs). Most people appreciate this, since they 
can do things like get rid of old photos to make room for new ones, or delete an old report 
that they don’t need anymore and make a new one. This is all a good thing—unless you 
don’t want anything to change.

This makes your digital materials vulnerable in a way that tangible ones are not. If 
someone goes into an art museum and attempts to vandalize a work of art, for example, 
there are people trained to restore damaged artwork. The changes will be noticed, and 
people can attempt to restore the work to its original condition. If someone attempts to 
change the words in a book, the alterations will be completely obvious by the scratched 
out or omitted words.

Although the type on the printing press was movable in order to make it possible 
to reuse letters for many different books, once printed, the words are always in the same 
place on the page. They might fade, but they’ll never be completely erased, change po-
sitions, or be replaced with other words. For digital information, this might not be true.

If someone gets into a word processing file and deletes a paragraph, no one might 
ever notice that something is wrong, since the program will simply reformat itself around 
the changes. Someone could use a photo-editing program and add all kinds of things to 
a digital image. If the person changing the photo is good at it, someone looking at the 
image might never know that something has been changed. After all, the point of sophis-
ticated photo-editing programs is exactly this: so that you do not know that the altered 
image is not exactly like the original.

As another example, suppose that you don’t want to save items that have a tangible 
form originally. You want to save web pages, for instance. But web pages change, too. 
Say that you’re saving a web page that helps students find open-source texts for study on 
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the web. The website updates monthly, adding new texts. Recently, it underwent a layout 
redesign—the navigation buttons are now along the top, and the background is blue. Do 
you keep updating your copy? Do you save a complete copy of the website every time it 
updates? And if you’re saving a great number of websites, then how do you know that 
something has changed in one of them? If you’re trying to keep track of a forum or other 
media in which many people are able to contribute, what do you do if someone changes 
the text of a comment that they made? How can you preserve the integrity of history 
like this?

Digital information is easily changed, erased, and written over. It can even be done 
by accident, and not maliciously. This presents a problem for you as an archivist. If you 
put a photograph into a box, you expect that you’ll have the same item when you retrieve 
it again (assuming that it isn’t attacked by mildew or insects or something, of course). 
Digital materials are different. They are capable of changing. They can change even if no 
one interacts with the item, altering spontaneously. For example, in chapter 9, you learned 
that hard drives function best if they are used often, so that the data gets refreshed. In 
essence, digital materials and tangible ones tend to be opposites. Many digital materials 
are safer the more they are used, and tangible ones are more prone to damage the more 
they are used. For your archive, this means that you need to consider a few things with 
your archiving plan:

• How can you make sure that your digital materials can’t be erased or written over?
• How can you ensure that your digital materials are true to the original and are 

unaltered?
• How will you deal with preserving materials that are inherently prone to change?

There are a variety of approaches that you can take to address the problems of the mutability 
of data, some of which will require more advanced computer skills. As an example of a useful 
feature, many Windows operating systems can compare files to determine if they are the same. 
Simply type FC followed by the file path to both files into DOS or Command Line. You can also 
run comparisons at a binary level, run a case-sensitive comparison, and more.

Finally, you need to think about digital materials in a different way from tangible ones. 
Archiving traditionally involves repairing or maintaining an object and storing it some-
place safe, where it won’t be harmed or touched unnecessarily. Though it depends upon 
how you store your data, you should probably think instead about how your data can be 
interacted with in order to keep it safe and to monitor it for degradation and change.

Issue 2: Binary Data Encoding

So far in this book, the concept of binary has been presented in a positive manner. Com-
puters work efficiently with the binary system of numbers. It’s a numerical system that 
works very well for computers and will probably continue to work well for some time. 
Though there are only two numbers to work with, you can store all kinds of information 
using the system. Binary is also a problem, though.

The biggest issue with digital media is that you require a tool to use it. And not just 
any tool, either—computers are capable of detecting fluctuations in a magnetic field, 
electrical impulses, or, in the case of optical media, changes in light that are far smaller 
and more minute than anything a human can sense—even with tools like magnets or 
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magnifying glasses to assist. This is also what makes computers so helpful—the fact that 
they are capable of storing so much information in a tiny amount of space.

Computers are, as mentioned at the beginning of this book, glorified calculators. 
Everything is numbers to them. As you learned in chapter 6, although programmers 
use coding, or sets of words that act as instructions to the computer, what actually hap-
pens is more complicated. Those words are all for the benefit of human programmers, 
working with human language. When a programmer has completed a program, that 
program needs to be “translated” into numbers so that the computer can understand the 
instructions. Programmers are working several levels away from what a computer can 
understand. While it is possible for a human to use machine code (the term for languages 
that don’t need translation and are directly accessible by the computer), machine code is 
extremely difficult and tedious to write. Very few people work this way when it comes to 
programming, or are even capable of it.

Humans don’t work well in binary. Not only is it removed from the comfortable dec-
imal method of mathematics, but also, humans generally like words, not numbers. Even 
if it were possible for someone to, say, detect the dark and light spots on a burned CD 
without the aid of a computer, the vast majority of people would not be able to translate 
what was on the CD because it’s simply too difficult.

If every computer suddenly went down today, all of the digital data saved everywhere 
would be completely lost. It would simply not be worth the time and effort to get the 
information without a computer to do it. Everything that was written down in books or 
other materials, on the other hand, would be perfectly accessible. Books are tangible items 
that are large enough for people to see without any sort of aid. The characters or letters 
in a book represent concepts or sounds that are easily translated for most people, since 
humans are language-based creatures and easily connect a symbol with a word.

The scenario of every computer everywhere suddenly breaking all at once is pretty 
unlikely, but it serves a point. Your data is only useful if a computer can read it. So, apart 
from your major archival goal of digitizing tangible materials or saving born-digital ma-
terials, your primary goal must be to ensure that a computer somewhere is able to read 
your data. Without the calculator—that is, a computer—your sets of electronic numbers 
are completely useless, and all that hard work creating your archive would have been for 
nothing.

Although every computer in the world breaking simultaneously is quite unlikely, the 
scenario of having data that no computer in the world can read is not implausible at all.

Issue 3: Obsolescence

Though people tend to think of computers as being fairly modern, it’s really only the 
personal computer that’s new and innovative. There were plenty of computers similar to 
the modern concept of a computer available starting in the 1940s. They just weren’t as 
common as computers are today, and people did not have computers in their homes.

First, as explained in other chapters, people didn’t have computers in their homes for 
a couple of reasons. Early computers were incredibly slow compared to the capabilities of 
computers today, so they didn’t do as many things as modern computers can do; basically, 
they were used as calculators only. There was no World Wide Web, so you couldn’t do 
banking or shopping or search for information, and computers lacked the capability for 
things like games, movies, or music and didn’t have monitors capable of showing you the 
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relevant information for games or movies, anyway. All these activities simply wouldn’t be 
practical. So, only large companies and universities would have wanted or needed one (or 
would have been able to afford it).

Second, computers required quite a bit of maintenance. You probably do very little to 
maintain your computers. Maybe you run some antivirus software or you might use some 
compressed air to blow dust out of the casing. But computers used between the 1940s 
and 1960s needed constant maintenance. Fuses and transistors had to be replaced on a 
regular basis—regular meaning daily or more often. Finally, and the one reason that may 
be most relevant to the discussion, the original computers were huge. Anyone owning a 
computer would need an entire room to hold it, not just a desk, since their weight was 
measured in tons.

Early computers had several ways of storing data, but one of the most prominent of 
these was through the use of punch cards. Punch cards were heavy pieces of paper with 
holes punched into them to encode the necessary numbers for the computer. A program 
could consist of hundreds and hundreds of these punch cards, which needed to be in-
serted into the computer in a specific order for the program to function.

Punch cards work nicely as a data storage method. They were even used before com-
puters were created. Some punch cards were designed for mechanized looms, with the 
holes being used to designate fabric patterns. It’s easy to tell when a punch card has gone 
bad, too, unlike modern methods of data storage. A bad punch card will be torn, folded, 
or otherwise mangled.

People keep innovating, however, and though modern storage methods are trouble-
some in some ways, they store a lot more data and are much more convenient than those 
punch cards, if for no other reason than they take up less space. The humble punch card 
was replaced by other storage methods, such as magnetic tape, that offered easier access 
and stored more data.

There are punch cards around today, and their data is still good. Unfortunately, 
though, all those cards are completely useless. The computers that used them aren’t 
around anymore. It’s simply not practical to keep a massive, energy-devouring machine 
for the sole purpose of reading programs that are decades out of date. And as mentioned 
earlier, data without a computer to interpret it is useless. Punch cards are so worthless 
today that people use them for art or craft projects, and there are suggestions available on 
the web for interesting things that can be done with these otherwise useless items.

If you really, really wanted to read a punch card, it’s not impossible. It’s possible to use a service, 
and there are a variety of sets of instructions online for building your own punch card reader. 
Interpreting what it says, on the other hand, is a different matter.

It’s somewhat of a tragedy for archiving, though. There won’t be any equivalent Guten-
berg Bible for computer programs, really. Though there’s information available about the 
development of programming over the years, it’s not the same as a tangible object, and 
it’s impossible to tell what people in the future will wish that the people of today had 
preserved. Will it be those early punch card programs?

In some ways, it’s simply not practical to keep everything. You probably don’t want 
your archive filled with boxes and boxes of cards that no one will be able to use and that 
take up precious space in your facility. But the phenomenon illustrates a point—technol-
ogy becomes obsolete. This has been mentioned over and over throughout this book, but 
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it really bears repeating. Though punch cards were in use for decades, the speed at which 
technology becomes useless today is quite alarming.

Floppy disks, for instance, had been around for 20 or so years of common use by 
everyday computer users. Once recordable CDs and other recording methods that could 
store more data became available, the use of floppies rapidly declined, and they are rarely 
used today.

Twenty or so years probably sounds like a pretty long time, but it’s really not. Twenty 
years is a fraction of the amount of time that you could expect a book to be useful. Re-
member, the Gutenberg Bible is more than 500 years old. There’s writing available that 
is much, much older, as well. Consider the Dead Sea Scrolls, for instance, or the Rosetta 
Stone—both thousands of years old. The technology needed to use these is still available, 
since humans have not evolved anything better than eyeballs in the past few thousand 
years.

Even the coding languages used to create software programs can become obsolete or 
change over time. For example, HTML, which is used to create web pages, keeps updat-
ing. This book discusses HTML for the sake of ease, but the current standard is actually 
HTML5, the fifth major version of the language since its beginnings in the early 1990s. 
For this version of the language, some instructions are added to make it easier to create 
web pages, and some are removed, being categorized as obsolete. So, any web pages that 
you might want to archive might no longer work with future browsers. They won’t display 
the way they should. 

It’s difficult to determine if a technology is becoming obsolete. Technically, punch 
cards have been in use since the 1700s, but they went largely out of use in the 1970s and 
are now totally useless. Magnetic tape, which was covered in chapter 8, has been around 
in varying forms for close to a hundred years and is still in use today (though those early 
forms are probably no longer readable by any device). Paper tape, a sort of combination 
between the principles of magnetic tape and punch cards, is even older than magnetic 
tape, but stopped being used in the 1990s and is now exactly as useful as a punch card.

As another consideration, oftentimes, someone will create a new technology that 
is an improvement in some way or is novel, but it won’t catch on with general users. It 
may have a fatal flaw, or be too expensive or inconvenient to use. It’s difficult to predict 
if something is merely a fad or it’s a technology that will be around for decades to come.

For example, the Blu-ray disk works exactly like a CD or DVD, but has an enormous 
storage capacity in comparison to these other two technologies. Movies on Blu-ray are 
available for purchase and do pretty well, but they haven’t completely replaced DVDs by a 
long shot. Why not? Probably for a variety of reasons—Blu-ray disks are more expensive 
and Blu-ray players less convenient, and when it comes to viewing quality with movies, 
the difference between a DVD and a Blu-ray disk may not be enough to entice people 
to buy (as opposed to the difference in convenience and quality between a VHS and a 
DVD). It may be that the ability to stream content online is a factor, as well. There isn’t 
really a clear, tidy answer for it, so all you can really do is to monitor developing technol-
ogies and be sure that you don’t get caught with something useless—and that you move 
your data before it’s too late.

Part of the goal of digitizing materials is to save space. It would be pretty incon-
venient to be storing stone tablets in your archive just because they have an excellent 
longevity and are generally fire- and water-resistant. But the fact that the technology 
changes so rapidly should influence how you think about your archiving project. Here are 
a few questions to consider:
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• How will you keep an eye on developing technologies so that you can plan for the 
future of your collection?

• How will you determine whether a data storage method is becoming obsolete, and 
that your data needs to be moved to something new?

• How will you determine if a new storage technology is simply a fad or if it’s a 
revolutionary innovation that will replace the current technologies?

• How will you decide what equipment is important to keep for the future?
• How will you migrate your collection from one technology to another in an effi-

cient and logical manner?

Obsolescence is a definite problem and one that you will unquestionably need to address 
when you create a plan for your archive and determine which technologies you want to 
start with. However, there is an even bigger problem that digital materials face, which has 
also been touched on somewhat in the chapters so far.

Issue 4: Data Decay

On January 10, 1921, an infamous event occurred, which causes great frustration for ge-
nealogists and historians in the United States today. A fire broke out in the Commerce 
Department building in Washington, DC. The ultimate result of this is that most of the 
1890 census was completely destroyed (National Archives, 2005). There is absolutely no 
way of getting that data back. It became irretrievable ash, and anyone who needs that 
data is simply out of luck.

It may be alarming to you to realize that vast amounts of data are just as completely 
destroyed on a daily basis. Possibly you know someone who has lost years and years’ 
worth of photos (or maybe it’s happened to you) due to a hard drive crash, or because the 
rewritable CDs that were supposed to be so revolutionary didn’t hold up as well as their 
manufacturers said. Maybe you or someone you know was writing an important letter or 
a paper and suffered computer failure. Because they didn’t save the file on their hard drive 
and it was being stored temporarily in the RAM, the material is gone. Or maybe you have 
tax records on floppy disks and you have no computer with a floppy drive, so now they sit 
in a drawer somewhere, slowly deteriorating.

Humans make mistakes and forget things. While some programs automatically save 
information periodically to help with this, it doesn’t completely solve the problem, and 
computers are rather unforgiving. Even computer professionals make mistakes (remem-
ber, that first web page was overwritten with other files).

A book can easily be burned in a fire. Fire is also bad for digital materials, melting 
things like magnetic tape or CDs (some types of flash drives are designed to be fire-resis-
tant, though). Other disasters are also bad for your archived materials, both tangible and 
digital, such as floods or earthquakes, although restoring a waterlogged book is a much 
easier prospect than dealing with a soaked hard drive, for instance.

Many cloud computing services offer redundancies and backups, but remember, a cloud comput-
ing service is not infallible. Employees can make mistakes and equipment can have problems, or 
a variety of other things can happen that can delete data.

Digital materials have an extra vulnerability, though. When you put a book away, you’ll 
expect that when you take it out again, you’ll have exactly the same book. None of the 
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words will have randomly disappeared. The illustrations will all be there in the same place. 
While the pages may become more brittle over time or the words more faded, they never 
completely vanish. You’ll never open up a book and suddenly get a notice between the 
pages that you can’t read it due to an error.

This is not the case with digital materials. You’ve already learned a little about bit rot 
and data decay. These phenomena refer to the fact that digital materials can change over 
time, with the data on them vanishing. Magnetic tapes can lose their magnetization, and 
so can hard drives. Flash drives can lose their charge, and writable CDs fade.

How fast this happens is open to debate. There have been many tests done on digital 
materials, but none of these storage methods have been around long enough to under-
stand their possibilities and limitations the way we do when archiving something like 
a book. Some methods of data storage become obsolete before a test such as this can 
even happen. There are many tests and experiments that have been conducted on digital 
materials in an attempt to simulate an accelerated aging process. These experiments are 
quite useful and can help with predicting how to best preserve digital materials, but 
still cannot truly predict the future qualities and the lifespan of these items. Therefore, 
there are considerations that you must make in regard to the longevity of your project:

• How will you ensure that your digital materials are not deteriorating?
• How will you ensure that your digital materials are safe in the event of a disaster?
• How will you ensure that your archive is not ruined by a storage device going bad?

Digital materials are inherently difficult to archive. That makes your work as an archivist 
even more important. In modern times, people are embracing the advantages of digital 
materials. Digital images take up less physical space than paper ones. A music collection 
on a smartphone or computer is less cumbersome than a collection of CDs or tapes or 
records. The same goes for movies. Many people’s thoughts and ideas are in the form of 
blogs—not newsletters or pamphlets or books. It’s highly possible that the creations of 
today will be lost due to the mutable nature of digital materials, just as surely (and just as 
frustratingly) as that 1890 census.

What this means is that it’s important to keep track of the creations of today. As an 
example, the Library of Congress has been saving “tweets” from the popular social media 
website Twitter (Gross, 2013). Twitter was briefly discussed in chapter 13; tweets are 
short messages to other users. They can be “tagged” with words to indicate the content of 
the tweet, and can be directed toward a particular person’s account online. Many tweets 
are lacking in content, and simply link to another location online, or are responses to the 
tweets of others. Some are venomous in nature, or exist solely to promote something out-
side of Twitter. Some are completely indecipherable without context. However, tweets are 
a way that people in modern times communicate. Will they have any value or relevance 
hundreds of years from now? Maybe not, but they will exist for study if needed, since the 
Library of Congress has decided to preserve them.

This project originally started by archiving all tweets, but it has since been scaled back to only 
archive selected tweets. The current collection is estimated to have more than 170 billion Tweets. 
It is not available to the public for a variety of reasons; because it is such a huge collection, deter-
mining how to sort it and make it possible for the public to access is a problem (Wamsley, 2017).
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Tweets are digital in nature and have no physical form. This presents an extra obstacle 
to archiving. However, if you are digitizing tangible objects, you’ll have the advantages 
offered by both a tangible object and a digital one.

 Tangible Materials and Longevity

If you plan on digitizing a collection, you should not eliminate the original physical copies 
of your items unless it’s really necessary or you’re attempting to preserve something that 
is deteriorating to a state beyond practical use. As mentioned before, tangible items have 
a much greater lifespan than digital ones. Not only is their predicted lifespan longer, but 
it’s been proven to be longer through trial and error over thousands of years.

Many archiving projects that are designed to preserve digital materials turn to tangi-
ble items in order to truly preserve their information. For example, the Internet Archive 
is a nonprofit group that has many goals, including keeping copies of online web pages. 
However, they have another project that is more physical in nature: collecting a copy 
of every book ever published—ever. These books are not being digitized. They’re being 
stored in a cool, dry warehouse inside large shipping containers. Along with books, the 
Internet Archive is also collecting music and movies to store (Stokes, 2011).

One of the issues faced by the Internet Archive is that of copyright. Remember, websites and 
materials on the web are copyrightable and archiving them can potentially be a violation of 
copyright law. If archiving online material, this is something that must be considered with your 
own projects.

E-books are cheaper and more convenient than paper ones. But the object of this vault is 
not to distribute information. Should digital versions of these items vanish, like so many 
digital items have, there’s still a copy available because of this project. If someone thinks 
that a digital version has been tampered with, which is so easy to do, then there’s a copy 
available that is not so easily changed and can be used for comparison (Stokes, 2011).

Miniature items, or tangible items that are extremely small, may be a technology to 
look into in the future. For example, the Rosetta Project is designed to archive the lan-
guages of the world. The creators of this project fear that a huge number of the languages 
in use today will simply vanish over the next century, and so they are attempting to 
document them now. The method by which these languages are being preserved is via an 
item that they call the Rosetta Disk. The disk is three inches in diameter and made from 
nickel, and is stored in a spherical casing made from stainless steel and glass. On the face 
of the disk are approximately 14,000 pages of information about languages. Rather than 
using binary data encoding, the pages are actually microscopic images that can be read 
by a person (using magnification, of course). This disk, should it be kept safely in the cas-
ing, could last for thousands of years (Rosetta Project, 2019). Even if every computer in 
the world were destroyed tomorrow and humans were never able to create computers as 
people think of them today again, the Rosetta Disk would still be serviceable and useful.

Oddly enough, it seems to be a trend that older technologies do better as far as ar-
chiving goes than new technologies, as though things are working backward. Consider 
the huge longevity of stone or clay tablets, for instance. The company Hitachi is working 
on a method of storing data that will be similar in principle, etching binary code onto 
pieces of quartz glass. It’s a little like working with pressed optical disks, but the glass is 
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much more resistant to extreme temperatures and won’t degrade over time (Clark, 2012). 
Scientists are even working on encoding data using the very oldest material on the planet: 
DNA (Richards, 2013).

The convenience offered by digital information and the rapid speed at which infor-
mation can be created, shared, and stored are changing human society, and people can 
benefit greatly from digital technology. You will be benefiting others by making the in-
formation your archive holds part of this easily transmitted data. However, the point that 
must be made here is that, while technology is wonderful and helpful and a great way to 
make your collection available to patrons, it has limitations and problems that have not 
yet been fully addressed. You should never expect technology to solve all your problems, 
and you must always be on the watch for better, more stable methods of storing data.

 Key Points

In this chapter, you learned a little about what kinds of questions you should be asking 
about technology and your collection in order to develop good policies.

• Digital media is not as stable as traditional, tangible materials. As such, the normal 
methods of archiving don’t address the problems facing digital media very well.

• Your archive will need to develop policies that are specific to the difficulties of 
digital media, and that continue to monitor developments in technology to avoid 
having your archive become obsolete. The instability of digital media makes tradi-
tional media still relevant today.

In the next chapter, you will review the information covered in the book so far so that you 
can start developing a coherent plan for creating a digital archive.
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Drawing Up Policies

A s discussed in several chapters of this book, the idea of a library and an archive is 
very old. One of history’s most famous libraries, the Library of Alexandria, existed 
more than 2,000 years ago, and some of the techniques used to store and locate in-

formation there are similar to those used today. Librarians, collectors, and scholars have had a 
lot of time to perfect the process of collecting and storing a wide variety of library materials.

In contrast, the concept of digital preservation has only been around since about 1990. 
Even taking into account that the preservation of digital materials has been a concern 
since at least the 1960s, creating a program for creating and archiving digital materials is 
a relatively new undertaking and there is still plenty to learn (Hirtle, 2008).

So far, if you’ve read every chapter in this book, you’ve learned quite a few things. You 
know a little about how computers work, what sorts of things computers can and cannot 
do, and what the past and the future of computing look like. You know how software files 
and programs work, how you might make information available to others, and the kinds 
of pitfalls you might encounter as you work on your project.

Now you’re probably wondering how you can practically apply what you’ve learned 
toward your collection. This chapter will outline general steps to take when creating a 
digital archive, review important information from the previous chapters, and ask you 
questions to consider when creating plans for your own digital archiving project.

IN THIS CHAPTER

 P Which parts of my collection should I store first?

 P How should I avoid and address legal issues?

 P What settings should I use for digitization and file storage?

 P Which methods of data storage are optimal for my archive?

 P What equipment will I need?

 P What type of software will I need?

 P How will I protect my collection?

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



2 1 8   ▲   C H A P T E R  1 6

There is not a single correct way to go about making your archive, and so you may 
decide to take a different approach from the one outlined in this chapter. You will also 
certainly have questions that are not covered in this chapter. As you read, think about the 
questions provided by this chapter and any others that you may have.

 Setting Goals

Though it may seem unimportant or obvious, consider what your goals are before you 
start. Why are you creating a digital archive? There are a lot of good reasons to make one.

• You want to make it easier for your patrons to obtain information, or make it easier 
for your archive to share your information with others.

• You want to be part of the effort to archive a digital culture.
• You want to work with other institutions that are digitizing their collections.
• You have a special collection that needs to be protected. This could include pre-

serving something unique that may not be addressed by a national project, such as 
local history.

• You want to make information available to your patrons while protecting the orig-
inal object—that is, patrons can use the digital version without ever handling the 
tangible object, which keeps the original object safer.

You might also have another motivation that doesn’t fit into one of these categories. Write 
down your basic reasons for making an archive and what your goals are. Some of the 
benefits of creating a digital archive were discussed in chapter 1; considering how your 
project might benefit others can also be helpful for deciding what your goals are. Your 
goals might influence how you go about creating your collection and what you need to 
consider for your project to be a success. Writing these reasons down might also help if 
you need to talk about your project to groups or communities that might be willing to 
provide funding or other kinds of assistance to help your project reach its goals.

When you create a plan for your project, be as consistent as possible. Consistency is 
very important for digital archiving. Having a comprehensive, consistent plan will make 
it possible for other workers to carry on without you should you leave the archive and 
make it possible for your other workers to make decisions on their own without needing 
to consult you. A consistent plan will also make it easier for you to share your work with 
other archives if desired, or to collaborate with another organization.

After determining what your goals are, your next step should be to decide what you 
want to archive.

 Your Collection

Regardless of what you want to store, the first thing that you must consider is the size and 
scope of your collection. If you have a small collection, if you only want to archive a few 
things, or if you want to archive a very specific portion of the collection, then you may be 
able to store everything and can therefore move on with your plans.

Otherwise, you’re going to need to make some difficult decisions. The process of 
storing born-digital materials and the process of digitizing materials, then storing them, 
are both tedious and time-consuming for varying reasons. You need to prioritize which 
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parts of your collection need to be stored first. Chances are good that you won’t be able to 
archive everything you would like, and so you may need to determine what is not worth 
storing. There are a couple of ways to go about deciding what parts of your collection are 
the most important to digitally archive. Here are some good questions to consider:

• Is the item particularly useful to your patrons, or would it probably see a lot of use 
if it were part of your digital archive? Does it already get a lot of use? If so, then 
this is a high-priority item.

• Is the item unique in any way? Do many other people have a copy, or is it unique 
to your archive? The former would decrease priority, and the latter would increase 
it. If the information is unique, then it’s important to archive because there are few 
or no backup copies in other archives.

• Is the item highly delicate? Is the item in danger of degrading beyond reasonable 
use? If it’s a born-digital item, is it in danger of becoming obsolete? Protecting 
items from degradation or obsolescence should be a major goal for a digital archive.

• Has anyone else digitized the item? This might be difficult to determine, and it’s 
not necessarily a bad thing for there to be two different digitized copies of an item. 
If you definitely know that there is a digital copy of something already in existence, 
though, then the item probably drops on your priority list.

• Is the item too fragile for you to digitize? You may find that you have items that 
need to be given special treatment. For example, scanners use beams of light, which 
may harm some items. As another example, some early audio recordings were 
made using brown wax cylinders, which can become extremely delicate and require 
special handling to digitize.

• Is the original (not digital) item difficult to store? For instance, is it large, or does it 
require a special shelf or storage unit? Would digitizing the item remove difficulties 
in this respect or open up more physical space in the archive?

• Is the item difficult to retrieve? Would having a digital copy reduce this difficulty 
for your employees and your patrons?

• Is there something about the item that would require special equipment to digi-
tize? You don’t necessarily want to spend your funds on equipment that can only 
digitize a small part of your collection when you could spend the funds on some-
thing that could be used for a larger part of your collection.

• Is the item already catalogued, making cataloguing the digital version simpler?

Some questions to consider for born-digital items in particular are the following:

• Will this item potentially have historical or cultural significance? This is very diffi-
cult to determine, but you can attempt to decide which seem most useful by having 
protocols in place to make choices.

• Will the item be difficult to store? Will it be difficult to use and retrieve? This is a 
potential complication if you wish to store software that is designed to work with 
a specific operating system or piece of equipment.

• Will it be difficult to convert a file to a more archive-friendly format?

While you’re pondering these questions—you’ll probably think of more that are relevant 
to your particular situation—write down ones that seem significant to you. You can use 
these to officially determine which items in your collection are most important to digitize, 
or to help with discussions if you are making these decisions in a group.
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Another important consideration to make is to think of what your patrons might 
like to see. If you have anything that is particularly fun or interesting, you might want to 
make it part of your collection to draw patrons to your archive. Even if an item would be 
otherwise a low-priority item according to these questions, an item that patrons will like 
is probably an important one to digitize. Items that are simply fun can put your archive 
into a positive light, draw more patrons in, and even help if you want to demonstrate your 
project to anyone who might be interested in funding your archive’s efforts.

Dividing Your Collection

When deciding what to digitize first, you might want to divide your collection into parts. 
For example, suppose that your collection has local maps, books on Civil War history, 
and books by local authors. Your maps don’t get a lot of use and you know that there 
are already digital copies of the books by local authors. You also know that there’s an 
active historical society in town and that your Civil War collection includes some unique 
primary resources. You therefore decide that your project will digitize all the Civil War 
books first. By saying that anything in the category of “Civil War history books” should 
be digitized, you can make things easier on anyone working on this project by making the 
important choices ahead of time.

You can also make the process of storage and digitization easier this way. For instance, 
you may decide that all the Civil War books are going to be photographed and that the 
images will be converted to gray scale, regardless of whether or not they are in good con-
dition, while another part of the collection will be scanned with a flatbed scanner. Having 
a consistent procedure in place also makes the work easier.

Something you may need to consider in your plans is security for your collection. What this en-
tails will vary depending upon what your collection contains. For example, the equipment and 
storage devices you use can be appealing items for theft. Along with potential human threats, 
protecting your materials from disasters, such as fire or flood, should be part of your plans if it 
isn’t already. For online collections, be sure that your security is adequate (or that the security of 
the cloud storage service or online host you use is adequate). This is particularly important if you 
have items that should have restricted access, but is also important in general, as it is possible 
(though unlikely) for someone to get into your files for malicious purposes—just to see if it can 
be done.

If you approach your project in this manner, don’t make categories mentally. Write down 
what parts of the collection you think are most important, as well as instructions for how 
to determine whether or not an item falls into that category. You might have blurred cat-
egories—for instance, a book on Civil War history by a local author. You might also have 
items that don’t fit tidily into your categories—for instance, a book on history that has 
only one chapter about the Civil War. If everything is clearly written down, then anyone 
working on the project will have no trouble determining what to do, and the project can 
proceed without the need for you to constantly supervise or make decisions.

Timeline

It may be difficult to determine how much time everything will take until you actually 
start a project and see how long it takes to process a digital item, and things may speed 
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up and slow down during a project. For instance, things will speed up as you and other 
workers develop skill at digitizing material or processing files, or might slow down if you 
need to train someone new or someone goes on vacation, and so on.

However, forming goals and having a specific desired timeline for your project is very 
useful. Again, you can use such a plan to explain your project and your goals to others, and 
it’s very helpful for motivating you and others working on the project. For example, you 
can use a timeline to see how much progress you’ve made, to try to keep on a consistent 
schedule, and to celebrate milestones in your project.

Along with deciding what materials you will archive and what should be archived 
first, you will probably need to deal with an important aspect of digital archiving before 
you proceed to creating your collection: legal issues.

 Legal Issues

In chapter 14, you learned a bit about what kinds of legal problems can arise from ar-
chiving. The last thing you want to do while you work to preserve information for the 
future is waste time and money getting tangled up in a legal dispute. You should therefore 
make determining whether or not you have the right to store or digitize something or ob-
taining permission to store or digitize items an important part of your archiving process.

ITEMS THAT CANNOT BE COPYRIGHTED

• Any work that falls into the public domain upon creation
• Any work whose creator has given up his or her rights
• Slogans, titles, names, and other short phrases
• Lists of ingredients, processes, and methods
• Phone books and similar data
• News and facts
• Common or familiar symbols
• Common property works, such as height or weight charts, calendars, or 

similar items

Essentially, you need to determine if the work you want to store is under copyright. 
Items that are not under copyright are free for you to digitize. If the item is in the public 
domain (has no copyright protection), then you’re free to use it in your digital collection. 
Determining if items still have a copyright is a bit tricky, especially if you want to use 
something published in another country, since laws may be different there. As stated in 
chapter 14, in general, if a work meets one of the following conditions, it’s in the public 
domain and is free to use:

• The work was published in the United States before 1925.
• The work was published in the United States between 1925 and 1963 and has no 

copyright notice.

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



2 2 2   ▲   C H A P T E R  1 6

• The work was published in the United States between 1925 and 1963 and has a 
copyright notice, but that copyright wasn’t renewed. This takes some investigating 
to determine.

Works published after 1963 had an automatic copyright renewal or had the copyright 
extended, depending upon the year of publication. This means that, if you want to use 
something published after that year, you’ll probably need to obtain permission to use the 
work for your digital collection, especially if you want to display the item online or share 
it with your patrons, and not simply store the item.

Some people use alternatives to copyright law that might be of interest to you; these 
are typically used for born-digital materials. These alternatives limit the rights of creators 
and give more rights to the public, and so items that use these alternatives are probably 
safe for you to archive, though you should always consult legal counsel to be absolutely 
sure. Some of these types of licenses are listed in chapter 14.

Remember, archives and libraries do get some special treatment when it comes to 
copyright law. You should know what these are and what situations they apply to. For ex-
ample, if you simply want to archive the data as a backup and not make it available to the 
public, then this is usually acceptable. Archives can also sometimes make copies of mate-
rials that are degrading and a new or better copy can’t be obtained for a reasonable price.

This book can only give you general guidelines for addressing and avoiding legal 
problems with your archive. When in doubt, always consult an attorney. While your ar-
chive may have good intentions, copyright holders and their lawyers may not see it that 
way.

Once you have determined what needs storing first and what you have the right to 
archive, a good next step to take is to decide how you are going to store your data.

 Storage

Once you know how much of your collection you can or want to store, you can make a 
reasonable estimate regarding how much storage space you’ll need and what will or will 
not be a practical method of storing your data. Deciding how you’ll store your data can 
be difficult, and you should think of it as an ongoing process because whatever storage 
method you use will almost assuredly become outdated.

For example, suppose that you have a collection of photos of local historic homes. You 
decide that you only want to store this part of your collection, so you scan these particular 
photos. You then back up your scans on CDs and then make the photos available online. 
Your community really enjoys the photos and you get some funding from a local historical 
society, so you decide to expand your project. Unfortunately, you determine that the next 
phase of your digitization project, which involves digitizing books about local history, is 
not going to be practical to store on CDs. You’re going to need to change your policies 
and plans to accommodate this, and decide what will be practical given the scope of your 
project at this time.

Replacing outdated or broken technology is something else that must be part of your 
plans. For instance, you might have three 500 GB external hard drives, giving you a total 
of a terabyte and a half of data, and you find that this works very well for your collection 
for many years. But ten years from now, 500 GB might be an extremely small amount of 
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storage, and this storage method might be considered highly outdated. You might be able 
to buy something that runs faster or is more reliable.

If you use cloud storage, you will need to research your options regularly to ensure 
that you’re getting a good deal with your service and that you still agree to the terms of 
service for your cloud storage service, since terms of service can change.

There are many, many ways that you can store your data. This book has covered the 
most commonly used ones today. Your options will very likely change in the future, as 
well, as people develop new or better ways to store data.

Your data storage device is an object that will, itself, require a method of storage—that 
is, you’ll need to protect your storage devices to keep your data safe. An important general 
consideration to make is whether or not you have optimal storage conditions available 
for a particular data storage method. Magnetic tape, for instance, is rather delicate and 
needs a room that is ideally situated and has controlled temperature and humidity. Flash 
memory devices lend themselves better to less-than-ideal conditions.

Each method of data storage has some pros and cons, and you should think carefully 
about what would be optimal for your archive in particular. You do not have to pick only 
one, and using more than one is a good idea if it’s possible. That is, you might want to use 
a hard drive, but have the same data backed up on tapes. Using multiple devices makes 
your data safer. If, in the above example, you take your tapes off-site and leave the hard 
drive in the archive, if something happens to your main archive and the hard drive is de-
stroyed, then your data is still safe. If hard drives were to, say, become obsolete, your data 
is still safe on the tapes. Again, having multiple copies of your data on multiple devices is 
a good idea and will keep your data as safe as possible.

After deciding where you’ll store your data, the next step you should take is to deter-
mine what kinds of files and specifications you want to use.

 File Settings

Deciding what specifications you’ll use for your files or determining what equipment 
you need are good steps to take after deciding how you’ll store your data. However, de-
termining what kinds of files you want to store and create may make it easier for you to 
decide what your equipment needs to be capable of, and so you might want to pick your 
equipment later.

For digitizing tangible materials, you’ll need to decide what formats will most accu-
rately represent the original, or, in the case of items like text, what settings you need in 
order to further process the data (i.e., you may want to make scans of text searchable by 
a computer). For storing born-digital materials, you’ll need to decide whether or not you 
want to convert to a more archive-friendly format.

Write down what formats you think will be best for your project; you may want to 
note why, as well, especially if you need to discuss the matter with others. You may need 
multiple formats, either to protect the files against obsolescence or to make your collec-
tion optimal in varying situations. For example, you might want to have an image stored 
as a TIFF for archiving, but have another copy saved as a PNG for sharing online.

You may decide that you’ll need to outsource your project or that outsourcing is 
going to be more efficient. Even if this is the case, you should still decide what kinds of 
files you want and what settings you require, as well as find out what files the company 
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you choose will create for your materials and whether or not you find this satisfactory for 
your archive’s needs.

Images

When it comes to images, you need to make a few decisions about the most basic pa-
rameters of your images: whether or not to use color and what level of color to use, the 
resolution, and the file formats, as well as how you will capture the images in the case of 
digitization, and what software is necessary. How computers store image data was dis-
cussed in chapter 3. The following are some factors to consider in your project.

Color

Images may be in color, gray scale, or black and white. Digital cameras typically capture 
images in color, and scanners often have several options. You can also convert color im-
ages to gray scale using photo-editing software. Remember, color requires the most data 
to store, gray scale requires less, and monochromatic 1-bit color requires the least (this 
might be suitable for scans of text if the text is clean and easy to read).

You may want to have different policies regarding color level depending upon what 
kind of image is being stored and whether or not it is in color. This is fine so long as you 
are consistent and can clearly define which parameters for image capture are to be used 
for which situations to avoid confusion.

QUESTIONS TO CONSIDER FOR IMAGE DATA STORAGE

• Are your images in black and white or are they in color?
• Will you need to convert color images to gray scale?
• Do you have a variety of images to digitize? Would it be simpler for you to 

simply use the same settings regardless of the type of image, or would it be 
more efficient to customize your settings to the particular image?

• Do you benefit from having a ppi higher than 300–400?
• Will having a higher ppi make storage and retrieval of data too cumbersome 

for your archive?
• Do you want to change the ppi for born-digital images, or always use the 

original format?
• Are you archiving images that require a specialized scanner?
• What is your budget for equipment?
• Which formats do you feel will make it easy for patrons to access your 

information?
• Do you want to share your data online?
• For born-digital materials, what is the original file format for the item?

DPI or PPI

After determining how you will handle the color level for your images, you must then 
determine what dpi or ppi you wish to use for your images. For consistency, you should 
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scan your images at the same dpi or ppi. As explained in chapter 3, it’s better to work in 
ppi, or pixels per inch, whenever possible, rather than dpi, because ppi is technically more 
accurate. For archiving, a range of 300–400 ppi is usually adequate, but you may want a 
higher range for greater detail and resolution. Some archiving projects use 600 ppi, and 
you can use an even higher range.

If you want a higher range, you should remember that images with a high ppi require 
more storage and take longer to store and retrieve, and so you should take this into ac-
count when making a decision. A lower range may produce an image that is too low in 
quality to be of historical use. As with color, you can use different ppi ranges for different 
materials, but make it clear when a lower ppi and when a higher ppi should be used for 
an image.

With born-digital images, you can reduce the ppi, but increasing it requires the com-
puter to make “estimates” and guess what color information would be in the extra pixels, 
which is inaccurate. It’s best in most situations to either reduce ppi only, or always leave 
it in the original format.

Capturing Images

Unless your image is born digital, you’ll need to use equipment to get a capture of the 
item or to digitize it. The two main choices are to use a scanner or a camera. In most 
instances, the scanner is the simpler method, unless the item is either too large to scan 
easily or the item is delicate. In these instances, a camera can be the superior choice.

As discussed in chapter 12, you have a variety of choices for scanners. A flatbed scan-
ner is a good choice for images in most situations, but not all. You may need a specialty 
scanner if you want to digitize film, or microfilm, for instance, and if your archive wants 
to solely create high-quality archival captures of images and you have the funds, you may 
even find it worthwhile to invest in a drum scanner.

File Formats

Once you’ve created an image, you need to decide what format you require to store it. In 
general, the TIFF format is best for archiving, since this format captures a lot of infor-
mation and uses lossless compression. However, TIFF files are typically quite large, and 
they are also a poor choice for transmission over the Internet, so you should consider 
your options carefully. The JPEG, GIF, and PNG formats are better suited for use on 
the Internet. You can store an image in multiple file formats, having a format for storage 
purposes only and one for viewing online.

Even if you don’t want to have your archive available via the Internet, having multiple 
file formats for your image helps to protect them from obsolescence. For instance, if you 
had the same image in both TIFF and JPEG formats and suddenly no one was making 
software that read JPEGs anymore (though this is a scenario that is highly unlikely to 
happen anytime soon), then your files would still be safe because the other format, the 
TIFF, is still in use. A similar (and more probable) scenario would be keeping digital 
photo files in their native formats for the sake of posterity, but also saving those same 
images in a more commonly used file format. In addition, if you’re storing born-digital 
images, you might want to keep an image in its original format, but also keep a copy in 
another format. Table 3.1 summarizes the various commonly used file formats.
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Processing

After capturing your images, you may want to do some alterations. This typically involves 
rotating or de-skewing an image, cropping out unnecessary information, and improving 
the contrast or color levels. De-skewing an image can eliminate data around the edges of 
an image, so you should always do that first.

Write down the steps that you want to take to improve your captures; that way, ev-
eryone who works on the project does it the same way every time, improving quality and 
consistency and reducing confusion regarding how the work should be done. 

Text

Like photos, your text items may be in a digital format already, or they may need to be 
digitized. Each will require a slightly different approach. Storing text was covered in 
chapter 4.

QUESTIONS TO CONSIDER FOR TEXT DATA STORAGE

• Does your archive benefit from having text items in multiple formats?
• Will patrons be accessing this data?
• Do you lose significant amounts of data by converting to another format? Is 

the formatting of the text item important, or is the information itself more 
important?

• Do you want to keep a copy of the file’s original format?
• Do you want to use a camera or a scanner, or some mixture of both? What 

kind of scanner is best for your materials? Do you have delicate books that 
require special equipment? How many books will you be processing, and 
how many will you ideally process per day?

• What settings are optimal for capturing your text materials? Do you want 
to further process the images by making the text searchable?

• Are your text materials clear and easy to read, or are they faded? Does this 
impact what settings you choose for capture?

Digital Format

If your text is already in a digital format, then you essentially need to make one decision: 
Is it better to keep the text in its original format, or to convert it to something else? You 
can also do both and keep both copies, which may be better from a preservation stand-
point in that you have a copy of what the original item was like.

The biggest problem with items already in a digital format is the fact that many file 
formats for text are proprietary and may become obsolete if the software to read them 
becomes outdated. In this book, you learned about some formats that are relatively safe 
from becoming obsolete. TXT, RTF, and OTD are some fairly safe options. TXT allows 
for very little formatting, RTF allows for some more, and OTD has essentially the full 
range of word processing formatting options available today.
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HTML and XML are markup languages that work with plain text. HTML is gener-
ally only useful for web pages, but since it allows for formatting with plain text, you may 
find it useful for other purposes. A web page does not need to be online to be viewed in 
a browser program if the data for the web page is on the computer that you want to view 
it on. XML allows for things like metadata, which you might find useful, as metadata 
can be used to generate information about your collection and to help with patron access. 
Metadata was covered in chapter 13.

PDF files allow for “pages,” and can feel like the original document to the user. The 
PDF/A in particular is a variation on the PDF format that is geared toward archiving. 
The PDF format is very user-friendly as well as potentially searchable, and is a good 
choice if you want your archived documents to be used by patrons.

Digitized Materials

If your text needs to be digitized, then you’ll be taking a picture of it, either through a 
scan or a photograph. It will need to be treated in a similar manner to an image, and so 
you’ll need to consider some of the same questions as you did regarding images. As with 
images, you will be using either scanners or cameras to capture your data. Cameras are 
good in most situations with text items, and flatbed scanners are good for text items that 
are either not bound or have a strong binding that can withstand rough handling. How-
ever, if you don’t mind destroying the original object and the text is in good condition, a 
sheet-fed scanner is very efficient with text, and so it is an extra consideration for your 
choices. Overhead scanners are expensive, but particularly efficient if you need to digitize 
a large number of items and preserve the original object.

Precision is important with text. Like plain image files, TIFF files tend to be best 
for your original image captures, but you can use other formats if needed or desired. The 
JPEG format tends not to work as well with text, because the text can become fuzzy due 
to the manner in which JPEGs are encoded and compressed, but you can use this file type 
if desired. In essence, you need a lossless format that can capture crisp edges. You may 
want to use a higher resolution with text than with ordinary images. This will allow the 
user to zoom in on words and may help optical character recognition software function 
better should you choose to use it.

If you want your text to be searchable, then you need to scan the original items with 
this in mind. As discussed in chapter 4, optical character recognition software “looks” for 
matches to an internal library of letters and characters. You need to scan items in such 
a way as to make this as easy as possible for the software. If you have very clean, clear 
documents with no fading, damage, or images, then you should use 1-bit monochrome 
to get a plain black-and-white document with a small file size. If there are spots or faded 
areas that would show up as black splotches in a scan that only has two colors, then gray 
scale is better.

Once you have scanned your items, you can leave them as a sequence of images, but 
it’s better to put them into something like a PDF format for convenience. PDFs can be 
made from text documents or images with equal ease, and, as mentioned earlier, “feel” like 
pages in a book to the user. Storing the images like this will keep relevant items together, 
as well, which is helpful to you as an archivist.
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Audio/Video

Like text materials, your audio or video materials may already be in a digital format, or 
they may need to be digitized. Unlike text, in which scans of tangible pages and born-dig-
ital text documents are two entirely different types of files, the same file formats are 
suitable for both digitized and born-digital audio and video materials. Audio and video 
formats for archiving are less straightforward than those for image and text items, and 
finding truly archival-quality formats is a struggle. For example, though the MP3 format 
is a highly efficient and popular method of storing audio data, it uses lossy compression, 
which means that some of the audio data will be lost when the file is compressed to save 
space. Lossy and lossless compression methods were described in chapters 3 and 5, and 
audio and video data storage was discussed in chapter 5.

It’s a good idea to save digital files using more than one file format. For example, 
the WAV and AIFF are two common proprietary formats that are extremely similar in 
capability. You could store a single sound file in both formats, making it safe in the event 
that any of the companies or corporations who own these formats go out of business or 
their file format goes out of use. If your audio data already has a digital format, then one 
of the formats you use should probably be the original format.

You’ll face similar difficulties with video formats, since most formats are proprietary 
and use lossy data compression. You can use similar considerations with video formats, 
by storing more than one file format and choosing the formats with the least amount 
of data loss that you can. With video formats, you’ll need to compromise between lossy 
and lossless storage. Lossless storage methods are superior from an archiving standpoint, 
but are uncommon for video owing to the huge amount of data a video might contain 
if stored in a lossless way. Lossy methods are much more common and there are more 
choices for storing a video with lossy compression. Again, you do not have to use a com-
pression method at all, but this will create very large files. In addition, while there are 
formats that are fairly friendly for archiving, the less archiving-friendly formats are more 
likely to have more software options.

QUESTIONS TO CONSIDER FOR 
 AUDIO AND VIDEO DATA STORAGE

• Do you want your files to be available online?
• Do you want to offer a transcription of your audio and video files?
• Does it matter to you how well suited a file is toward digital archiving, if the 

information is originally in a digital format?
• Does it matter to you if a format or method of compression is lossy? Re-

member, lossy formats are more common and more efficient, but are inferior 
from a pure archiving standpoint.

• Is the software you want to use compatible with the formats that you’d 
prefer? Will the software determine what formats you will ultimately save 
your files in?
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Software and Other Digital Materials

Storing things like software and websites is a complicated task that requires a lot of 
different considerations. Again, consistency is important. You may not be able to achieve 
optimal storage for these types of digital materials, so make a plan for what you want to 
store, what the optimal situation is, and what is suitable in the event that you can’t have 
the optimal scenario.

For example, with software, you need to have access to an operating system that will 
run the software. Depending upon what it is, this might be complex. You may not have 
a computer capable of running the software, and so you may need to use an emulator 
instead.

Additionally, with software, being able to store the source code is the best-case sce-
nario. Remember, source code is the original code as it was written by a programmer. If 
you have the source code, it is often possible to read the code and determine how the 
software works (how easy this is can depend on a variety of factors, including the skill 
level of the programmer and the language in which the code is written). Compiled code, 
on the other hand, is code that has been converted into a format that is possible for a 
computer to execute. This is useful to store, but not as helpful as having the source code.

For databases, you will actually have some of the same considerations required for 
digital text documents, as many database files are, in essence, a type of text document. 
That is, you need to consider things such as whether it would be optimal to convert the 
data to another format, and if yes, what format is most useful for you and most practical 
for your database.

Online materials, such as websites (especially websites with dynamic content, like 
social media) may again require a compromise. The ideal scenario is to have all of the files 
required to make a website run, such as images or videos, HTML files, or style sheets, 
which control the visual aspect of a website. You can gather some data about a site using 
a program similar to a web crawler. Again, a web crawler is a program that gathers infor-
mation about materials available online, generally for use by search engines, which match 
the information gathered by the crawlers to search terms entered by users. In this case, 
you need to essentially decide which sites or which types of sites you will archive and how 
often you will capture a record of a site (remember, web content changes all the time).

However, some information on a website cannot be gathered in this manner. For 
instance, many websites have programs running on the server that hosts the website. As 
a user, you do not have access to the server; remember, you request data from the server, 
which is then shown to you on your computer (known as the client side). Such programs 
allow for complex functions, like posting comments or filling out order forms. Without 
the programs running on the server, any pages you save will have their original appear-
ance, but not their original functionality.

There are also such things as “client-side” programs, but these can have security issues and are 
limited in their use.

Websites may additionally have databases or other files on the server that are required 
for full functionality of the website. If you don’t have access to these files, you won’t have 
fully archived a website. Depending upon what you want to accomplish, this might be 
unnecessary anyway. It may also be possible to get the cooperation of a website owner to 
gain all files required to faithfully reproduce a website.
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E-mails are like other types of born-digital materials in that you will need to decide 
whether to keep the e-mail in its original file format or to convert it. There are several 
suitable file formats for e-mails, and again, using more than one for the same document 
can be helpful.

Once you know what kinds of files you need and what settings you want to use, you 
can go about selecting the optimal equipment for your project.

 Equipment

The type of equipment that you need will depend upon what you’re archiving. If you want 
to, say, digitize a collection of local photographs, you’ll need more equipment than if you 
were archiving the websites of university professors, although archiving websites may 
require some specialty software. In chapter 12, this book covered the type of equipment 
that you will most likely need in detail; this section will review that information. No 
matter what you archive, though, you have to have two items: a computer and a monitor.

Choosing Computers

Though tablets and smartphones are highly prevalent today, you’ll probably still want a 
dedicated desktop or, at the least, a laptop computer. This is largely owing to the greater 
computing power offered by these devices. Tablets and smartphones also have fewer and 
more specialized ports, which makes using equipment more difficult. This may change 
in the future, but for now, you should really consider a desktop or laptop computer for 
your project.

When you buy a computer, it can be difficult to compare one computer to another 
or to understand why one is better than another. The basic parts of a computer were 
described in chapter 2. Computers may have features that seem complicated or difficult 
to understand, or you may have trouble determining why two similar computers have 
different prices, or why one computer might be better than another. Though evaluation 
options can be a little confusing and some merits of a computer are largely opinion, doing 
a general comparison does not have to be difficult. Here are some things to look for when 
you want to make a purchase.

FEATURES TO LOOK FOR IN COMPUTERS

• Operating system, manufacturer
• Size of the hard drive
• Speed of the CPU
• Amount and type of RAM
• Number and type of ports

Operating System

As explained earlier in this book, an operating system is essentially the general software 
that allows a computer to coordinate its own functions. This affects everything about a 

 EBSCOhost - printed on 2/9/2023 4:58 PM via . All use subject to https://www.ebsco.com/terms-of-use



D R A W I N g  U P  P O L I C I E S   ▲   2 3 1

computer and how it runs. Operating systems change over time, with companies updating 
the systems to meet new customer demands. If you buy a new computer, it will probably 
have the latest operating system. If you buy a used computer, be sure that you know what 
the operating system is. Sometimes old computers can be upgraded, and sometimes they 
can’t.

The type of operating system and the company that made it will determine what 
software you can use with the computer. Software is not universal. That is, software is 
designed to run on certain computers and operating systems. The software that you want 
to use can determine what kind of computer you want to buy, though it’s more common 
to select software based on what kind of a computer you have.

Different companies will sell computers with different operating systems. For desk-
tops and laptops, Windows and Apple are the major choices. Remember, software de-
signed for one of these operating systems won’t necessarily work for the other. There are 
also other operating systems currently, such as Linux, but these are less commonly used.

Hard Drive / Solid-State Drive

Another easy thing to look for is how big the computer’s main memory is; this will likely 
be a hard drive (HDD) or a solid-state drive (SSD). Bigger is always better when it comes 
to memory. Modern HDD or SSD sizes are listed in either gigabytes (GB) or terabytes 
(TB). Remember, a terabyte is 1,000 gigabytes, so a 1-terabyte hard drive is twice as big 
as a 500-gigabyte hard drive. However, you should also remember that a bigger HDD or 
SSD may come with a higher price tag. Computers with HDDs may be less expensive.

CPU

The Central Processing Unit, or CPU, is the part of the computer that handles all cal-
culations and other requests made by the user. It’s therefore an essential component. The 
speed at which the CPU operates is determined by the clock, which is a vibrating crystal 
inside the computer. This rate is usually designated in Gigahertz (GHz). The bigger this 
number, the faster the CPU can operate, and the faster the computer can operate as a 
whole. You may want to see if any software that you want to use has a minimum CPU 
requirement to help you determine the optimal CPU for your computer.

You may see terms like “dual-core” or “quad-core” or even “eight-core” when it comes 
to CPUs. A computer can have more than one CPU or CPUs with duplicate compo-
nents, which also improves the speed.

In addition, the CPU has its own memory, known as cache memory. More cache 
memory also helps improve the processing speed by having plenty of space to store the 
CPU’s calculations. Finally, a term often connected with CPUs is the front-side bus, or 
FSB, which is the portion of the CPU that allows for communication between the CPU 
and the rest of the computer. The speed of the FSB directly impacts how fast the CPU 
can respond to the user’s requests.

RAm

There are several types of RAM chips, some of which are faster than others. You can 
often add more RAM to a computer and it’s not too difficult to do. However, you need 
to be sure that the chips you purchase are compatible with the computer. In addition, the 
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different types of RAM have some similar acronyms, so it’s important to take care when 
researching and purchasing RAM chips for your computer, as it’s possible to get them 
confused. A computer’s manufacturer may have a guide or online store where you can be 
sure to get the right components (although buying parts this way can be pricey). If you 
can, it’s better to purchase a computer with a sufficient amount of RAM just for the sake 
of ease. RAM chips were covered in more detail in chapter 2.

Ports

A computer must have ports, or else it is not able to communicate with the outside world. 
The number and types of ports will be important to you. Most computer manufacturers 
advertise how many USB ports are available in particular. Many different types of equip-
ment can use USB ports to communicate with the computer, so more USB ports are bet-
ter. It’s possible to buy a hub that plugs into a USB port and gives you more USB ports, 
though, so it should not be your only consideration. In addition, there are a couple of 
different types of USB ports. USB A–type ports are extremely common at the moment, 
but the smaller USB C–type ports are becoming increasingly more common and having 
such a port could be handy.

Some other common ports are ports for microphones and speakers, and ports for 
monitors or televisions, such as VGA, DVI, and HDMI ports. 

Choosing Monitors

Choosing a monitor is simpler in some ways than choosing a computer. In many stores, 
samples of the available monitors will be powered on so that you can see the difference 
between the monitors.

FEATURES TO LOOK FOR WHEN PURCHASING MONITORS

• Physical size of the monitor (expressed as the diagonal measurement)
• Resolution (number of pixels, or how clear and sharp the picture is)
• Ports (how it can connect to the computer)
• Other features (for example, whether it has speakers or whether the monitor 

is adjustable)

Monitors should be calibrated to match real-world colors and contrast for best results. 
Bigger monitors are better, especially if you’re going to work with images and video files, 
but this is only true up to a point. Of course, don’t get one that’s too large to reasonably 
fit into the space you have to work. A monitor that’s too big can be difficult to use, as 
well, or increase eye strain. Keep in mind that you can also use multiple monitors simul-
taneously, and thus look at more than one program or image at a time. This can be very 
handy in some situations.

While a computer and a monitor are the major items of equipment that you’ll need, 
there will probably be others, such as speakers, mice, and keyboards. You’ll also need more 
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equipment, as well as software, if you will be digitizing materials. Some of this equipment 
can be used for projects other than digitizing materials, as well.

Scanners and Cameras

With images, you need a way to record the image, also referred to as capturing the image. 
You have two options: a scanner or a camera. In general, use a scanner if the following 
conditions exist:

• The images are small enough to fit on the scanner bed.
• The items are not delicate, or, in the case of a book, can be taken apart for the 

digitization process.

In general, use a camera if the following conditions exist:

• The item is large.
• The item is delicate or the item is a book that should not or cannot be taken apart.

There are several types of scanners to choose from:

• Flatbed scanners are common and are useful for most situations, but are somewhat 
tedious to use.

• Sheet-fed scanners are partially automated and are faster than flatbed scanners. 
They are not suited for delicate items and can’t scan books unless the books are 
taken apart.

• Overhead scanners are expensive, but are ideal for quickly scanning things like 
books.

• Portable scanners don’t produce archival-quality results, but may still be useful in 
some instances.

• Drum scanners are useful for high-quality scans of photos. They produce the high-
est-quality scans, but are far less convenient than your other options and are very 
large and expensive.

• You may need a scanner designed specifically for some items; negatives and micro-
film are some items that really need a specialty scanner.

A good scanner will at minimum do the following tasks:

• Scan items at your archive’s target dpi or ppi
• Scan items and convert the data into multiple formats, including the formats that 

you want to use
• Scan in color, gray scale, and monochrome
• Connect easily to a port on your computer

With cameras, you should be concerned mainly with the size of the sensor and how many 
megapixels the camera captures. Bigger is better in both instances. You need some extra 
equipment with a camera setup—such as a book cradle for books, a stand or platform 
for large images, something to hold the camera steady (such as a tripod or an arm), and 
something to discreetly hold down pages.
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Audio/Video

If your audio data is already on something like an optical disk, then you simply need to 
“rip” the music from the disk. A typical computer already comes with software that will 
do this for you.

If you need to digitize your data, then you basically require two things: something 
that can play the recording (a record player, for instance) and something that can connect 
the player to your computer so that the computer can capture the audio data. Chapter 12 
describes what you need for this process in more detail.

Video data can also be directly copied, just as digital audio data can be. If you want 
to record a VHS tape in particular, then there are devices that are specifically designed 
to capture and digitize the information. You will require one of these devices and a VHS 
player. Film reels are a little more complex, especially if they have an audio component, 
but there is equipment that can be used for this, as well. 

 Processing

Once you’ve created your digital files, you’ll then need to start making them practical to 
use by the public or your staff. This will involve things like cleaning up captures, adding 
metadata, and creating catalog entries.

Cleaning Up Files

Once you’ve created your digital files, you need to decide what the next step is. These are 
some questions you might consider:

• Are you going to adjust images for brightness/contrast, rotate or de-skew, or do any 
other digital cleanup or enhancement?

• Do you want text to be searchable?
• Do you want to divide audio or video captures into segments (like individual 

tracks), or leave them as complete files?
• Should digital restoration be part of your project? For example, if you have a 

photograph with a tear in it, you could potentially use a photo-editing program 
to remove it. Though this isn’t “pure” from an archiving standpoint, your patrons 
might like it.

• Are the file names important? If they aren’t, then you can save some time by num-
bering files or using another simple system rather than trying to think of a good 
descriptive title for each item.

You might want to digitize a few items in order to figure out what process will be best 
before coming up with an official plan. As an example, suppose that you want to digitize 
some photographs. After digitizing about a dozen, you decide that the best procedure is 
to scan the photo, de-skew it in a photo-editing program, enhance the contrast, name the 
file using the photographer’s last name and a number, save it as both a TIFF and a JPEG, 
add metadata, and then catalog the entry.
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Metadata

As discussed in chapter 13, your files aren’t useful if no one can find or access them. Typi-
cally, you’ll want to add some kind of metadata to the file. Software for images, audio, and 
video data in particular may give you the option to permanently add metadata to the file, 
and whether or not software is capable of this might determine whether or not you want 
to use a certain type of software. There are ways to embed metadata in text files, as well. 
You may or may not want your patrons to access your digital archive, or you may want to 
limit the access or who you want to access the data.

METADATA AND PATRON ACCESS

• Do you have programs suitable for adding metadata?
• How much metadata do you want to add, and what kind of information is 

important to put into the metadata?
• Are you digitizing items that already have a useable catalog entry?
• What type of metadata schema do you want to use?
• How much patron access do you want to allow?
• How will you prevent others from tampering with your files?

Once you’ve created and stored your files, your work is not finished. Digital archiving is 
an ongoing process.

Maintaining Your Archive

As mentioned at other points in this book, digital archiving is different from regular ar-
chiving. Your collection will need to be monitored and maintained, to protect it against 
both physical degradation and obsolescence. Chapter 15 discussed some of the major 
issues with digital storage and digital archiving. You need to have a good plan in place 
for how you’ll deal with changes in technology and hardware or software issues. Some 
thoughts to consider are:

• How often do you think you should check your collection for corruption, errors, or 
physical damage or degradation? How will you go about this in an efficient man-
ner? What will you do if you discover damage or errors? There is software available 
that can help with this.

• If you find that part of your collection is in danger of becoming outdated, what is 
the best way to move your files without losing any data?

• How will you monitor relevant developments in digital storage?
• What will your archive do in the event that your software is no longer usable for 

your project, or in the event that a more efficient method of archiving is discovered?
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 Key Points

• Your collection may be very large or small, or you may only want to digitize part of 
a collection. In most instances, you will need to prioritize which parts you address 
first.

• Potential legal problems should be addressed before any digitization or storage 
takes place.

• You will need some way to store your digital files. Using multiple storage methods 
is the optimal choice. The ideal method will depend upon how much data you need 
to store and how much money your archive has.

• You may want to store your data in multiple file formats. You should always choose 
your formats based on what is optimal for your project’s goals.

• You will require equipment; at the minimum, you need a computer and a monitor. 
Other equipment that you need will depend upon what you want to store. Often 
times, choosing equipment requires a compromise.

• You will need to add metadata to your items; the best way to accomplish this will 
depend upon what kinds of files you are storing, your method of cataloging, and 
what software you have available, as some software can embed metadata.

• One of the primary considerations for your archive must be how you will maintain 
and upgrade your collection.

Without a doubt, the future of archiving will be digital and require the user of computers. 
While the process of digital archiving may seem unfamiliar or intimidating, the amount 
of data that can be stored and shared will be highly beneficial for future generations. Your 
efforts now can benefit others for many years to come.
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Index

16-bit color. See high color
24-bit color. See true color
32-bit color. See true color
1976 Copyright Act, 190, 196

AAC. See Advanced Audio Coding
adaptive multi-rate, 61
advanced audio coding, 61
AIFF, 61
ALAC, 61
American Memory, 8
American Standard Code for Information Interchange. 

See ASCII
AMR. See adaptive multi-rate
analog data, 58–59, 168
analog-to-digital converter, 168
Apple File System, 114
Apple Lossless Codec. See ALAC
ASCII, 43
aspect ratio, 66
Audio Interchange File Format. See AIFF
audio port, 24
autoloader, 105

back side bus, 19
basic input/output system. See BIOS
binary, 13–15, 207–8
binary digit. See bit
BIOS, 22
bit, 15–16
bit depth: and scanners, 160; audio, 59–60, 168; image, 

28, 30; video, 66

bit rot, 120, 212
Blu-ray, 86–88, 90–91, 210
Broadcast Wave Format, 61
browser, 77, 78
buffering, 113
bus, 19
BWF Files. See Broadcast Wave Format
byte, 15–16

cache memory, 118, 231
calibration, 159
camera, 27, 35–37, 163–65, 224–25, 227, 233; and 

metadata, 174; sensor, 35, 164, 233; video, 64, 169
CARLI, 59–60, 66, 68
cartridge,  101, 104, 106, 109
cassette: magnetic, 101–2; music, 60, 98, 102, 167–68; 

player, 167
cathode ray tube. See CRT
CCD, 159
CD, 60, 86; construction, 87–88; drive, 87–88; types, 

88–90
channel: audio, 59–60; color, 38
character set, 42–43
charge-coupled device. See CCD
CIS, 159
client: computer 140, 142, 144, 229; email, 78–79
clock, 18–19, 231
cloud computing, 140, 143–53; advantages, 147–48; 

contracts, 150–52; defining, 143–45; disadvantages, 
148–49; models, 145–46

cluster, 114
CMOS, 159
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codec, 59, 61, 65
color depth. See bit depth
colorimeter, 159
comma-separated value file. See CSV
common-property work, 191
compact disk. See CD
compiled code, 73
compiler, 74
complementary metal oxide semiconductor. See CMOS
compression, 28, 31–32, 59, 62; adaptive, 32; asymmetric, 

32; lossless, 31, 59, 65, 228; lossy, 28, 31, 59, 65, 228; 
nonadaptive, 32; ratio, 28; symmetric, 32

compressor-decompressor. See codec
Conference on Fair Use, 198
contact image sensor. See CIS
copyright, 185–200; alternate licenses 198–99; 

anonymous works, 190; databases, 190; laws for 
archives, 195; orphan works, 190, 194; owner’s rights, 
188–89; protected works, digital, 193–94; protected 
works, tangible, 187–88; work for hire, 190; works not 
under copyright, 191–92

CPU, 18–20, 147, 231
Creative Commons, 199
CRT, 156–57
CSS3, 77–78
CSV, 46–47

database, 76–77
database management system. See DBMS
data set, 76
DBMS, 76
defragmentation, 115
digital archiving: definition, 2; equipment, 156–69, 

230–34; goals, 6–8; organizations, 8–9
Digital Millennium Copyright Act. See DMCA
digital versatile disk. See DVD
direct access, 102, 115
disk imaging, 85
display adapter. See graphics card
DisplayPort, 158
DMCA, 196–97
document type definition, 50
dots per inch. See DPI
DPI, 29, 160, 164, 224–25, 233
drum scanner, 159, 163, 225, 233
DVD, 87; construction, 90–91

DVI, 158, 232
DTD, 50–51
dyes, 89, 92–93

EBCDIC, 43
electromagnets, 99–100
e-mail, 78–79
e-mail client, 79
EML, 79
EMLX, 79
emulator, 75
enterprise hard drive, 116
eSATA, 115, 117
ethernet port, 24
Extended Binary Coded Decimal Interchange Code. See 

EBCDIC
extensible markup language. See XML
external hard drive, 115–17, 119, 121

fair use, 197–98
FAT, 114
File Allocation Table. See FAT
file extension, 32, 45, 172
firmware, 16–17
FireWire, 23
FLAC. See Free Lossless Audio Codec
flash drive, 126, 129–30, 133–34, 136
flash memory, 126; advantages, 131–32; disadvantages, 

132–34; storage 135–36
flash memory cell, 127–28, 135
flatbed scanner, 161, 163, 225, 227, 233
floppy disk, 4, 7, 82–86
floppy drive, 84–85
fragmentation, 114
Free Lossless Audio Codec, 61
Free Software Foundation, 199
frequency, 13–14; audio, 59
front side bus. See FSB
FSB, 19
full-screen, 66

General Public License. See GPL
GPL, 199
GPU, 18
Graphical Processing Unit. See GPU
graphics card, 24, 158
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handheld scanner, 162
hard drive, 17, 22, 112–23, 125–27, 129, 131–33, 144, 

230–31; advantages, 119; disadvantages, 119–21; 
storage, 121–23

hard drive enclosure, 116
HDD. See hard drive
HDMI, 158, 232
headphones, 60, 168
Hierarchical File System. See HFS
High-Definition Multimedia Interface. See HDMI
HFS, HFS+, 114
high color, 28, 30
histogram, 38–39
HTML, 45, 47–51, 77, 79, 174, 210, 227
HTML5, 77, 210
Huffyuv, 65
hypertext markup language. See HTML

ICR, 54
IEEE 1394 ports. See FireWire
image data, 28–38; file types, 32–37
indexed color, 33
infinite loop, 72
Intelligent Character Recognition. See ICR
interlaced: image, 33, 35; video, 66
internal hard drive, 115–17, 119
Internet, the, 138–43
Internet Archive, 6, 8, 74, 213
IP address, 142

jewel case, 93
JPEG 2000, 65
jump drive. See flash drive

keywords, 77–78, 173–76
kilohertz, 58–59

Lagarith, 65
LAN, 140, 142, 145
lands, 87–89, 91–92
laptop hard drives, 115–16
LaserDisc, 86
laser rot, 92
Latin-1 Extended ASCII set, 43
LCD chapter, 157–58
Library of Congress, the, 8, 53–54,  92, 179, 186, 198, 

212
linear pulse-code modulation, 62

liquid crystal display. See LCD
local area network. See LAN
LPCM. See linear pulse-code modulation

machine language, 73
magnetic field, 99–100, 107–8, 207
magnetic tape, 41–42, 98, 100–109, 111–15, 119, 128, 

131, 210; advantages, 103–5; construction 101–2; 
disadvantages, 105–6; history, 97–98; storage, 106–9

magnets, 97–100, 107
mainframe computer, 143, 146–47
MAN, 141
malware, 72, 74
MBOX, 79
megapixels, 164, 233
memory stick. See flash drive
metadata 172–81; schemas, 176–80; types, 176
metropolitan area network. See MAN
MIDI, 61
monitors, 156–59, 232; resolution, 157–58; size, 158
mono recording, 59–60, 167
motherboard, 16–17, 20
MP3, 61
MPEG-1 Audio Layer 3. See MP3
MPEG-4, 61
multi-level cell, 128, 134
Musical Instrument Digital Interface File. See MIDI

native formats: images, 36–37; video, 65
New Technology File System. See NTFS
noninterlaced image, 34
nonvolatile, 133
NTFS, 114

OCR-A, 53
OCR software, 53–54, 166
ODF, 46–47
OGG, 61
Ogg Vorbis. See OGG
OLED, 158
open document format. See ODF
open-source code, 74
OpenType fonts, 44
operating system, 73, 74–75
optical character recognition software. See OCR software
optical media, 86–94; storage, 93–94
Opus, 61
organic light emitting diode. See OLED
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outsourcing, 156, 223
overclocking, 19

PATA, 115, 117
Parallel ATA. See PATA
parallel port, 24
PCM. See pulse-code modulation
PDF 35, 45, 51–52, 54, 166, 227
PDF/A, 51, 166
PDP, 157
pen drive. See flash drive
permanent magnets, 99–100
phono stage. See preamp
photomultiplier tube. See PMT
pits, 87–89, 91–92
picture element. See pixel
pixel, 28–31, 42, 65–66
pixels per inch. See PPI
plain text, 45–48, 50, 79
plasma display panel. See PDP
platform, 75
PMT, 159
portable document format. See PDF
portable scanner, 162, 233
POST, 22
PostScript fonts, 44
portable document format. See PDF
power-on self-test. See POST
PPI, 29, 224–25
preamp, 168
PREMIS, 178–79
PREservation Metadata: Implementation Strategies. See 

PREMIS
processor, 19–20, 158
programming language, 72–73
progressive encoding, 35
progressive scanning, 66
projector, 169
proprietary formats, 45–46, 61, 166
PS/2 port, 24
pseudocode, 72
public domain, 189–90, 194–95
pulse-code modulation, 62

RAID array, 119
RAM chips, 16, 21–22, 112, 126–27, 231–32
random access memory. See RAM
raster graphic, 35

rasterizing, 35–36
raw format. See native format
record player, 167–68
reel-to-reel film, 169
reel-to-reel tape, 101
rendering, 65
resolution: images, 28–29, 53, 225; monitor (see monitor, 

resolution); video, 65–66
rich text, 45–47
ripping, 59–60
ROM chips, 17, 21–22, 88, 125–26
router, 140–42

sampling rate, 58–59, 168
SATA, 115, 117
scanners, 159–63, 224–27, 233
schema crosswalk, 177
scripting language, 77
SCSI, 117
SD card, 20, 25, 126, 130, 133, 165
searchable text, 51–54, 166
secure digital card. See SD card
sensor, camera, 35, 164, 233
sequential access, 102, 111–12, 115
Serial ATA. See SATA
serial port, 24
sector, 114, 120, 123
single-level cell, 128–29, 134
small computer system interface. See SCSI
software, 17, 71–75
solid state drive. See SSD
Sonny Bono Term Extension Act, 190
source code, 73–74
SSD, 112, 126–27, 129–30, 231
standard encoding, 35
stereo recording, 59–60, 167

tags, 48, 50–51, 76, 172–74, 178–79
tape library, 105
television, 29, 65–66, 158, 232
text data 42–52; file types, 45–52
three-level cell. See triple-level cell
thumb drive. See flash drive
Thunderbolt port, 23
timecode, 65
transistors, 127–28
triple-level cell, 128, 134
true color, 28, 30, 38, 42
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TrueType fonts, 44
TWAIN, 159
Twitter, 173, 212

underclocking, 19
UNICODE, 43
universal serial bus. See USB
USB port, 23, 115, 158, 232; hub, 25

vector graphic, 35
VGA, 156, 232
video card, 18, 158
video codec, 65
video data, 64–68; file types, 66–68
video graphics array. See VGA
vinegar syndrome, 101–2
volatile memory, 21

WAV file. See WAVE file
WAVE file, 61
wear leveling, 135
web crawler, 77
web font, 44
web-safe font, 44
WIA, 159
widescreen, 66
Windows Media Audio, 61
WMA. See Windows Media Audio
WOFF, 44
WOFF2, 44
Wordpad, 47, 50

XML, 76
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