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Paweł Grabarczyk and Tadeusz Ciecierski

Introduction

The phenomenon of context-dependence is so multifaceted that it is tempting to
classify it as heterogeneous. It is especially evident in the case of the difference
between context-dependence as understood in the philosophy of language and
context-dependence as understood in the philosophy of mind. One of the aims
of the present volume is to show that as varied as the phenomenon of con-
text-dependence is, the similarities between its different manifestations are pro-
found and undeniable. More importantly, as evidenced in a number of papers
presented on the subsequent pages of this volume, a broad perspective on the
phenomenon of context-dependence helps us to re-apply theories devised for
one of the subfields of philosophy to the other subfields. Since the connections
and analogies between many uses of contextualism may not be initially obvious,
keeping an open perspective and the willingness to learn from the work of others
may sometimes be crucial for finding new, satisfactory solutions.

The idea of the present collection of papers is the result of the first Context,
Cognition and Communication conference which took place in Warsaw in the
summer of 2016. The conference attempted to combine three perspectives—that
of philosophy of language, that of philosophy of mind and that of philosophical-
ly oriented linguistics. We believe that the main idea behind the conference has
been well reflected in the current collection.

The first five papers of the collection analyze context-dependence from the
perspective of philosophy of language. In the first paper, Esben Petersen
shows how classic philosophical puzzles can sometimes be solved by context-de-
pendence. The paper discusses Moorean paradoxes related to the usage of words
such as ‘certain’ or ‘know’. As pointed out by Moore, utterances such as ‘p, but I
don’t know that p’ seem infelicitous but explaining the reason why they sound
‘off ’ to us is not easy. Petersen suggests that the solution to these paradoxes in-
volves context-dependence, because the epistemic appropriateness of assertion
is always evaluated against a tacit scale measuring epistemic certainty. This
scale may provide a missing contextual parameter of our utterances, which de-
termines when the epistemic support for a proposition is sufficient for assertion.

In “Meaning Holism and Contextualism[s]: Friends or Foes?” Filip Kawczyński
discusses the connection between holism and contextualism—or rather the simi-
larity between some of their problematic consequences. The well-known critical
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argument against holism developed by Fodor and Lepore shows that one of the
biggest problems of holistic theories is that they result in instability of meaning.
If the meaning of every expression in language depends on the meaning of all
of the other expressions, then any change of the meaning of any of the expressions
necessarily changes the meanings of all expressions. A very similar objection can
be made to contemporary contextual theories. The connection between holism and
contextualism is especially visible in the case of ‘local holism’—theories that apply
the holistic principles to smaller units of language, such as theories or, especially,
sentences. In these cases, holistic and context theories seem to claim a very sim-
ilar thing—namely that the meaning of expressions depends on the larger unit
they are a part of. This results in several well-know counterintuitive consequences
for context theories. For example, if meaning is too sensitive to the context, then it
is hard to imagine how genuine disagreement is even possible. Despite these sim-
ilarities, Kawczyński argues that the connection between holism and contextual-
ism is much weaker than it appears to be on the surface.

The aforementioned problem of genuine and apparent disagreements is the
topic of Marian Zouhar’s paper entitled “On the Nature of Non-Doxastic Disa-
greement about Taste”. Zouhar starts by describing the difference between situa-
tions in which users manifest an evaluative attitude toward something and situa-
tions in which they express it. As pointed out by the author, some expressions,
such as ‘this chocolate is delicious’ may contain double content—they can be
manifestations and expressions at the same time. On the face of it, predicates
of taste should not lead to disagreements, because they are always relativized
to the user. This is not obvious and can be best illustrated by sentences about
someone else’s taste evaluations. Imagine a situation in which language users
observe someone eating chocolate. One of the observers comments on it by say-
ing that “this chocolate is delicious.” The other one disagrees. It seems that in
this case the disagreement can be genuine. Zouhar believes that this shows
that taste predicates are context-sensitive—they function differently, depending
on whether they are used in the first person, the third person, or if they are
parts of more complex sentence structures.

A discussion of a somewhat similar problem can be found in “Why the Basic
Problem Is Not a Problem” by Joanna Klimczyk. As pointed out by the author, the
titular “basic problem” can be succinctly characterized in the following way: “it
is impossible for one agent to stand in the normative relation to a proposition
expressing another agent’s activity.” What it means in practice is that some nor-
mative claims can be interpreted correctly only when expressed in the first per-
son, which makes them context-sensitive. This idea is incompatible with an in-
fluential reading of normative expressions devised by Mark Schroeder, who
suggested that any normative content can be expressed by a sentence with an
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ought operator. Klimczyk’s solution to this problem is to show how some of the
seemingly first-person only sentences can be re-interpreted from the third-person
point of view.

In “Gettier Cases,Warranted Assertability Maneuvers, and the Fourth Condi-
tion” Tomasz Puczyłowski considers a powerful objection against contextualism
presented in the form of a warranty assertability maneuver formulated by Keith
DeRose. Puczyłowski assumes a very general strategy. If we are to believe that
epistemic contextualism is, in fact, threatened by WAM, we have to trust WAM
to be a good tool for contesting theories. If we show that, at least in some
cases, the strategy does not work as intended, then its relation to epistemic con-
textualism should be reconsidered. Puczyłowski uses the test case of the Gettier
problem and shows that WAM, in the form presented by DeRose, cannot be treat-
ed as decisive.

The next three papers consider context-dependence from the perspective of
philosophy of mind. In “Self vs Other? Social Cognition, Extended Minds, and
Self-Rule” Andrew Sneddon points out that the social side of human cognition
seems to threaten our ability of self-ruling. If our behavior is always co-deter-
mined and dependent on the social context, then, even if we are still ‘selves’
we may not be autonomous. Sneddon shows that this fear can only be multiplied
once we combine the idea of socially distributed cognition with the extended
mind hypothesis. The idea of self-rule and autonomy requires us to discern be-
tween ourselves and our surroundings, but this demarcation seems to be impos-
sible if the social context is to be treated as constitutive for cognition.

The connection between contextualism and human cognition is also the topic
of the next paper—“Articulating Context-Dependence: Ad Hoc Cognition in the
Prototype Theory of Concepts” by José V. Hernández-Conde. The author explores
the connection between prototype theories of concepts and the radical contextu-
alists’ view according to which all concepts are contextually dependent. What it
means in practice is that concepts are always instantiated or generated by the
brain. The reason for this fluid nature of concepts is that brains, as well as the cir-
cumstances in which brains operate, change constantly. Hernández-Conde seeks
to bridge the gap between prototype theories of concept and the contextual ad
hoc approach by suggesting a dual nature of concepts. On the one hand, concepts
can be understood as storage; on the other hand, they can be understood as real-
time instantiations. Analogously to the relation between literal meaning and its
contextual parameters, stored concepts do not determine the acts of categorization
but are supplemented with additional variables available at instances.

The next paper, namely “Success and Knowledge in Action” by Markus
Kneer, starts by criticizing Anscombe’s thesis that knowledge is necessary for ac-
tion to be classified as intentional. Kneer proceeds with a presentation of his

Introduction 3
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own account of the relation between knowledge and action. Following MacFar-
lane, he shows that the addition of the context of the assessment of knowledge
ascription enables one to escape the criticism of Anscombe’s intuitions.

In the last paper of this section, “De Re Explanation of Action in Context:
The Problem of ‘Near Contraries’ and Belief Fragmentation”, Sean Crawford
shows how the application of contextualism helps us to retain de re descriptions
of agents’ psychological states without attributing contradictory beliefs to these
agents.

The third group of papers consists of practical applications of philosophical
context theories to specific domains. The first of these papers, Maria Caamaño-
Alegre’s “The Role of Presuppositions and Default Meaning in Framing Effects”
uses contextualism to explain framing effects. A particular case of framing ef-
fects Caamaño-Alegre discusses relates to value statements which are sometimes
used in polls. It can be shown that different but extensionally equivalent para-
phrases of the same statement can sometimes result in very different reactions
from the respondents. This phenomenon can be either explained as a manifesta-
tion of our cognitive limitations or as a cognitive strategy used during the inter-
pretation. Caamaño-Alegre suggests that what differs here is the typical or most
likely context these formulations are associated with.

A very different application of contextualism can be found in “Transcending
the Situation: On the Context-dependence of Practice-based Cognition” by Ras-
mus Gahrn-Andersen. Just as Andrew Sneddon did in his paper, the author
looks at distributed cognition as a form of context-dependence. As Gahrn-Ander-
sen points out, distributed cognition theories typically focus on synchronic rela-
tions between agents—they focus on the influence of previous situations on the
current actions. The author suggests expanding this view with a diachronic per-
spective. He shows a concrete application of this idea through the case study of a
Danish company working on leakage detection. He shows that actions performed
by its employees are best understood as heavily contextualized, as they build
their identity on their relation to the actions of other employees, previous actions
of the same and other agents (both human and artificial) as well as intended fu-
ture actions.

The last paper in the collection shows a possible application of contextual-
ism for empirical linguistics. In “Indirect Relations and Frames: Coreference in
Context” Magdalena Zawisławska and Maciej Ogrodniczuk analyze the phenom-
enon of indirect reference (for example reference by association) using a case
study of the Polish language. Their work is based on the existing study of the cor-
pus of Polish language and, in particular, on some of the problems revealed in
the annotation phase of the development of the corpus. The authors propose an
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original typology designed for cases not covered by competing approaches
(which are typically grouped together as ‘others’).

Introduction 5
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Esben Nedenskov Petersen

Moorean Paradoxes, Assertion, and
Certainty

Abstract:While Moorean paradoxes with ‘know’ and epistemic ‘certain’ are dis-
tinct, sentences of both types are infelicitous to assert. Jason Stanley and Timo-
thy Williamson both purport to explain these data based on their respective ac-
counts of epistemically appropriate assertion. Stanley claims that his Epistemic
Certainty Norm of Assertion provides a unified account of the observed infelicity,
while Williamson explains it by supplementing the Knowledge Norm of Asser-
tion with further assumptions about the relation between knowledge and cer-
tainty. In this paper, I argue that neither of these explanations succeeds. I
then suggest that a unified account of Moorean paradoxes with ‘know’ and epis-
temic ‘certain’ may be provided by modifying Stanley’s Epistemic Certainty
Norm.

1 Introduction: Moorean Paradoxes and Norms of
Assertion

Moorean paradoxes play a central role in the discussion about the epistemic re-
quirements on appropriate assertion. It is commonly assumed that these norms
are the key to explaining why Moorean paradoxes are infelicitous (DeRose 2003;
Kvanvig 2009; Turri 2011, 2013; Unger 1975;Weiner 2005;Williamson 2000, 2009).
Among these constructions, Moorean paradoxes with ‘know’ usually receive the
most attention:

(1) P but I don’t know that p.

For example, ‘Paris is the capital of France, but I don’t know that Paris is the
capital of France.’

Assertions of this type sound wrong, but are clearly not contradictory. So
their infelicity seems to have a pragmatic source. And since the infelicity is
not limited to specific contexts, it is highly plausible that it reflects a general
norm governing the practice of assertion.

Meanwhile, assertions with ‘know’, it seems, are not the only Moorean para-
doxes relevant to accounts of assertion. The kinds of considerations which sug-
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gest that the infelicity of (1) owes to the presence of a general norm of assertion
seem to apply with equal strength to analogous constructions with propositional
‘certain’:

(2) ‘P but it is not certain that p.’

For example, ‘Scipio Africanus died in Liternum, but it’s not certain that Scipio
Africanus died in Liternum.’

Both Moore-sentences with ‘know’ and with ‘certain’ are infelicitous. So an
account of assertion should not only explain why Moorean paradoxes with
knowledge denials are infelicitous. It should also consider the datum that Moor-
ean paradoxes with propositional ‘certain’ are infelicitous.

This paper discusses responses to this challenge. First, I consider Jason Stan-
ley’s (2008) proposal that his Epistemic Certainty Norm of Assertion explains the
infelicity of both (1) and (2). Against this proposal I argue that Stanley’s account
of the infelicity of (1) does not succeed. The paper then proceeds to consider the
treatment of (1) and (2) proposed by Timothy Williamson as part of his influential
defense of a Knowledge Norm of Assertion, KN (Williamson 2000; 2009). But
while KN easily accounts for the infelicity of (1),Williamson’s proposal has prob-
lems explaining why assertions of (2) are infelicitous. After discussing the ac-
counts proposed by Stanley and Williamson, I then tentatively suggest a way
in which a unified account of (1) and (2) might be achieved by modifying Stan-
ley’s Epistemic Certainty Norm.

2 Stanley’s Account of Moorean Paradoxes

Contrary to orthodoxy, Jason Stanley (2008) argues that a Certainty Account of
Assertion, CA, should replace the Knowledge Account of Assertion, KA. Accord-
ing to this proposal, assertions must comply with an Epistemic Certainty Norm of
Assertion, ECN, to be appropriate:¹

ECN
Assert that p only if it is epistemically certain for you that p.

 Stanley also posits a Subjective Certainty Norm of Assertion, SCN, which enjoins speakers
only to assert propositions they are subjectively certain of. The conjunction of ECN and SCN
form the Certainty Norm of Assertion, CN,which Stanley thinks governs the practice of assertion.
Meanwhile, since SCN is inessential to Stanley’s treatment of (1) and (2) I shall not discuss this
norm further here.

8 Esben Nedenskov Petersen
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Among the supposed advantages of this proposal, Stanley emphasizes ECN’s
ability to account for both of the aforementioned types of Moorean paradoxes.
But while ECN elegantly explains the infelicity of (1), I will argue that Stanley’s
account of Moorean paradoxes with ‘know’ is flawed. Before looking at how
Stanley explains why (1) and (2) sound strange, however, it is important to clear-
ly distinguish varieties of propositional certainty from subjective certainty.

Subjective certainty refers to the type of certainty at issue when a subject is
described as certain of something, as in ‘I’m certain that dogs bark’ (Audi 2003;
Klein 1998; Reed 2011; Stanley 2008).What makes a person S subjectively certain
that p relative to a context c is something like being sufficiently confident in her
belief that p, according to the standards in c, or having a sufficiently unshake-
able belief that p.This means that the predicate of subjective certainty is non-fac-
tive. One may be completely confident or unshakeable in one’s belief that p al-
though p is false.

Propositional certainty is the type of certainty at issue with assertions that
describe a proposition as being certain, e.g., ‘It is certain that dogs bark.’
Such certainty comes in two varieties, epistemic and metaphysical. A proposition
p is a propositional certainty in the metaphysical sense iff p is a settled fact, as
opposed to a contingent fact about the open future, for instance. In contrast,
whether p is an epistemic propositional certainty for S in c depends on S’s evi-
dence for p. For p to be an epistemic propositional certainty for S her evidence
for p needs to be sufficiently strong relative to a contextually set standard in c to
somehow guarantee that p.² In contrast to expressions of subjective certainty, ex-
pressions of propositional certainty are factive on both their epistemic and met-
aphysical interpretation since p must be true both for the evidence to guarantee
that p is true, and for p to be a settled fact.

Assertions of type (2) are infelicitous on both a metaphysical reading of ‘cer-
tain’ and an epistemic reading. Alternating between these two interpretations
does not prevent the assertions from sounding odd. For present purposes, how-
ever, the constructions of primary interest are those where ‘certain’ is used epis-
temically, since both Stanley and Williamson are well-positioned to explain the
infelicity of constructions where ‘certain’ gets a metaphysical interpretation.³

 Note though that the distinction between evidential and metaphysical readings of ‘certain’ is
not an entirely sharp one (DeRose 1998). For example, if we are sufficiently liberal about evi-
dence, the trajectory of a flying baseball may serve as evidence that it will land in a particular
place (DeRose 1998:74–79) but also settles where it will land.
 Thus, assuming that only a settled fact may be epistemically certain or known, explaining
why (2) is infelicitous on its metaphysical reading is straightforward for both Stanley and Wil-
liamson since this implies that asserting something epistemically certain or known entails

Moorean Paradoxes, Assertion, and Certainty 9
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ECN easily explains why (2) sounds odd when ‘certain’ gets an epistemic
reading. To be assertible according to ECN, the second conjunct of (2) must be
true. But if the second conjunct is true, then p is not epistemically certain for
the asserter. So, according to ECN, unless the first conjunct of (2) is inappropriate
to assert, the second conjunct must be inappropriate to assert.

Stanley also claims that ECN explains why (1) sounds odd, despite acknowl-
edging that epistemic certainty entails neither belief nor knowledge, i.e., that p
may be epistemically certain for S although S does not believe or know that p
(2008: 49). The crucial thought underlying his explanation of the oddness is the
assumption that p’s being epistemically certain for S endows S with a disposition
to acquire knowledge that p when the right circumstances obtain: “If a proposition
is an epistemic certainty for a person at a time, then it does follow that the person
is in a position to know that proposition. Being in a position to know a proposition
is to be disposed to acquire the knowledge that that proposition is true, when one
entertains it on the right evidential basis” (Stanley 2008: 49).

Stanley therefore suggests that when p is epistemically certain for S, simply
entertaining the proposition will be enough for S to come to know p. Because of
this relation, p’s being epistemically certain for S is supposed to imply that S’s en-
tertaining p in the way required to assert that p will ensure that S comes to know p
(Stanley 2008: 49). By appealing to this assumption Stanley can offer an account
of the oddity of (1) along the following lines. For its first conjunct to be appropri-
ately assertible for S, p has to be epistemically certain for S. Therefore, if S enter-
tains the proposition that p in order to assert it, her being in a position to know
that p will ensure that she comes to know that p. This in turn will imply that
the second conjunct of (1) must be false, which makes it inappropriate to assert,
according to ECN, owing to the factivity of epistemic certainty.

However, as I will argue, this explanation does not withstand more careful
scrutiny. It suffers from at least two problems.

3 Two Problems with Stanley’s Explanation

The first problem with Stanley’s account concerns the crucial assumption that if
p is epistemically certain for S, then S is disposed to achieve knowledge that p by
entertaining p based on the right evidence. The problem arises from familiar
facts about the semantics of epistemic modals.

that the asserted proposition is metaphysically certain. Any assertion of a proposition which is
not metaphysically certain will thus violate both KN and ECN.

10 Esben Nedenskov Petersen
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When ‘it is certain that p’ uses ‘certain’ as an epistemic modal its behavior
resembles that of other modal terms used epistemically, e.g., the modal auxiliary
verbs ‘must’ and ‘might’, or the adjective ‘possible’. On the canonical theory of
epistemic modal expressions, developed in seminal work by Angelika Kratzer
(1977, 1981, 1991, 2012),⁴ these terms function as quantifiers over sets of possibil-
ities in a modal base comprising the possibilities ‘compatible with the pooled
information’ (von Fintel & Gillies 2008: 9) of a contextually specified group of
agents.⁵ In addition, context may also determine a ranking of the possibilities
in the modal base depending on their proximity to a designated possible
world referred to as the ordering source. The set of worlds that a modal quanti-
fies over in a given context comprises the best ranked possibilities in the modal
base, i.e., the possible worlds sufficiently close to the contextually specified or-
dering source. Epistemic necessity operators, including epistemic ‘certain’, func-
tion as universal quantifiers over such sets of possibilities. Roughly speaking,
then, ‘it is certain that p’ is true in a context c iff p is true in all the best possible
worlds compatible with the combined evidence of the group of agents relevant in
c.

This in turn poses a problem for Stanley, since it suggests that ‘it is certain
that p’ might be true relative to S’s context c owing to a part of her personal evi-
dence e which excludes the possibility that not-p, although she has not realized
that e excludes this possibility. The example below confirms this prediction.

INVESTIGATOR: Anna is one of the investigators working on a murder case.
After months of investigation Anna and the rest of the group agreed that Smith
was the culprit and should be arrested on suspicion of murder. Two weeks after
the arrest of Smith, however, Anna is still thinking about the case. One night,
going over the evidence in her thoughts for the umpteenth time, she suddenly
realizes that some of the evidence that the police have had for months actually
rules out the possibility that Smith is the murderer. She goes through her reason-
ing again to make sure, then calls the inspector on the phone, and says: ‘We’ve
got the wrong guy chief. It turns out that it’s actually been certain the whole time
that Smith is not the murderer. We just didn’t see it…’

 For references to a broadly Kratzerian view of modality as the standard, canonical or leading
linguistic theory of modality, see, among others, (von Fintel & Gillies 2008, 2011; Papafragou
2006; Portner 2009; Rett 2012; Yalcin 2011). Obviously, a defense of Kratzer’s approach against
competing views cannot be undertaken here. But see (Portner 2009) for a discussion and a help-
ful overview.
 The agents may even include non-biological information stores, e.g., such things as ship logs
(Hacking 1967) and unopened letters (DeRose 1991).

Moorean Paradoxes, Assertion, and Certainty 11
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The central data point here is that when Anna says ‘it’s actually been certain
the whole time that Smith is not the murderer’ her utterance seems fine. Yet, on
its most natural reading her assertion implies that there was a time t such that ‘it
was certain at t that Smith is not the murderer’ is true relative to the context of
Anna’s phone call to the inspector, even though at t Anna and everyone else
thought that Smith was the murderer. Her realization that Smith is innocent
does not owe to recently acquired evidence but to her recent recognition of
the implications of her old evidence. So Smith’s innocence seems to have been
certain for Anna at a time where she did not believe him innocent, and owing
to evidence that she had already considered repeatedly at that time.

To conclude that the example raises a problem for Stanley’s explanation,
however, some further issues need to be considered. First, as mentioned
above, ‘it is certain that p’ has both epistemic and metaphysical readings (Con-
doravdi 2002; DeRose 1998). But it is only on epistemic readings that a proposi-
tion’s certainty depends on the evidence for it.⁶ On a purely metaphysical read-
ing it is enough for a proposition to be certain that it represents a fact which is
somehow settled, e.g., settled in the same sense as facts about the past. So one
might be tempted to question whether Anna’s assertion actually concerns epis-
temic certainty, as opposed to metaphysical certainty. But this worry is insub-
stantial. Since facts about the past obviously settle who the murderer is, inform-
ing the chief investigator that these facts are metaphysically certain would be a
very strange thing for Anna to do. Pragmatic restrictions on conversational rele-
vance thus dictate the epistemic reading of her assertion.

Secondly, the gradability of ‘certain’ gives the term a particular type of con-
text-sensitivity that it shares with gradable expressions in general, which should
be considered here. A gradable predicate ‘F’ has a semantic link to a scale meas-
uring the degree to which the property ascribed by ‘F’ is instantiated, while a
contextually fixed threshold determines the degree to which something has to
instantiate the relevant property to satisfy the predicate ‘F’ relative to a particular
context of utterance (Kennedy 2007). The term ‘flat’, for example, has a semantic
link to a scale measuring degree of flatness, and how flat something has to be to
satisfy ‘flat’ depends on the context. So, presumably, how certain p must be, or
how strong the evidence for p has to be for p to be epistemically certain depends
on the context. One might then suggest that while the standards of certainty in
Anna’s context of utterance c may be low enough for ‘it was certain that Smith is
innocent’ to be true in c, there may not have been any previous time where she

 At least insofar as these can be clearly distinguished. As explained in footnote 2, however, this
might not always be the case.
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was in a context c* such that ‘it is certain that Smith is not the murderer’ was
true relative to c*. Such a proposal would be poorly motivated, however, since
there is nothing to indicate that the standards for certainty are any lower than
usual in the context of Anna’s phone call. There is no reference to any mecha-
nism which could plausibly be held responsible for a shift toward particularly
lenient standards of certainty in the example’s context. So nothing precludes
stipulating that she was in a context with identical standards for certainty at
some prior time where she falsely believed Smith to be the murderer.

Thirdly, the epistemic certainty of p relative to some context c plausibly re-
quires that it is possible to come to know that p based on the contextually rele-
vant group’s evidence by carrying out a practicable investigation (Hacking
1967).⁷ But this condition on epistemic certainty does not rescue Stanley’s as-
sumption. There clearly was a practicable way open to Anna in which she
could come to know that p based on her evidence. Indeed, since she has
found out that Smith is innocent by using her cognitive capacities it was ipso
facto within her epistemic reach to come to this conclusion based on her evi-
dence. That she did not connect the dots earlier obviously does not imply that
she could not have.

INVESTIGATOR thus reveals that there is an exception to the generality of
the purported conceptual relation between epistemic certainty and the disposi-
tion to acquire knowledge. Letting ‘p’ stand for the proposition that Smith is
not the murderer, and using ‘S’ to abbreviate ‘Anna’, INVESTIGATOR shows
that there could have been a situation in which S’s evidence made p epistemical-
ly certain for S relative to her context of utterance c, while S did not believe that
p, although she had contemplated whether p based on the evidence that made p
epistemically certain for her relative to c.⁸

Further, by altering INVESTIGATOR slightly we could depict a situation
where S’s total evidence makes p epistemically certain for her, while she believes
p based on a subset of her total evidence, such that it is epistemically certain for
her that this evidence is too weak to make the belief knowledge. For example,
instead of agreeing with the other detectives she might have had a hunch that
Smith was innocent. Suppose then that her evidence guarantees that her hunch-
es are not sufficiently reliable for beliefs based on them to qualify as knowledge,
but that she still believed Smith innocent based on her hunch. In that case, her

 See also DeRose 1991, Egan 2007, McFarlane 2011.
 Here I am assuming that when Stanley says that epistemic certainty entails the disposition for
S to acquire knowledge that p if she entertains p on the basis of the right evidence, he must have
in mind the evidence which makes p epistemically certain for S in her context. Otherwise, the
intended interpretation of this crucial passage becomes entirely unclear.
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total evidence might make Smith’s innocence epistemically certain, while the
basis for her belief that Smith is innocent is such that it is epistemically certain
that she does not know that Smith is innocent. It then follows that her assertion
of ‘Smith is innocent, but I don’t know that Smith is innocent’ would conform to
ECN, although ECN is supposed to explain why no such instance of (1) is felici-
tous to assert. So, Stanley’s explanation does not work.

Even if Stanley had been right about the entailment from epistemic certainty
to being in a position to know, however, his account of (1) would have been
doubtful. To see why, consider that Stanley describes being in a position to
know as a disposition to acquire knowledge that p when one entertains the prop-
osition based on the right evidence. The explanation thus depends on the as-
sumption that a speaker asserting p considers p based on the right evidence,
whichever way the right evidence is defined. But asserting that p does not re-
quire one to entertain the proposition that p based on any particular part of
one’s total evidence. So the manifestation conditions of the disposition Stanley
describes need not obtain when p is epistemically certain for a speaker who en-
tertains p in order to assert that p. It then follows that Stanley’s questionable as-
sumption does not rule out a situation where p is epistemically certain for S and
S asserts that p without knowing that p. Thus, as explained above, while S’s total
evidence emakes it certain that p relative to her context, her occurrent belief that
p may be based on a proper subset of her evidence which offers much less sup-
port for p than her total evidence.

With respect to Moore-sentences with ‘know’ I hence submit that their infe-
licity is not plausibly explained by Stanley’s proposal. The question then is how
a more convincing account of Moorean paradoxes might be developed. In the
next section, I consider two answers to this question which are based on the
Knowledge Norm of Assertion, and argue that both are flawed. I then go on to
suggest a way to modify ECN to explain why both (1) and (2) sound wrong.

4 Two Explanations Using the Knowledge Norm

There might seem to be an easy way to account for the infelicity of (1) and (2) by
combining ECN with KN. To remedy Stanley’s problem, one might propose sim-
ply to add the familiar knowledge norm of assertion to ECN as a further require-
ment on appropriate assertion. Since the knowledge norm, KN, enjoins speakers
only to assert what they know, this proposal would let Stanley explain the infe-
licity of (1) by using the same template as he uses to explain why (2) sounds odd.
But while this straightforward approach would fit the data, appealing to the con-
junction of ECN and KN to account for (1) and (2) would be to forego the theo-
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retical unity of a single principle emphasized by Stanley as a main virtue of his
original proposal (Stanley 2008: 49).

Insofar as explanatory unity is a priority, Timothy Williamson’s (2000; 2009)
explanation of (1) and (2) thus seems to be a more attractive alternative. Al-
though Williamson agrees that knowledge does not entail certainty, he still
thinks that the infelicity of Moorean paradoxes with ‘know’ and ‘certain’ is ex-
plained by KN. The reason why these constructions sound paradoxical, he ar-
gues, is not that appropriate assertion generally requires certainty as well as
knowledge, but rather that speakers are reluctant to let the context-sensitive
standards for certainty come apart from the standards for knowledge (William-
son 2000: 254; 2009: 344–5). As a result, their typical tendency will be to
treat p’s not being epistemically certain for S as implying that S does not
know p, which entails that a speaker asserting p while denying p’s certainty
will be interpreted as violating KN.⁹

The problem with this proposal is that it finds nothing wrong with assertions
of (1) and (2) in circumstances where the standards of knowledge and epistemic
certainty do come apart. If Williamson’s account is right, there should be situa-
tions where assertions of (2) are perfectly fine. Yet, such situations are missing,
and Williamson’s own purported example of one is unconvincing. To show that
KN prevails when the standards for knowledge and certainty come apart, he
notes that ‘p and by Descartes’ standards I cannot be absolutely certain that p’
is fine to assert. But the interpretation of this example seems to misrepresent
the function of ‘by standards’-phrases.

Contrary to Williamson’s implicit assumption, ‘by standards’-phrases are not
used to shift the contextual standards which determine the content of a context-
sensitive predicate. ‘By standards’-phrases rather have a function akin to a quo-
tation device. Generally, they are used to indicate that some particular group ap-
plies a term in a particular way which is possibly atypical. Asserting ‘Squares
only have sides of equal length, but by the standards of Tim rectangles are
squares’, for example, does not shift the semantic content of ‘square’, but indi-

 For the sake of accuracy, note that Williamson’s proposal overlooks or disregards that there are
conceptually distinct types of certainty. Strictly speaking, this makes it slightly unclear whether
the hypothesized alignment with the standards for knowledge is supposed to hold for epistemic
certainty only, psychological certainty only, or both. For the present purposes, however, I shall as-
sume that he takes the suggested alignment to hold for ascriptions of epistemic certainty. Further-
more, Williamson’s own remarks seem to favor this interpretation, since his discussion of stand-
ards of certainty includes reference to ‘Absolute Cartesian standards’ which are most naturally
interpreted as absolute with respect to what they require of a subject’s evidence.
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cates that Tim uses this term in a particular, very unusual way.¹⁰ So it is a ques-
tionable assumption that ‘p and by Descartes’ standards I cannot be absolutely
certain that p’ corresponds to an utterance where ‘certain’ is used with the mean-
ing assigned to it by the conventions of ordinary language.Williamson’s example
only shows that asserting p may be felicitous, although a speaker using ‘(abso-
lutely) certain’ in the same way as Descartes would not say that p is ‘(absolutely)
certain’. He does not provide a convincing example of a situation where ‘certain’
retains its conventional meaning, while the separation of the standards for cer-
tainty and knowledge permits the assertion of a known proposition which is not
epistemically certain. But without such cases Williamson’s account of (2) re-
mains questionable.

Of course, this alone does not suffice to establish that orthodoxy must be
abandoned. But it shows that while KA has an obvious advantage with respect
to (1), how it should deal with (2) is a much less straightforward issue. So if there
is an alternative to the orthodox knowledge account which readily accounts for
the infelicity of (1) and (2), this puts substantial pressure on the proponents of
orthodoxy to explain why their approach should be preferred. It is interesting
then that a modified version of ECN seems able to account for both (1) and (2)
without sacrificing explanatory unity.

5 Another Certainty Norm

As mentioned above, I will propose that ECN may be amended to provide a uni-
fied explanation of why (1) and (2) are infelicitous. To improve Stanley’s propos-
al, I begin by noting that the two objections to his treatment of (1) have a com-
mon source, namely that p’s being epistemically certain for S does not ensure
that S holds the belief that p based on the evidence which makes the proposition
certain for her. This observation suggests a natural way to improve ECN. The ob-
served problem can be avoided by adding a requirement to the effect that what is
asserted must be believed on the right basis.

To provide a certainty account of assertion which explains the infelicity of
(1), I therefore propose to replace ECN with the Epistemic Propositional Certainty
Norm, EPCN (Petersen 2019: 4694):

EPCN
Assert that p only if your belief that p is based on evidence which makes it
epistemically certain for you that p.

 For these observations regarding ’by standards’-phrases, see Petersen 2019.
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This norm, in conjunction with the highly plausible assumption that believing p
based on certainty level evidence suffices for knowing p, explains the oddness of
both (1) and (2) straightforwardly. If believing p based on certainty level evidence
entails knowing p, then a speaker asserting p must know that p in order to com-
ply with EPCN. So EPCN plausibly implies that a speaker must only assert p if she
knows p and p is epistemically certain relative to her context.

Evidence for the assumption that believing p based on certainty level evi-
dence for p entails that knowing p comes primarily from the apparent absence
of any counterexamples to the proposed entailment. If the entailment holds, it
is easy to explain why there are no cases where someone has a belief based
on certainty level evidence yet fails to know. There is also a more detailed ration-
ale for the assumption, however, which specifies why each of the standard con-
ditions on knowledge that p seems to be met by a speaker who satisfies ECN*
with respect to p.

First, epistemic certainty is factive. So if S’s evidence makes p epistemically
certain for her, then p must be true. Secondly, since S’s evidence for p needs to
be quite strong in order for p to be epistemically certain for S, it seems safe to
also assume that S will be justified in believing p if she believes p based on cer-
tainty level evidence. There are even conceptions of certainty which take episte-
mic certainty that p to require that one has the highest possible degree of evi-
dence for p (Chisholm 1976; Firth 1967; Reed 2011; Russell 1948). Furthermore,
saying of someone that she believes p based on evidence which makes p epis-
temically certain for her, while denying that her belief that p is justified,
would sound very strange. The simplest available explanation is that the source
of this infelicity is that such an assertion would be a contradiction. Thirdly, the
level of evidence needed for p to be epistemically certain for S seems to prohibit
the kind of epistemic luck involved in Gettier scenarios. Indeed, the epistemic
certainty of a proposition is typically thought to require that the evidence some-
how ensures, or guarantees, that the proposition is true (Firth 1967; Lewis 1929;
Reed 2011). Therefore, if S’s belief that p is based on evidence which makes p
epistemically certain for her, then surely it is not merely a fortunate coincidence
that her belief happens to be true. For example, suppose that S sees her collea-
gue Jones driving a Land Rover and this leads her to believe that one of her col-
leagues owns a Land Rover, although Jones was actually just driving a Land
Rover borrowed from her friend. And suppose also that S’s belief is true by co-
incidence because her other colleague Smith secretly owns a Land Rover which
he keeps hidden in his garage. Might we then still claim that the evidence S has
makes it epistemically certain for her that one of her colleagues owns a Land
Rover? The answer is, obviously, no. Gettierization seems to be incompatible
with epistemic certainty.
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It hence seems that if S believes that p based on evidence which makes p
epistemically certain for her, she must satisfy the conditions on knowing that
p. If the epistemology textbooks are right that S knows p if S has a justified,
true belief that p, which is not gettierized, then S’s complying with EPCN
when she asserts p ensures that she knows p when she asserts.

Insofar as the infelicity of Moorean paradoxes with ‘know’ and epistemic
‘certain’ should be explained by an account of assertion, this favors an approach
based on EPCN over both Stanley’s certainty account and Williamson’s proposal
based on KN.While Stanley’s explanation fails to show why Moorean paradoxes
with ‘know’ are infelicitous without exception,Williamson’s approach makes the
seemingly false prediction that assertions of Moorean paradoxes with epistemic
‘certain’ may be felicitous. The account of (1) and (2) based on EPCN avoids both
these problems.

Of course, this is not enough to conclude that a certainty account of asser-
tion based on EPCN is preferable to both Stanley’s account and KA. What this
paper achieves is not to establish a particular norm of assertion but to add an
important nuance to the understanding of how Moorean paradoxes bear on
the debate about norms of assertion. Since the capacity to deal with the types
of Moorean paradoxes discussed here is not the only parameter by which theo-
ries of assertion should be measured, advantages on other parameters might give
overall preference to a rival of the account based on EPCN. Resolving this ques-
tion, however, would require a comprehensive comparison of the present propos-
al and competing accounts. The paper’s discussion suggests that such an under-
taking may be worthwhile, but leaves it for future work to pursue.¹¹

6 Conclusion

Properties shared by Moorean paradoxes with ‘know’ and epistemic propositio-
nal ‘certain’ suggest that an account of assertion should explain why both these
types of construction are infelicitous. Jason Stanley purports to explain their in-
felicity based on an epistemic certainty norm of assertion. But the explanation
falters with respect to Moorean paradoxes with ‘know’ owing to a questionable
assumption about epistemic certainty and its relation to knowledge. A different
account proposed by Timothy Williamson purports to explain the infelicity of
both types of Moore-sentences based on the Knowledge Norm of Assertion.
But this account predicts that Moore-sentences with epistemic ‘certain’ should

 For some discussion related to this question, see Petersen 2019.
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sometimes be appropriate to assert, while permissible assertions of this type are
missing. In contrast, a modified version of Stanley’s epistemic certainty norm ap-
pears to provide a basis for a unified account of Moorean paradoxes with ‘know’
and epistemic ‘certain’. The paper’s discussion thus suggests that this certainty
norm deserves a place in future investigations of the epistemic norms governing
the practice of assertion.

Acknowledgements

I am grateful to my colleague Nikolaj Nottelmann for helpful discussion of the
paper’s issues, and to Caroline Schaffalitzky and Søren Harnow Klausen for
their valuable comments on a draft version of the paper. Thanks for helpful dis-
cussion are also due to the audience attending the presentation of the paper at
the 1st Context, Cognition, and Communication Conference, University of War-
saw, 2016.

References

Audi, Robert. 2003. Epistemology: A Contemporary Introduction to the Theory of Knowledge.
New York: Routledge.

Chisholm, Roderick. 1976. Person and Object. La Salle, IL: Open Court.
Condoravdi, Cleo. 2002. “Temporal Interpretation of Modals”. In David Beaver et al (eds.) The

Construction of Meaning. Stanford: CSLI Publications: 59–87.
DeRose, Keith. 1991. “Epistemic Possibilities”. Philosophical Review 100: 581–605.
DeRose, Keith. 1998. “Simple ‘Mights’, Indicative Possibilities, and the Open Future”.

Philosophical Quarterly 48: 67–82.
DeRose, Keith. 2002. “Assertion, Knowledge and Context”. Philosophical Review 111:

167–203.
Egan, Andy. 2007. “Epistemic Modals, Relativism, and Assertion”. Philosophical Studies 133:

1–22.
von Fintel, Kai and Gillies Anthony. 2008. “CIA Leaks”. Philosophical Review 117: 77–98.
von Fintel, Kai and Gillies Anthony. 2011. “‘Might’ Made Right”. In Andy Egan and Brian

Weatherson (eds.), Epistemic Modality New York: Oxford University Press.
Firth, Roderick. 1967. “The Anatomy of Certainty”. Philosophical Review 76: 3–27.
Hacking, Ian. 1967. “Possibility”. Philosophical Review 76: 143–168.
Kaplan, David. 1989. “Demonstratives”. In Joseph Almog, John Perry, and Howard Wettstein

(eds.), Themes from Kaplan. Oxford: Oxford University Press.
Kennedy, Chris. 2007. “Vagueness and Grammar: the Semantics of Relative and Absolute

Gradable Adjectives”. Linguistics and Philosophy 30: 1–45.
Klein, Peter. 1998. “Certainty”. In Edward Craig (ed.) Routledge Encyclopedia of Philosophy

vol. 2. Routledge: London: 264–267.

Moorean Paradoxes, Assertion, and Certainty 19

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



Kratzer, Angelika. 1977. “What ‘Must’ and ‘Can’ Must and Can Mean”. Linguistics and
Philosophy 1: 337–355.

Kratzer, Angelika. 1981. “The Notional Category of Modality”. In Hans-Juergen Eikmeyer and
Hannes Rieser (ed.) Words, Worlds, and Contexts. New Approaches to Word Semantics.
Berlin: Walter de Gruyter & Co.

Kratzer, Angelika. 1991. “Modality”. In Arnim von Stechow and Dieter Wunderlich (eds.),
Semantics: An International Handbook of Contemporary Research. Berlin: Walter de
Gruyter & Co.

Kratzer, Angelika. 2012. Modals and Conditionals. Oxford: Oxford University Press
Kvanvig, Jonathan. 2009. “Assertion, Knowledge, and Lotteries”. In Patrick Greenough and

Duncan Pritchard (eds.). Williamson on Knowledge. Oxford: Oxford University Press.
Lewis, Clarens Irving. 1929. Mind and the World Order. New York: Dover.
MacFarlane, John. 2011. “Epistemic Modals Are Assessment-Sensitive”. In Andy Egan and

Brian Weatherson (eds.). Epistemic Modality. New York: Oxford University Press.
Papafragou, Anna. 2006. “Epistemic Modality and Truth Conditions”. Lingua 116: 1688–1702.
Portner, Paul. 2009. Modality. Oxford: Oxford University Press.
Petersen, Esben. 2019. “A Case for a Certainty Norm of Assertion”. Synthese 196(11).

4691–4710.
Reed, Baron. 2011. “Certainty”. The Stanford Encyclopedia of Philosophy (Winter 2011

Edition). Edward N. Zalta (ed.). http://plato.stanford.edu/archives/win2011/entries/cer
tainty/>.

Rett, Jessica. 2012. “On Modal Subjectivity”. UCLA Working Papers in Linguistics, Papers in
Semantics. 16: 131–150.

Russell, Bertrand. 1948. Human Knowledge: Its Scope and Limits. New York: Simon and
Schuster.

Stanley, Jason. 2008. “Knowledge and Certainty”. Philosophical Issues. 18, 33–55.
Turri, John. 2011. “The Express Knowledge Account of Assertion”. Australasian Journal of

Philosophy 89: 37–45.
Turri, John. 2013. “The Test of Truth: An Empirical Investigation of the Norm of Assertion”.

Cognition 129: 279–291.
Unger, Peter. 1975. Ignorance: A Case for Skepticism. Oxford: Oxford University Press.
Weiner, Matt. 2005. “Must We Know What We Say?”. Philosophical Review 114: 227–51.
Williamson, Timothy. 2000. Knowledge and its Limits. Oxford: Oxford University Press.
Williamson, Timothy. 2009. “Replies to Critics”. In Patrick Greenough and Duncan Prichard

(eds.) Williamson on Knowledge. Oxford: Oxford University Press.
Yalcin, Seth. 2011. “Nonfactualism about Epistemic Modality”. In Andy Egan and Brian

Weatherson (eds.) Epistemic Modality. Oxford: Oxford University Press: 295–332.

20 Esben Nedenskov Petersen

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use

http://plato.stanford.edu/archives/win2011/entries/certainty/
http://plato.stanford.edu/archives/win2011/entries/certainty/


Filip Kawczyński
Meaning Holism and Contextualism[s]:
Friends or Foes?

Abstract. In the paper I give arguments to justify the thesis that—contrary to
common opinion—there is no strong theoretical relation between Meaning Ho-
lism and Contextualism. I distinguish two holistic accounts: Global Holism
and Local Holism, and I investigate what are the relations between them and var-
ious versions of Contextualism, namely Eliminativism, the Wrong Format View,
and Moderate Contextualism. I show that: (1) Local and Global Holism are com-
patible with almost all (with merely one exception) versions of Contextualism;
(2) Holism (in any version) neither entails nor is entailed by any version of Con-
textualism. Thus, I argue that when it comes to the issue of context-sensitivity, a
meaning holist, either global or local, has a variety of options to choose be-
tween, and vice versa—being a contextualist of this or that kind one can choose
to accept either Local or Global Holism, to accept both, or to avoid both. Except
showing that the relation between Holism and Contextualism is weak, in the
paper I also sketch several possible ways of modifying these theories to make
them theoretically closer or more distant.

1 Introduction: Instability of Meaning Holism and
Contextualism¹

Since the publication of the famous book by Jerry Fodor and Ernest Lepore
(1992), Meaning Holism has—to put it mildly—lost its appeal among philoso-
phers of language. The way Fodor and Lepore argue against Meaning Holism
(hereafter: ‘MH’) echoes the opinion expressed by Fodor a few years earlier,
namely that MH “really is a crazy doctrine” (Fodor 1987:60). What is claimed
by Fodor and Lepore to be especially crazy and nerve-racking about MH is its
alleged instability: if the meaning of a single expression depends on the mean-
ings of all other expressions in a given language, then any change in any mean-

 The work on this paper has been funded by National Science Center, Poland, grant under
award number 2018/31/D/HS1/03745. I would like to thank Joanna Odrowąż-Sypniewska and
Tomasz Zyglewicz for their valuable comments on the draft of this paper.
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ing implies some changes in all the other meanings. In such a case, language
can hardly be said to be systematic or stable. And if language is such an unstable
and wobbly matter, it is quite difficult to imagine how it is possible for it to work
with any degree of efficiency.

This kind of objection is commonly raised not only against MH, but also
against views belonging to the contemporary mainstream in the philosophy of
language—i.e. against various versions of Contextualism. Roughly speaking,
Contextualism is the view that the semantic value of an expression can be par-
tially determined by strong pragmatic effects. It means that fixing the standard
time-place-speaker parameters is sometimes not enough to determine semantic
value and thus some additional contextual factors must be taken into account.
According to opponents of this theory, it makes meanings too sensitive to contex-
tual factors and leads to the general unwanted consequence that any systematic
theory of language is impossible.

More specifically, these (allegedly) unstable theories are accused of leading
to several problems. The first of them is called the problem of the possibility of
genuine disagreement. If MH / Contextualism is true, then it is highly unlikely
that two people mean the same by ‘p’, since its meaning depends on too
many other meanings in one’s idiolect (in the case of MH) or is too sensitive
to contextual factors and thereby changes too rapidly to plausibly facilitate com-
munication (in case of Contextualism). Thus, when one asserts ‘p’, while some
other person denies it (i.e. states ‘¬p’), no genuine disagreement arises between
the speakers because they use ‘p’ with different meanings. The extension of that
problem—again applicable to both MH and Contextualism—is the problem of the
possibility of changing one’s mind, which is very close to the genuine disagree-
ment issue. In this case, however,what is concerned is not two different speakers
but one person expressing some beliefs at two different moments. If ‘p’ at one
moment has a different meaning than ‘p’ at some later time and the person utters
‘¬p’ at that later time, it should not be considered denying her earlier belief. And
that stands against our common intuitions regarding such situations. The other
problem concerns the possibility of communication at all. If MH or Contextualism
imply that it is almost impossible for two people to express the same thing by
uttering ‘p’, communication seems to be impossible altogether, while obviously
we observe that it is not only possible but that it works quite fine. Hence, it is
often said that accounts like MH and Contextualism entail the view that commu-
nication is a kind of miracle.²It seems that the above instability-track has led to

 For a discussion on the instability:—of MH, see e.g. Bilgrami (1998), Block (1994), Brandom
(2000; 1994), Churchland (1993:668–672), Field (1977), Fodor (1987), Fodor and Lepore (1992:
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putting MH and Contextualism in the same pigeonhole labelled “crazy relativis-
tic doctrines.”³

In this paper, I argue that, contrary to common opinion, the ties of kinship
between MH and Contextualism are much weaker than they may appear at first
glance—in doing so, I hope to set MH in a new light and thus take a step toward
revitalising it. In the next section I concisely characterize both theories in ques-
tion, and I also provide the distinction between Global Holism and Local Holism.
The third section is devoted to Global Holism, while the fourth addresses Local
Holism. In these two sections, I try to set out what the relations are between
these theories and three variants of Contextualism: Moderate Contextualism,
Eliminativism and the Wrong Format View. What I aim to do in particular is,
on the one hand, to answer the question concerning the compatibility of the dis-
cussed theories and, on the other, to investigate if a given version of MH entails
or is entailed by any version of Contextualism. The entailment should be under-
stood here strictly as a logical relation between the main theses of the theories.
In other words, I attempt to discover if being a holist (of this or that kind) obliges
one to accept a version of Contextualism, and vice versa. The final section in-
cludes a conclusion and some closing remarks.

2 Characteristics of the Theories

2.1 Meaning Holism

Defining and defending “a crazy theory” is always inconvenient. What makes it
even worse in our case is that holism, as Christopher Peacocke (1997: 227) points
out, is “a doctrine which is attributed to all Quine, Putnam, Davidson, Rorty, Ga-
damer and Heidegger”—which, as one must admit, is a remarkably diverse en-
semble of thinkers. In turn, MH belongs to those unlucky philosophical theories
that have not earned a satisfactory definition as yet. In the principal source of
philosophical definitions, which I suppose is The Stanford Encyclopedia of Phi-
losophy, Henry Jackman characterizes MH in the following manner: “The label
‘meaning holism’ is generally applied to views that treat the meanings of all
of the words in a language as interdependent. Meaning holism is typically con-

17–22; 2002), Harman (1993), Jackman (1999, 2017), Lormand (1996), Pagin (1997, 2006), Rovane
(2013).—of Contextualism, see e.g. Cappelen and Lepore (2005: ch. 8), Kölbel (2004), Recanati
(2010: 6–10), Stanley (2000, 2002, 2005).
 Michael Devitt was so terrified of MH that he called it a theory that threatens “life as we know
it” (Devitt 1996: 10).
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trasted with atomism about meaning (where each word’s meaning is independ-
ent of every other word’s meaning), and molecularism about meaning (where a
word’s meaning is tied to the meanings of some comparatively small subset of
other words in the language […]” (Jackman 2017: § 1).⁴

As we can see, there is not much about MH itself here and more about its
rival theories. Peacocke delivers a more detailed account that he believes is a
general definition of MH that all its adherents would agree on: “The meaning
of an expression depends constitutively on its relations to all other expressions
in the language, where these relations may need to take account of such facts
about the use of these other expressions as their relations to the non-linguistic
world, to action and to perception” (Peacocke 1997: 227).

Both above formulations—which are representative of the paradigmatic way
of defining MH—concern something that I would like to call [Meaning] Holism as
a Principle, which can be shortly formulated as:

(H-Principle) The meaning of a single expression depends on the meanings of all other
expressions in a given linguistic system.

This principle ought to be sharply distinguished from holism regarded as a pos-
sible theory of meaning. By a theory of meaning I understand an account that is
supposed to deal with problems such as how meanings even come about in the
world, what their ontological status is, or more generally what the nature of
meaning is. Holism as a Principle (hereafter: ‘H-Principle’) does not address
any of these issues. Roughly speaking, H-Principle makes a point about how
meanings behave and interact and not about what they essentially are. Obvious-
ly, an analysis of something’s behavior can tell us much about the constitution of
the thing in question; however, it seems that the holistic thesis about the inter-
action of meanings is largely independent of particular answers to the question
of the nature of meaning itself. As far as I am concerned, H-Principle can be rec-
onciled with accounts of meanings as illocutions, meanings as inferential roles,
meanings as uses, meanings as references (in Davidson’s sense), stimulus mean-

 Peter Pagin (2006) very accurately identifies several problems that arise from attempting to
define MH in terms of determination or interdependence of meanings. However, I believe that
those problems should be in fact regarded as problems for holism itself, i.e. as a challenge
for making sense of holism in general, not merely as methodological issues with defining it. Not-
withstanding this, it seems that it is the very idea of meaning interdependence that underlies all
holistic semantic theories; rejecting that, in my opinion, is tantamount to excluding holism from
the realm of possibly correct theories of language. In this paper I do not aim to directly defend
MH, therefore I pass over the issues in question.
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ings (if they are meanings at all) and probably even ideal meanings (from the
Fregean ‘third realm’).

Since H-Principle is not a theory but a principle, I think it can be left in the
form given above, without further pinpointing and with a dose of generality that
principles are expected to bear. However, I believe that one additional step has
to be taken. Namely, I would like to distinguish between applying H-Principle to
whole languages and applying it to particular units of language. I call the former
approach Global Holism and the latter Local Holism.⁵

2.1.1 Global and Local Holism

Global Holism (hereafter: ‘GH’) is the result of combining H-Principle with the
Quine-inspired⁶ claim that meaning is attributed to a whole language and not
to linguistic items in isolation. As such, GH concerns meanings as occurring out-
side or before any particular context, so it can be said that GH deals with literal
meanings.

Local Holism, on the other hand, is the result of applying the holistic para-
digm to chosen units of language, e.g. individual sentences, utterances, speech-
acts, theories, discourses and so on. The meaning of every single expression in-
volved in a given unit depends on the meanings of all other expressions in-
volved.⁷ What Local Holism is interested in is the behavior of meanings in par-

 ‘Global Holism’ and ‘Local Holism’ appear in the literature (e.g. see: Peacocke 1997; Penco
2001) from time to time, however, without fixed meaning or reference; some of those uses are
quite close to mine, others are not.
 What I have in mind here is obviously the Duhem-Quine thesis: “the unit of empirical signif-
icance is the whole of science” (W. V. O. Quine 1951: 41).
 You can think of two major interpretations of so defined Local Holism. According to the first,
i.e. the molecularist reading, meanings involved in separate units are not interdependent. For
instance, if a physical theory and a biological theory are taken to be such units, local holists
claim that the meanings of all physical terms depend on each other and the meanings of all bio-
logical terms depend on each other, yet the meaning of no physical term depends on any mean-
ing of a biological term, and conversely. The other interpretation, which may be called strongly
holistic, assumes that there can be interdependence of meanings between words belonging to
units that can be in a way separated. Thereby several variants of Local Holism may be distin-
guished, with regard to how many of such interdependencies are allowed. In the strongest ver-
sion—according to which all units are somehow connected—this amounts to a view that resem-
bles GH; however, it must be remembered that Local Holism is about meanings-in-contexts (or
speaker’s meanings), as opposed to GH, which is about literal meanings. In what follows, I ig-
nore that further classification of different versions of Local Holism because it does not affect the
results of my investigation of what the relation between Local Holism and Contextualism is.
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ticular contexts. Thus, Local Holism crosses paths with Contextualism; however,
to make these two views genuinely comparable some further constraints should
be imposed on Local Holism. Namely, one of the two main principles of Contex-
tualism—see point (c1) below—considers propositions expressed by sentences in
contexts. Hence, I am going to take into account a variant of Local Holism that
captures relations between meanings within a sentence as used in a context:

(LH) The meanings of all simple expressions appearing in a sentence uttered in a context
are determined in a holistic way.⁸

A combination of GH and LH delivers an account that offers both the general per-
spective of looking at language as a whole as well as analyzing particular lin-
guistic acts. However, although quite easy to reconcile, the theories in question
are in fact logically independent.

On the one hand, GH does not entail LH: global holists are not committed to
the view that within a particular sentence any meaning-formatting even hap-
pens. They can assume that literal meanings determined by the semantic struc-
ture of the whole language are what simple expressions contribute to the mean-
ings of complex expressions. Then there is no point in saying that meanings
within a sentence are determined holistically (or any other way). Furthermore,
even when it is admitted that literal meanings are adjusted when appearing in
a sentence, global holists can adopt a non-holistic approach for explaining
that. In other words, global holists can claim that literal meanings are ‘defined’
holistically, while what happens with them in specific contexts is characterized
correctly in e.g. an atomistic framework.⁹

There is no entailment the other way around either: it is not the case that LH
entails GH. Analogously to the previous case, a local holist does not even have to
be concerned about what is going on at the level of language as a whole, since
LH is a view concerning the behavior of meaning within particular sentences.
Nevertheless, LH can be readily reconciled with e.g. an anti-holistic atomistic
view on literal meanings to the effect that literal meanings are determined in
a way that does not assume mutual influences; however, when being modified

However, as a historical point it may be noticed that, for instance, Quine (e.g. 1960)—if we treat
his view of stimulus meanings as an account of meaning at all—should be classified as a radical
local holist, while thinkers like Sellars (e.g. 1974) or Ajdukiewicz (e.g. 1931, 1934) can be seen as
global holists.
 In other words, for all meanings involved in a sentence uttered in a context, the meaning of a
single expression depends on the meanings of all other expressions in that sentence.
 See Jackman (2015) for the view according to which Davidson’s theory is of the kind that ac-
cepts GH and rejects LH.
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within a given sentence, they are sensitive to each other’s semantic properties.
That last point clearly shows that endorsing LH does not entail accepting GH.

2.2 Contextualism[s]

Although the current debate concerning context-sensitivity has lasted for about
two decades, one of the main issues within it is the lack of precise characteriza-
tions of the sides that are at odds.What definitely does not help is that there are
several separate¹⁰ aspects of context-sensitivity, and when you share someone’s
views concerning one of these aspects, it does not mean that you will necessarily
agree with regard to another.¹¹ As my main purpose here is to analyze the rela-
tion between MH and Contextualism, I am going to set aside the intricate details
involved in distinguishing between contextualists and anti-contextualists. In-
stead, I will extract the main features of Contextualism from several of its defi-
nitions given by the participants of the debate (see: Borg 2004, 2012; Cappelen &
Lepore 2005; Recanati 2004, 2010; Stanley 2007). According to the picture that
emerges from those characteristics, Contextualism is a view that can be con-
densed into the conjunction of the two following claims:

(c1) The intuitive propositional content of a sentence is sometimes determined by strong
pragmatic effects.

(c2) The class of natural language context-sensitive expressions is significantly larger than
the set of obviously indexical expressions (i.e. than ‘Kaplan’s set’).

Let me start with an explanation of what intuitive propositional content is. As a
matter of fact, ‘propositional content’ is a new term for the old-fashioned notion
of propositions, the essential feature of which is that they are bearers of truth val-
ues and as such they are associated with truth-conditions (see: Kawczyński
2013). Intuitive truth-conditions are the truth-conditions corresponding to the
proposition that are intuitively expressed by a given sentence.¹² For example,

 Obviously, they are not entirely separate; however, they are distinct enough to cause the
problems in question.
 Joanna Odrowąż Sypniewska (2013–70) points out four different criteria according to which
factions can be defined and shows that adopting different criteria sometimes ascribes the same
philosopher to different sides of the debate. These criteria concern, respectively, the proposition-
ality of semantic content, intuitive truth-conditions, the number of context-sensitive expressions
and weak and strong pragmatic effects.
 Intuitive truth-conditions are distinguished from something that may be called formal or
schematic truth-conditions, which mirror the logical form of a given statement.
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a sentence like ‘John got sick and he went to hospital’ is associated with the in-
tuitive truth-conditions that firstly John got sick and subsequently he (i. e. John)
went to hospital (as opposed to the unintuitive, formal truth-conditions deter-
mined by the logical definition of conjunction, which does not reflect the chro-
nology of events) (see: Recanati 2004: 8– 16; Stanley & Szabó 2000/2007: 25).
Contextualists believe that intuitive truth-conditions can be determined—and ac-
cording to the majority of them, that is what often happens—by so-called strong
pragmatic effects that have been defined by Jeffrey King and Jason Stanley as fol-
lows: “A weak pragmatic effect on what is communicated by an utterance is a
case in which context (including speaker intentions) determines interpretation
of a lexical item in accord with the standard meaning of that lexical item. A
strong pragmatic effect on what is communicated is a contextual effect on
what is communicated that is not merely pragmatic in the weak sense” (King
& Stanley 2005/2007: 140).

We may say that the processes governed by the standard meaning of a lin-
guistic item are semantics-driven; then, the above distinction boils down to the
rule that that every appeal to context which is not semantics-driven belongs to
the class of strong pragmatic effects (see: Recanati 2010: 4). To mention but
one of numerous examples of this kind of effect, imagine someone uttering
‘Mary took the key and opened the door’, which is understood as claiming
that Mary took the key and opened the door with that key. What occurs in
such a case is the so-called free enrichment¹³ effect—the content of the utterance
has been enriched, although it is not encoded in the semantics of the sentence
that such an enrichment is compulsory.¹⁴

At this point the crucial question is of course how to distinguish what is from
what is not semantics-driven. Even anti-contextualists, who aim to protect se-
mantics from pragmatic influences, are not unanimous with respect to that ques-
tion.Whereas minimalists like Borg (2004, 2012) or Herman Cappelen and Ernest
Lepore (2006) believe that only explicit indexicals need context intervention, in-
dexicalists like King, Stanley or Zoltan Szabó (see papers collected in: Stanley
2007) claim that indexicality is a feature of a considerably large class of expres-
sions; although it is very often not recognisable on the (syntactic) surface, it is
still present in their logical form. Contextualists do not give a clear answer either,

 Recanati (2004: 25–26) distinguishes two further kinds of strong pragmatic effects. One is
loosening, which is the converse of enrichment and basically consists in adopting looser
 On the other hand, when someone utters e.g. ‘I am hungry’, it is encoded in the semantic
constitution of the pronoun ‘I’ that you have to reach to context to interpret it (namely, you
are supposed to figure out who the speaker is). Such a contextual enrichment, usually called
saturation, is not ‘free’ and is semantics-driven.
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and they often fall back on some ad hoc explanations based on linguistic intu-
itions (which usually end up with the conclusion: “it just has to be pragmatics—
otherwise it would be incomprehensible!”).

Setting controversial details aside, what is certain and essential about Con-
textualism is that intuitive truth-conditions are sometimes determined by strong
pragmatic effects and—as entailed by (c2)—it is a common scenario. Thus, what
may be considered Contextualism, in a nutshell, is the claim that semantics and
pragmatics interfere at every level of content-shaping. According to minimalists
and indexicalists, the output of semantics-driven processes is the input of strong
pragmatic processes, while in Contextualism processes occurring at the very
basic, even pre-propositional level, involve the interference of semantic and
(strong) pragmatic factors.

As MH is a theory concerning all expressions, it seems that it is most closely
related to a radical variety of Contextualism, in the credo of which the measured
terms used in (c1) and (c2) are substituted by the resolute ‘always’ and ‘all’ (see:
Recanati 2010: 18– 19):

(rc1) The intuitive propositional content of a sentence is always determined by strong prag-
matic effects.

(rc2) All natural language expressions are context-sensitive.

Although (rc1) and (rc2) are quite definite, it is still possible to distinguish two
significantly different versions of Radical Contextualism (hereafter: ‘RC’) (see:
Recanati 2004: 140– 141) with regard to how strong the consequences of these
claims are taken to be. One version, called the Wrong Format View, is the
claim that although there are such things as literal meanings, they should be
considered merely radicals or schemas of the meanings that genuinely count.
In other words, literal meanings cannot enter intuitive propositions, because
they do not have the proper format to do so—the literal meaning of a simple ex-
pression always has to be pragmatically adjusted to contribute to the semantic
value of a complex expression. According to the other version of RC, called Elim-
inativism, there is nothing like literal meaning at all. The only input of a commu-
nicative act is the history of past uses of a given word (with the meanings that
these words had on those occasions), while the output is the word in question
with its meaning ascribed to this particular context of utterance. In other
words, producing an expression-token in a given context does not begin with
meaning of the expression-type, but rather with a review of the register of mean-
ings of the relevant tokens from the past.

To have a clear vision of the different variants of Contextualism, in what fol-
lows I will use the term ‘Moderate Contextualism’ as denoting the theory that ac-
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cepts the conjunction of (c1) and (c2) while at the same time rejecting (rc1) and
(rc2). Such an account boils down to the conjunction of the two following claims:

(mc1) The intuitive propositional content of a sentence is sometimes-but-not-always deter-
mined by strong pragmatic effects.

(mc2) Many-but-not-all natural language expressions are context-sensitive.

3 Global Holism and Contextualism

Having sketched the theoretical landscape, I will move on to the main subject of
my investigation—that is, the interactions between Holism[s] and
Contextualism[s]. My methodology is fairly simple as it consists in examining
whether two defined variants of MH entail or are entailed by various versions
of Contextualism.

3.1 Global Holism and Eliminativism are not compatible

Let me start with a closer look at the relation between Global Holism and the
three above-mentioned versions of Contextualism. There is not much to say
about the strongest version of the latter theory, i.e. Eliminativism, since its
only claim concerning literal meanings is that there are no literal meanings.
Therefore, it is clear that no account of this kind can be reconciled with any theo-
ry of literal meanings such as GH (thus, in the rest of the section devoted to GH,
when I talk about RC, rc1 and rc2, I treat them as interpreted in accordance with
the Wrong Format View).

3.2 Global Holism and the Wrong Format View are
compatible

The Wrong Format View (hereafter: ‘WF’) at least accepts the existence of literal
meanings, so it is in principle possible to discover a connection between it and
GH. Although the connection does indeed exist, it is not very impressive. Sup-
porters of WF believe that each literal meaning has to be pragmatically format-
ted to become a semantic value of a given expression. There is no obstacle to
their agreeing that those literal meanings have a holistic origin. On the other
hand, a global holist can accept WF as the proper account of what happens
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with literal meanings in contexts. Hence, it can be stated categorically that the
theories in question do not exclude each other.

3.3 Global Holism and Moderate Contextualism are
compatible

What practically differentiates Moderate Contextualism (hereafter: ‘MC’) from
WF is the force of their statements: according to the former theory, there are
many-but-not-all context-sensitive expressions that require strong pragmatic in-
fluences to become propositional, while, according to the latter, all expressions
are of that kind. Thus, if GH is compatible with WF, which is apparently a stron-
ger account than MC, it follows a fortiori that GH is also compatible with MC.

3.4 The Wrong Format View does not entail Global Holism

The next question is if there is any connection between GH and Contextualism
that is stronger than mere compatibility. Let’s start with figuring out if WF entails
GH. I believe not. First, (rc1) does not lead to any thesis concerning the origin of
literal meanings, which is the proper subject of GH. In other words,WF does not
really concern the genesis of literal meanings and thus accepting that view does
not commit one to any particular theory concerning meanings-before-contexts
(which is precisely what GH is about). It does not matter if literal meanings
are constituted holistically, atomistically or any other way. What an adherent
of WF cares about is that the format they exhibit appears to be wrong, regardless
of how they acquired it.¹⁵

Second, according to (rc2) all expressions are context-sensitive. Hence, it
seems to me that to become a global holist, an adherent of WF would have to
make some further assumptions; without making them, nothing forces her to ac-
cept GH. The first assumption she would have to endorse is something I call the
principle of essential changeability.What I mean here stems from the following
kind of reasoning: accepting WF is equivalent to believing that the meanings
of all expressions should—and can—be adjusted by pragmatics; if you add to

 Proponents of WF think that the literal meaning of e.g. the adjective ‘green’ cannot be its
semantic contribution to the value of a complex expression including that word, because it
has the wrong format; in such a case, it makes no difference if you think of meaning in a holistic
manner i.e. as something determined by the totality of meanings of language, or if you are an
atomist and believe that ‘green’ has its meaning regardless of the rest of language.
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this the assumption that the fact that meanings reveal their flexibility at the level
of particular context proves that they are essentially changeable, i.e. possible to
change at every level,¹⁶ then you cannot agree with the standpoint that all or
some meanings are constant and stable i.e. (essentially) unchangeable. And to
say that meanings are unchangeable would obviously go against holism. Howev-
er, even making such a strong assumption is still not enough to entail becoming
a global holist, since GH does not overlap with the principle of essential change-
ability for two reasons: (i) the principle of essential changeability is indeed an
option for global holists but not a compulsory one, since they can maintain
that meanings are changeable only at the level of their origin, while staying sta-
ble in contexts; (ii) GH is not the only theory that can endorse the principle—for
instance, a molecularist can accept it as well and claim that every meaning in a
language is indeed vulnerable to change however, it is not the case that each is
dependent on every other meaning (but depends only on several closely related
meanings). So now it seems not only that an adherent of WF is not obliged to
accept GH, but also that in order to do that she has to do quite a lot. Namely,
she must deny (i) and (ii), and that definitely requires some solid justification,
as both these theses are quite intuitive. Hence, it turns out that endorsing GH
is definitely not a must for her, and actually, rather than being a compulsory en-
tailment, it requires her making a theoretical decision to endorse GH.

3.5 Moderate Contextualism does not entail Global Holism

Regarding (mc1), it does not lead to GH for precisely the same reasons for which
(rc1) did not entail GH (see above).

Concerning (mc2), it can be said that if the prevailing context-sensitivity
postulated in (rc2) does not commit one to accepting GH, then neither does
the less widespread context-sensitivity of MC. What made WF allegedly similar
to GH is that in both theories the vulnerability to changes is a feature of all
meanings (and this vulnerability of meanings in general is responsible for caus-
ing the noted instability problems for both theories). In other words, if all mean-
ings are vulnerable to contextual adjustments, as claimed in WF, there is a
chance that they are also vulnerable to holistic changes at the global level. In
MC, on the other hand, it is said that many-but-not-all words are context-sensi-

 I do not want to judge how many levels there are and what exactly each of them could be.
The two levels that are relevant to my discussion are: (1) literal meanings-formatting, which in-
volves the perspective of language as a whole, and (2) literal meanings-formatting in contexts, as
they eventually become components of propositions expressed by sentences in contexts.
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tive, so in this casemany-but-not-all expressions are potentially vulnerable to ho-
listic changes, while GH is explicitly a theory concerning all expressions. Thus,
for an adherent of MC, even endorsing the principle of essential changeability
and denying (i) and (ii) is still not enough to entail being a holist. As a matter
of fact, I cannot see any other way for a moderate contextualist to endorse GH
than by by simply voluntarily doing so. In any case, there is definitely no entail-
ment from MC to GH.

3.6 Global Holism does not entail Moderate Contextualism

Now we can move on to investigating whether GH entails some version of Con-
textualism. I am going to start with considering if GH entails MC, because if I can
show that that is not the case, then a fortiori I will demonstrate that GH does not
entail WF either.

The first question is whether GH entails the first thesis of MC, i.e. (mc1). I
believe it does not for one very simple reason: a global holist is not obliged to
endorse any particular solution concerning what the contribution of weak and
strong pragmatic effects are to formatting meanings in contexts. That is so be-
cause the output of holistic processes at the level of a whole language is the pos-
sible input of weak or strong pragmatics in contexts. And nothing in the nature
of those holistic processes favors this or that type of pragmatic effects as more
suitable to affect literal meanings that are holistically constituted.¹⁷

Things are similar in the case of (mc2). Once again, a global holist is not
committed to any particular view concerning the number of expressions that

 For instance, according to global holists, the literal meaning of ‘green’ is defined by the re-
lations in which it stands to every other meaning in English. Now, once its meaning has been
constituted, a global holist may say that it is not her business how it will behave within con-
texts—in particular, whether it is sensitive to weak, strong or both types of pragmatic factors.
It should be noticed, however, that a global holist can still offer some claims about the correla-
tion between holistic constitution of meanings and their sensitivity to pragmatics in contexts.
She can, for instance, explain why ‘green’ is sensitive to (let’s say) only weak pragmatics by
showing what the holistic relations that provide its meaning are with the format that it actually
has. On the other hand, as I argue in Kawczyński (2017), a global holist can also adopt the po-
sition of Minimalism and claim that holistic processes, which have already constituted a given
literal meaning, also make it insensitive to pragmatic effects—which shows even more clearly
that GH does not entail Contextualism (as it is compatible with Minimalism, which is the
polar opposite of Contextualism).
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are context-sensitive as her theory is not a theory of meanings in contexts.¹⁸ Yet,
if for some reason we really desired to transform a global holist into a moderate
contextualist, we would have to deal with essential changeability again, but this
time on the holist’s side. In this case, essential changeability is required to play
the role of the bridge between the holist principle, which entails that all mean-
ings are changeable, and the contextualist thesis that some meanings are con-
text-sensitive. However, if accepting the rule concerning essential changeabili-
ty—which would now take the form of something along the lines of: that
meanings reveal their flexibility at the level of language as a whole proves that
at least some of them are essentially changeable i. e. able to change at every
level, e. g. in contexts—is not satisfactorily justified, it appears to be in fact noth-
ing more than an ad hoc hypothesis advanced only in order to play the role of the
link between GH and MC (without any reasons independent of that purpose).
However, even if you take the principle at face value, accepting it is still not
enough to find yourself in the contextualist framework. The principle does not
determine that the changes in contexts are supposed to be strong rather than
weak pragmatic effects—thus, to become a contextualist, a global holist would
have to add to her theory the claim that every meaning is affected in context
by strong pragmatics, which boils down to, once again, simply endorsing MC.
There is no case, though, in which it can be said that the holistic view is a con-
sequence that her original position leads to.

3.7 Global Holism does not entail the Wrong Format View

The reasons for denying that GH entails WF are almost identical to those that I
have just offered to prove that GH does not lead to MC. The case of (rc1) does not
differ from (mc1) with respect to being possibly entailed by GH. Regarding (rc2),
the only difference is that the essential changeability principle would take a
stronger form than in the case of (mc2), namely: that meanings reveal their flex-
ibility at the level of language as a whole proves that all of them are essentially
changeable i. e. able to change at every level, e. g. in contexts. And since this for-
mulation is stronger it is even more controversial and thus—so to speak—more
ad hoc. Still, such a principle does not commit anyone to believing that the

 However, just as in the case of (mc1), holists can have something to say about that, and
again, there is nothing preventing them from simply endorsing the minimalist account, accord-
ing to which a strictly limited group of expressions is context-sensitive (see Kawczyński (2017)
for more details).
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changes within contexts are always strongly pragmatic, and so it does not lead to
Contextualism.¹⁹

4 Local Holism and Contextualism

The general conclusion of the previous section was that there is no strong corre-
lation between Global Holism and any of the discussed variants of Contextual-
ism. It turns out that the instability that is allegedly responsible for why GH
and Contextualism are often tarred with the same brush manifests in GH at a dif-
ferent level than in Contextualism. Unlike GH, LH actually crosses paths with
Contextualism as both theories concern the behavior of meanings within senten-
ces uttered in contexts. Moreover, none of the three discussed versions of Con-
textualism can be excluded as incompatible with LH.

4.1 Local Holism is compatible with Eliminativism, the Wrong
Format View and Moderate Contextualism

I put the three above relations in one pot, because I believe it to be rather evident
that LH is compatible with all these variants of Contextualism. On the one hand,
a contextualist can claim that contextual processes responsible for construing all
meanings (Eliminativism), formatting all meanings (WF) or formatting many-but-
not-all meanings (MC), are holistic in nature. A holist, on the other hand, is able
to choose between these three views of context-sensitivity. The only doubts that
can be raised regard the third option, namely MC, since LH is about all, while MC
is about many-but-not-all meanings in contexts. However, reconciling LH and MC
is still possible when not all holistic processes involved in a context are thought
to be based on strong pragmatics. In other words, a holist is able to take the
pragmatic effects that MC is about²⁰ to be a proper subset of all holistic processes
that shape meanings in a context. Roughly speaking, some meanings appearing
in a context are said to be affected by strong or weak pragmatic processes, while
others are affected by holistic factors that are not associated with context-sensi-
tivity. What those non-contextual-holistic processes are supposed to be is an in-
teresting question to which I am going to come back to later (see section 4.5

 Analogously to the case of MC, one could also show that accepting the minimalist position is
a realistic option for a global holist, which further undermines the claim that a proponent of GH
is obliged to accept WF.
 For the moment, I ignore the question of whether they are strong or weak.
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below). For now, I just want to point out that there exists such a theoretical pos-
sibility and that it makes LH and MC compatible.

4.2 Neither Eliminativism, the Wrong Format View, nor
Moderate Contextualism entail Local Holism

I suppose that this point is even less problematic than the previous one. As I said
in the preceding paragraph, a contextualist (of any kind) is able to adopt the ho-
listic method to characterize the contextual processes that construe/format
meanings. I would only add that she simply does not have to do that, and
that she can choose an atomistic or molecularist approach just as well.²¹

4.3 Local Holism does not entail Eliminativism

Symmetrically to what I have said about GH (namely, that it does not consider
meanings-in-context—see 2.6 above), let me point out now that LH as a theory
of meanings-in-context does not lead to any particular views about literal mean-
ings, especially not to the eliminativist view according to which there are no lit-
eral meanings. As shown before,²² LH is compatible with GH as well as with WF
and MC—all of which are the theories accepting literal meanings, so it is clear
that LH cannot entail Eliminativism (although, as noticed in 3.1 it is possible
to reconcile them).

 A contextualist, let’s say an adherent of WF, may think that in the case of my uttering e.g. ‘I
am green’, the meanings of each word in the sentence require some pragmatic influence to ob-
tain the proper format and become a part of a proposition. However, there is nothing that forces
her to believe that formatting the meaning of ‘I’ depends on the formatting of ‘am’ and ‘green’.
She can endorse the view that each of these words is influenced by the context, but they do not
influence each other—and thus she becomes an atomist. Or, she could say that for instance ‘I’
and ‘green’ are interdependent, but neither of them depends on ‘am’—and thereby become a mo-
lecularist. The same would happen in case of Eliminativism (and meaning construal instead of
format) and MC (and formatting not all, but some meanings).
 See sections 2.1.1 and 3.6 above.
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4.4 Local Holism does not entail the Wrong Format View

In Kawczyński (2017) I offer an elaborated argument in favor of the thesis that LH
is compatible with Minimalism.²³ To put it briefly, I present a version of LH in
which the holistic processes that affect all expressions in contexts are of two
kinds: weakly pragmatic or purely semantic. The latter processes play the role
of blockers of pragmatic processes, i.e. they prevent literal meanings from
being influenced by any pragmatic effects. Such a variant of LH is incompatible
with Contextualism (of any kind) as it excludes strong pragmatics from the proc-
ess of formatting propositions. I defined the purely semantic processes in partic-
ular to demonstrate that LH is not doomed to be inconsistent with the minimalist
thesis according to which some-but-not-many expressions are sensitive to the
weak pragmatic effects. To show that LH does not entail WF, even less is neces-
sary. Namely, it is sufficient to notice that a local holist can expand her theory
with the claim that all holistic processes are semantics-driven i.e. are subject
to weak pragmatic effects. That move amounts to a rejection of (rc1) (as interpret-
ed in WF), and in turn, confirms that LH does not lead inevitably to WF.

4.5 Local Holism does not entail Moderate Contextualism

What has been said in the preceding point also applies to MC: LH involving only
purely semantic or weakly pragmatic processes entails the rejection of (mc1) as
well. However, the interpretation of LH presented above is not the only one that
is inconsistent with MC. A less controversial version of LH, which does not in-
volve purely semantic processes and at the same time allows both weak and
strong pragmatic processes, cannot lead to MC either. That is so because accord-
ing to such a holism all ²⁴ expressions are context-sensitive which clearly runs
contrary to (mc2). Moreover, a version of LH in which it is stipulated that all ho-
listic processes are strongly pragmatic also excludes MC because such a version
entails the rejection of both (mc1) and (mc2).²⁵

 And in principle, if a theory is compatible with Minimalism, ceteris paribus it does not in-
evitably lead to Contextualism.
 Because in LH, by definition, all meanings go through holistic processes, so if it is stipulated
that holistic processes are weak pragmatic effects and strong pragmatic effects, then it follows
that all meanings are pragmatically affected.
 If all meanings are affected by strong pragmatics, then it goes against the ‘sometimes-but-
not-always’ part of (mc1) and flagrantly violates the ‘many-but-not-all’ condition involved in
(mc2).
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5 Conclusion

The main results of the above investigation can be summarized in the four fol-
lowing claims:
1. Global Holism is compatible with all versions of Contextualism, except Elim-

inativism.
2. Global Holism neither entails nor is entailed by any version of Contextual-

ism.
3. Local Holism is compatible with all versions of Contextualism.
4. Local Holism neither entails nor is entailed by any version of Contextualism.

The general result is thus as follows: when it comes to the issue of context-sen-
sitivity, a meaning holist, either global or local, has a variety of options to choose
between, and vice versa a contextualist of this or that kind can choose to accept
either Local or Global Holism, to accept both, or to avoid both. In every case,
however, committing to another view requires one to expand one’s original theo-
ry with some further assumptions. This proves that the reasons to endorse a ver-
sion of MH or Contextualism are mutually independent and that being, for in-
stance, a holist and at the same time being attracted to contextualist ideas,
one is supposed to make some effort to become a holistic contextualist (or a con-
textualist holist). Yet, if a holist does not have that type of contextualist inclina-
tion, she is able to reject Contextualism (and become a minimalist, which is pos-
sible as I have already mentioned). It works analogously the other way around—
if you are a contextualist, you are not obliged to any version of holism, but it is
still possible to endorse MH provided that you expand your theory with some ad-
ditional adjustments.

One may complain that what I have argued is in fact quite a weak thesis ac-
cording to which Contextualisms and Holisms are logically independent, while in
practice, if someone commits themselves to one of them, one typically commits
also to the other one. I believe such complaints arise directly from the prejudices
that have become a kind of methodological dogma of taking MH and Contextu-
alism to be close relatives. In this paper, I have tried not only to justify the claim
that no entailment-relation holds between the theories discussed, but I have also
sketched possible ways²⁶ of modifying MH or Contextualism that make them the-
oretically closer or more distant.

 E.g. endorsing the principle of essential changeability or accepting some claims about the
nature of holistic processes.
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All in all, my answer to the question involved in the title of the paper is the
following: neither friends, nor foes, but something else. If I were to continue this
personification-metaphor, I would say that Meaning Holism and Contextualism
are distant relatives, living far away from each other, having grown up in signif-
icantly different social and natural environments, but having similar interests,
who could possibly—in favorable circumstances and with a dose of goodwill
from both—become friends. Or rivals, if the circumstances and intentions proved
to be less than amicable.
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Marián Zouhar

On the Nature of Non-Doxastic
Disagreement about Taste

Abstract: Disagreements about matters of personal taste are a rather resilient
kind of phenomenon that calls for an unorthodox solution. Hybrid taste-expres-
sivism seems to provide such a solution because it explains taste disagreements
in non-doxastic terms. According to it, utterances of taste sentences play a dual
role—on the one hand, they are used to express propositions in which objects are
ascribed taste properties and, on the other hand, they are used to manifest eval-
uations of the objects contained in the propositions. The non-doxastic nature of
taste disagreements is derived from the latter. My aim is to cast some doubt on
the prospects of the hybrid taste-expressivist account. Although I admit that this
explanation is on the right track in treating taste disagreements as non-doxastic,
hybrid taste expressivism does not seem to be general enough. There are some
instances of taste disagreement that are not amenable to this kind of explana-
tion. I provide an alternative explanation that retains the non-doxastic nature
of taste disagreements, but does not suffer from its limited explanatory power.

1 Introduction

There is an obvious difference betweenmanifesting an evaluative attitude toward
something and saying that one bears an evaluative attitude toward something.¹

Intuitively, if the speaker says ‘Yum!’ upon trying a delicious chocolate cake, she
manifests her evaluative attitude toward the cake without saying that she bears
the evaluative attitude in question. On the other hand, if the speaker utters ‘This
chocolate cake tastes good to me’, she dispassionately describes what her eval-
uative attitude toward the cake is. It seems plausible that in describing her atti-
tude toward the cake she is not manifesting the attitude; rather, she is merely
dispassionately saying that she bears the attitude in question.² There are various

 This point is forcefully made in Buekens (2011). In fact, it is a starting point of Buekens’ criti-
cism of both contextualist and relativist approaches to disagreements about matters of personal
taste.
 The same kind of difference occurs between exclaiming ‘Ouch!’ and saying ‘I am in pain’, for
example.
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systematic differences between these two kinds of utterances and their commu-
nicative effects; the difference that is most important for our present purposes
consists in that the latter utterance contains an act of expressing a proposition
while the former contains no such act.

Based on this, we may distinguish between expressively uttered taste locu-
tions and descriptively uttered taste sentences. An expressively uttered taste
phrase serves to manifest one’s evaluative attitude toward something, and a de-
scriptively uttered taste sentence serves to inform one’s audience that one bears
an evaluative attitude toward something. The interjections like ‘Yum!’ and ‘Yuck!’
illustrate the former while the explicitly relational taste sentences like ‘This
chocolate cake tastes good to me’ and ‘I dislike the taste of this chocolate
cake,’ which contain a direct reference to the speaker, illustrate the latter.

It is sometimes argued that some locutions can be simultaneously used in
both ways. It seems that taste sentences that are not explicitly relational are a
case in point;³ a typical example is ‘This chocolate cake is delicious’. It is claim-
ed that when one utters ‘This chocolate cake is delicious’ one both describes
what one’s evaluative attitude toward the taste of the cake is and manifests
the attitude in question—the sentence is used both descriptively and expressive-
ly.⁴ Alternatively, it can be said that an utterance of ‘This chocolate cake is deli-
cious’ has two kinds of content—it both expresses a proposition in which the
speaker’s attitude toward something is described and expresses a non-proposi-
tional content that consists in manifesting the speaker’s attitude in question.
Using the standard terminology, the utterance simultaneously has both doxastic
and non-doxastic content. The doxastic content consists in expressing a taste
proposition and the non-doxastic content consists in expressing an evaluative at-
titude toward the thing that is contained in the proposition.

This kind of approach to taste utterances and their semantics is currently in
vogue. It is usually developed under the heading of hybrid expressivism or, more

 The difference between explicitly relational taste sentences and taste sentences that are not ex-
plicitly relational is merely provisional. The illustrations given in the main text should give a clue
as to how the difference is to be understood. Explicitly relational taste sentences contain referen-
ces to both agents and objects of taste; they further contain binary predicates that express rela-
tions in which the agents stand to the objects. Taste sentences that are not explicitly relational
are, as a rule, of the subject-predicate form; they contain references to objects of taste and
unary predicates that express taste properties. Later on, I will distinguish between taste sentences
(understood as not being explicitly relational) and somewhat narrowly conceived attitudinal sen-
tences. The latter difference is, however, supposed to be independent of the former difference.
 Again, Buekens (2011) presents this point convincingly.
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appropriately, hybrid taste-expressivism.⁵ Clearly, hybrid taste-expressivism is at-
tractive for several reasons. In particular, it is sometimes presented as a suitable
kind of approach because it can plausibly explain various instances of disagree-
ments about matters of personal taste. Nevertheless, my aim in this paper is to
cast some doubt on the prospects of hybrid taste-expressivist accounts of taste
disagreements. It seems to me that there are some specific instances of taste dis-
agreement that cannot be explained in a satisfactory manner by hybrid taste-ex-
pressivist accounts. Despite this, however, I take it that this account of taste dis-
agreements is essentially on the right track. Based on this, I elaborate an
alternative explanation that is close enough to hybrid taste-expressivism, but
does not suffer from its somewhat limited explanatory power.

The structure of the paper is as follows. I start with presenting the core of
hybrid taste-expressivist accounts of taste disagreements (Section 2). I then de-
velop two kinds of cases that do not seem to be amenable to a hybrid taste-ex-
pressivist explanation (Section 3). Section 4 contains an outline of an alternative
explanation that is close enough to hybrid taste-expressivism but has much
broader explanatory power. This is illustrated by its application to the cases dis-
cussed in Section 3. Section 5 concludes the paper by giving a summary of the
main results achieved.

2 Hybrid Taste-Expressivism and Disagreement
about Taste

It is widely admitted among philosophers that when one utters ‘This chocolate
cake is delicious’ one says something about one’s own subjective view on a par-
ticular cake’s taste rather than something about objective facts concerning the
cake.⁶ Based on this, the point of certain kinds of exchanges may appear to be
rather abstruse. For example, it might seem incomprehensible why Bert presents

 Theories that can be classified as (closely resembling) hybrid taste-expressivist accounts can
be found, most notably, in Buekens (2011), Clapp (2015), Gutzmann (2016), Huvenes (2012),
(2014) and Marques & García-Carpintero (2014). Marques (2016) develops a hybrid expressivist
approach to aesthetic predicates. Hybrid expressivism is traditionally associated with theories
that concern moral discourse; some recent proposals can be found in Boisvert (2008), (2014),
Copp (2001), (2014) and Eriksson (2014).
 For a criticism of objectivism see, for example, MacFarlane (2014: 2–7). Hirvonen (2016) sug-
gests that our ‘folk’ theory of taste is objectivist, and proposes an objectivist semantics for taste
predicates. At the same time, however, she claims that metaphysical objectivism about taste is
incorrect. Recently, Wyatt (2018) defended an absolutist semantics for taste utterances.
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himself as disagreeing with Alice in the following dialogue (even though both of
them are talking about the same chocolate cake):

(1) Alice: This chocolate cake is delicious.
Bert: I disagree. This chocolate cake is not delicious.

If Alice says something about her own subjective view on the cake’s taste and
Bert responds by saying something about his own subjective view on the same
cake’s taste, why are they to be portrayed as disagreeing with one another?
What is the point of Bert’s utterance of ‘I disagree’? Clearly, Bert’s bearing a de-
preciative attitude toward the cake’s taste is actually fully compatible with Ali-
ce’s bearing an appreciative attitude toward it.

What is really puzzling is that we do seem to have a well-entrenched pre-the-
oretical intuition that Bert disagrees with Alice in (1). This fact calls for an expla-
nation. If Alice is portrayed as saying something about her own tastes concern-
ing a particular cake and Bert is portrayed as saying something about his own
respective tastes concerning the same cake, the claim that Bert disagrees with
Alice does not seem to be warranted.Yet, our intuition says that he does disagree
with her. Bert somehow rejects what Alice says, although he hardly intends to
reject that Alice’s view on the cake’s taste is appreciative. This is a perplexing
situation; in fact, its perplexity is what makes taste disagreements a rather resil-
ient kind of phenomenon that seems to call for an unorthodox explanation.⁷

Now, hybrid taste-expressivism seems to be precisely such an unorthodox
suggestion. It provides a neat explanation that is able to dissolve the above per-
plexity. Hybrid taste-expressivism admits that Alice’s and Bert’s utterances ex-
press propositions that concern their own idiosyncratic tastes; since these prop-
ositions are fully compatible, there is no disagreement between Alice and Bert at
this level—it is granted that Bert does not reject the proposition expressed by Ali-

 Several types of approaches were proposed in the literature, and the list of works on taste dis-
agreement and related issues is very extensive. I do not wish to discuss the various types of ap-
proaches in this paper. I just wish to point out that a considerable part of the literature is devot-
ed to what is called faultless disagreement. Some philosophers allow that taste disagreements
can be—or appear to be—faultless (e.g. Barker 2010, Buekens 2011, Egan 2014, Kölbel 2003, La-
sersohn 2005, López de Sa 2008, Palmira 2015, Schaffer 2011). On the other hand, other philos-
ophers reject the very idea of faultless disagreement (e.g. Cappelen & Hawthorne 2009: Ch. 4,
Iacona 2008, Rosenkranz 2008, Smith 2010, Stojanovic 2007, 2011, Zouhar 2014). Recanati
(2007, 88–94) argues that faultless disagreements may arise only in specific situations, but in
ordinary situations disagreements are not faultless. I take it that taste disagreements are a
very problematic kind of phenomenon independently of whether they are supposed to be fault-
less or not. That is why I ignore the question of their presumed faultlessness.
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ce’s utterance. In other words, Bert cannot be correctly portrayed as disagreeing
with Alice in the doxastic sense of disagreement, and hybrid taste-expressivism
subscribes to this position.

At the same time, however, hybrid taste-expressivism admits that, apart from
having their respective doxastic contents, the taste sentences uttered in (1) have a
non-doxastic kind of content. According to this approach, a single utterance of
taste sentence has both a descriptive dimension and an expressive dimension.
Thus, Alice and Bert use their respective lines both descriptively and expressive-
ly, in which case they succeed in manifesting their evaluative attitudes toward a
particular cake. Clearly, the two attitudes are non-cotenable because it is impos-
sible for someone to entertain both attitudes without considerably changing
one’s mind.⁸ Thus, if Alice manifests her appreciative attitude toward the cake
and Bert responds by manifesting his unfavorable attitude toward the same
cake that is non-cotenable with Alice’s attitude, Bert makes clear his rejection
of Alice’s attitude. It means that he disagrees with her at the non-doxastic
level. As a result, hybrid taste-expressivism explains the kind of disagreement
contained in the exchanges like (1) as non-doxastic because one party rejects
the other party’s evaluative attitude toward something, although the former
does not intend to reject the latter’s evaluative attitude in question.

This hybrid taste-expressivist account is based on a close alliance between
two things, namely the idea that, apart from expressing propositions, taste sen-
tences are used to express evaluative attitudes and the idea that taste disagree-
ments are portrayed as non-doxastic. It might thus seem that the non-doxastic
treatment of taste disagreements is made possible by the fact that taste senten-
ces can be used expressively. In particular, the very fact that Bert manifests his
evaluative attitude toward the cake in question in connection with the fact that
his attitude is non-cotenable with the attitude Alice shows toward the same cake
constitutes Bert’s disagreement with Alice.

The close alliance between these two things seems to be crucial for hybrid
taste-expressivism. It is tacitly assumed that all instances of non-doxastic taste
disagreements are related to the expressive kind of use by which the speakers
are claimed to manifest their respective evaluative attitudes toward something.
Now I am going to show that this is not the case—there seem to be instances
of non-doxastic taste disagreement in which the speakers do not use their re-
spective taste sentences expressively in order to manifest their evaluative atti-
tudes toward something. If this line of reasoning is correct, hybrid taste-expres-
sivism is in trouble because there are instances of non-doxastic taste

 On the notion of non-cotenability see, in particular, MacFarlane (2014: 121–123).
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disagreements that are not amenable to the hybrid expressivist type of explana-
tion. Nevertheless, I do not intend to undermine the very idea that taste disagree-
ments are best explained in non-doxastic terms. The explanation to be proposed
in Section 4 indeed retains this idea, but discards the hybrid taste-expressivist
view that the non-doxastic nature of taste disagreements has to be based on in-
voking the expressive dimension of taste sentences.

3 Non-Doxastic Disagreements about Taste
without Expressive Use

In this section, I try to divorce the idea that taste disagreements are best ex-
plained as non-doxastic from the idea that speakers should use their taste sen-
tences expressively in order to disagree with their interlocutors in a non-doxastic
manner. My aim is to preserve the former and reject the latter. I hasten to add,
however, that the following considerations are not intended to undermine the
hybrid taste-expressivist approach in general; rather, they are focused on one
particular type of hybrid taste-expressivism, namely the one instantiated mainly
by Buekens’s account developed in his (2011), in which manifesting evaluative
attitudes is deeply intertwined with the expressive use of taste sentences.⁹

There are at least two kinds of situations in which the speakers can be un-
derstood as expressing non-doxastic disagreements with their interlocutors, but
do not use their taste sentences expressively. First, this may happen when speak-
ers adopt an exocentric perspective, i.e. when they are talking as if taking up
someone else’s standpoint.¹⁰ It seems to me that speakers may use taste senten-
ces to express non-doxastic disagreements even when taking up the exocentric
perspective.¹¹ At the same time, it is admitted that, when adopting an exocentric
perspective, the speakers do not use taste sentences expressively. Second, the

 For instance, it seems to me that Gutzmann’s hybrid taste-expressivist account developed in
his (2016) that is based on the general use-conditional semantics from Gutzmann (2015) is not
threatened by the examples given below in the main text. Nevertheless, there are some other
problems with the other hybrid taste-expressivist accounts; I leave their discussion to some
other time.
 On the difference between exocentric perspective and autocentric perspective, see Lasersohn
(2005: 670).
 This is explicitly rejected by Buekens; more precisely, he rejects that, when adopting an exo-
centric perspective, speakers may use taste sentences expressively and, based on this, he rejects
that they may disagree with one another in the non-doxastic sense. See, in particular, Buekens
(2011: 642 and 649).
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same effect may be achieved when speakers adopt an autocentric perspective—
i.e. when they are taking up their own standpoint—but something makes it im-
possible that their utterances receive an expressive kind of use. It seems to me
that this happens when taste sentences are embedded within larger linguistic
constructions of certain types. Nevertheless, speakers may express non-doxastic
disagreement with their interlocutors even in this kind of situation.

If these lines of reasoning are correct, a different explanation is required that
would retain the idea that taste disagreements are non-doxastic, but reject the
idea that expressive use is essential to expressing such disagreements.

3.1 Exocentric Perspective and Non-Doxastic Disagreement

I will start with the first kind of situation. If the speakers adopt an exocentric
perspective, they are speaking as if adopting someone else’s point of view.
Their utterances are to be evaluated as true or false relative to a third party’s
standards of taste or, alternatively, their utterances express propositions that
contain the taste properties that are determined relative to a third party’s stand-
ards of taste.¹² If one speaker utters ‘That chocolate cake is delicious’ on the
basis of watching a third party eating the cake and making her pleasure obvious,
and another speaker responds with ‘No. That chocolate cake is not delicious’ on
the basis of watching the same scene but misinterpreting the signs of pleasure as
signs of disgust, both speakers adopt the exocentric perspective that belongs to
the third party. Clearly, they disagree. Their disagreement, however, is doxastic
because the second speaker disagrees with the proposition expressed by the
first speaker’s utterance. Moreover, it is easy to see that they are not using
their sentences to manifest their own or someone else’s evaluative attitudes to-
ward the cake—their utterances are descriptive rather than expressive. It is

 The first half of the sentence to which this footnote is appended reminds of the relativistic
approach to taste utterances while the second half captures the contextualist approach. The best
developed versions of relativism can be found in Kölbel (2002), Lasersohn (2005), MacFarlane
(2014), Richard (2008), and Wright (1992). Contextualism concerning taste predicates is adopted,
for example, in Glanzberg (2007), Huvenes (2012), Marques & García-Carpintero (2014), Schaffer
(2011), and Silk (2016). I prefer the contextualist treatment, as will become obvious in what fol-
lows. The contextualist semantics for taste utterances can be nicely combined with hybrid taste-
expressivism, as the controversy between relativism and contextualism illustrates; I leave this
controversy aside in this paper, but see Zouhar (2018) for a discussion. See also Baker (2012),
Barker (2013), Egan (2014), López de Sa (2008), Plunkett & Sundell (2013), Stojanovic (2007),
Sundell (2011), and Zeman (2016) and (2017) for further discussions and proposals.
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tempting to extend this observation to all instances of taste disagreement that
are made relative to exocentric perspectives.

If this extension is correct then the connection between the two ideas men-
tioned in the preface to this section may seem to hold. However, I am going to
show that the extension actually fails. It is rather easy to devise situations in
which (i) speakers adopt an exocentric perspective, (ii) they are intuitively sup-
posed to disagree with one another, and (iii) their disagreement is best explained
as non-doxastic (rather than doxastic). These are situations in which the speak-
ers do not use their sentences expressively and, yet, their disagreement is non-
doxastic. This suffices to break the supposed connection between the two
ideas. Let me elaborate on an example that illustrates this point.

Suppose that Alice and Bert are trying to discern delicious meals from those
that are not delicious by observing manifest responses of two subjects to eating
various kinds of meals. Alice observes Cynthia’s behavior and Bert Dave’s. Alice
observes that upon trying a particular chocolate cake—call it ‘Choco’—Cynthia
makes her pleasure obvious, while Bert finds out that upon trying from the
same cake, Dave responds with clear signs of disgust. Based on these observa-
tions, the following exchange takes place, where Alice comments on the results
based on Cynthia’s reactions and Bert comments on the results based on Dave’s
reactions:

(2) Alice: Choco is delicious.
Bert: No. Choco is not delicious.

Both Alice and Bert adopt an exocentric perspective. Alice says that the cake is
delicious because it seems to taste good to Cynthia, and Bert says that the cake is
not delicious because it does not seem to taste good to Dave.

Obviously, this exchange contains disagreement. Despite adopting exocen-
tric perspectives, the disagreement between the speakers is not doxastic. Bert
does not object to Alice’s proposition in which Choco is claimed to be delicious
according to Cynthia’s standards of taste. In other words, Bert does not charge
Alice for mischaracterizing Cynthia’s tastes concerning Choco. Their disagree-
ment is rather non-doxastic. Of course, Alice cannot be interpreted as manifest-
ing her own evaluative attitude toward the cake and Bert cannot be interpreted
as manifesting his own evaluative attitude that would be non-cotenable with Ali-
ce’s. Adopting Cynthia’s perspective, Alice presents Cynthia’s non-doxastic atti-
tude while Bert, adopting Dave’s perspective, presents Dave’s non-doxastic atti-
tude that is non-cotenable with Cynthia’s.

Importantly, neither Alice nor Bert are using their sentences expressively.
Their utterances are merely descriptive. Despite this fact, they succeed in manifest-
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ing their respective subjects’ evaluative attitudes. This case makes it clear that ex-
pressing non-doxastic taste disagreement can be detached from using taste sen-
tences expressively. Based on this, it is obvious that hybrid taste-expressivism can-
not explain this kind of disagreement along the same lines as it explains other
kinds. Thus, hybrid taste-expressivism does not seem to be general enough.

3.2 Embedded Utterances and Non-Doxastic Disagreement

Another problematic kind of situation obtains when (i) speakers utter taste sen-
tences that are embedded within larger linguistic constructions, (ii) they are in-
tuitively supposed to disagree with one another, and (iii) their disagreement is
best explained as non-doxastic. Since in such situations the speakers do not
use their taste sentences expressively, the supposed connection between the
two ideas outlined in the preface to this section breaks down once more.

Here is a situation in which all three points seem to obtain. Assume that Ali-
ce’s tastes are very similar to Cynthia’s and that Bert’s tastes are radically differ-
ent from Cynthia’s. It means, roughly, that if Cynthia finds some meal tasty, it is
usually tasty for Alice but not for Bert. Now the following exchange occurs:

(3) Alice: If Cynthia finds Choco delicious, then it is delicious.
Bert: No. If Cynthia finds Choco delicious, then it is not delicious.

Based on her previous experiences according to which her tastes are rather close
to Cynthia’s, Alice describes Choco as delicious provided it is tasty for Cynthia,
and she does so relative to her own standards of taste. Similarly, based on his
previous experiences according to which his tastes are rather different from Cyn-
thia’s, Bert describes the same cake as not delicious provided it is tasty for Cyn-
thia, and he does so relative to his own standards of taste. Intuitively, Bert dis-
agrees with Alice. Nevertheless, Bert cannot be said to reject the proposition
expressed by Alice’s utterance of ‘It is delicious’. It means that his disagreement
is not doxastic.

Clearly, Bert adopts a different evaluative attitude toward the cake as Alice,
and, based on this, his disagreement with Alice is best explained as non-doxas-
tic. At the same time, Alice’s and Bert’s utterances of ‘It is delicious’ and ‘It is not
delicious’, respectively, are used descriptively rather than expressively. In fact,
neither Alice nor Bert have tried Choco, and thus they cannot sincerely manifest
their attitudes toward the cake. Despite this fact, they do express their respective
evaluative attitudes, although they do so in a conditional way.
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This kind of situation shows that manifesting one’s own evaluative attitudes
toward something does not require that one uses one’s taste sentence expressive-
ly. As a result, this kind of situation does not seem to be amenable to the hybrid
taste-expressivist treatment according to which an expressive use of a taste sen-
tence is a prerequisite of expressing one’s non-doxastic disagreement with some-
one else’s evaluative attitude toward something. Thus, what is required is an al-
ternative explanation that would both retain the non-doxastic nature of taste
disagreements and avoid invoking the expressive kind of use of taste sentences.
The following section contains an outline of such an explanation.

4 A Requisite-Based Account of Non-Doxastic
Disagreement about Taste

The explanation to be developed in this section coincides with hybrid taste-ex-
pressivism in certain vital respects. First, it takes disagreements about taste to
be non-doxastic. Second, it claims that by uttering taste sentences the speakers
express propositions in which certain objects are ascribed certain properties.
Third, it admits that by uttering taste sentences the speakers make obvious
their evaluative attitudes toward something. These resemblances notwithstand-
ing, there is one crucial difference—the explanation developed below does not
assume that the speakers make their evaluative attitudes obvious by using
their taste sentences in the expressive way. A different mechanism for manifest-
ing the evaluative attitudes is proposed.

4.1 Assumptions

I wish to start with a number of assumptions that will be taken for granted in
what follows, although no developed argument will be given for their sake in
this paper.¹³

Assumption 1. Predicates of personal taste are context-sensitive expressions
that express different semantic contents relative to different contexts of utterance.

This idea is endorsed by a number of hybrid taste-expressivists—as well as
many contextualists that are not (hybrid) taste-expressivists.¹⁴ Using Kaplanian
terminological orthodoxy, taste predicates have both character and content;

 Assumptions 1 and 2 are defended in Zouhar (2018).
 See, for example, Buekens (2011), Gutzmann (2016), López de Sa (2008), and Sundell (2011).
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character is a non-constant function from contexts of utterance to contents, and
content is a function from circumstances of evaluation to extensions. It bears
noting that characters of taste predicates are non-constant functions; due to
this fact, taste predicates closely resemble ordinary indexicals. Content can be
identified with a property that is understood as an intension mapping possible
worlds to sets of individuals that instantiate the property in question. Based
on this, taste predicates, when uttered by different speakers, may express differ-
ent properties. Clearly, independently of any context of utterance taste predicates
express no properties—they only have characters.

Assumption 2. For all values of x (where x ranges over agents) it holds that,
when uttered relative to x’s perspective, the predicate ‘delicious’ expresses, loosely
speaking, the property of interacting with x’s gustatory capacities in a way that pro-
duces agreeable gustatory experiences of an intrinsically desirable sort.¹⁵

This analysis of taste properties is very close to Egan’s (see, in particular,
Egan 2010); in fact, it is almost identical to Egan’s, but with one important differ-
ence: Egan proposed to take taste properties as dispositional, whereas the anal-
ysis given above is not cast in dispositional terms.¹⁶ I have argued for this
amendment elsewhere. What is crucial for the above suggestion is that it nicely
coheres with Assumption 1 because it permits to treat taste properties as context-
dependent. If Alice utters ‘delicious’ (and adopts an autocentric perspective), she
expresses the property of interacting with Alice’s gustatory capacities in a way
that produces agreeable gustatory experiences of an intrinsically desirable sort;
if Bert utters the predicate (while adopting an autocentric perspective), he ex-
presses the property of interacting with Bert’s gustatory capacities in a way
that produces agreeable gustatory experiences of an intrinsically desirable sort.
Thus, depending on whose perspective is in play, ‘delicious’ expresses different
properties relative to different contexts of utterance. Apart from this, the above
analysis can be recommended for other reasons as well. It suggests that deli-
ciousness is determined by the interactions with an agent’s gustatory capacities.
It also suggests that the results of these interactions are agreeable experiences—
of course, things that are not agreeable may not be delicious. Finally, these gus-
tatory experiences are described as intrinsically desirable. Again, if the experi-

 In what follows, x is supposed to range over agents (I will not mention this fact anymore). If
x is left unbound by an explicit quantifier, it should be understood as representing an unspeci-
fied agent that is x’s value. I distinguish between being an agent and being a speaker—the set of
speakers is just a subset of the set of agents.
 The dispositional treatment of taste properties is modelled on Lewis’s theory of values; see
Lewis (1989). For some other accounts of taste properties along the same lines see Clapp (2015)
and López de Sa (2017).
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ence is undesired, an agent may not describe the object that caused it as deli-
cious. All these features seem to be rather intuitive. In what follows, I will abbre-
viate the property of interacting with x’s gustatory capacities in a way that produ-
ces agreeable gustatory experiences of an intrinsically desirable sort as being
deliciousx.

Assumption 3. For every property there is a set of properties that are its
requisites.

Generally speaking, property R is a requisite of property P if and only if for all
possible worlds w and objects y it holds that if y instantiates P at w it also instan-
tiates R at w.¹⁷ It means that requisites of a certain property are all those properties
that are necessarily co-instantiated with the given property. For example the prop-
erty of being a philosopher has as its requisites the properties of being human,
being a sentient being, being rational, etc. Let us assume that proposition p con-
tains property P as its constituent and that P has as its requisites properties R1,
…, Rn. It is obvious that if p is true then all propositions r1, …, rn also are true,
where ri results from p by replacing P with Ri (1 ≤ i ≤ n). Moreover, if someone
sincerely utters a sentence that expresses p as its semantic content, one suggests
that p is true and thereby implies that r1, …, rn also are true. The requisite relation
between properties is not empirical—it is independent of any contingent matters of
fact that R1, …, Rn are requisites of P. If an individual is a philosopher, the individ-
ual is e.g. human not just contingently, but necessarily, in the sense that if the in-
dividual were not human she could not have been a philosopher either. At the
epistemic level, if someone is fully competent with the property of being a philos-
opher, one knows (at least tacitly) a number of other propositions, including the
propositions that only human beings can be philosophers, that all philosophers
are rational, and that there cannot be philosophers who are not sentient beings.
Of course, I admit that full competence can be rare and that partial competence
prevails, meaning that someone may know that Ri is a requisite of P, but fail to
know that Rj is a requisite of P (where i ≠ j). Nevertheless, this does not affect
the fact that both Ri and Rj are requisites of P.

4.2 Requisites of Taste Properties and Implied Propositions

The notion of requisite is essential to the explanation of non-doxastic taste dis-
agreements proposed in this paper. The first step in showing this consists in rec-

 The notion of requisite invoked here is adapted from Duží et al. (2010: 361). The requisite re-
lation between properties is reflexive and transitive; see (ibid: 363).
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ognizing that taste properties have certain attitudinal properties as their requi-
sites. In particular, for any value of x, the property of being deliciousx can be
said to have the property of having a taste that is liked by x as its requisite.
The latter property is attitudinal because some object y instantiates it only pro-
vided x bears the attitude of liking toward y’s taste. In some cases, the relevant
agent of the context of utterance is the speaker; this happens when the speaker
adopts an autocentric perspective, and describes a certain object as delicious
from her own perspective. In some other cases, the relevant agent is someone
else; in particular, if the speaker adopts an exocentric perspective, the relevant
agent is an addressee or a third party. Clearly, the role of agent can be played by
a whole group of people; some groups are such that speakers are their members,
and some are such that speakers are not their members.

The following observations seem to be a rather straightforward consequence
of the idea that taste properties have suitable attitudinal properties as their
requisites:
1. There are taste properties that have the same attitudinal properties as their

requisites and, yet, are different from one another. For example, both being
deliciousx and being tastyx have having a taste that is liked by x as a requisite.
They are different properties but closely similar in the sense that they can be
simultaneously exemplified by the same object.¹⁸

2. Incompatible taste properties have, as a rule, incompatible attitudinal prop-
erties as their requisites, where two properties are incompatible provided if
an object instantiates one of them it cannot instantiate the other. For exam-
ple, having a taste that is liked by x is a requisite of being deliciousx and hav-
ing a taste that is disliked by x is a requisite of being unpalatablex, where
being deliciousx and being unpalatablex on one hand and having a taste
that is liked by x and having a taste that is disliked by x on the other are
pairs of incompatible properties.

3. Importantly, an object instantiates a taste property only provided there is an
agent who bears a certain kind of evaluative attitude toward the object. This
is because instantiating a taste property implies instantiating an appropriate
attitudinal property, and an object may instantiate the latter only provided a
relevant person bears a certain kind of evaluative attitude toward it. For ex-
ample, an object cannot instantiate being deliciousx unless x is such that she
likes the object’s taste.

 Moreover, the two properties are not independent because, intuitively, if an object instanti-
ates the property of being deliciousx it has to instantiate also the property of being tastyx (but not
vice versa).
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4. A closely related point is that the compatibility of taste properties is connect-
ed with the cotenability of the related evaluative attitudes toward objects—if
an object instantiates compatible taste properties then there is an agent who
bears cotenable evaluative attitudes toward the object (provided she bears
different attitudes toward it). On the other hand, if it happens that an object
is supposed to instantiate incompatible taste properties then there is an
agent who bears non-cotenable evaluative attitudes toward the object;
such an agent suffers from having an inconsistent viewpoint.¹⁹

The claim that taste properties have attitudinal properties as their requisites
should be vindicated, though it undoubtedly appears to be rather natural.
Why should we say that the taste property of being deliciousx and the attitudinal
property of having a taste that is liked by x are relata of the requisite relation? The
explanation can be easily derived from (i) the analysis of taste properties accord-
ing to which the property of being deliciousx is unpacked as the property of inter-
acting with x’s gustatory capacities in a way that produces agreeable gustatory ex-
periences of an intrinsically desirable sort, and (ii) the claim that an object
instantiates the property of being deliciousx only provided the agent x bears
the evaluative attitude of liking toward the object’s taste. Based on (i), delicious
things are supposed to produce agreeable gustatory experiences that are desira-
ble for the experiencer. If an agent has agreeable gustatory experiences of a de-
sirable sort with a certain food she surely likes the taste of that food, i.e. she
bears a particular evaluative attitude toward its taste. In other words, producing
gustatory experiences that are both agreeable and desirable is incompatible with
the agent being such that she does not bear this kind of evaluative attitude to-
ward the taste of the food in question. Basically, this is the moral that is to be
derived from (ii) in connection with (i). Now if a food is such that an agent
likes its taste, i.e. bears a certain evaluative attitude toward it, then, trivially,
the food instantiates the property of having a taste that is liked by the agent.
Hence, whenever an object instantiates the property of being deliciousx it likewise
instantiates the property of having a taste that is liked by x.

 Two remarks are to be explicitly made on this last point. First, recall that if an object instan-
tiates compatible taste properties, in some cases an agent may take just one evaluative attitude
toward it (see point 1). Thus, the first sentence of point 4 is to be restricted to situations in which
agents take different evaluative attitudes toward objects that instantiate compatible taste prop-
erties. Second, the properties of being deliciousx and being unpalatablez (where both x and z
range over agents, and x ≠ z) are not incompatible. The second sentence is thus to be under-
stood as dealing with situations in which just one agent is involved.
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As I have already said, if p is a proposition that contains property P as its
constituent and R1, …, Rn are P’s requisites, then the following holds: if p is
true then all propositions r1, …, rn (where for any i such that 1 ≤ i ≤ n it holds
that ri results from p by replacing P with Ri) also are true. Based on this, if the
speaker asserts a sentence that expresses p relative to her context of utterance,
she expresses a proposition that implies all propositions r1, …, rn. For the sake of
simplicity, I will say that by expressing a certain proposition (such as p) the
speaker implies some other proposition (such as ri); however, this is not to be
understood as suggesting that the propositions implied are Gricean implicatures
or some other pragmatically obtained propositions. Instead, the relation of impli-
cation between p and r1, …, rn is based on there being a necessary connection
between instantiating P and instantiating R1, …, Rn.

If P is a taste property and someone sincerely utters a sentence that express-
es p (that contains P) as its semantic content relative to a given context of utter-
ance, one suggests that p is true and implies thereby that r1, …, rn also are true.
For example, it seems intuitive that the property being ediblex is a requisite of
being deliciousx for any value of x. If Alice sincerely utters a sentence that ex-
presses, relative to her context of utterance, the proposition that Choco is deli-
ciousAlice, Alice thereby implies the proposition that Choco is edibleAlice. The
same holds for propositions that contain other requisites of the property of
being deliciousx as their constituents. Most notably, if Alice utters a sentence
that expresses the proposition that Choco is deliciousAlice, she implies the propo-
sition that Choco has a taste that is liked by Alice. In general, the propositions
that contain taste properties as their constituents imply (in the above sense)
the propositions that contain suitable attitudinal properties in place of the
taste properties. The latter will be called attitudinal propositions from now on.
By saying that an attitudinal proposition is relevant with respect to a taste prop-
osition I mean to say that the former is related to the latter on the basis of there
being the requisite relation between the attitudinal property contained in the for-
mer and the taste property contained in the latter.²⁰

 Taste disagreements are explained in terms of implied attitudinal propositions. Now, given the
fact (alluded to in 4.1) that one may not be aware of the propositions r1, …, rn that are implied by p
in the sense described in the main text, it might happen that two speakers express taste proposi-
tions that imply incompatible attitudinal propositions without actually being aware of the implied
propositions and, consequently, without being aware of disagreeing with each other. It thus seems
that the requisite-based account admits of situations in which people may disagree about taste
without actually being aware of their disagreement. This seems to be rather counterintuitive. (I
am grateful to an anonymous reviewer for raising this challenge.) I admit that the requisite-
based account makes theoretical room for such situations. However, in practice, it cannot occur
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4.3 Non-Doxastic Disagreement about Taste

Taste propositions imply attitudinal propositions by default. Since attitudinal
propositions that are implied by taste propositions are true only provided the
agents that are relevant relative to the taste propositions bear appropriate evalua-
tive attitudes toward the things mentioned therein, by asserting her taste proposi-
tion a speaker implies bearing a particular evaluative attitude toward the thing in
question, and, by so doing, manifests an evaluative attitude toward the thing.

This is crucial for the explanation of non-doxastic taste disagreement be-
cause instances of non-doxastic disagreements about taste are supposed to
arise when the agents adopt non-cotenable evaluative attitudes toward the
same thing. Based on this, if a speaker asserts a taste proposition she thereby
implies bearing a particular evaluative attitude toward the food in question.
This is not to be understood as meaning that the speaker performs two separate
activities, namely expressing a proposition and manifesting an attitude; rather,
she performs the former kind of activity, and the latter kind of activity is thereby
obtained as a sort of free lunch, so to speak.

This fact points to the main difference between the hybrid taste-expressivist
approach and the approach adopted in this paper. Hybrid taste-expressivism has
it that speakers both express certain taste propositions and manifest evaluative
attitudes toward something, i.e. that they perform two kinds of activities that can
be separated from each other. This is witnessed by the hybrid taste-expressivists’
idea that, in some situations, speakers may perform one act, namely expressing
propositions, without performing the other act, namely manifesting evaluative
attitudes. On the other hand, the approach promoted in this paper has it that
speakers perform just one kind of activity, namely expressing taste propositions;
the effects, which the hybrid taste expressivists are supposed to achieve thanks

provided people understand what being delicious (and other taste properties) really amounts to. It
may hardly happen that when one sincerely depicts something as delicious one fails to recognize
that one likes the taste of the food in question—in fact, liking the food’s taste is normally the pri-
mary reason for saying about the food that it is delicious. Similarly, when one witnesses someone
else’s sincere utterance in which something is depicted as delicious one would hardly fail to rec-
ognize that the other person likes the taste of the food in question. If such a situation would occur
we might suspect that one failed to grasp what being delicious really amounts to. Putting such
situations aside as irrelevant, it is actually the case that when x sincerely ascribes to something
the property of being deliciousx, x cannot but be aware of self-ascribing the property of liking
the taste of the thing in question. Based on this, although the requisite-based account makes
room for the theoretical option contained in the objection, such a situation would never materi-
alize because of the above requirement that one has to fulfill in order to really know what
being delicious (and other taste properties) really amounts to.
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to the other activity, are in fact automatically obtained by expressing the taste
proposition in question because the taste proposition implies a relevant attitudi-
nal proposition by default.

Based on the intimate connection between taste propositions and attitudinal
propositions, if the speaker’s utterance expresses a taste proposition her audi-
ence may automatically take it for granted that, by ascribing a taste property
to something, the speaker manifests an evaluative attitude toward the thing in
question; in their response, by ascribing a suitable taste property to the same
thing, the audience manifests another evaluative attitude toward the thing, react-
ing thereby to the speaker’s manifestation. Given this point, if the speaker and
her audience express taste propositions in which an object is ascribed certain
taste properties, the audience can be said to disagree with the speaker if the for-
mer manifests an evaluative attitude that is non-cotenable with the attitude
manifested by the latter. This approach can be applied to all kinds of situations,
including those in which speakers and their audiences adopt exocentric perspec-
tives, because it is impossible to express a taste proposition without implying a
relevant attitudinal proposition.

A general explanation that covers both the situations that involve autocen-
tric perspectives and the situations that involve exocentric perspectives can be
formulated along the following lines:

Assume that (i) S1 and S2 are speakers, (ii) A1 and A2 are agents, (iii) S1 utters a
taste sentence that expresses a taste proposition P1 that is true about A1, and (iv)
S2 utters a taste sentence that expresses a taste proposition P2 that is true about
A2. By uttering her taste sentence that expresses P2 in response to S1’s utterance
of a taste sentence that expresses P1, S2 presents A2 as disagreeing with A1 pro-
vided (i) P2 implies an attitudinal proposition according to which A2 takes a par-
ticular evaluative attitude T2 toward a certain thing, (ii) P1 implies an attitudinal
proposition according to which A1 takes a particular evaluative attitude T1 toward
the same thing, and (iii) T2 is non-cotenable with T1.

Clearly, the speakers adopt autocentric perspectives provided S1 = A1 and S2 =
A2, and they take up exocentric perspectives provided S1 ≠ A1 and S2 ≠ A2.

Let us illustrate the prospects of this explanation in terms of the exchange
captured in (1). Assuming that ‘this chocolate cake’ designates Choco relative
to both Alice’s and Bert’s contexts of utterance and that the semantic content
of complex demonstratives is exhausted by designated objects,²¹ Alice expresses

 I do not mean to suggest that this approach to the semantic content of complex demonstra-
tives is correct. I adopt this account just because it is rather simple. Nothing important hinges on
whether the semantic theory of complex demonstratives that is invoked in the context of the pre-
sent discussion is correct or not.
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the proposition that Choco is deliciousAlice by asserting ‘This chocolate cake is de-
licious’. Let us assume that her assertion is sincere and that she literally means
what she says. Alice knows that Choco tastes good to her; otherwise she would
hardly want to express the proposition that Choco is deliciousAlice in a serious
manner. Her audience Bert also knows that people sincerely and literally say
about something that it is delicious only provided they like the taste of the
food in question. Thus, encountering Alice’s sincere and literal utterance of
‘This chocolate cake is delicious’, he recognizes that she likes the taste of
Choco. At the same time, however, he is aware of his disliking the taste of
Choco. He knows that he would succeed in manifesting this attitude by uttering
a sentence that is a linguistic negation of Alice’s sentence.With this aim in mind,
he utters ‘This chocolate cake is not delicious’, expressing thus the proposition
that Choco is not deliciousBert. In so doing, he manifests an attitude that is non-
cotenable with the attitude manifested by Alice. Despite the fact that the prop-
ositions that Choco is deliciousAlice and that Choco is not deliciousBert are compat-
ible, they imply attitudinal propositions that contain non-cotenable evaluative
attitudes as their constituents. As a result, Alice and Bert present themselves
as taking non-cotenable attitudes toward Choco. That is why he disagrees with
her; their disagreement is thus non-doxastic.

This kind of explanation can be easily extended to the problematic cases dis-
cussed in Section 3. First, consider the exchange captured in (2) that involves an
exocentric perspective. If Alice utters ‘Choco is delicious’ while having in mind
Cynthia’s perspective, and thereby expresses the taste proposition that Choco is
deliciousCynthia, the attitudinal proposition that Choco has a taste that is liked by
Cynthia is automatically implied. Alice thus succeeds in suggesting which partic-
ular evaluative attitude Cynthia takes toward Choco. Alice succeeds in this be-
cause the two propositions are connected on the basis of the requisite relation
between the properties contained in them. Bert responds by uttering ‘Choco is
not delicious’ while having in mind Dave’s perspective. His utterance expresses
the proposition that Choco is not deliciousDave and, in so doing, implies the prop-
osition that Choco has a taste that is disliked by Dave. In this case, it is thus
Dave’s evaluative attitude toward the cake that is made obvious. Since the two
evaluative attitudes are non-cotenable and both Cynthia and Dave are presented
as taking these attitudes toward the same food, Dave’s reaction to the taste of
Choco is interpreted as disagreeing with Cynthia’s reaction to it. Of course,
there is no disagreement between Alice and Bert over the taste of Choco; their
respective utterances are to be understood as records of the disagreement that
arises between Cynthia’s and Dave’s evaluative attitudes toward Choco. As a re-
sult, Alice and Bert present Cynthia’s and Dave’s respective responses to Choco
as an instance of non-doxastic taste disagreement.

58 Marián Zouhar

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



The second problematic kind of case arises with respect to utterances of em-
bedded taste sentences. The dialogue captured in (3) is an instance of this kind.
Given the requisite-based account, what is important is that the utterances of em-
bedded sentences express taste propositions and, despite being embedded, imply
relevant attitudinal propositions. Alice’s utterance of ‘It is delicious’, in which ‘it’
occurs as anaphorically dependent on ‘Choco’, expresses the proposition that
Choco is deliciousAlice; Alice suggests that the truth of this proposition is condition-
ally dependent on the truth of the proposition that Cynthia finds Choco delicious.²²

Based on this, she suggests that she takes the evaluative attitude of liking toward
Choco’s taste conditionally relative to the latter proposition’s being true. Bert re-
sponds by suggesting that if the condition according to which Cynthia finds
Choco delicious is fulfilled, the proposition that Choco is not deliciousBert would
be true. In so doing, he makes plain that he would adopt the evaluative attitude
of dislike toward Choco’s taste provided Cynthia’s attitude toward it is apprecia-
tive. Thus, this case contains a kind of disagreement between Alice and Bert
that consists in the following: if a certain condition (that concerns Cynthia’s atti-
tude toward the taste of Choco) obtains, there arises a situation in which Alice and
Bert adopt non-cotenable evaluative attitudes toward the taste of Choco. The mu-
tual compatibility of the proposition that Choco is deliciousAlice and the proposition
that Choco is not deliciousBert notwithstanding, Bert obviously disagrees with Alice.
To conclude, the requisite-based account provides a natural explanation of this
conditional kind of taste disagreement in non-doxastic terms.

5 Conclusion

The requisite-based account of non-doxastic taste disagreement presented in this
paper seems to be more general than some hybrid taste-expressivist accounts
that can be found in the literature. The former account is able to deal successful-
ly with certain kinds of situations that the latter accounts cannot explain in a
satisfactory manner.

The main difference between the two kinds of accounts consists in that while
the requisite-based approach assumes that there is a stable connection between
taste propositions and attitudinal propositions that holds independently of any
context of utterance (as well as irrespective of the speakers’ communicative inten-
tions and objectives), the hybrid taste-expressivist accounts take it that expressing

 There is a natural reading according to which Alice’s utterance of ‘It is delicious’ expresses
the proposition that Choco is deliciousCynthia. This reading is irrelevant in the present situation.
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taste propositions can be detached from manifesting evaluative attitudes toward
something. There are at least two kinds of situations in which speakers express
taste propositions without manifesting evaluative attitudes toward something—
the cases in which they take up exocentric perspectives and the cases in which
they utter taste sentences as embedded within larger linguistic constructions of
certain kinds. Hybrid taste expressivism cannot describe these cases as instances
of non-doxastic taste disagreement because this kind of disagreement is claimed
to arise only provided the speakers manifest their evaluative attitudes toward a
particular thing by using suitable locutions in an expressive way.

The account proposed in this paper does not make the instances of non-dox-
astic taste disagreement dependent on expressive uses of taste sentences. That is
why it also can handle the problematic situations in which no expressive uses
occur. Despite the absence of expressively used taste sentences, the speakers
succeed in manifesting evaluative attitudes that are the basis for expressing
their disagreement as non-doxastic. Consequently, the main contribution of
the present account consists in that it divorces the idea that taste disagreements
are best explained as non-doxastic from the idea that speakers disagree with
their interlocutors in the non-doxastic sense provided their taste sentences are
uttered in the expressive way.²³
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Joanna Klimczyk

Why the Basic Problem Is Not a Problem

Abstract:The paper discusses Mark Schroeder’s famous objection to the interpre-
tation of agentive ought in terms of propositional ought. The objection in ques-
tion is called the Basic Problem, and it amounts to the observation that system-
atic, uniform logical treatment of ‘ought’ sentences that express deliberative
content and those that do not gives rise to a semantic anomaly. The anomaly
in question is that we are forced to accept as meaningful sentences that obvious-
ly lack meaningfulness. If Schroeder’s argument is a good one, then the chal-
lenge is truly fatal. However, I argue, this is not so. The charge looks very serious,
I argue, once we accept two assumptions. One is the assumption that makes the
Basic Problem a problem, namely that some normative thoughts are unthinka-
ble. The other is the assumption that gives the Basic Problem the appearance
of being devastating and irrefutable, and amounts to the idea that there is a
tight conceptual relationship between a triple of concepts ‘indexed ought’, ‘nor-
matively owned ought’, and ‘obligation’. I shall show that both assumptions do
not withstand criticism. If my arguments are correct, the Basic Problem turns out
to be toothless.

1 Introduction

The paper is divided into four sections. In section one I explain what the Basic
Problem is, and why it has every appearance of being fatal for a proponent of
the unifying view—the view saying that any normative ought-content, including
the genuinely agentive one, can be expressed in terms of propositional ought.
In section two, I focus on undermining Schroeder’s initial idea that certain norma-
tive thoughts are truly unthinkable as they are either empty or have content that
we are unable to make sense of, which finally makes their content cognitively un-
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available, thence empty for us. To that aim I sketch a toy position in the theory of
normative concepts that shows that Schroeder is mistaken in thinking that gross
departure from the grammar of ‘ought’ renders ‘ought’ sentences unintelligible,
because heavily deviant ‘ought’ sentences cannot express any thought. Drawing
on the results of my critical examination of the empty thought thesis, as I call it,
in section three I discuss the tacit assumption that lies in the background of the
whole debate over the proper logical and grammatical interpretation of ‘ought’
sentences with truly agentive content. Here it is argued that the assumption in
question is a heuristic principle that posits an incredible conceptual connection
between the triple of concepts, which are ‘indexed ought’, ‘normatively owned
ought’ and ‘obligation’. I consider the principle in question under the guise of
the general thesis saying that indexing ‘ought’ to a subject is a reliable guide to
that ‘ought’s’ normative meaning. Section four switches the critical perspective
from external to internal, and is targeted at vindicating the conditional claim
that if, contrary to the presented arguments, the Basic Problem remains in force,
then Schroeder’s own interpretation of genuinely agentive ought in terms of a nor-
mative relation between an agent and an action, construed as a sort of property of
the former, is also affected by it. That is, I argue to the effect that if the Basic Prob-
lem does any damage, it does damage across the board.

2 The Basic Problem at its Basis

In his influential 2011 paper entitled “‘Oughts’, Agents and Action”, Mark
Schroeder presents a rigorous and at the same time vigorous criticism of the
dominant view in the philosophical approach to normative semantics of
‘ought’ sentences. The dominant view hangs heavily on the work in linguistic se-
mantics and deontic logic, and boils down to the claim that any normative con-
tent can be expressed by ‘ought’ sentences in which ‘ought’ is interpreted as a
propositional operator. And the only question that remains to be answered con-
cerns the issue of how much, if at all, enhancement we do need to introduce into
the grammatical interpretation of agentive¹ ought, if it is still to be accommodat-
ed within the propositionalist framework (cf. Broome 2013, Wedgwood 2006,
2007, Chrisman 2015). Agentive oughts, i.e. oughts typically expressed by senten-
ces of the form ‘S ought to φ’ and interpreted as saying what S herself is required

 Throughout the paper I stick to the following terminological regime: I use the expression
’agentive ought’ to refer to ought being normally interpreted in terms of personal requirement
or simply as a genuine ‘ought to do’.
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to do, pose a problem for the interpretation in terms of propositional ought,
since English grammar is too coarse-grained to make it crystal clear that the
agent related to the relevant proposition is to be the sole agent involved in mak-
ing that proposition true.

According to the dominant view, irrespectively of the sort of normative claim
you make (epistemic, moral, practical, etc.), the very message your judgment is
purported to carry can be successfully represented by a sentence of the form
O(p) or by its enhanced version AO(p).² Following Finlay & Snedegar 2014, let
us think about the dominant view under the guise of the Uniformity Thesis (UT
for short), saying the following: ‘ought’ has unified semantics and logical form
(syntax). According to UT, ‘ought’ sentences expressing agentive content are se-
mantically and logically equivalent to ‘ought’ sentences expressing non-agentive
content. The essence of UT boils down to the idea that ‘ought’ always operates
on proposition.

UT is an orthodox unifying stance in that it states explicitly that agential
‘ought’ sentences with evident agentive content such as ‘Peter ought to brush
his teeth at least twice a day’ are semantically and logically equivalent to non-
agential sentences like ‘It ought to be that Peter brushes his teeth at least
twice a day’³. So, according to UT, no matter what normative thought, evaluative
or practical, you want to express by means of an ‘ought’ sentence, the content of
that thought is appropriately linguistically interpreted in terms of a proposition
that ought to obtain.

However, there is also an unorthodox approach to the semantics of ‘ought’
within the propositionalist camp advocated by Broome 2013 and Wedgwood
2006, 2007 to give just two examples, in which some ‘oughts’, precisely those
that are central to everyday life—‘truly practical oughts’⁴ as I name them, cannot
be fully happily represented within the framework of UT. This is because the es-
sence of these oughts consists in the fact of their issuing requirements for those
to whom they ‘belong’. Following the tradition of deontic logic Broome calls
them “owned oughts” (2013:13). ‘Owned oughts’ are standardly interpreted in
terms of indexed propositional ought of the following general form AO(p)

 Cf. Broome 2013.
 The unorthodox version of UT advanced in Broome 2013 proposes fine-graining on the propo-
sitional content of the sentence by inflicting some violence on English grammar. In Broome’s pro-
posal, an ‘ought’ sentence with clearly agentive content, telling the agent what she ought to do, is
to be properly grammatically interpreted to the following, general effect ‘A ought that A φ-s’.
 I introduce and motivate this name in Substantive semantics for discourse-relevant ‘ought to
do’, book manuscript. See also Klimczyk 2017.
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where ‘A’ stands for ‘agent’, ‘O’ is deontic operator and ‘p’ the proposition that A
stands in normative relation to.

Take our toy example which is the sentence ‘Peter ought to brush his teeth
regularly’. If this sentence’s natural interpretation is the one in which Peter is re-
quired to be the agent of brushing his teeth, therefore the ought expressed by the
sentence is ‘owned’ in Broome’s terminology, then the sentence’s proper inter-
pretation is this: ‘Peter ought that Peter brushes his teeth’⁵.

Now, Schroeder’s challenge seems to be primarily targeted at the refined
propositionalist interpretation (RI for short) of agential ‘ought’ sentences, in
which ‘ought’ is taken to relate an agent to a proposition. He invites us to exam-
ine what follows had RI been generalized, and the formula AO(p) served as a ma-
trix of interpretation of any ‘ought’ sentence with alleged agentive content. At
first blush, such a generalization would be much welcome, because indexed
‘ought’ better serves the role of an indicator of owned ought than the unindexed
‘ought’ does. However, this obvious advantage aside, RI generates a true worry
which is that it puts no constraints on what action-proposition A can stand in
relation to. Crucially, it remains silent about the sort of action-proposition that
fits the extension of ‘proposition to which the agent is to be sensibly related’.
In any case, it is obvious that the correct RI of an agentive ought cannot be non-
sensical. And if RI of agentive ought is to make sense, then there must be a tacit
constraint inbuilt into RI regarding the sort of action-proposition that an agent
can stand in normative relation to, namely that the action-proposition describes
an activity of the subject of ‘ought’. Call the developed version of RI RI+.

Though RI+ nicely delimits the scope of agential ‘ought’ sentences that are to
be bearers of agentive content, it is unsatisfactory when assessed from a theoret-
ical perspective. At least this is how I interpret Schroeder’s worry. The problem
with RI+ is that it is ad hoc. If truly practical ought (‘deliberative’ in Schroeder’s
terminology) relates an agent to an action-proposition, why not assume that it
relates the agent to an arbitrary action-proposition? Note, that if RI is to be
taken as a serious proposal of how to logically interpret genuinely practical con-
tent, it should properly generalize. By saying that it should properly generalize, I
mean that it should tell us how to decipher the proper logical form of ‘ought’
sentences with agentive content, and that it should serve as a sort of a guide
about how to build novel and semantically meaningful ‘ought’ claims. Put differ-
ently, a good theory of the interpretation of ‘ought’ sentences with agentive con-
tent should be both backward-looking (should explain how to logically interpret

 I discuss Broome’s grammatical interpretation of practical ought at length in Substantive se-
mantics.
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encountered normative sentences of the relevant sort), and forward-looking
(should offer a clue about what normative content can be expressed by
‘ought’ sentences of the relevant logical structure).

If the challenge presented under the objection from proper generalization is
on the right track, then both RI and its enhanced counterpart RI+ are to be re-
jected because RI is too powerful and RI+ ad hoc. RI is too comprehensive
since it accommodates all the propositions that it should accommodate—that
is, those that RI+ is concerned with—but it also accommodates those that it
should not accommodate, precisely those that when related to agents make up
nonsensical content. On the other hand, giving up on RI in favor of RI+ is
only a seemingly advantageous move, since it turns out that the propositionalist
interpretation of ‘ought’ applies only to some sort of agential ‘ought’ sentences
and not all. Consequently, alluding to RI+ looks like a desperate way of saving
something unrescuable, i.e. the idea that a truly practical ought is to be satisfac-
torily accountable in terms of the propositional ought, though in fact it is not.
This is the claim that in my understanding Schroeder’s objection is purported
to vindicate. Let me now examine his objection in more detail and explain
why I think the objection is misfired.

2.1 The Basic Problem

Here is how Schroeder motivates the Basic Problem: “But if OUGHT is just a re-
lation that you can stand in to some proposition—for example, the proposition
that you exercise daily—then it is a relation of which it makes sense to ask
whether you stand in it to arbitrary other propositions—for example, to the prop-
osition that I exercise daily. But I don’t think that it makes sense to ask whether
you stand in the OUGHT relation to the proposition that I exercise daily. It’s not
just that I think it is false that you ought for me to exercise daily; I just don’t think
this question makes any sense; I think it involves a category mistake. So if it is
false, it is false because it doesn’t make sense. The view that the OUGHT relation
relates agents to propositions is too powerful, because it predicts that some
things should make sense which don’t—it licenses a category mistake. That is
why it is wrong. That is the Basic Problem” (emphasis mine).

As I understand the above passage, the problem that Schroeder draws our
attention to is not that it is absurd to think, say, that Queen Elizabeth stands
in some normative relation to the proposition that your uncle will kiss his wife.
The problem in question is more basic than that, and amounts to the mere im-
possibility of having that very thought! If Schroeder is right, you cannot have that
deviant thought, the thought with the content that Queen Elisabeth ought that
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your uncle will kiss his wife. And the reason why, according to him, you cannot
entertain the aforementioned thought is not that linguistic translation of that
thought is syntactically bizarre in the first place, but because it is impossible
for one agent to stand in the normative relation to a proposition expressing an-
other agent’s activity. Crudely, if I cannot ought for you that you φ, nor Queen
Elisabeth is in capacity to ought for your uncle that he will kiss his wife, the de-
liberative issue over whether I or Queen Elisabeth stand in the normative relation
to your φ-ing, or your uncle’s kissing his wife, does not even arise since normally
we do not consider practically unfeasible scenarios.

Obviously, if you cannot think what either of the two considered sentences
says, namely that I ought that you exercise daily, or that Queen Elisabeth ought
that your uncle will kiss his wife, then obviously you cannot express the content
of either of these thoughts linguistically. Empty thought has no representation—
linguistic or otherwise. Call this problem the empty content problem (ECP). ECP is
the unwelcome consequence of the unifying view that extends the propositional
interpretation of non-agential ‘ought’ to any use of ‘ought’, including the delib-
erative one. In fact, I contend, it is the ECP and not the Basic Problem (hence-
forth BP for short) that poses a true challenge for the propositional interpretation
of agentive ought because it is ECP and not BP that says something which is gen-
uinely hard to accept, namely that our normative thought happens to be empty!

If ECP was an unavoidable consequence of UT, the Basic Problem would in-
deed be fatal. Luckily, things do not look so bad. I believe that Schroder is mistak-
en about a couple of issues which taken together make for his erroneous convic-
tion about the semantic meaninglessness of syntactically deviant agential ‘ought’
sentences like those considered above. Firstly, he is wrong that you cannot think
the thought with the cited content. If he is wrong that your thought cannot be that
Queen Elisabeth ought that your uncle will kiss his wife, then obviously he is wrong
that the thought has empty content. So, secondly, he is mistaken in thinking that
certain odd ought thoughts are unthinkable. Thirdly, he is mistaken in his view
that grammaticality (the rules of a reputable grammar) delimits the thinkable.
But if the rules governing producing meaningful sentences are not to be particu-
larly trustable when delineating thinkable and linguistically expressible content
and its boundaries in case of normative ‘ought’ sentences (which is the claim to
be argued for in the paper), there is no good reason to suppose that grammatical
correctness (according to a reputable theory) itself is a reliable indicator of seman-
tic meaningfulness.
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Now, if ascribing a particular syntactical structure to normative ‘ought’ sen-
tences does not guarantee ascribing them surface meaningfulness,⁶ the general
heuristic principle for normative ‘ought’ that builds upon fostering a tight con-
ceptual relation between certain logical facts—indexing ‘ought’ to an agent and
its proper interpretation in terms of normative ownership—is untenable. Conse-
quently, and this amounts to my fourth and final critical remark, the Indexation
Implies Normative Ownership Thesis (IINOT), which is an interpretative device
widely applied to normative ‘ought’ sentences with agentive content, is incapa-
ble of telling us the normative status of the person who occupies the agent-argu-
ment-place. Put differently, my fourth complaint set out under the guise of IINOT
is the following: even such evidently agentive ‘ought’ sentences like ‘Peter ought
to brush his teeth’ or ‘Ann ought to finish the report’ do not warrant the reading
in which Peter, or Ann respectively, is the normative and relevant bearer of re-
sponsibility in case he or she fails to satisfy the ought in question. But if
IINOT falls short in the role of a reliable heuristic device used to interpret the nor-
mativemeaning of sentences of the above-mentioned sort, then BP loses much of
its original force. Why care about whether ‘ought’ can or cannot relate an agent
to an arbitrary action-proposition, if from such relating no strong normative con-
sequences follow about the responsibility of the agent in question? Crudely, my
point is that, if indexing ‘ought’ to an agent itself is devoid of substantive nor-
mative sense, which is the view underlying IINOT, then why think that sentences
like Schroeder’s toy example of bizzare ‘ought’ sentence ‘I ought that you exer-
cise daily’ are incomprehensible? Let me now do my best to convince the reader
that my scepticism is not unmotivated.

3 Odd Ought Thoughts Are Not So Odd

My first critical remark concerns the stipulated impossibility of entertaining the
thought whose transcription in the mental language (which for the purpose of
simplicity let’s assume is English) is that Queen Elisabeth ought that your
uncle will kiss his wife. Now, I hold that in order to make the deviant ought-prop-
osition intelligible, what we need is to reject the view that the concept of norma-
tive ought has a clear semantic content best interpreted in terms of norms or

 By ‘surface meaningfulness’ I mean a linguistic phenomenon taking place when a sentence is
well-formed according to the rules of a reliable grammar, and therefore has every appearance of
being meaningful, but nevertheless is unintelligible due to the fact that we have no idea as to the
meanings of the lexical items in it.
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rules that are supposed to make the relevant normative ought-proposition true.
In its stead I think we need to adopt a view based on which the semantic content
of the concept of normative ought is given by some substantive view on the na-
ture of normativity associated with the concept in question. Call this tentative
view doxastic descriptivism (or DD for short).⁷ Doxastic descriptivism, very rough-
ly, is a novel position in the theory of normative concepts, saying that the content
of a normative concept, like the concept of normative ought, is essentially in-
formed by some substantive views on the nature of normativity associated
with that particular concept, when it is used as a workaday normative concept.
The central idea behind DD is that the concept of normative ought has no single,
objective and eternally fixed semantic content, but rather its content is the up-
shot of one’s subscribing to a particular theory, saying what the nature of norma-
tive ought is all about. On that doxastically-informed account of the semantic
content of normative ought, we are free to say that whether the deviant ought-
thought of the considered sort is intelligible or not hangs upon the details of
one’s substantive views about the intension of the concept in question.

In light of the above stipulations, it turns out that in order to find out whether
the proposition that I ought that you exercise daily makes any sense, first we have
to figure out what substantive metanormative content we inscribe into the concept
of normative ought. Let me explain. If you assume, as Schroeder does, that the
concept of normative ought expressed by the sentences of the form ‘S ought to
φ’ is essentially connected with one’s full capacity to do the required action (in
my terminology this is the substantive content associated with the concept of nor-
mative ought, expressed by agentive ‘ought’ sentences), then Schroeder’s toy sen-
tence is unintelligible. But why would we think that this is the only option? Why
not suppose that the concept of normative ought is gradable, meaning that one’s
agency need not be exercised to the full to make one be bound by some ought?
Imagine that you find out that your best friend is addicted to some anti-depres-
sant. Is it really bizarre to suppose that, upon discovering that fact, you should
say to yourself ‘I ought that she will stop taking those pills’? I think it is not.
The deviant syntax in which the statement is couched can be interpreted as a
mark of the agent’s current state of mind: resolution to help her friend in the sit-
uation, in which he has not yet figured out what exactly he ought to do.

To conclude, the general moral to be driven from my brief elucidations on
the possibility of having thoughts of the general content being ‘S1 ought that
S2 φ-s’, where ‘S1’ denotes a distinct person than the one denoted by ‘S2’, is
this: if you generally hold a view that semantic content of abstract philosophical

 I develop DD in Klimczyk (in progress).
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notions like the notion of normative ought is essentially underdetermined and
metanormative conception-driven, then nothing stands in the way of your claim-
ing that full capacity to make the ought proposition obtain is not part of your
concept of normative ought as expressed by sentences of the form ‘S ought to
φ’. Moreover, if my observation that the intelligibility or not of deviant ought-
sentences depends on the intelligibility of a particular theory of normative con-
cepts (in my suggestion, it depends on a particular version of doxastic descrip-
tivism underlying one’s understanding of the concept of normative ought) is
plausible, then it is not the case that what Schroeder thinks of in terms of devi-
ant ought sentences exist at all.

If these remarks are sensible, they motivate the following tentative conclusion:
if ECP is to enjoy the reputation of a genuine problem for a proponent of UT, then
Schroder must provide us with an argument blocking my suggestion about sub-
stantive and conception-based semantic content of the concept of normative
ought. If I am right, a decisive argument against or for the intelligibility of senten-
ces of the form ‘S1 ought that S2 φ-s’ is to come from a theory of normative con-
cepts, precisely from establishments in the metaphysics of the concept of norma-
tive ought—not, as Schroeder thinks, from the rule book of a reputable grammar.

4 Indexing ‘Ought’ to an Agent and its Ethical
(Non)Significance

In the previous section I stipulated that the challenge that the Basic Problem
makes us face is not primarily about the semantic meaningfulness of the alleged
deviant ‘ought’ sentences, but at the bottom points to a fundamental problem in
the theory of normative thought. Transposed one level up to the theory of con-
tent, the Basic Problem presses us to come to terms with a really disturbing
idea that we can have an empty or meaningless normative thought. I called
that unwelcome consequence of the Basic Problem the problem of empty content
(ECP). I have also shown that ECP looks serious only if we combine the propo-
sitionalist nature of normative ought-content with a particular substantive ac-
count of agentive normativity on which responsibility is not gradable. If senten-
ces of the general form ‘S ought to φ’ are to be uniformly read as saying that S,
being the agent of φ-ing, is in ‘the hundred percent’ the bearer of responsibility
in case she fails to φ, Schroeder’s deviant ‘ought’ sentences are deviant—not be-
cause they are linguistic translations of thoughts we cannot have, but because
the conception of normativity that Schroeder associates with the concept of nor-
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mative ought, expressed by sentences of a particular grammar, make them inad-
missible.

In this section I will launch an attack on the widely accepted interpretative
device applied to normative ‘ought’ sentences that in its most general form is rep-
resented under the guise of the Indexation Implies Normative Interpretation Thesis
(IINIT)⁸. I shall argue to the effect that, if IINIT is an unreliable principle of inter-
pretation of problematic normative ‘ought’ sentences, the Basic Problem is tooth-
less. Put differently, I argue that the Basic Problem would be a true problem, if the
semantic role accrued to the agent-argument place had been reliably indicative of
the normative status of the agent standing in the position of the grammatical sub-
ject of ‘ought’ sentences with obvious agentive meaning. Qualifying which agential
‘ought’ sentences are the litmus test of the considered interpretative device is im-
portant because IINIT admits of two interpretations: a weaker and a stronger one.
At the end of the day both prove false, but they differ in the degree of their falsity,
so to speak. The weaker one is a literal interpretation of IINIT, in which ascribing
‘ought’ to the grammatical subject of the sentence is a reliable source of the sen-
tence’s normative meaning. The outright falsity of this interpretation consists in
the fact that from the grammar of an ‘ought’ sentence with evident normative con-
tent one cannot straightforwardly tell what normative proposition it expresses. If
normativity is not a unity, and the idea of doxastic descriptivism in the theory
of normative concepts is tenable, as I have shown in section two, then it is far
from clear exactly what normative proposition the relevant normative ‘ought’ sen-
tence expresses. And the stronger version of IINIT is false, not because it derives
its normative conclusion on the basis of the grammatical fact of assigning ‘ought’
to a subject, but because the proper interpretation of an agential ‘ought’ sentence
in terms of agentive ought is unable to settle that the agent to whom ought belongs
is also the very agent who is the normatively relevant owner of that ought. In a nut-
shell, the former principle of interpretation of agentive ‘ought’ sentences is implau-
sible because it inscribes into syntax something that is not there—i.e. substantive
semantic content. The latter is implausible because it assumes that the concept of
ownership is an outright normative notion of particular content, and then, draw-
ing upon this false assumption, it postulates a tight conceptual relationship be-
tween the concept of owned ought (linguistically fleshed out in terms of ‘indexed
ought’) and the concept of ought of obligation.

 This is inspired by Broome’s unnamed principle (p. 14) introduced in his prominent book Ra-
tionality through reasoning.
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In what follows, I present two arguments against both versions of IINIT.⁹ The
first argument is targeted at the idea that indexation of ‘ought’ to the agent is any-
how relevant to know that the subject of ‘ought’ is the normatively relevant owner
of that ought. I call the criticized thesis Indexation Implies Normative Ownership
Thesis (IINOT). The second argument, on the other hand, is purported to under-
mine the seemingly plausible assumption that figuring out the owner of ought
is revealing as to who is the normatively relevant owner of that ought. I call the
thesis attacked by the second argument Ownership Implies Obligation Thesis
(OIOT). It is important to stress that both theses are inspired by a well-homed
idea in deontic logic, i.e. that the notion of ownership is of true help in the anal-
ysis of the exact meaning of ‘ought’ sentences with agentive content.

Here is what the Indexation Implies Normative Ownership Thesis (IINOT for
short). says:

IINOT: indexing¹⁰ ‘ought’ to a subject of ‘ought’ in ‘ought’ sentences of the relevant sort¹¹

implies that the subject of ‘ought’ is the normative owner of that ought.

Recall our toy sentence from section one, ‘Peter ought to brush his teeth regular-
ly’. Assume next that the context in which that sentence appears makes it clear
that the sentence has a clear agentive sense. Now, IINOT stipulates that, because
the agent named ‘Peter’ occupies the place of the subject of ‘ought’, Peter is the
normative owner of ought to brush his teeth regularly.

There are a variety of reasons why IINOT is problematic. First, treating
‘ought’ as a propositional operator indexed to an agent is one thing—it is a log-
ical point about ‘ought’—, but inferring from that the substantive conclusion that
indexed ‘ought’ is a reliable mark of normatively owned ought is another thing.
Indexation is a formal tool that serves delimiting the class of relevance of prop-
ositional operator, so the only thing that indexed ‘ought’ does show is that
‘ought’ is to be properly construed as ascribed to the subject of ‘ought’. However,
how we will interpret the meaning of ‘indexed ought’ is a matter of philosophical
decision, and not something one can simply tell from the fact of choosing a par-
ticular logical interpretation of ‘ought’. Second, even had we granted that in-

 I originally proposed these arguments elsewhere in my Substantive semantics.
 Indexing ‘ought’ to a subject of ‘ought’ (being an agent) is a logical way of representing the
idea that the subject of ‘ought’ stands in normative relation to the action expressed in terms of
the relevant proposition (action-proposition).
 By ‘relevant sort’ here I mean ‘ought’ sentences that are most naturally interpreted as ex-
pressing personal requirements. In my preferred terminology they are ‘agentive oughts’ or
‘truly practical oughts’.
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dexed ‘ought’ is a reliable indicator of owned ought, IINOTwould not be of much
help since ownership is not an intrinsically normative notion. And if there are
instances of ownership that are free of normative consequences for the owners,
the fact of knowing who the owner of ought is—Peter in the discussed case—does
not yet justify our jumping to the conclusion that Peter is the very person who is
to be held accountable in case he violates ought to brush his teeth. To appreciate
the worry, contrast two cases of ownership. One is evidently non-normative,
whereas the other has every appearance of being normative, but is not.

Case 1: suppose that I am the owner of a juicy green sofa. I think it is evident
that my being the owner of it is normatively inert. I am neither responsible for hav-
ing it, nor am I to be reasonably held accountable for the consequences of having
it, like the fact that the juicy green sofa is difficult to keep clean.¹² Now, case 2:
consider a version of our toy example ‘Peter ought to brush his teeth at least
twice a day’. Assume that what the sentence in question says of Peter is true. How-
ever, from the fact that it is true of Peter that he ought to brush his teeth the rel-
evant number of times a day, nothing yet follows to the effect that, necessarily,
Peter is to be the very person to be held responsible for his conforming to the
ought in question. Suppose that Peter is an 8 year-old boy who was given the con-
sidered instruction from his dentist. Despite the fact that Peter is the evident ad-
dressee of the ‘ought to do’ in question, his parents are those who ought to see to it
that Peter brushes his teeth regularly. What this example suggests is that, though
ought to brush his teeth belongs to Peter, it does not belong to him in the norma-
tively relevant manner, as it is not him who is to bear normative sanctions for Pe-
ter’s systematic negligence of oral hygiene.¹³

Now, why does the credibility or not of IINOT have any bearing on the suc-
cess of Schroeder’s challenge? The answer is simple: if indexed ‘ought’ does not

 Some may think that this example is a bad one (thanks to the anonymous referee for press-
ing me to explain why the sofa example is not a case involving normative ownership. The al-
leged counterexamples to my sofa example are also owed to the referee). Is it not plausible to
assume that being the owner of a sofa does result in some obligations, like the obligation to dis-
pose of the sofa once one wants to trash it, or the obligation to make sure that your broken sofa
will not do any harm? I do agree that having a sofa may produce some obligations like the
above-mentioned ones, but I do not think that the source of these obligations comes from the
fact that I am the owner of the sofa. Rather, in my understanding, they stem from some high-
er-order general obligations like the obligation of taking care of one’s trash.
 I discuss different sorts of normative ownership in Substantive semantics and ‘‘Ought’, Own-
ership and Agentive Ought”. If this example works, as I think it does, it nicely generalizes. Take
any ‘ought’ sentence expressing a truly practical ought like ‘Susan ought to run a marathon’, or
‘Philip ought to cook dinner’, and put it in the context where the responsibility for satisfying the
relevant ought is on some other agent’s shoulders.

74 Joanna Klimczyk

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



necessarily denote the normatively relevant ownership, the fact that an agent
stands in the normative relation to an unconstrained ¹⁴ proposition does no
harm since we do not need to interpret the relevant sentence’s meaning the
way we would interpret it were IINOT true. To see that the Basic Problem is a
threat only if IINOT is true, consider again our toy example borrowed from
Schroeder—‘I ought that you exercise daily’. The cited sentence would be truly
meaningless once we have interpreted its meaning under the guidance of
IINOT, because then we would be forced to accept that the proposition the sen-
tence in question expresses is that I (whoever the proper referent of that index-
ical is) am under obligation that you (again, whoever ithe proper referent of ‘you’
is) exercise daily.Were IINOT true, then the Basic Problem would be an irrefutable
objection, since it is an undeniable truth that nobody is to bear the normative
consequences of obligations that are not their own! But given that IINOT is im-
plausible, the Basic Problem ceases to be a problem, because the allegedly odd
ought-propositions are not odd, or rather they are not odd in a fatal way.

By saying that propositions like that I ought that you exercise daily are not
odd in a ‘fatal way’, I mean that the content they bear is not incomprehensible,
which would be the case if the odd-ought proposition in question were properly
interpreted in terms of personal obligation. Nevertheless, they are still somehow
bizarre. But their extraordinariness, so to speak, is not a semantic phenomenon
but a syntactical one. Let me explain. If the sentence ‘I ought that you exercise
daily’ is not a sentence about my personal (in the most narrow sense of the word
‘personal’) obligation—understood as saying that I am somehow to steer your
body movements, so that you stick to your daily training—then the sentence
makes perfect sense as an elliptical sentence. As an elliptical normative sentence
it can have a variety of senses. ‘I ought that you exercise daily’ can be a syntacti-
cally defective sentential bearer of the proposition that I ought to see to it that you
exercise daily. Such a proposition is easily comprehensible in the proper context,
where it is part of my ought-role¹⁵ to make sure that you exercise daily. E.g. you
might be an athlete and I your coach who agreed to make sure that you will
abide by the contract. To sum up this part of my considerations: I contend
that the Basic Problem is a genuine problem for the interpretation of ‘ought’
in terms of propositional ought, only if IINOT is true. Since I have shown that
it is not, the Basic Problem is harmless.

 Let ‘unconstrained proposition’ be my name for the idea of arbitrariness of action-proposi-
tion that an agent can stand in relation to, which forms the core of Schroeder’s challenge.
 I introduced the concept of ought-role and explained its theoretical usefulness in the theory
of meaning of normative ‘ought’ in Substantive semantics.
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At the beginning of this section I have declared that Schroeder’s Basic Prob-
lem remains in force if we accept two interpretative principles of agential ‘ought’
sentences with agentive content. Those principles are the Indexation Implies Nor-
mative Ownership Thesis (IINOT) and the Ownership Implies Obligation Thesis
(OIOT). Above I have examined IINOT, and explained why it does not work.
Now, let me say what is wrong with OIOT.

Here is what OIOT says: the owner of ought (being the grammatical subject
of agential ‘ought’ sentence) is the owner of the obligation with the correspond-
ing content. The crucial problem with OIOT is that it is built upon IINOT, and if
the latter is false, its falsity obviously undermines the intelligibility of the for-
mer: if indexed ‘ought’ is barred credibility in the role of an indicator of
owned ought, the idea according to which ownership is a mark of obligation
could not even arise, as there would be no reason to think that the agent-argu-
ment place is revealing of ethically significant content.

OIOT, as I have formulated it, is untenable, not only because the principle it
is built upon—IINOT—is false, and because ownership is not an essentially nor-
mative notion, but also because what it says is false, even in a charitable read-
ing. In the charitable reading, OIOT stipulates that the normative and relevant
owner of ought is the owner of obligation with the same content as the content
of owned ought. Let us call this improved version of OIOT OIOT+. But OIOT+ is
implausible, as there is no tight conceptual or logical connection between nor-
mative ownership and obligation. This is so for two reasons. One is that norma-
tive ownership is a variety that differs with regard to strictness of normative con-
sequences coming from not satisfying a practical ought. If you ought to buy a
pair of new shoes, but failed because of laziness, it is odd to think of your failure
in terms of a neglected obligation of yours, as normally getting new shoes is no
obligation at all. The other is that there are instances of normative ownership
that can be correctly accounted for in terms of personal obligations, yet not ful-
filling them is free from normative sanctions typical for violations of one’s obli-
gations. Suppose that you ought to catch the bus and be on time for a very im-
portant professional meeting. Suppose next that not being delayed in the case at
hand is not only what the norm of professional diligence requires of you but also
something of more importance. Assume that at the meeting the committee dis-
cusses the employment of a new researcher and your voicing the opinion on
the candidate will have a decisive influence on the dean’s decision. Suppose
that you believe the candidate deserves the position and you have enough
time to leave home early to catch the bus. In the depicted scenario you are in
capacity to catch the bus and you ought to do that, but if you did your best
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and failed,¹⁶ you would not meet your obligation ‘to catch the bus and not be late
for the meeting’, yet no normative sanctions would follow since there are circum-
stances of life that prevent one from doing what one is obliged to do.

Now, how does the incredibility of OIOT undermine the plausibility of BP as
applying to RI+? Consider again the odd ‘ought’ sentence ‘I ought that you exer-
cise daily’. Recall that Schroeder claims that sentences like this one are meaning-
less, because we cannot make sense of the idea that one agent is required to do
an action that is a property of some other agent. Above, I have argued that
Schroeder’s commonsensical observation is to the point but only if we interpret
the normative meaning of the sentence in question as saying that the person de-
noted by the indexical ‘I’ remains under the obligation,¹⁷ very narrowly con-
strued, that some other person denoted by the indexical ‘you’ will perform a par-
ticular action. However, if OIOT is an unreliable interpretative device, then the
deviant ‘ought’ sentence can have different normative meaning on various occa-
sions. For instance, the sentence ‘I ought that you exercise daily’ may be an el-
liptical sentence whose proper meaning is the one saying the following: ‘that you
exercise daily’ is part of what I ought to do in the non-obligation sense of
‘ought’, because, say, I care about your health.

5 Why the Basic Problem is a Problem for
Schroeder’s Proposal

In section three I have argued that IIOT and OIOT are tacit assumptions under-
lying Schroeder’s argument against interpreting truly practical ‘ought’ (in
Schroeder’s terminology ‘deliberative ought’) in terms of propositional ought in-
dexed to agent, and that once you have undermined these assumptions, BP is
toothless. In this last section, I will make a twist in the argumentative strategy
in order to show that, were BP a genuine, irrefutable problem for the propositio-
nal interpretation of agentive ought, its destroying power would also hit the in-
terpretation that Schroeder deems successful. This is the interpretation in which
the truly practical ought is construed as a sort of property of the agent.

 Suppose that the driver of the bus ignored your waving and did not stop at the bus stop,
which was what he ought to have done. You could not have prepared an emergency plan for
this occasion, as it is irrational to build one’s plans starting from the assumption that people
will not abide by their duties.
 And obligations seem to be perfectly accounted for in terms of properties of agent(s).
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I think that the main problem with Schroeder’s Basic Problem is that his
challenge raised for the propositional interpretation of ‘ought’ is simply unfair.
The unfairness in question consists in focusing on the arbitrariness stemming
from focusing on unconstrained (in my stipulated terminology) action-proposi-
tions, but ignoring the fact that treating ‘ought’ as a property of an agent is
also arbitrary, as employing the notion of property settles in advance what prop-
erties can be sensibly owned. I call the problem in question unfair challenge (UC
for short).

What I deem unfair challenge is raising the objection that RI+ admits of re-
lating agents to unconstrained action-propositions, that is, action-propositions
that can only be executed by some other agents than the grammatical subject
of ‘ought’. I take this objection to be unfair, because if we think of the interpre-
tation of truly practical ‘ought’ in terms of a relation between an agent and a
property of hers to the general effect ‘A is such: that A ought to φ’, then our
choice of the logical interpretation in question is guided by the tacit assumption
that the agent can be the owner of properties over which she enjoys personal
control. To put the issue in Schroeder’s own language: it makes no sense to
ask in relation to what action-property an agent stands, because she can only
stand in relation to her property, whereas it makes sense to ask what action-
proposition she can stand in relation to, because a proposition is not something
that the agent can be in control of. But if the latter question seems to the point,
while the former does not, this fact is easily explained by the trivial observation
that we simply do not think of the deliberative ought in terms of actions or enter-
prises to be pursued by someone other than ourselves.

I contend that, atypical cases aside,when an agent considers what she ought
to do, she selects from the options that are personally executable by her.When I
ask myself a trivial question of everyday life about whether I should walk my
dogs twice before going to bed, I assume that, whatever the answer I end up
with, that answer is to be realized by myself since this is a practical question
for me. Put differently, coming up with a conclusion to a genuinely practical de-
liberation implicates a particular method of satisfying the ought in question—au-
thorship,¹⁸ at least as far as is possible. Now, if we take into account that
Schroeder’s interpretation accounts for only one sort of truly practical oughts

 I introduce the notion of authorship as my technical notion in Substantive semantics, and
further discuss it in “‘Ought’, Ownership and Agentive Ought’, and ‘Ought’, Agents and Ambigu-
ity that Matters’”. The notion of authorship stands for the idea of being the sole (insomuch as
possible) producer of the demanded action. I stipulate that authorship is the central hallmark
of the central normative ought i.e. the ought standardly (and misleadingly) referred to with
the name ‘deliberative ought’.
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—the deliberative ones that concern personal actions or activities—we can re-
verse Schroeder’s challenge and direct it at his own position by saying that it
faces the same two problems that RI+ is claimed to face. One is a version of
the overgeneration problem, and the other a version of the undergeneration prob-
lem (these are Schroeder’s own labels). I will add an asterisk to the problems’
names to mark that the following interpretations of the respective problems
apply to Schroeder’s own proposal. The overgeneration problem* runs as follows:
interpreting truly practical ought in terms of a sort of agent’s property reduces
the deliberative ought, i.e. being the essence of truly practical ought, to one
sort of deliberative ought, i.e. oughts of essentially personal character. Overgen-
eralization, as I understand it, consists in the fact of treating any deliberative
ought as if it were necessarily personal in its nature, while overlooking that de-
liberative oughts do not make up a uniform category. Some, if not a vast majority
of everyday life deliberative oughts, are personal in the sense assumed by
Schroeder, but some are not. For instance, I can ponder over whether my brother
should apply for a particular job position if the probability of his being success-
ful at getting it strongly depends on my giving him a strong recommendation.
The ‘ought to apply for the position X’ personally belongs to my brother as his
deliberative question, but since his getting the job heavily impinges on my per-
sonal intervention, this is also a deliberative ought for me.

Moreover and more importantly, the result of this deliberation, when linguis-
tically expressed, is going to take the form of the deviant ‘ought’ sentence of the
very sort the intelligibility of which Schroeder denies. The sentence in question
would be this: ‘I ought that my brother will apply for the job X’, which is an el-
liptical version of the full sentence saying the following: ‘I ought (to make it the
case by giving him professional recommendation)¹⁹ that he will apply for the job
in question’. If this example works, then it shows that Schroeder badly overgen-
erates by projecting a particular, very narrow interpretation of deliberative
‘ought’ onto the whole category of deliberative oughts, which is unfair. On the
other hand though, Schroeder’s own interpretation is subject to the undergener-
ation problem*, which is that it can encompass only quite a narrow set of truly
practical oughts, namely those that are personal oughts in the strict sense of
the term ‘personal’, where by the strictness in question I mean the idea that
those personal oughts are essentially executable only by their direct owners—
e.g. ought to exercise or ought to run a marathon—leaving out quite a vast cat-

 The content of the bracket is to be given by the context.
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egory of deliberative oughts. These include ought-roles²⁰ like a mother’s ought to
educate her children, or a captain’s ought to see to it that boarding is complete,²¹

as well as oughts that evade an easy categorization like my ought to increase my
brother’s chances of getting the position.

6 Conclusion

In the paper I have set out to achieve three aims: (1) to show that Schroeder’s
challenge raised against the propositional interpretation of deliberative
‘ought’, despite its fame, is overrated to say the least; (2) to explain what as-
sumptions give the Basic Problem the appearance of being a truly fatal objection
to the sort of interpretation in question; finally (3) to demonstrate that once we
give plausibility to the BP, the challenge turns out to be badly damaging also for
the interpretation that Schroeder proposes as a promising alternative to the criti-
cized one. I contend that I have managed to accomplish all three of them. If my
arguments are not seriously flawed, they strongly support the view that the Basic
Problem has received a bad fame that it does not deserve.
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Tomasz Puczyłowski
Gettier Cases, Warranted Assertability
Maneuvers, and the Fourth Condition

Abstract: In this paper I present a warranted assertability maneuver (WAM) and
three necessary criteria for its rational applications proposed by Keith DeRose. I
show that these criteria are not sufficient to reject a WAM directed against Get-
tier’s famous cases, for it satisfies all the criteria. If the WAM against Gettier’s
claim is correct, then Gettier’s argumentation is less persuasive and conclusive
than it has seemed before and it becomes questionable. If one were to insist
that the Gettier cases truly showed that the traditional definition of knowledge
was too broad and should not be explained in terms of generating false conver-
sational implicatures by true assertions of Gettier’s sentences, then one would
have to conclude that there should be some other unidentified by DeRose criteria
which were not satisfied by the WAM in Gettier case discussion. Therefore I pro-
pose the fourth standard for successful WAM: If in a context C the assertion of
sentence S is unacceptable only because it generates some false conversational
implicatures I1,…, In, then the assertion of S in any other context C* generating
false I1,…, In is unacceptable to the same extent as the assertion of S in C.

1 Introduction

Presenting his version of epistemic contextualism, Keith DeRose described in de-
tail (DeRose 2009: 81) a maneuver which in his opinion could undermine his ar-
guments for this theory. He dubbed it the Warranted Assertability Maneuver
(WAM). Other authors took up the challenge and set forth several different
WAMs against the contextualist stance (e.g. Rysiew 2001, 2005, Pritchard
2005a, 2005b, Black 2005, 2008, Blaauw 2003).

However,WAM can be perceived as a general strategy which can be exploit-
ed in various debates about semantics of different types of expressions and, in
fact, this line of argument is spread across different topics of modern analytical
philosophy of language. It can be argued that WAMs are used not only in the still
ongoing discussion concerning the contextual variability of the truth value of
knowledge attributions, but the same type of reasoning can also be found in de-
bates about the merits of direct reference theories applied to semantics of belief
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reports (Barwise & Perry 1999, Salmon 1990, 1991), or in discussions about the
problem of substitution of co-referring proper names in some simple sentences
(Barber 2000). One can also find WAM-like arguments in philosophical debates
about the problem of the alleged meaningfulness of sentences with fictional
names (Adams 2002, Adams & Dietrich 2004, Adams & Fuller 2007, Adams &
Stecker 1994).

Interestingly, DeRose proposed three criteria to evaluate the merits of a
WAM. I am going to argue that they are not sufficient for the decisiveness of
WAM-like arguments, thus there is at least another necessary condition which
must be met by a WAM for its applications to be rational or convincing. The
main aim of this paper is to formulate the fourth necessary criteria for a success-
ful WAM. In order to do that, I will present a WAM to the famous Gettier cases
(Gettier 1963). Its purpose is to show that an assertion of a knowledge attribution
(in the form of a Gettier sentence) may be true if it satisfies the conditions of the
traditional definition of knowledge, and yet it may seem to be unacceptable and
unassertable only because its assertion would generate a false generalized con-
versational implicature (GCI). It is believed that assertions which convey false
GCIs often give an impression of being false, therefore an assertion of the Gettier
sentence is expected to give the appearance of falsity. However, I am going to
show that the WAM against Gettier’s claim (i.e. the claim that the traditional def-
inition of knowledge is false) satisfies all three criteria proposed by DeRose, and
thus if it is to be discharged, there must be another not met. In order to discover
and explicitly formulate it, I will discuss a case which is similar to Gettier’s one
in terms of implicatures generated by the assertion of the Gettier sentence and
their truth value; yet in this case the sentence will be apparently warrantably as-
sertible and true. Because the scope of applications of WAM is wide and extends
to other philosophical problems and topics, there is a pressing need from a meta-
philosophical perspective for a complete list of conditions for rational and suc-
cessful WAM; I believe the conditions to be of great importance, as they are es-
sential tools for evaluating frequent WAM-like arguments spread across modern
analytical philosophy of language and epistemology.

2 Warranted Assertability Maneuver

The Warranted Assertability Maneuver is a specific response to a common argu-
ment (ARG) against a semantic theory that in a general, if not oversimplified,
form, can be put as follows:
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(ARG)
1) That a sentence S is true in a context C is a consequence of a theory T (alternatively, I

will be using the phrase: According to a theory T, a sentence S should be true in a con-
text C);

2) However, S seems to be false in C;
3) S in C seems to be to false, because assertion of S in C is not warranted in C;
4) If a sentence is not warrantably assertible in a context and there is no other plausible

explanation for that, it is just false in the circumstances;
5) There is no other plausible explanation why S in C seems false;

Therefore

C) T is false.

The WAM is directed against premise 5), i.e. it attempts to show that there are
other reasons responsible for the apparent falsehood of an assertion. In its short-
est form, it claims that the reason why an assertion of a sentence seems to be
false in a given context is that some false generalized conversational implica-
tures are generated by the assertion of the sentence in that context. That
claim, together with a belief that we tend to confuse the semantic content of a
sentence with the conversational implicatures of its assertion, is to explain
why a given sentence, even if true, could seem—at least to some of us—to be
false. So, with reference to (ARG), WAM can be put in the following form:

(WAM)

There is a plausible explanation why S seems false in C, i.e.:

1) An assertion of S in C conversationally implies a proposition P;
2) If an assertion of a sentence conversationally implies in a context a false proposition,

the sentence is not warrantably assertible in that context and may seem to be false;

Therefore
A sentence S is not warrantably assertible in C, and S seems to be false in C.

Unfortunately, it is not clear what precisely is meant by the notion of warranted
assertibility. However, it is safe to say that if an assertion of a sentence does not
satisfy some conditions, it is not warranted. What sort of conditions? I do not
dare to specify them all, but some uncontroversial candidates could be put for-
ward. For instance, if a sentence is syntactically not well-formed, its assertion is
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probably not warranted. Even if we can understand in some specific context
what one means by uttering

(1) Let’s to the bar together go,

it is not warranted, at least not by English grammar. Also, if one answers the
question ‘what is the capital of France?’, and by wild guessing sincerely insists
that it is Berlin, one’s assertion could seem unwarranted, if one truly lacks any
evidence for that claim. If someone says that some widows haven’t had any hus-
bands, one definitely breaks some semantic rules of English, as well as when one
says without irony that one’s mother brother is not one’s uncle. Probably, if one
says that Barbara is older than Ted, but immediately adds that Ted is not young-
er than Barbara, at least one of those assertions is not warranted. If it rains
somewhere, but one who witnesses that rainy event says that it is not raining,
the assertion is not warranted. Finally, if one knows that Peter is at the library
every day and is asked when Peter is present there, but decides to answer by say-
ing that he is there on Mondays or Fridays, then probably one’s assertion would
count as unwarranted, at least partially, for it implies something plainly false,
i.e. that one does not know precisely on what days Peter is present at the library.
If the given examples are intuitive and correct instances of unwarranted asser-
tions, then one can come to the plausible conclusion that an assertion of a sen-
tence is not warranted if the sentence does not comply with some grammatical,
semantic or pragmatic norms or principles; an assertion is unwarranted if it is
false or implies something false, or if it is ungrammatical, or when one does
not have any warrant for the conveyed information. However, other norms con-
cerning politeness etc. do not seem to apply when considering the warranted as-
sertability of a sentence. In other words, even if there were strict enough stand-
ards for being handsome and ugly, someone’s assertion that Peter is ugly would
be warranted, though rude, were it truly the case, but, on the other hand, it
would be unwarranted in case Peter were undeniably handsome.

Although the problem of the definition of warranted assertability is impor-
tant and interesting, it is not crucial for further discussion. In fact, (ARG)
could take a simpler form, such as the following:

(ARG*)
1) According to a theory T, a sentence S should be true in a context C;
2) However, S seems to be false in C;
3) If a sentence seems to be false in C and there is not any other plausible explanation for

that, it is just false in the circumstances;
4) There is no other plausible explanation why S in C seems false;
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Therefore

C) T is false.

(WAM) adjusted to (ARG*) needs to explain why an assertion of a sentence seems
to be false in a given context, and it achieves that end by pointing to an almost
universal principle. According to that principle, when any assertion gives rise to
a false conversational implicature, then either the sentence or its semantic prop-
ositional content seem to be false.

It is obvious that an unrestricted WAM could be used to defend undoubtedly
false semantic theories, therefore DeRose (1999: 201–203, 2002: 172– 176) argues
that (WAM) is worth considering in defense of a semantic theory T only if WAM
satisfies the following three conditions:

(CRITERIA)

WAM is successful only if

1. it needs to explain only an appearance of falsity—in particular, not only a given sen-
tence must appear to be false in one and the same context, but also its negations must
seem to be false;

2. it can provide the explanation by appealing only to the generation of a false implica-
ture (or false implicatures);

3. it appeals to general rules of conversation in explaining why the apparently false as-
sertion is unwarranted.

It is not the subject of the paper to argue against DeRose’s proposal, nor is it in
my interests to analyze and discuss here the rationale for the proposed condi-
tions given by DeRose. Nevertheless, it has to be mentioned that some argue
that he has not provided a correct set of conditions for a successful WAM (e.g.
Black 2008), but I will not address that issue here.

However, when it comes to the first condition, it is worth mentioning that it
is not clear how to understand it. According to the first of its interpretations, for
all competent users of a given language both a sentence S and its apparent neg-
ation must seem false in the same context. According to the second, it suffices
that there are competent users who consider S to be false (in a given context)
and that there are other users who (in the same context) take apparent negation
of S to be false.We assume, though, that the condition, especially in the second
meaning, is satisfied by the WAM against Gettier’s claim (i.e. the claim that the
traditional definition of knowledge is false; from now on the WAM against the
claim will be dubbed ‘WAM against Gettier’)). The assumption stems from the
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fact that there is some empirical data which indicates, against Gettier’s and his
followers’ intuitions, that some competent agents tend to attribute knowledge to
the Gettier’s subjects.¹ Even if some of the results of empirical studies (Nisbett et
al. 2001, Weinberg et al. 2001) don’t directly support the observation that some
people don’t share the intuitions of some epistemologists with regard to the Get-
tier cases, there are some interesting studies (Starmans & Friedman 2012, Turri
2013) that seem to support that conclusion or at least undermine the claim
that the WAM against Gettier should be rejected on the grounds of non-fulfill-
ment of the first condition of a successful WAM. So, from now on, I will focus
on showing that the other two conditions are satisfied by the WAM formulated
against Gettier cases.

Now, I maintain that DeRose has not provided a complete set of conditions
for a successful WAM. For if it were a complete and correct set, the following
WAM against Gettier would be successful, and the long-lasting discussion of
the Gettier cases would be resolved. However, one can think of the Gettier prob-
lem as substantial, not just a matter of pragmatics (Bogusławski 2002) and thus
seek an overlooked reason to reject any WAM directed against Gettier’s point.

3 WAM and the Gettier Problem

Before I present the WAM against Gettier, let us introduce some useful abbrevi-
ations. For the sake of convenience, let ‘Bxp’ stand for ‘x believes that p’, ‘Tr(p)’
for ‘it is the case that p’, ‘Kxp’ for ‘x knows that p’, ‘JBxp’ for ‘x’s belief that p is
justified’; let’s read ‘A ╞ B’ as ‘A entails B’, and let propositional variables rep-
resent sentences of a given language expressing propositions (I assume that dif-
ferent variables represent different sentences expressing different propositions).

In general, the Gettier case is a scenario in which a subject x actively consid-
ers at least three propositions and the following holds for a given subject x:

1. ~Tr(p1) ∧ Bxp1 ∧ JBxp1

2. Tr(p2) ∧ ~Bxp2 ∧ ~JBxp2

3. p1╞ p3

4. p2 ╞ p3

5. non (p3╞ p1)
6. non(p3╞ p2)

 See e.g. Shope 1983, Sosa 2007, Zagzebski 1996.
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If it can be assumed that

7. ∀α ∀β ((Bxα ∧ α╞ β) ⇒ Bxβ) and
8. ∀α ∀β ((JBxα ∧ α ╞ β) ⇒ Bxβ),

then

9. Tr(p3) ∧ Bxp3 ∧ JBxp3.

If we adopt the so-called traditional definition of knowledge, according to which
x knows that p iff x’s belief that p is true and justified, then we can conclude that
a subject from the Gettier case knows that p3. But, according to Gettier and a vast
number of epistemologists who have followed his judgement in this respect, the
conclusion is unlikely or plainly false.

For further reasons, and to shed some light on the logical structure of the
Gettier cases, I would like to present the first Gettier case in the form of a matrix:

Table 1: the first Gettier case.

Proposition: Is it
true?

Does
Smith
believe
that?

Is
Smith’s
belief
justified?

According to the tradi-
tional definition of
knowledge, does Smith
know that?

According to intu-
ition/common sense,
does Smith know
that?

(G) Jones has a
Ford

No Yes Yes No No

(G) Brown is in
Barcelona

Yes No No No No

(G) Jones has a
Ford or Brown is
in Barcelona

Yes Yes Yes Yes No

A similar matrix could be presented for the second case, but for the sake of brev-
ity I leave it to the reader.

Putting the Gettier case in the form of (ARG*), we get:

(ARG*Gettier)
1. According to the traditional definition of knowledge, a Gettier sentence i.e. ‘Smith

knows that Jones has a Ford or Brown is in Barcelona’ is to be true in a described con-
text;

2. However, the Gettier sentence seems to be false in that context;
3. If a sentence seems to be false in a given context and there are no other circumstances

which could explain why it seems so, the sentence is just false
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4. There are no other circumstances which could explain why the Gettier sentence seems
to be false in the described context

Therefore

5. The traditional definition of knowledge is false.

The WAM against (ARG*Gettier) that I am going to propose will undermine prem-
ise 4., namely it will be argued that an assertion of the Gettier sentence generates
a false conversational implicature (in the described context).

In order to do that, I will refer to a principle which seems to be a well-estab-
lished law of pragmatics (see Levinson 1983: 136, Lenzen 2003):²

(LAW)
If (i) S is not more lexically complex, elaborated etc. than S*, and
(ii) S expresses a proposition p and S* expresses a proposition p* and
(iii) S entails S*, and
(iv) both p and p* are equally relevant in a context C, but
(v) a speaker X asserts in C only S*, then
X conversationally implies in C that she doesn’t believe p.

The idea behind this principle is based on Grice’s maxim of quantity. If a speaker
chooses to assert a weaker proposition instead of a contextually relevant one
that is stronger, then if she chooses so not because of the need to be brief, ele-
gant, intelligible etc., she allows us to conclude that she doesn’t believe the
stronger one or has no evidence for it whatsoever.

First, let’s observe that on the ground of epistemic logic one can maintain
that a proposition expressed by

(G1) Smith knows that Jones has a Ford

is stronger than (i.e. entails) the proposition expressed by the Gettier sentence

(G3) Smith knows that Jones has a Ford or Brown is in Barcelona.

 Lenzen says (2003): “The basic idea of Grice’s maxim of quantity can now be rendered more
precise in the following way. If the speaker a has the choice between two assertions p and q,
where the former is relevantly more informative than the latter, then a is conversationally ob-
liged to make the more informative assertion p provided this is not in conflict with the
maxim of quality. In other words, a is conversationally allowed to make the less informative as-
sertion q only if a is not certain that p.”
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It is so, because it is a tautology of classic propositional logic that p ⇒ (p ∨ q),
which by the necessity rule Nec allows the inference Kx(p ⇒ (p ∨ q)), which by
axiom (K) of modal logic adjusted to epistemic logic leads to Kxp ⇒ Kx(p ∨ q).
Also, it is evident that (G1) is less lexically complex than (G3), if we agree that p
is less lexically complex than (p ∨ q), i.e. that any proposition is less lexically
complex than its alternative with any other proposition.

It should now be clear that if we take (LAW) and all the observations for
granted, then it follows that anyone who asserts (G3) in a context where the
state of Smith’s knowledge is relevant, conversationally implies that she doesn’t
believe (and therefore doesn’t know) the proposition expressed by the sentence
(G1). In short, if a speaker says (in the context) that Smith knows that Jones has a
Ford or Brown is in Barcelona, her sentence conversationally implies that she
doesn’t know whether Smith knows that Jones has a Ford. By saying that, she
also conversationally implies that she doesn’t know whether Smith knows that
Brown is in Barcelona. It is not hard to notice that these implicatures (i.e. prop-
ositions implied by a speaker who says that (G3)) are false in the described con-
text. Anyone who knows that context, described so vividly by Gettier, already
knows that Smith doesn’t know anything relevant! Clearly, he doesn’t know
that Jones has a Ford, and he doesn’t know that Brown is in Barcelona. And
we all know it. But by saying (G3), we would be conversationally implying oth-
erwise.We would imply that we don’t know whether Smith knows that Jones has
a Ford. So that is the reason we are reluctant to express the Gettier sentence, and
therefore we reject the proposition that Smith knows that (G3). Therefore, one
can conclude that we are wrongly hesitant to attribute knowledge to Smith,
and in consequence we feel compelled to reject the definition of knowledge, be-
cause our assertion of a true Gettier sentence would conversationally imply
something plainly false about our propositional attitudes in the context.

Of course, one can apply the same kind of reasoning to the second Gettier
case, the only difference is that one needs to refer to the existential generaliza-
tion law of first-order logic instead of the tautology of propositional calculus.

4 Tests for Conversational Implicature

It is widely accepted that conversational implicatures have some distinctive fea-
tures that differentiate them from semantic consequences and conventional im-
plicatures. The former must be cancellable, calculable, non-conventional, and
(except those generated by the maxim of manner) undetachable, the latter are
non-cancellable, conventional, and in the case of conventional implicatures, de-
tachable. Therefore, before I move forward, I should verify the claim that an as-
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sertion of (G3) conversationally implies that a speaker doesn’t believe (and there-
fore doesn’t know) the proposition expressed by (G1) by establishing if alleged
implicatures satisfy the conditions imposed by H. P. Grice on conversational im-
plicatures.

Let us begin with the calculability of conversational implicatures. This fea-
ture demands that for every supposed implicature there must be given an argu-
ment, which—by exploiting what was said in a circumstance, some further fea-
tures of the context, and the Cooperative Principle along with the conversational
maxims—explains how a speaker who says something conveys a given proposi-
tion. The proposition in WAM against Gettier is clearly calculable from the con-
versational maxims, if it can be taken for granted that it is calculable that the
assertion of a disjunction conversationally implies that a speaker doesn’t
know which of the disjuncts is true. Let’s turn to Levinson, who univocally states
(Levinson 1983: 143): “(…) if one knows that p, one does not co-operatively con-
vey that by stating p or q; the use of disjunction rather conveys that one has
grounds for believing one or the other disjunct but does not know which.”

If anything is taken for granted in a theory of conversational implicatures, it
is that an assertion of the form (p ∨ q) conversationally implies that a speaker
doesn’t know that p and doesn’t know that q. This conviction is based on the rea-
sonability of (LAW), and there are good reasons to accept (LAW) as well as for the
acceptance of Kxp ⇒ Kx(p ∨ q). These reasons are elegant and convincing: Gri-
ce’s conception of rational conversation on the one hand, and the soundness of
modal and epistemic logic on the other. (LAW) and some laws of epistemic logic
are everything that is necessary and sufficient to calculate how an assertion of
the Gettier sentence conversationally implies that a speaker doesn’t know wheth-
er Smith knows that Jones owns a Ford.

Now let’s turn to the rest of the necessary conditions for a proposition to be
conversational implicature of a speaker’s utterance. However, before I discuss
whether proposed propositions could be conversational implicatures of some-
one’s assertion of the Gettier sentence, I should make clear how these defining
features of the implicatures are to be understood. First, I propose the following
definition of non-conventionality:

(NONCONV)

If an utterance of a sentence S conversationally implies in a context C a propo-
sition p, then the proposition is a nonconventional part of the content conveyed
by an act of assertion iff there is a different context C* in which utterance of S
does not conversationally imply p.
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In order to clarify and fully grasp (NONCONV), let’s look at an example. Imagine
you are asked in the evening if you are hungry, and you reply ‘I’ve had break-
fast’. Your assertion would truly conversationally imply that you (i.e. a speaker)
are hungry, if there is a different context in which the assertion of the same sen-
tence would not imply the same proposition. And, of course, there is such a con-
text: if your reply is the same but takes place in the morning, then you clearly do
not imply that you are hungry, for it is evident that you suggest just the opposite.

To prove that the propositions conversationally implied by the assertion of
(G3) are a non-conventional part of the content of the assertion, it suffices to re-
alize that, in the context where (G3) is a direct answer to the question ‘Does
Smith know that Jones has a Ford or Brown is in Barcelona?’, the assertion of
(G3) does not convey the proposition implied by (G3) in the Gettier context.

This observation exploits a test for quantity and relevance implicatures, ac-
cording to which:

(TEST)

If an assertion of a sentence S in a context C conversationally implies a propo-
sition p, then S is not a direct answer to a question ‘Is/Are/Am/Do/Does/Did/
Will/Would S*?’ (where S* is a proper form of erotetic sentence transformed
from a declarative sentence S).

The reason behind (TEST) is that these are the questions that define what the
aim of the exchange of words in which we participate is. Also, the other role
of questions is to specify to others what is relevant information and how
much information is required in the context. Therefore, if one answered ‘Some
lads were happy’ to the question ‘Were some lads happy?’, there would not be
an implicature that, according to the speaker, not all lads were happy. However,
that proposition would be implied if the question were ‘Were all lads happy’ or
‘How many lads were happy?’ or, perhaps, ‘Who was happy?’.

Non-detachability is a property of conversational implicature by which I pro-
pose to understand:

(NONDET)

If an utterance of a sentence S in a context C conversationally implies a propo-
sition p, then the proposition is a non-detachable part of the content of the utter-
ance iff an utterance in the C of any sentence synonymous to S conversationally
implies the proposition.
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For example, consider an assertion of ‘John is taller than Ted’, being uttered as a
reply to a question ‘Who is the better basketball player: John or Ted?’. If it con-
versationally implies (in a given context) that John is a better basketball player
than Ted, then the same conversational implicature will be generated by an as-
sertion of a different, yet synonymous sentence: ‘Ted is smaller than John’.

If someone’s assertion ‘John is in the garden or in the kitchen’ conversation-
ally implies (in a given context) something (for example: ‘I don’t know where
precisely John is: in the kitchen or in the garden’), then the same would be con-
versationally implied if a logically equivalent sentence ‘If John is not in the gar-
den, then he is in the kitchen’ was asserted.

I claim that if in the Gettier case we were to estimate the truthfulness or ac-
ceptability of a logical equivalent to the original Gettier sentence like ‘Smith
knows that if John does not have a Ford, then Brown is in Barcelona’, the result
would be the same. For an assertion of the sentence ‘Smith has a Ford or Brown
is in Barcelona’ conversationally implies (in a given context) the same as the as-
sertion of ‘If Smith doesn’t have a Ford, then Brown is in Barcelona’.

Now, let’s turn to the last property of conversational implicatures—cancell-
ability. Usually, it is defined (or rather described) in a way that is English-orient-
ed, i.e. by using phrases specific to English, but I would like to propose a defi-
nition which is general enough to apply also to other languages.

(CANC)

If an utterance of a sentence S in a context C conversationally implies a propo-
sition p, then the proposition is cancellable iff there is a sentence S* the admis-
sible assertion of which in C does not conversationally imply p, but (i) S is en-
tailed by S*, and (ii) S is a proper part of S*.³

The alleged conversational implicatures of an assertion of the Gettier sentence
are clearly cancellable. It suffices to notice that there is nothing absurd or
wrong in saying:

(2) Smith knows that Jones has a Ford or Brown is in Barcelona, in fact, I know which of the
two he knows,

(3) Smith knows that Jones has a Ford or Brown is in Barcelona, because I know that he
knows the first (i.e that Jones has a Ford),

 There is an on-going, very interesting debate as to how to define this feature (see e.g. Blome-
Tillmann 2008, Weiner 2006)
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(4) Smith knows that Jones has a Ford or Brown is in Barcelona and I think that he knows
whether Jones has a Ford.

(5) Smith knows that Jones has a Ford or Brown is in Barcelona, but I don’t want to imply
that I don’t know which he knows.

or even the quite elaborated and somewhat mysterious (if we don’t take for
granted that the traditional definition of knowledge is false)

(6) Smith knows that Jones has a Ford or Brown is in Barcelona, although it is not the case
that he knows that Jones has a Ford, and it is not the case that he knows that Brown is in
Barcelona.

All the sentences contain (as their proper parts) (G3), and (G3) is entailed by
every one of them, but their assertions clearly would not imply that a speaker
does not believe the proposition expressed by (G1).

I don’t wish to claim that the described warranted assertability maneuver
against Gettier’s stance is convincing or decisive. It is not, as I will show in
the next part. My point is that the WAM satisfies all three criteria proposed by
DeRose, therefore, in order to reject it, we need to find a condition overlooked
by DeRose and others. Let’s turn to the fourth criterion for a successful WAM.

5 The Fourth Condition

Before I formulate the fourth necessary condition for a successful WAM, let us
picture a scenario similar to the one originally described by Gettier. In the
new circumstances everything is just like in Gettier’s, but this time Jones is
the owner of a Ford, therefore the proposition that he has a Ford is true. Conse-
quently, the status of Smith’s epistemic position is radically changed. In the new
scenario, he truly knows that Jones has a Ford. Of course, knowing that, he also
knows that Jones has a Ford or Brown is in Barcelona. This time, however, I be-
lieve there is no divergence between our intuition to attribute knowledge to
Smith and the verdict given by the traditional definition of knowledge.

I present vital data for this scenario in the following table:
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Table 2: The modified Gettier case

Proposition: Is it
true?

Does
Smith
believe
that?

Is
Smith’s
belief
justified?

According to the tradi-
tional definition of
knowledge, does Smith
know that?

According to intu-
ition/common sense,
does Smith know
that?

(G) Jones has a
Ford

Yes Yes Yes Yes Yes

(G) Brown is in
Barcelona

Yes No No No No

(G) Jones has a
Ford or Brown is
in Barcelona

Yes Yes Yes Yes Yes

What is interesting and needs to be emphasized is that an assertion of (G3), in
the new scenario, would conversationally imply the same proposition that the
speaker does not know (or believe) that (G1). This conversational implicature
of (G3) would be in the new circumstance false, just like in the original. If the
falsehood of the conversationally implied propositions was to explain the dis-
crepancy between the verdict of the traditional definition of knowledge and
our intuitions concerning Smith’s epistemic status, one would expect that in
the new scenario a claim that Smith knows that Jones has a Ford or Brown is
in Barcelona would seem false. But, clearly, it does not. It looks like, in the
new circumstances, we are ready to assert without much hesitation that Smith
knows that Jones has a Ford or Brown is in Barcelona. Even if there is some
sort of a hunch that this assertion is not completely acceptable, the sensation
is far from the one which is evoked in the original Gettier case, if only one
tries to assert the Gettier sentence.

Now I am ready to explain why a WAM for the Gettier problem is not very
convincing. I believe that the fourth condition overlooked by DeRose could be
stated as follows:

(THE FOURTH)

If an assertion of a sentence S in a context C is not to be acceptable (assertible)
due only to conversationally implying false conversational implicatures p1,…, pn,
then an assertion of S in any other context C* in which false p1,…, pn are gener-
ated should not be acceptable (assertible) (to the same extent as in C).

The WAM against Gettier does not satisfy that condition. Of course, there may be
some false proposition, other than that discussed above, which is conversation-
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ally implied by the assertion of the Gettier sentence in the considered context. If
there is one which is generated in the original Gettier case, and if it is false in the
same context, and if it is not generated in the new scenario, or if it is generated,
but it is not false in it, then the WAM I presented here against Gettier is not pro-
ven unsuccessful. Yet, until proven otherwise, I do not see any such proposition;
so, in conclusion, I maintain that the WAM against Gettier is inconclusive, for it
does not satisfy the criterion that I set forth here.
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Andrew Sneddon

Self vs Other? Social Cognition, Extended
Minds, and Self-Rule

Abstract. Humans are individuals qua objects, organisms and, putatively, minds.
We are also social animals. We tend to value self-rule—i.e., the possession and
exercise of the capacity or capacities that allow individuals to govern their
lives. However, our sociality can call the possibility and value of such autonomy
into question. The more we seem to be social animals, the less we seem to be
capable of running our own lives. Empirical psychology has revealed surprising
details about the extent to which our minds are subject to social influence. Such
influence is sometimes taken as a threat to self-rule. The debate over the Extend-
ed Mind Hypothesis (EMH) might seem to exacerbate the social threat to self-
rule. If minds are spread across individuals, perhaps it no longer makes sense
to speak of individual selves who may or may not rule themselves. I argue
that no general threat to self-rule stems from human sociality. Further, the adop-
tion of EMH is consistent with extensive attribution of psychological states to in-
dividuals, thus vouchsafing individual selves and autonomy.

1 Introduction

Humans are individuals qua objects, organisms and, putatively, minds. We are
also social animals. We tend to value self-rule, i.e. the possession and exercise
of the capacity or capacities that allow individuals to govern their lives. However,
our sociality can call the possibility and value of such autonomy into question.
The more we seem to be social animals, the less we seem to be capable of run-
ning our own lives.

So much is clear without delving into philosophical debate about the meta-
physics of cognition. However, the debate over the Extended Mind Hypothesis
(EMH) might seem to exacerbate the social threat to self-rule. So-called individu-
alists defend the idea that the mind must be, strictly speaking, bodily bounded;
so-called externalists, proponents of EMH, deny this. There are various ways of
making the case that cognition is extended. One is in terms of social relations.
The general idea is that particular cognitive processes should be thought of as
taking place between people, rather than within them. Once we start to think
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this way, one might well wonder whether we are mistaken to think of people as
discreet selves. If we are mistaken, then we are also mistaken about the possibil-
ity of autonomy: no selves, no self-rule.

I shall argue that the worries about autonomy that might be generated by
empirical and theoretical work on the social dependence of cognition are mis-
placed. Neither the empirical discovery of the extent to which we are social ani-
mals nor a more theoretical account of the metaphysics of minds which allows
cognition to be spread among people should shake our view of ourselves as ca-
pable of controlling our own lives. Autonomy is both possible and, in principle,
valuable for social animals such as ourselves.

2 Intuitive Challenges to Self-Rule from Social
Cognition

Humans are deeply social animals. On-going empirical study of human cognition
has revealed that we have specific mechanisms for social cognition and that our
thinking in general is subject to social influence. Arguably it’s not just that our
minds exhibit social sensitivity, it’s that they are made for this. What should we
make of this view of the mind? The social aspects of individual cognition provide
the starting point for what I will call ‘intuitive’ challenges to autonomy. By ‘in-
tuitive’ I mean that these challenges are a first thought or a gut feeling rather
than well-worked out positions. Nevertheless, such starting points are important
for a variety of reasons. These are the ideas that people work with before they
have reflected on matters, which means that they can be very powerful. After
all, people might make decisions about action and policy using such ideas with-
out ever really reflecting on them. Moreover, reflection and argumentation often
take the form of attempts at vindicating our first thoughts, rather than of genuine
efforts to assess whether our intuitions are true. Either way, the force and staying
power of such rather inchoate ideas makes them worth our attention.

Several intuitive challenges to autonomy find their foundation in our social
minds. Here are the broad strokes. Autonomy is self-rule. However, the emerging
evidence about social aspects of human psychology problematizes this notion.
Our thoughts and actions do not issue from us alone. They are the product of
complex interaction between us and other people, not to mention other features
of the world. The worry is this: while we might well be ‘selves’ in some important
sense, we are not self-ruling.

Here are some examples of the empirical bases of this worry:
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a) Social psychology in general is a good place to look for evidence of the in-
fluence of other people on our minds. Such evidence—perhaps surprisingly, per-
haps not—is found for the values that we typically take as defining our deepest
commitments. Anthropologists and psychologists have collected information
about links between values and their psychological roots (Haidt et al. 1993, Shwed-
er et al. 1997, Rozin et al. 1999, Haidt & Bjorklund 2008). This has been influentially
put in terms of a ‘triad’ of values and emotions. However, subsequent work has
expanded the triad. The most influential statement of this tradition now comes
from Jonathan Haidt, who contends that there are six ‘moral foundations’, al-
though these domains overlap to some extent with the original three (Haidt & Jo-
seph 2007, Iyer et al. 2012). I shall focus on the original triadic formulation.

The values most familiar to western philosophers fall into the class of values
that Richard Shweder and colleagues name ‘autonomy.’ This domain “relies on
regulative concepts such as harm, rights, and justice… and aims to protect the
discretionary choice of ‘individuals’ and to promote the exercise of individual
will in the pursuit of personal preferences” (Shweder et. 1997: 138). It is linked
to the emotion of anger.

On the basis of an analysis of moral discourse of residents of Bhubaneswar,
India, Shweder and colleagues add two more classes of values. First there is the
class called ‘divinity,’ which “relies on regulative concepts such as sacred order,
natural order, tradition, sanctity, sin, and pollution” (ibid: 138). This is related to
the emotion of disgust. The other class of values is ‘community,’ which “relies on
regulative concepts such as duty, hierarchy, interdependency, and souls…. It
aims to protect the moral integrity of the various stations or roles that constitute
a ‘society’ or ‘community’, where a ‘society’ or ‘community’ is conceived of as a
corporate entity with an identity, standing, history, and reputation of its own”
(ibid). Schweder and colleagues link this to contempt.

Two things are worth emphasizing about this body of work. First, the roots of
our values are biological. However, and second, the ways in which we think
about values—for instance, which ones we tend to prioritize—are deeply affected
by social context. People in one place and time will tend to emphasize, e.g., the
autonomy values, whereas other people will grow up in a context that emphasiz-
es one of the other wings of the triad. The psychological roots are present in all
of us, but they are developed in different mixes depending on just who we grow
up and live with. There are, of course, individual differences in the ways in which
such influence works, just as there are individual differences in biology. This
does not call into question the fact that even such a fundamental feature of
our lives as our deepest commitments is subject to social influence from square
two (after biology).
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b) Not just our ideas about values are subject to social influence. Social psy-
chology has famously documented the effects of social interaction on the pro-
duction of action. The well-known debate between personality psychologists
and so-called ‘situationists’ provides lots of examples. Very roughly, personality
psychologists argue that variation in behavior between individuals is due to var-
iation in certain sorts of psychological traits possessed by those individuals. By
contrast, and just as roughly, situationist social psychology argues that variation
in behavior is due much more to differences in situations than we are inclined to
think. This debate was sparked by Walter Mischel’s review of the literature on
personality and action production in Personality and Assessment (1968). At the
beginning of the twentieth century situationist tradition stands Studies in Deceit
by Hugh Hartshorne and Mark May (1928). Hartshorne and May performed a
long-term study of deceit involving thousands of children in classroom settings.
They used a variety of tests to assess their subjects for deception and honesty in
various forms, such as cheating on tests or lying to teachers.What they found is
that correlation between different sorts of honest behavior or deceptive behavior
was remarkably low, leading them to infer that the variation in behavior was bet-
ter explained by variation in properties of the immediate context than by some
sort of personality trait. Mischel’s 1968 review of the literature on a variety of
types of behavior found the same sort of pattern across the board.

Stanley Milgram’s studies on obedience are an infamous part of this research
tradition (1963). Milgram conducted studies putatively about learning, but which
were actually about obedience to authority. Subjects were given the role of teach-
er in these studies, while confederates of the experimenters played the roles of
learner and study administrator. The teacher’s jobs were to ask questions and
to administer electric shocks in response to incorrect answers (no people actual-
ly received shocks). The shocks ascended in severity in 15-volt increments. Some
levels of shock were very clearly labeled with fairly dire warnings.When subjects
hesitated in administering shocks, the administrator-confederate politely recited
a list of instructions to continue. Milgram found that non-coercive features of ex-
perimental situations led ordinary people to administer what they thought were
lethal levels of electrical shocks to other ordinary people. More precisely, about
two thirds of subjects administered shocks all the way to the final level, and
many of the other subjects administered shocks up to very high levels.

Overall, the situationist suggestion is that the variation in behavior exhibited
by an individual should be accounted for in a way that gives a substantial role to
variation in context. Various kinds of contextual property make a difference to
our behavior, but a particularly important one is the presence or absence of
other people and the particular relationships in which an agent stands to
them. This is aptly demonstrated by the many iterations of Milgram’s study.
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The mere presence of others in roles of apparent authority, for one example, and
the relative proximity of our ‘students’/victims, for another, make a significant
difference to how we behave. Crucially, these effects do not necessarily take
place in a way that is mediated by conscious, deliberate thought. Social influ-
ence on action is largely unconscious. Although the details of just how such in-
fluence takes place may still need to be worked out, that our behavior is subject
to surprising influence by others is not in question (for discussion see Doris
2002, Sneddon 2011).

From the standpoint of worries about autonomy, the lesson of these bodies
of research might be taken to be this: much as we might value running our own
lives, we are at least co-ruling creatures. If autonomy requires acting from our
own values, and if values can be one’s own only under conditions requiring
their independence from social influence, then the results from social psycholo-
gy about social influences on values compromise autonomy. If to rule oneself re-
quires acting from one’s own will, and if doing so requires independence from
social influence of others, then the results of the situationist psychology compro-
mise such rule over ourselves.

That such worries are extant is not mere speculation on my part. Examples
of such intuitions in action can be found in political philosophy in general and
in feminist philosophy in particular. For instance, Robert Paul Wolff explicitly
deploys a version of an account of autonomy much like that involved in the in-
tuitions indicated here: “The autonomous man, insofar as he is autonomous, is
not subject to the will of another” (Wolff 1998: 14; see the section running 12– 19).
Much of the famous liberal-communitarian debate can be seen as a worry that
liberalism presupposes an impossible ideal of individual self-rule (e.g., Sandel
1982; for summary and reflective criticism, see Sec. 2 of Bell 2016). The tradition
of feminist treatment of autonomy can be roughly broken into two periods. The
first was marked by suspicion of the possibility and, especially, value of self-rule
given a certain understanding of it as antithetical to social relations particularly
germane to the lives of women (see Friedman 2003, 36–8). The second features
an explicit attempt to understand autonomy in a different, ‘relational’ way (e.g.,
Benjamin 1988, Benson 1991, MacKenzie & Stoljar 2000, Friedman 2003, Killmis-
ter 2013). In other words, the first thought in this tradition was the intuition in-
terpreting self-rule in terms of independence from social influences that I have
pointed to here. Getting over this intuition took explicit labor in the feminist tra-
dition. In her summary of this body of work, Natalie Stoljar notes that there re-
mains a lack of consensus about the nature of autonomy, and that the deep issue
appears to be the fit of explicit accounts of autonomy with intuitions about “. . .
the notion of agency that is one’s own.” (Stoljar 2015, Sec. 9; emphasis in orig-
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inal). I concur with Stoljar about the lingering importance of attending to intu-
itions when addressing the nature and significance of self-rule.

The intuitive challenges to the possibility and naturalness of autonomy leave
unspecified just what self-rule is. The most basic way to understand these chal-
lenges is as presuming that autonomy requires independence from others. This
construal is understandable given etymology: ‘self ’ rule is here faced by our
ties to ‘other’ people. And, certainly, theorists of autonomy have given a great
deal of attention to heteronomy, which is rule by others (Taylor 2009 is of partic-
ular note). However, once we delve beneath the surface, we can see that things
are not as these challenges presume. Self-rule just does not require independ-
ence from others.With this presumption goes a great deal of the force of the in-
tuitive challenges.

Most autonomy theorists favor what I shall call a ‘structural’ view according
to which self-rule is held to consist in the possession, and perhaps exercise, of
some psychological capacity or capacities. One reason to adopt this sort of
view of autonomy is the thought that what must be explained by such a theory
is just what it is for a choice (or action, or desire, or plan, and so on, but I shall
focus on choices) to really be one’s own, or to really come from myself, rather
than coming from other people. Self-rule is, in this view, rule by the self.
When choices issue from the right sort of psychological make-up, they are auton-
omous.When they don’t have the right sort of psychological origin, then they are
not ruled by oneself.

The most common sort of structural view is a so-called ‘hierarchical’ one
(Frankfurt 1971, Dworkin 1988, Friedman 2003, Taylor 2005). This sort of view mo-
bilizes the distinction between first order and higher order thoughts. A desire to
visit the Dieu du Ciel brewpub in Montreal is a first order desire: it is about the
world. A desire to desire to visit Dieu du Ciel is a higher order desire. Specifically,
it is a second order desire. Higher order thoughts are thoughts about thoughts. Hi-
erarchical theories of autonomy, one way or another, hold that first order thoughts
are autonomous when they are endorsed by higher order thoughts. This sort of
psychological structure is thought to ensure that the first order thought in question
really stems from oneself rather than from some other source.

Suppose that some variety of this sort of account of autonomy is correct. For
the emerging details of the extent of the social aspects of our minds to under-
mine self-rule, they would have to imply that the psychological structure posited
as constitutive of the capacity for autonomy is necessarily ruled out by our social
ties. There is no general reason to think that this is the case, and no specific con-
sideration of which I know that implies this either. The mere fact that other peo-
ple enter our psychologies in deep and surprising ways implies nothing about
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our abilities to form and reason about higher order thoughts and the correspond-
ing first order ones.

I am sympathetic to hierarchical theories of autonomy, but I favor a two-
pronged account of self-rule (Sneddon 2013) Besides rule by the self, I think
that autonomy includes both the capacity for and the exercise of rule over the
self. Very roughly, this involves learning about ourselves, especially our motiva-
tions, thinking both about which motivations seem relatively more desirable and
about the standards by which to assess the desirability of kinds of lives, and
making autonomous choices in the light of such thought about what sorts of
people to be. Correspondingly, our links to others would undermine rule over
ourselves only if such links implied that we could not perform these sorts of
thoughts. Although our relations to others can pose problems to thought, the
mere fact that we are in these relations does not automatically undermine our
capacities for learning about and shaping ourselves.¹

This second prong of my favored account of autonomy introduces an impor-
tant addition to purely structural accounts. Although we might well have the ca-
pacity to be autonomous persons in this sense, we are not really autonomous un-
less we have exercised this capacity. This means that, besides positing a
collection of psychological capacities as necessary for rule over ourselves, my
view also has a historical requirement. And, more generally, other theorists
also supplement structural conditions of autonomy with historical ones in
order to address what has become known as the “manipulation problem” (Christ-
man 1991, Taylor 2005). Here is the manipulation problem: suppose that psycho-
logical structure X is offered as constitutive of autonomy. The worry is that X
could be put in place in a manner which undermines autonomy—for instance,
by a neuroscientist who tampers with one’s brain without one’s knowledge. In
such a case, the putative psychological basis of self-rule would be present
but, so the objectors hold, one would not be autonomous. The way in which X
came to be undermines one’s self-rule. This implies that X is not sufficient for
autonomy after all. Since this problem can supposedly be raised for any psycho-
logical structure, what is needed is to supplement the structural condition for
self-rule with historical conditions. These conditions specify that the psycholog-
ical conditions come about in the right way(s), whatever this might be.

I am not convinced that the manipulation problem is really that much of a
problem (see Sneddon 2013, 36–41) but let’s grant it some force for the sake of
argument. This line of thought might be pressed into service in developing the

 Much feminist work on autonomy has been concerned with distinguishing benign from malig-
nant sources of social influence. See, e.g., Benson 1991 & Killmister 2013.

Self vs Other? Social Cognition, Extended Minds, and Self-Rule 105

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



intuitive challenges. The worry now is not that social aspects of our minds under-
mine autonomy by interfering with the presence of psychological capacities
thought to be important to self-rule. Rather, the problem would be that our social
relations imply that we acquire these capacities in ways that themselves under-
mine self-rule. Although we can possess the capacities for, for instance, forming
and reflecting upon higher order desires, we acquire such capacities in webs of
psychological dependence on other people. These connections imply that we
should not think of ourselves as self-ruling even when we act from first order de-
sires endorsed by reflective second order ones. The influence of others in the ac-
quisition of these capacities means that their exercise fails to make the ensuing
desires and actions our own. In such a complicated social world we cannot be
self-ruling regardless of what our minds are like.

This is unpersuasive, and we can see why by considering more specific ex-
amples of social influence on the development of our capacities for thought.
Consider educational processes. Some will indeed inhibit our abilities to think
critically about choices, and, on their face, these would undermine autonomy.
They do this, however, by undermining the structural basis of autonomy itself.
Other educational processes are favorable to the possession and use of these ca-
pacities, which makes these supportive of self-rule. The mere fact that others
help us to acquire these capacities does not rob them of their power to make
us capable of running our lives.

This lesson generalizes: a general skepticism about self-rule on the basis of
connections to others is unduly pessimistic. Some of our relations to others will
indeed interfere with self-rule, but other social relations will enhance it. They
will do this making it more the case, e.g., that our choices really come from
us, or that we learn about, reflect upon, and shape our own motivations. The par-
ticular details are what matters in these cases, not the mere fact of our sociality,
nor the more notable fact of the surprising scope and depth of the influence of
others on our minds.

3 Extended Minds, Extinguished Selves?

Recent discussion of the metaphysics of the mind gives worries about the possi-
bility of autonomy in the face of our sociality a novel and particular guise. The
worry about sociality inherently undermining self-rule arguably turns on a deep
presumption of what I shall call ‘embodied individualism’ about minds and
selves. The assumption seems to be that the processes which realize autonomy
must be one’s own not just psychologically but physically. That is, they must
be found within the physical bounds of individual agents, such that other people
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can play no legitimate role in them. They must be bodily bounded, so the as-
sumption seems to be.

If this is what is at stake, then the extended mind hypothesis (EMH) is a
source of threat to self-rule. To recapitulate the issues in a sentence: so-called
individualists defend the idea that the mind must be, strictly speaking, bodily
bounded, and so-called externalists deny this (see, e.g., (Clark and Chalmers
1998, Wilson 2004, Adams & Aizawa 2008, Clark 2008, Rupert 2009; Sneddon
2008, 2011). There is much work to be done to determine whether our minds real-
ly are extended, but the conceptual issues are clear: there is no a priori reason to
think that extended cognition is impossible. Moreover, there is good reason to
take extended cognitive hypotheses seriously. Brains are wonderful but not mag-
ical. In principle other things can do what brains do. Moreover, brains are
evolved organs, and evolution famously makes use of whatever materials are
at hand, so to speak. If resources physically external to human agents are psy-
chologically useful, then they are within reach for the evolution of the human
mind. Other people are clearly useful in lots of ways. This means that, in princi-
ple, cognition might be spread among agents rather than located within them.
And this is the rub: one powerful and intuitive notion of a self is of a cognitive
unity that makes one a particular person distinct from other persons.What EMH
might be thought to do is to extinguish a psychologically meaningful notion of
self along with the body-bounded nature of cognition. If selves are threatened by
‘wide’ views of the mind, so is self-rule.²

Here are some details about the worry. Consider Otto from Clark and Chalm-
ers’ externalist touchstone “The Extended Mind” (1998). Otto has Alzheimer’s. In-
stead of relying on his brain for storing memories, Otto uses a notebook. He re-
cords new information there and looks up things that he has already learned.
The functional role of the notebook is purported to be much the same as that
of neural memory storage in healthy people.³ On the basis of such functional par-
ity, Clark and Chalmers claim that we should see Otto’s memories, and hence be-
liefs, as at least partly stored in the environment beyond his body. For example,
Clark and Chalmers argue that Otto has a belief about the location of the Museum
of Modern Art in virtue of the information in his notebook and the way that he
uses it for action (1998: 12–3). The implication is that when we attribute some be-
lief to Otto, the location to which we are referring should not be thought to be

 The worry about autonomy on the grounds of worries about the non-existence of the self is
not peculiar to the context of debate over EMH; it gets a specific form here. It has found another
form in feminist political philosophy: see Friedman 2003, 30–6 for discussion.
 The Otto case has been the topic of much discussion. For notable dissenters see Rupert 2009,
and, especially, Adams & Aizawa 2008.
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Otto-the-physical-organism, but Otto-the-organism-plus-parts-of-Otto’s-environ-
ment.

As presented, the Otto case involves neither social cognition nor social re-
sources for wide cognition. Suppose then that we supplement Otto with such re-
sources, in the spirit of the findings canvassed earlier. Imagine that Otto relies on
other people for storage and retrieval of information. For some information and
actions, other people play much the same functional role as his notebook (and,
for others, their own healthy brains). In such a case, it looks like we should say
that some of Otto’s thoughts are partly stored in other people.When we attribute
these beliefs to him, we aren’t really referring to the organism Otto alone; we are
really ascribing these thoughts to Otto-the-organism-plus-other-organisms.⁴

If this is what the combination of our sociality and the extended mind hy-
pothesis implies, then the intuitive threat to autonomy should be clear. Autono-
my is self-rule.Whatever else this involves, it presupposes some robust notion of
a self that controls its life (perhaps as sketched in the previous section). For this
idea to make sense, we must be able to distinguish one self from other selves and
other sources of control over a life. Whatever sources of threat there are to au-
tonomy, heteronomy is chief among them. But social versions of the extended
mind hypothesis seem to blur the metaphysical distinctions between selves by
loosening the functional distinctions between my mind and others’ minds. If
the distinction between self and other goes, with it goes the distinction between
self-rule and other-rule.

So much for the apparent threat. How seriously should we take the idea that
the combination of our psychological sociality and the extended mind hypothe-
sis undermines autonomy by undermining the distinction between selves? There
is much that might be said here. I shall argue that the inference from socially
dependent psychological phenomena to socially extended selves is unduly
hasty even for those broadly sympathetic to the extended mind hypothesis.
The reasons are that there is more than one wide form that psychological hy-
potheses can take, and that these forms are not equally challenging to the robust
psychological division between selves.

The debate over EMH concerns (at least in part) just what to make of the un-
deniable and multifaceted contextual dependence of much cognition. Otto’s
notebook is a hypothetical example of such dependence, and one to which I
shall return for expository purposes, but it is worth keeping in mind the empiri-

 Clark and Chalmers present brainstorming, interpersonal relationships marked by particularly
deep dependency, and the general use of language as social manifestations of active externalism
(1998: 11–2, 18–9). They briefly consider and welcome the idea that selves might be extended
beyond bodies into the world without addressing the implications of social extension.
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cal research pointed to earlier for real world examples. Individualists contend
that the best explanation of systematic relationships between organisms and
cognitive resources located outside of the organism’s body will be one which lo-
cates cognition proper within the physical bounds of the organism and treats en-
vironmental resources as constitutively distinct sources of input. Such an expla-
nation takes the individual organism as the locus of attribution of psychological
states.⁵ Externalists deny that the cognitive resource in question must only be
such a source of input. However, this denial can come in diverse forms.

The crucial issue concerns what I shall call, for lack of a better term, the
‘starting point’ of psychological hypotheses. This issue is about relations be-
tween ideas, but it is useful to consider it by focusing on the psychological his-
tory of hypotheses. Rarely, if ever, are hypotheses sui generis. Instead they are
conditioned by a background of ideas. These ideas are of various sorts: some
are widely shared, some idiosyncratic, some long-standing, some new (and so
on, I suspect). They also play various roles in thought. Some will be assumed,
barely more than inchoate, whereas others are explicitly thought of in precise de-
tail. Likewise, hypotheses themselves stand in various relations to such concep-
tual backgrounds. Some will be explicitly deduced from prior ideas whereas oth-
ers will be impressionistically suggested. Imagination and luck are surely as
important to science as dully grinding rigour.⁶ For present purposes, the point
to emphasize is that both general and particular parts of this particular back-
ground provide the starting points for hypotheses. They do this, again, in various
ways, but two related ones are by making certain features of situations salient,
thereby relegating others to the background, and by leading researchers to ask
particular questions rather than others.With an eye on one thing rather than an-
other, or with this question but not that one in mind, explanations can be de-
vised, tested, improved or rejected, and so on. For instance, we should expect
hard-nosed atheist materialists and believers in supernatural phenomena such
as gods and souls to ask different questions and to suggest different explanations
when faced with the same unusual occurrence (e.g., an earthquake, or a mass
murder). There are various ways in which we might speak of these differences
(the people have different outlooks, assumptions, conceptual backgrounds;
they take different things for granted; they are conditioned by different concepts;
they inhabit different worldviews; and more). I mean to catch all of this in the
shorthand of ‘starting points’.

 If our ontology follows our best explanations, then the ontological lesson of successfully de-
fended individualism would be that minds are individualistically realized. Likewise, the ontolog-
ical lesson of externalism would be that at least some mental processes are widely realized.
 J.D. Trout makes much of contingency for the progress of science (2016).
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An important but only half-digested lesson of decades of debate over various
versions of psychological externalism is that we can frame psychological hy-
potheses from either an individualistic or an externalist starting point even if
we are defending and developing the extended mind hypothesis. Much of the lit-
erature on externalism exhibits what I have elsewhere called ‘shallow’ external-
ism (Sneddon 2008, 2011): individualistic hypotheses are taken as a starting
point and reframed in an externalist fashion. This requires that psychological
states be attributed to individuals as a starting point; these states are then de-
scribed and explained as spread between the individual and worldly resources
on the basis of systematic relations between the individual and these resources.
We can contrast shallow externalist hypotheses with ‘deep’ ones. Deep external-
ist hypotheses start with the systematic relations between the individual and the
relevant worldly resources and ascribe psychological states to individual agents
as required for participation in this system. I describe hypotheses with this form
as ‘deep’ with regard to their externalism because they put the wide phenomen-
on first. The description and explanation of the workings of individual minds fol-
lows from this starting point. The possibility of wide psychological systems is put
at the foundation of this sort of hypothesis. By contrast, shallow externalist hy-
potheses are shallow because they have individually ascribed cognitive states at
their foundation; the wide phenomena come afterwards and less fundamentally.

Let’s scrutinize what might be said about Otto in the light of these distinc-
tions. Otto stands in a systematic relationship with his notebook. What is the
best explanation of the nature of the cognitive processes by which Otto uses
the notebook? In particular, should we think that Otto has a belief about the ad-
dress of the Museum of Modern Art in virtue of his use of his notebook? Here are
three accounts:

A) Narrow Hypothesis: Otto does not have a belief about the Museum’s address prior to
his use of his notebook, nor one that includes the notebook as a constituent. After he
consults the notebook he has a bodily-bounded belief about the museum.

B) WideShallow Hypothesis: Otto has a widely realized belief about the Museum’s address.
The belief is constituted by both Otto and his notebook, so it is not bodily-bounded.

C) WideDeep Hypothesis: Otto and his notebook constitute a system. Otto has (at least)
bodily bounded beliefs about the location (e.g., in virtue of perception) and content
(e.g., in virtue of beliefs about the notebook itself, some of which are second order
beliefs about, e.g., the Museum) of his notebook that give him access to widely real-
ized information about the Museum’s address via his systematic use of and reliance on
his notebook. Otto does not have any first order beliefs about the Museum’s address,
either narrow or wide.

Hypothesis (B), the shallow externalist option, is in essence a reinterpretation of
(A), the narrow option. They both start with Otto as a locus of attribution of psy-
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chological states which are cast as respectively narrow and wide. Imagine re-
searchers whose starting point for the explanation of behavior is the attribution
of cognitive capacities to individuals. They observe Otto and ask such questions
as ‘What is Otto (the individual) doing?’ ‘What capacities are needed for this?’
The individualistic researchers answer these questions in one way, the external-
ist ones in another, but they are asking essentially the same questions. By con-
trast, (C) starts with the systematic relationship between Otto and the notebook
and attributes psychological states to Otto as needed to make use of the note-
book. Imagine researchers here asking such questions as ‘Are there systems
here? If so, how is Otto engaged in these systems? What capacities are needed
for this engagement?’ This is a deeply externalist option because its starting
point is not an individual but a system that includes an individual as a part
but that is not limited to that individual.

In this case, there is good reason to prefer (B) to (C) [and to (A), but the im-
portant contrast for my purposes is between the wide hypotheses]. The reasons
are those that Clark and Chalmers offer (1998: 12–6). However, in principle there
can be cases better explained by deeply wide hypotheses than by shallow ones.
To see this, here is another toy case. Marilyn and Susan are chatting and strolling
around their university campus when they encounter some robots that they have
never seen before. Some of the robots are red, some are green. There are many
more green robots than red ones. They are all digging in an open field. They
change location occasionally, stopping then restarting their digging. After watch-
ing for a while, Marilyn and Susan realize that the red robots are always the first
to move and that the green ones follow shortly afterwards, making comparable
adjustments in their location.

Marilyn and Susan start to discuss hypotheses about how the robots work.
All of the robots clearly have the same moving and digging equipment, but
they seem to differ in other ways. Marilyn suggests that they are digging for
something specific. She thinks that the red ones must be equipped with two
sorts of devices, one for detecting the intended target and the other for transmit-
ting location information to the green ones. The green ones, she argues, have re-
ceivers: once they receive location information from the red robots, they adjust
their location and recommence digging.

Susan agrees that the red robots must have a device for detecting whatever
they are digging for, but she disagrees about the hypothesis about the transmit-
ters and receivers. She doesn’t see why the red robots must have special devices
for sending out messages. Instead, she thinks that the green robots have a way of
directly utilizing the information that the detection devices realize. It is as if the
green robots read the minds of the red ones; the red ones don’t have to send out
messages for this to happen. Susan thinks that this might be done indirectly, via
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the formation of representations of the substance’s location by inferences that
the green robots make based on the red robot’s behavior. However, she favors
a hypothesis that involves more direct mind-reading: she imagines that the
green robots have something akin to a psychological x-ray that allows them to
access the representations inside the red robots without the red robots having
a mechanism for sending this information to them.

As Marilyn and Susan chat about the robots, they are overheard by Gabrielle.
Gabrielle interrupts the conversation and introduces herself: she is one of the de-
signers of the robots, so she can settle Marilyn and Susan’s dispute. As it happens,
neither of them is quite right. The red robots do have a detection device for the
targeted substance. This device is very expensive to make, so the engineers wanted
to minimize the number that they had to construct. The red robots do not have
transmitters, but the green robots don’t read the detection device directly either.
In fact, the green robots do not have representations of the location of the target
substance at all. Instead, the green robots have very cheap mechanisms for mim-
icking the movements of the red robots, along with some software that keeps them
a practical distance apart. At first the engineers expected that this arrangement
might work and that it would save them a little money, but that it would be sec-
ond-best to having a full squad of the red ‘detector’ robots. But once they tried out
the robots, they were pleasantly surprised by how successful this setup was. Con-
sequently, they added many more of the cheap green ‘mimic-bots’, resulting in the
coordinated behavior observed by Marilyn and Susan.

Marilyn and Susan share the same starting point with regard to the formu-
lation of psychological hypotheses. They both focus on individuals and the attri-
bution of capacities to them. Marilyn’s hypothesis is an individualistic one. She
posits representations of the location of the substance within the red robots due
to their detection devices and within the green robots due to the transmission of
this information from the red robots to the green ones. Susan’s hypothesis is a
shallowly wide one. Besides the red robots’ narrowly realized representations
of the location of the substance due to the detection device, she supposes that
the green robots have widely realized representations of this substance. The
wide realization is constituted by the information inside the red robots and
the ‘mind’ reading capacities of the green robots that give them access to the lo-
cation information.

The truth as revealed by Gabrielle is different, so neither the narrow hypoth-
esis nor the shallowly wide one is correct. Instead, a deeply wide hypothesis is
needed to get at the truth. Put otherwise, a starting point that oriented researchers
toward inter-individual systems rather than to the individuals independently of
systematic interaction raises the right sort of questions for identifying the actual
mechanisms responsible for the robot behavior. The green robots’ behavior is pro-
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duced due to the information about the location of the substance that the red ro-
bots have, but the green robots do not re-produce or directly access this informa-
tion themselves. Instead, they participate in a wide system that allows this infor-
mation to inform their behavior. That this is reasonably seen as widely systematic
information processing is bolstered by the fact that the capacities and activities of
the robots are responsible for the proliferation of particular kinds of capacities
through the robot population. Specifically, the success of the green mimic-bots
at finding the targeted substance is the reason that the engineers made so
many of them. All that the green robots need in order to participate in this system
and to have their behavior directed by information about the location of the target
substance is the ability to mimic the movements of the red robots. This ability is
individualistically located. Functionally, the green mimic-robots participate in a
wide information-processing system in virtue of physically bounded cognitive ca-
pacities. Likewise, the cognitive capacities of the red robots are also individualisti-
cally located. The wide information-processing system is instantiated by the green
and red robots entirely in virtue of bodily-bounded capacities.

The robot case is offered as a model for a certain sort of psychological hy-
pothesis that can be devised to explain real-world behavior.⁷ Suspicions about
extended cognition in principle need not only be developed from otherwise in-
dividualistic starting points; the starting point for wide hypothesis formation
can itself be wide. With regard to self-rule in particular, the important thing to
see about this toy case is that it combines wide cognitive systems with a robust
sense of individually located cognition. Because of this it offers a way of pursu-
ing the ideas that motivate EMH while preserving a functionally robust notion of
selves.Wherever deeply wide hypotheses fit us,we find the combination of exter-
nalism and a meaningful model of a self.

Two complications are worth noting in passing. First, real-world bio-minds
such as our own do not have minded engineers.We are the products of the mind-
less design processes of natural selection. Hence when framing and evaluating
real psychological hypotheses, our reasons for thinking that we find systematic
mind-world integration will differ from those found in this toy case. This is a
point of detail, not a deep disanalogy. Particularly important will be phenomena
characterized by individual-resource coupling, especially between individuals,
that is responsible for the persistence and even proliferation of a behavior
(just as in the robot case: the engineers reproduce and spread the green robots
through the robot population due to the behavioral success born of their mimicry

 And, on the assumption that ontology follows explanation, as a model for understanding the
constitution of real-world minds.
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of the red robots).⁸ Second, and more importantly, there is no reason for human
minds not to be explicable in terms of both shallow and deep externalist hypoth-
eses. The plurality of cognitive mechanisms that we exhibit invites a deeply di-
verse array of explanation, some wide, some narrow, some deeply wide and
some only narrowly so.

Let’s return to humans. The lesson is this: when we are impressed by the en-
vironmental dependence of human cognition, including its social aspects, we
have (at least) two choices.We can attempt to explain this through reinterpreta-
tion of individualistic understanding of our minds, or we can prioritize the wide
phenomena. The first route threatens autonomy by spreading minds between
people and thereby extinguishing boundaries between self and others. The sec-
ond route preserves a psychologically rich notion of individual agents—of selves
—while allowing for extended cognitive processes. This in turn defuses the sup-
posed threat to autonomy posed by the extended mind hypothesis, as this threat
turned on a worry that EMH made problematic the distinction between oneself
and other minds. Whether deeply wide hypotheses are indeed true of us is an
empirical matter. Nevertheless, the mere conceptual possibility of extended cog-
nition should not be thought to be a particular threat to human autonomy.

The ruminations about narrow and wide hypotheses have been aimed at a
worry about EMH and the ‘self ’ component of self-rule. However, as wide and
narrow hypotheses about particular sorts of cognition are formed, tested, re-
fined, retested, and so on, there is reason to expect lessons about the ‘rule’ com-
ponent as well.⁹ Generally, once people start to frame new sorts of hypotheses,

 See Sneddon (2011: 17–23), for discussion of (hypothetical) avian cognition and natural selec-
tion as a model for wide systematic human-human cognitive processing.
 Consider a very ordinary example of the forms which extended cognition might take. One of
the most obvious ways in which we gain access to other people’s minds is by talking to them.
Conversation facilitates access to and critical thought about our own thoughts, such as the
choices we make. People famously seek out others to talk through tricky decisions in their
own lives. Why? There are various things that can be happening here. One is that conversation
makes our ideas and options public for the attention of all, including ourselves. A second is that
communication requires the relatively clear formulation of ideas, often going beyond what we do
for ourselves alone. A third is that we gain the perspective of another person, or of multiple peo-
ple, on ourselves and our options when we talk about ourselves. A fourth is that reasoning ac-
tually takes place in the back-and-forth manipulation of ideas that constitutes a conversation.

The kinds of processes that such conversations enact might well realize one’s autonomy.
For example, in talking we might give our first order motivations a symbolic formulation that
we had not given them before. Working over these public symbols can lead to new higher
order motivations, thereby shaping both what we desire and what we eventually do. Since con-
versation is interpersonal, this way of realizing our autonomy requires other people. In their ab-
sence, our possession and exercise of the capacities constitutive of self-rule would degrade. Still,
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they tend to have new sorts of thought. This means that they notice things that
they hadn’t seen before and think of what had seemed familiar in novel ways.
Rather little work in psychology has been done in an explicitly externalistic
vein (still, it’s more common than when I started thinking about these issues).
Here is a speculative wager: the mechanisms for social conformity that Milgram
infamously studied and about which social psychologists have had much to say
will turn out to have surprising effects for our autonomy. I mean this in a positive
sense, not (just) a deleterious one.

Second, and relatedly, once we start to think about wide cognitive systems,
we gain the possibility of seeing and exploiting novel wide cognitive opportuni-
ties. Even further, we get the possibility of designing them for ourselves. To the
extent that we can devise novel ways of, and even systems for, relying on each
other, we can, in principle, facilitate self-rule widely. After all, there is no reason
to think that our capacities for self-rule are only either fixed or subject to threat.
The perspective of the extended mind hypothesis surely offers promise at least as
much as it does despair.
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José V. Hernández-Conde

Articulating Context-Dependence:
Ad Hoc Cognition in the Prototype Theory
of Concepts

Abstract: Recently, Casasanto and Lupyan (2015) have proposed an appealing
and daring thesis: there are no context-independent concepts—that is, all con-
cepts are ad hoc concepts. They argue that the seeming stability of concepts is
merely due to commonalities across their different instantiations but that, in
fact, there is nothing invariant in them. In their view, concepts only exist
when they are instantiated for categorizing, communicating, drawing inferences,
etc., and those instantiations are produced on the fly from a set of contextual
cues. However, the main weakness of Casasanto and Lupyan’s framework is
that it lacks a proposal for articulating it within a theory on the structure of con-
cepts. My aim is to show that the ad hoc cognition framework can be character-
ized by means of a prototype theory of concepts developed in terms of a concep-
tual similarity space.

1 Concepts and Context-Dependence

Concepts play a key role in cognitive processes such as categorization, inference,
learning, memory, decision making, problem solving, etc., being commonly iden-
tified with bodies of knowledge about the members of a given category. The tra-
ditional view identifies concepts with cores of knowledge stable across individ-
uals and time (invariantism) (Machery 2009), which explains both the
accumulation of knowledge by individuals and the ability to communicate
with other subjects. Other views argue that many concepts are context-depend-
ent construals created on the fly (contextualism) (Barsalou 1993; Sperber and
Wilson 1995; Carston 2002; Prinz 2002; Malt 2010), which explains our adaptive
behavior to changing environments.

In the contextualist approach Casasanto and Lupyan (2015) have proposed the
thesis that all concepts depend on context—or, in other words, that all concepts
are ad hoc concepts. They convincingly argue that it is necessary to abandon
the idea that concepts have stable or default cores accessed by people when
they instantiate those concepts. In their view, evidence of this would be the impos-
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sibility to draw a boundary between the core—that is, a set of stable and context-
independent properties accessed by subjects whenever they instantiate a concept
—and the periphery of a concept. Incidentally, that was precisely what Wittgen-
stein (1953: § 66–100) showed in his discussion of family resemblance: it is not
possible to identify a common property—or set of properties—for all the things
we call “game”; or, in other words, there is nothing invariant in concepts.

As a matter of fact, Casasanto and Lupyan maintain that, given that the sub-
ject’s cognitive state is a part of the context, and considering that the brain is
continuously changing, this would entail that concepts are inherently variable.
If Casasanto and Lupyan are right, then concepts would only exist when they
are instantiated for categorizing, communicating, drawing inferences, etc., and
those instantiations would be produced on the fly from a set of contextual cues.

However, after asserting that concepts are not something we have in the mind,
but something we do with the mind (Casasanto & Lupyan 2015: 246), Casasanto
and Lupyan focus their work on the instantiation of concepts, leaving aside
the issue of what cognitive structures can ground those instantiations. Neverthe-
less, in order to accept the ad hoc cognition framework, a characterization of the
cognitive structures supporting the instantiation of concepts is demanded. The
rest of this work is devoted to the issue of how Casasanto and Lupyan’s approach
might be articulated within a theory on the structure of concepts, paying special
attention to the question of how the context-dependence of every instantiated
concept may be put in place. I will try to show that ad hoc cognition can be con-
ceived in terms of a prototype theory of concepts built over a geometrical simi-
larity space.

2 Prototype Theory and Ad Hoc Cognition

According to the prototype theory, concepts are prototypes, that is, representa-
tions whose structure encodes information about the properties that their mem-
bers tend to have. Howbeit, there are distinct ways in which the prototype theory
can be articulated (Smith & Medin 1981):
(a) Featural models: an object O is classified under a concept C if it possesses a

sufficient number of the properties associated to C.
(b) Dimensional models: an object O is classified under a concept C if it possess-

es to some degree a sufficient number of those properties.

In both cases an object O will be categorized or not under a particular concept C
in function of the similarity between O and the prototype of C, which will be de-
termined by virtue of their shared properties. If, in the case of dimensional mod-
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els, the objects and the prototypes of concepts are represented in a geometrical
space whose dimensions are the constitutive properties of the relevant concepts
—for the considered context—, then that would be what is known as a similarity
space theory of concepts.

2.1 Similarity space theories of concepts

A similarity space theory of concepts can be described by the next fundamental
thesis (Gauker 2007): the mind is a representational hyperspace within which (a)
dimensions represent ways in which objects can differ, (b) points represent ob-
jects, (c) regions represent concepts, and (d) distances are inversely proportional
to similarities—between objects or concepts. In consequence, an object O will be-
long to a concept C if and only if its values in every dimension of that similarity
space produce an n-tuple that lies inside the region associated with C.

For instance, Figure 1 shows a conceptual similarity space constituted by n
dimensions di, where the concepts A and B are represented by the regions CA and
CB. The points pj represent distinct objects, three of which (p1 to p3) are catego-
rized under the concept A, while the other four (p4 to p7) under the concept B.
The similarity between two objects—p3 and p7, for example—would be inversely
proportional to the distance between them (D3,7).

The prototypes of concepts would result from a process of maximization of
similarities (or, alternatively, minimization of distances) between the evaluated
objects, and the tentative prototypes. The set of final prototypes will be the
one that maximizes intra-group similarity and minimizes inter-group similarity.

Figure 1: Illustrative example of a conceptual similarity space.
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Thence, the prototype of a concept arises as the generalization of the properties
of the objects chosen as tentative members of its associated category.

Lastly, the shape and boundaries of the conceptual regions may be the result
of a Voronoi tessellation of the conceptual hyperspace, whose input were the
prototypes of the set of relevant concepts (see Figure 2).

2.2 The Distinction between Prototypes and Conceptual
Regions

Advocates of similarity spaces sometimes identify concepts with prototypes or
conceptual regions indistinctly, as Gärdenfors does with his definition of (natu-
ral) concept in terms of a set of conceptual regions:

Criterion C: A natural concept is represented as a set of regions in a number
of domains together with an assignment of salience weights to the domains and
information about how the regions in different domains are correlated. (Gärden-
fors 2000: 105)

Here my point is that regions and prototypes are very different things, and
that concepts must be identified with the prototypes—and not with the regions.
Indeed there are significant reasons that support these statements:
− What results from the generalization of a set of tentative examples of a given

category is a prototype, not a region. Conceptual regions only arise from the

Figure 2: Boundaries of the conceptual regions resulting from the tessellation of a Euclidean
conceptual hyperspace, by means of a maximization process following the principles of the
prototype theory of concepts. The final prototypes are represented by four black dots with
coordinates (1.5,1), (1.8,2.7), (2,1.5) and (3,1). The boundaries of the conceptual regions are
represented by means of grey dotted lines.
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evaluation of the distances between all the points of the conceptual hyper-
space, and the prototypes of the relevant concepts.

− The application of conceptual regions in categorization tasks is both unneces-
sary and inefficient: (A) It is unnecessary because in order to categorize an ob-
ject only the locations of the relevant prototypes are needed. (B) It is inefficient
—both in terms of memory and/or processing—because it compels either to
store the concept associated to every point, or to store all the boundaries
and determine the region within which the considered object is situated.

Therefore, it is an error to attribute to the conceptual regions a persistent and
strong ontological sense. (Their function is merely explicative, because it is eas-
ier to say that ‘an object O falls within the region associated to a concept C’, than
to say that ‘the distance between O and the prototype associated to C is less than
the distance between O and the prototype of any other concept distinct to C (and
relevant for that context)’.

In consequence, the information stored by our cognitive system about con-
cepts would be the locations of their prototypes, and not their associated regions
and/or boundaries.

2.3 A model for ad hoc cognition

Now let us see how the instantiation of a concept within a similarity space theory
could take place. Remember that in this kind of theories similarity is inversely pro-
portional to the distances between objects and/or the prototypes of concepts.
Thence, the Minkowski distance between two concepts (and/or objects) A and B, lo-
cated within an n-dimensional space, would be given by the following expression:

d"A"B! % !n
i%1

wi X
$A#
i & X$B#

i

$$ $$p# "1!p

where, Xi
[Y] represents the value of the i-th dimension of the object or concept Y;

wi represents the weight assigned to the contribution of the i-th dimension; and
the value of the parameter p determines the kind of metric (e.g., if p=1 the metric
is city-block or Manhattan; if p=2 the metric is Euclidean).

The expression above applies to the standard Minkowski distance. However,
those distances might be weighted differently according to various criteria. For
instance, the weight could be a function of the number of examples on which
a given concept is based. In such a case, the distance-of-comparison
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dCk "O" PCk ! between an object O and a concept Ck, may be expressed under a mul-
tiplicatively weighted scheme (Okabe et al. 1992: 119–134):

dCk "O" PCk
! % ukd"O"PCk

!
where, uk represents the weight assigned to the distances from Ck.

In consequence, the categorization of an object O under a particular concept
is the result of a cognitive process that (1) evaluates the distances from O to the
prototypes of all the relevant concepts—within the considered context—, and (2)
classifies O under the closest concept—and thus most similar to O.

Inasmuch as distances—and similarities—are a function of the parameters p,
wi and uk, and given that the categorization of an object depends on which the
relevant concepts are, there would be at least four context-dependent factors
that can influence the instantiation of every concept in a characterization of
the ad hoc cognition framework like this:
− the instantiated concepts (see Figure 3),
− the kind of metric—parameter p—(see Figure 4),
− the importance of dimensions—weights wi—(see Figure 5), and
− the significance of concepts—weights uk—(see Figure 6).

Thence, each new instantiation of a concept in a particular context would be dif-
ferent, given that the relevant concepts, the kind of metric, and the importance
of dimensions and concepts will vary from context to context.

In consequence, a prototype theory of concepts (conceived in terms of a geo-
metrical similarity space) can provide a successful account of Casasanto and
Lupyan’s main thesis, that is, that all concepts are ad hoc concepts—or, in
other words, that the instantiation of every concept depends on the context in
which such an instantiation happens.

3 Life Cycle of a Concept

Hitherto, two distinct notions of concept have been tacitly used in the previous
sections. Now I will clearly distinguish those two different notions of concept,
which may be identified with two distinct stages in the life cycle of a concept.
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3.1 Concepts as storage

The first notion of concept would be associated with the information stored with-
in our cognitive system regarding a given category. From here on I will refer to
them as stored concepts or concepts as storage.

In the case of my proposal, that is, a prototype theory of concepts built over
a geometric similarity space, the only information that needs to be registered by
our cognitive system is the location of the prototype associated to each concept.
Such locations are the only thing required to instantiate a concept within a par-
ticular context—that is to say, to determine the distances and similarities be-
tween that concept and any other object or concept. Therefore, stored concepts

Figure 3: Example of contextual dependence of concepts due to the set of relevant instantiated
concepts, for a categorization process of citruses where abscissas may be identified with color,
and ordinates with a mixture of texture and shape. a Default context with prototypes of the
concepts LEMON, ORANGE, GRAPEFRUIT and LIME located—respectively—in the coordinates
(2,1.5), (0.5,0.75), (0.5,1.75) y (3.5,1.75). b Context where the concept LIME is not relevant. c
Context where the third relevant concept was not GRAPEFRUIT, but the concept TANGERINE,
located in (0.75,2.25). d Context where the relevant concepts were LEMON, PAINTED-LEMON,
PLASTIC-LEMON and WOODEN-LEMON, the last three located in (2,0.25), (1,1.6) y (2.2,2.75)—
respectively.
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are the information persistently registered by our minds about the location of
their prototypes.

Additionally, stored concepts provide the continuity needed to accumulate
new information over time about a given category (e.g., when, as a result of sub-
sequent executions of the learning processes, new properties are added to the
previously stored location of its prototype). The advantage of this is that, from
a radical contextualist approach, it is possible to explain a typically invariantist
ability—to wit, the accumulation of new knowledge by individuals.

However, and although the stored concept is the starting point for any in-
stantiation of a concept—which may take place in cognitive processes such as
categorization—, the stored concept cannot determine the output of those proc-
esses by itself, because additional contextual factors are involved in them. Re-
member that the instantiation of a concept requires the calculation of distances
/ similarities between the evaluated object and the prototypes of all the context-
relevant concepts, and that that computation depends on the kind of metric, the
importance of dimensions, and the significance of the considered concepts.

Figure 4: Example of contextual dependence of concepts due to the kind of metric, for a
categorization process of citruses with the same set of relevant concepts located—respectively—
in the coordinates (2,1.5), (0.5,0.75), (0.5,1.75) y (3.5,1.75). a Context with Euclidean metric
(p=2). b Context with city-block/Manhattan metric (p=1). c Context with higher-order metric
(p=3). d Context with optimal metric for integral dimensions (Handel and Imai 1972) (p=1.7).
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3.2 Concepts as instantiation

As said above, the mere information stored about a concept does not explain
how that concept is used in tasks such as categorizations, inferences, etc. The
reason is that what is involved in those cognitive processes is not the stored con-
cept, but the instantiation of that information—instantiated concept or concept as
instantiation—which will depend on the context. The instantiated concepts can
be identified with the ad hoc concepts proposed by Casasanto and Lupyan,
that is, they might play the role attributed to concepts by a radical contextualist
approach.

However, the idea of instantiated concept is more slippery than the notion of
stored concept. This is so because stored concepts can be thought to be persis-
tently backed by a certain structure, either informational—record system, neural

Figure 5: Example of contextual dependence of concepts due to the weight of dimensions, for a
categorization process of citruses with Euclidean metric, based on color (abscissas) and a
mixture of texture and shape (ordinates). a Default context with equally weighted dimensions
[weights (1,1)]. b Context where color had twice the weight of texture and shape [weights (2,1)]. c
Context where the mixture of texture and shape had twice the weight of color [weights (1,2)]. d
Context where the mixture of texture and shape had thrice the weight of color [weights (1,3)].
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network, etc.—or physical—potential level, electrochemical gradient, etc.—, but
an identification like this is not possible for the instantiated concepts.

The reason for this is that the instantiated concept is produced on the fly de-
pending on the subject’s context, every time a concept is considered relevant for
a categorization process. Therefore, concepts as instantiations exist only as a re-
sult of cognitive processes associated with categorizations, inferences, etc., in
spite of which they are responsible for the external manifestation of those con-
cepts (in fact, the result of those processes is the only sort of empirical evidence
we have about what we call ‘concepts’). Hence, the instantiated concepts are not
something that exist; conversely, they are something that happen at the end of
that kind of cognitive processes.

Figure 6: Example of contextual dependence of concepts due to the different significance of the
relevant concepts, for a categorization process of citruses. a Default context with equally
weighted concepts [weights (1,1,1,1)]. b Context with concepts weighted by their relative fre-
quency [weights (1.1,1.2,1,1)]. c Context for a worker in a production line of lime nets [weights
(1.3,1,1,1.5)]. d Context for a child who had been exposed to very few examples of grapefruits
and limes [weights (2.5,2.5,1,1)].
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3.3 Two stages in the life cycle of a concept

Finally, my view is that storage and instantiation are not distinct notions of con-
cept resulting from alternative theories about what concepts are, but different
stages within the life cycle of a concept. In the first place, when a concept C
is acquired our cognitive system stores certain information about it. Under a sim-
ilarity space theory of concepts, that information (or stored concept) would be
the location of the prototype associated with C, which is registered in a stable
and persistent way until new perceptual information triggers a revision of that
concept. At a later time, when C is used as a tentative concept for the categori-
zation of an object under a particular concept, part of the information stored
about C is read from memory, together with information stored about other con-
cepts relevant in that particular context and other context-dependent factors.
This last kind of cognitive processes gives rise to the so-called instantiated con-
cepts, which are absolutely dependent on the actual context and that, due to it,
cannot exist before all the contextual factors are determined from that context—
that is to say, instantiated concepts only exist at the end of the processes of cat-
egorization, inference, etc. that instantiate them.

Obviously, this sort of life cycle of a concept is not linear but circular, be-
cause: (i) part of the information stored about concepts is used in order to instan-
tiate them, thus the instantiated concepts depend on the stored concepts; and (ii)
the categorizations of objects resulting from different instantiations of a concept
will be used by subsequent executions of the acquisition processes, which leads
to the modification of the existing concepts.

4 Conclusion

In this work I have tried to show that Casasanto and Lupyan’s ad hoc cognition
framework can be characterized by means of a prototype theory of concepts de-
veloped in terms of a geometrical similarity space. My proposal is compatible
with Casasanto and Lupyan’s thesis that there are no context-independent con-
cepts, and—in the pages above—I have identified four possible sources of contex-
tual dependence: relevant concepts, kind of metric, importance of dimensions,
and weights of concepts.

Additionally, two different notions of concept have been distinguished, asso-
ciated with two distinct stages of their life cycle: (a) concepts as storage, or infor-
mation persistently stored by the mind about concepts, and stable between dif-
ferent executions of the concept-acquisition processes; and (b) concepts as
instantiations, or the ones responsible for the external manifestation of con-
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cepts—such as categorizations and inferences—, which only exist when they are
instantiated in those cognitive processes.

The major advantage of this approach is that it brings together virtues both
from the contextualist and invariantist approaches. First, it articulates a contex-
tualist framework compatible with the evidence against the existence of defini-
tions (or conceptual cores), and thus able to provide an account of our adaptive
abilities to changing environments. Secondly, stored concepts are stable enough
to explain how new information on them is collected.
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Markus Kneer

Success and Knowledge in Action: Saving
Anscombe’s Account of Intentionality

Abstract: According to Anscombe, acting intentionally entails knowledge in ac-
tion. This thesis has been near-universally rejected due to a well-known counter-
example by Davidson: a man intending to make ten legible carbon copies might
not believe with confidence, and hence not know, that he will succeed. If he
does, however, his action surely counts as intentional. Damaging as it seems,
an even more powerful objection can be levelled against Anscombe: while act-
ing, there is as yet no fact of the matter as to whether the agent will succeed.
Since his belief that he will is not yet true while his action is in progress, he can-
not possibly know that he is indeed bringing about the intended goal. Knowl-
edge in action is not only unnecessary for intentional action, it seems, but–at
least as regards success-bound types of action–impossible to attain in the first
place.

In this paper I argue that traditional strategies to counter these objections
are unsatisfactory and propose a new account of knowledge in action which
has two core features: (i) It invokes an externalist conception of justification
which not only meets Davidson’s challenge, but also casts doubts on the tacit
internalist premise on which his example relies. (ii) Drawing on recent work
about future contingents by John MacFarlane, the proposed account conceives
of claims to knowledge in action as assessment-sensitive so as to overcome
the factivity objection. From a retrospective point of evaluation, previous claims
about future events and actions can not only be deemed as having been true, but
also as having been known.

1 Knowledge in Action

In order to count as acting intentionally, Anscombe (1963) claims, an agent must
know what he is doing. More precisely, my φ-ing intentionally entails knowing
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that I’m φ-ing; it is a necessary (though not sufficient) condition for intentional
action. If, for instance, I am asked why I’m tapping my foot and respond that I
wasn’t aware of it, I do not count as having done so intentionally.

Despite its intuitive plausibility, the entailment thesis is near-universally re-
jected—primarily due to Davidson’s well-known carbon copier counterexample.
There is, however, an even more damaging objection that can be levelled against
Anscombe, an objection which does not only question whether knowledge is a
necessary condition for intentional action, but whether it is so much as possible.
In the following, I will briefly outline Anscombe’s theory of action in very broad
strokes, introduce the objections and assess traditional strategies of defending
the entailment thesis. Since the prospects of the latter are dim, I will sketch a
new account of knowledge in action, which, I hope, can put these worries to
rest. The resulting epistemology of action is less the fruit of Anscombe exegesis
than an independent attempt to make sense of the entailment thesis. It is consis-
tent with many of the rather idiosyncratic features of Anscombe’s philosophy of
action, yet relies on them as little as possible. As such, it is intended to appeal to
both Anscombians and her critics alike.

1.1 Textbook Anscombe

The ‘knowledge a man has when acting intentionally’, Anscombe argues, is spe-
cial in various respects. It is ‘knowledge without observation’, i.e. not based on
perception or inference, and as such groundless.¹ “In opening the window,” An-
scombe writes, “I do not pause and think to myself: ‘Let me see, what are my
movements bringing about? The opening of a window.’” (1963: 51). To help intu-
ition along, knowledge without observation is frequently compared to bodily
awareness. Just as I know the position of my limbs without having to look, I
do not have to observe my bodily actions in order to come to know what it is
that I’m doing. The similarities between the two types of knowledge are limited
though. As regards action, observational evidence cannot reveal what I am
doing, since a particular episode of bodily behavior could count as any number
of actions. When I’m tapping my foot, what is given through observation from a
third-person perspective cannot settle whether I am communicating in codes
with the tenant below, following the rhythm of the music or am engaged in

 For recent discussion of Anscombe’s theory of action, see Moran (2004) and Setiya (2007). For
knowledge without observation in particular, see Pickard (2004) as well as the survey of the lit-
erature by Schwenkler (2012).
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yet another action (cf. Anscombe 1963: 11). In order to be φ-ing intentionally, I
have to conceive of my behavior under a particular description, that is, as
φ‐ing.² Importantly, what is known without observation is not merely what I
am taking myself to do, or what I am trying to do, but—as Anscombe insists—
what happens, namely, the event I am bringing about in the external world.

The epistemic attitude entailed by intentional action is thus distinctive in
three respects: (i) its content, as the agent has to know what she is doing, and
what is happening, under a particular description definitive of the action; (ii)
its source, as the knowledge one has in acting intentionally is not derived
from observation and finally (iii) the character of the epistemic attitude, which
is rather demanding. It does not suffice to believe, or to believe justifiedly,
that I am engaged in a particular action. According to Anscombe, nothing
short of knowledge in the full-blown sense will do.³

Features (i) and (ii)—content and source—have given rise to considerable
controversy. Regarding the third feature—the knowledge criterion—general opin-
ion is more uniform: Although it is commonly accepted that intentional action is
accompanied by some sort of psychological attitude, the claim that the latter
amounts to an agent’s knowledge, i.e. (at the very least) a true, justified, belief
of what she is doing, has triggered widespread criticism. Such an account
faces two principal problems. One concerns true belief, the other concerns belief
as such (or, as I will argue, justified belief).

1.2 The Factivity Problem

Let’s begin with truth. In φ-ing, I have no guarantee whatsoever that I will reach
my goal.When attempting to swim across the Channel, for instance, I cannot be
sure of success. I might well believe that I am swimming across the Channel, or I
might know that I am attempting to swim across the Channel. But since there is,
so far, no fact of the matter about whether or not I will succeed, the belief that I
am indeed swimming across the Channel—that I am ‘doing what happens’—can-
not yet be true. Hence, there is no possible way for such a belief to amount to
knowledge. In stubbornly calling this attitude knowledge, non-observational or

 “[T]o say that a man knows he is doing X is to give a description of what he is doing under
which he knows it” (1963: 12).
 As is well known, there’s a fourth feature: the ‘practical’, rather than ‘speculative’ nature of
knowledge in action, in virtue of which what is known in action is ‘the cause of what it under-
stands’. I will turn to this peculiar characteristic as soon as it becomes relevant.
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not, we would have to ‘jump to conclusions’ (Paul 2009) or take an epistemic
‘leap of faith’ (Langton 2004).⁴

In the literature, the fundamental nature of the factivity problem is not suf-
ficiently appreciated and frequently glossed over.⁵ For instance, those arguing
against non-observational knowledge frequently end up with a ‘two-factor ap-
proach’ (a ‘mad account’ according to Anscombe): the agent knows what he in-
tends non-observationally, yet his knowledge that he is in fact bringing about the
intended event is based on perception.⁶ Since there is not yet a fact as to whether
the agent will indeed succeed in bringing about his goal while the action is still
in progress, however, perception is an inadequate source of knowledge to solve
the problem. The core problem concerns the absence of an object of knowledge
rather than the appropriate mode to apprehend it.⁷

1.3 The Doxastic Problem

The second problem is that φ-ing intentionally might not even entail believing
that one is φ-ing, as Davidson’s famous carbon copier example (1978: 91–92)
demonstrates. A man is attempting to make ten legible copies by pressing his
pen hard on a stack of blank sheets interspersed with carbon paper. All the
while, he is deeply sceptical of his success. As such, he does not believe that

 Langton’s primary target is not Anscombe’s account, but Velleman’s, which is even more de-
manding epistemically.Whereas Anscombe makes knowledge in action a necessary requirement
for intentional action, Velleman (1989) identifies intention as such with a particular type of
knowledge (wishful, self-fulfilling true belief).
 A notable exception is Grice, who gives an early statement of the problem. His focus lies with
future-directed intentions (‘I intend to A’), but translates to as yet uncompleted actions (‘I will
indeed succeed in doing A’):

A man who expresses an intention to do A (who says ‘I intend to do A’) is involved in a factual
commitment; he is logically committed to subscribing, with this or that degree of firmness, to
a factual statement to the effect that he will do A. [. . . ] The standard source of entitlement to
make such a factual statement is not available for this case, since the ordinary concept of in-
tention is such that if one intends to do A, one is logically debarred from relying on evidence
that one will in fact do A. No alternative source, however, of a different, non-evidential kind,
for the entitlement to say ‘I shall in fact do A’ seems to be forthcoming

(1972: 8).
 Cf. Adams & Mele (1989) and Falvey (2000) for discussion.
 This is not to say that the epistemic reach of non-observational knowledge should not be scru-
tinized. It might prove inadequate for reasons independent of factivity. We should be careful,
however, not to level the factivity problem against non-observational knowledge qua non-obser-
vational knowledge, as is not uncommon.
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he will indeed produce all the ten copies he needs. If he succeeds, however, it
would be astonishing to deem his action non-intentional. But if φ-ing intention-
ally does not entail that the agent believes that he is φ-ing, it will certainly not
entail that he knows he is φ-ing. Let’s call this the ‘doxastic problem’ for knowl-
edge in action. Given that knowledge in action seems neither necessary (the dox-
astic problem) nor even so much as possible (the factivity problem), Anscombe’s
account might sound completely implausible.

In the next section, I will briefly survey three attempts to defend Anscombe’s
proposal, all deemed insufficient for one reason or another. Thereafter, I’ll argue
against the two objections just raised. The goal is not to defend Anscombe’s com-
prehensive action theory in word and letter, but rather to show that the plausi-
bility of the entailment thesis is not as easily dispelled as is frequently assumed.
I will thus largely refrain from a cumbersome exegesis of Anscombe, yet occa-
sionally point out how the suggested account squares with the more general pic-
ture proposed in Intention (1963).

2 Defending the Knowledge Criterion

2.1 Reduction in Scope

There are different types of strategies to defend some variation of the knowledge
criterion. One might, for instance, attempt to reduce its scope by imposing re-
strictions on what it is that needs to be known by the agent. Even in the carbon
copier example, there is something the agent knows about his actions and, it
might be argued, it is in virtue of that knowledge that the action counts as inten-
tional. As Davidson himself acknowledges, when acting intentionally, what the
agent does is “known to him under some description” (1971: 50). The carbon cop-
ier, we might hold, certainly knows that he intends to make ten copies (Donnel-
lan 1963), or that he is trying to make ten copies (O’Shaughnessy 2003).

Some authors deem such a change in the object of knowledge inappropriate.
They propose to stick to the object of knowledge envisioned by Anscombe,which
does not consist in the agent’s intending or his trying to do something, but his
very doing and that which happens. The complications are to be accommodated
by opting for a less demanding epistemic attitude, that is to say, belief rather
than knowledge. Yet others hold that the only way to defend some form of the
knowledge criterion is to opt both for a different epistemic attitude and a
more modest object of knowledge. Setiya (2007), for instance, does precisely
that. He proposes that the agent must act in the belief of doing particular things
such as, in Davidson’s example, pressing hard on the paper, with the end of mak-
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ing ten copies. On this account, it suffices that the agent believes, rather than
knows, that he is engaging in some of the actions constitutive of bringing
about his more general goal. Such strategies are, as I attempt to show below, un-
satisfactory because they concede too much.

2.2 Action Descriptions in Progressive Aspect

A more promising path to pursue is the appeal to the ‘broadness’ of the progres-
sive of action verbs.⁸ Action descriptions involving atelic verbs in progressive
form (‘is swimming’, ‘is walking’ etc.) do not have a success condition built in
and thus impose limited epistemic demands. While swimming, I can know at
any point in the course of doing so that what I am taking myself to do is—hard-
core scepticism aside—in fact happening. No epistemic leaps of faith required. In
the case of atelic action verbs, the truth of a description in the progressive tense
licenses the truth of its description in the past tense: if I am swimming, it will be
the case that I swam or that I have been swimming. For telic action verbs—verbs
with a success condition built into their semantics—that is not necessarily the
case: if I am trying to swim across the Channel, and turn around after a few
strokes, it will not be true that I have crossed the Channel or that I was crossing
the Channel.While trying to cross the Channel, it is simply impossible for me to
know that I am indeed getting to the other side since any such fact has not yet
been established.

The flexibility introduced by the progressive tense, however, is not limited to
atelic action descriptions. It extends to a considerable class of telic actions—we
might call them ‘weakly telic’—even if the stipulated goal rests unfulfilled. For
instance, one might count as crossing the street though one never makes it to
the other side.⁹ Actual completion is not essential—nothing stands in the way
of granting the agent knowledge of her actions, just as in the case of atelic action
descriptions. However, in many cases (call them ‘strongly telic’) the completion
of the goal stipulated by the action verb is essential for the action to be consid-
ered as taking place or for the event to happen. I don’t count as crossing the

 Cf. Anscombe (1963: 39), developed in Falvey (2000). Further discussion in Thompson (2008,
Ch. 8), Paul (2009), Haddock (2011) and Schwenkler (2012).
 Hence Anscombe’s insistence that “a man can be doing something which he nevertheless
does not do” (1963: 39). The interesting though somewhat murky distinction between weakly
and strongly telic actions extends to the past progressive tense. Whereas it sounds infelicitous
to say ‘Mary was crossing the Channel’ if she returned ashore after a few strokes, there’s nothing
wrong with saying that Frank ‘was crossing the street’ if he turns back or gets run over.
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Channel if I give up after a few strokes, as finishing my soup or killing a fly if I
don’t, or as walking towards the library if the distance between it and me is not
decreasing.¹⁰ But if strongly telic actions are success-bound, how can I know that
I am indeed doing what I intend to do? The appeal to the broadness of the pro-
gressive tense is not effective here to overcome the factivity problem. As such, it
can only serve as a partial defence of the entailment thesis.

2.3 Practical Knowledge

The third strategy to defend the knowledge criterion takes its cue from yet anoth-
er peculiarity Anscombe has in stock when it comes to knowledge in action.
Such knowledge, she proposes, is not like ordinary, “speculative” knowledge,
i.e. passive or “receptive,” in so far as it aims to fit the facts or is “derived
from the objects known.” Rather, it is “practical” in nature and, as such, “the
cause of what it understands” (Anscombe 1963: 87). If I happen to be mistaken
as to what I’m doing, “the mistake here is one of performance, not of judgement”
(5, 56, 57, 87–89). The precise nature of practical knowledge remains one of the
more elusive chapters of Anscombe’s theory of action. Strategically, this way to
save the entailment thesis should nonetheless already be obvious: it consists in
cashing in maximally on the resources provided by practical knowledge so as to
help overcome the factivity problem. However, the more such practical knowl-
edge is moulded into a type of epistemic state that does not constitutively aim
at representing the facts, the less it deserves its name and the more bewildering
the resulting picture of intentional action.¹¹

This point can be made in somewhat more detail. Let’s have a look at An-
scombe’s discussion of the difference between speculative (or ‘contemplative’)
and practical knowledge:

Can it be that there is something that modern philosophy has blankly misunderstood:
namely what ancient and medieval philosophers meant by practical knowledge? Certainly
in modern philosophy we have an incorrigibly contemplative conception of knowledge.

 Last example by Haddock (2011). Here the strongly telic aspect seems to be imposed not by
the verb but by the preposition. Interestingly, there is not only a general success condition at
work in this type of action description, but a stipulated manner of how the result is to be brought
about. Though rather different from standard strongly telic actions, they pose a similar problem
for the entailment thesis.
 For a discussion of Anscombe on practical knowledge, cf. Velleman (1989), Moran (2004),
Setiya (2007, 2008, 2009), McDowell (2011), Haddock (2011), Thompson (2011) and Schwenkler
(2011).
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Knowledge must be something that is judged as such by being in accordance with the facts.
The facts, reality, are prior, and dictate what is to be said, if it is knowledge. And this is the
explanation of the utter darkness in which we found ourselves. For if there are two knowl-
edges—one by observation, the other in intention—then it looks as if there must be two ob-
jects of knowledge; but if one says the objects are the same, one looks hopelessly for the
different mode of contemplative knowledge in acting, as if there were a very queer and spe-
cial sort of seeing eye in the middle of the acting (1963, 57).¹²

Here’s one way to interpret this passage: the contemplative conception of knowl-
edge seems unsuited for knowing what one is doing, since “facts, reality, are
prior, and dictate what is to be said”—and presumably also what can be
known. The factivity of contemplative knowledge would require “a very queer
and special sort of seeing eye in the middle of the acting”—an eye that antici-
pates what will come to pass, an eye that jumps to conclusions. Introducing a
second type of knowledge of a practical nature seems to bring an extra compli-
cation into the picture: if there are two types of knowledge, should there not be
two different objects of knowledge as well? Practical knowledge, we might think,
captures what I am (or take myself to be) doing, contemplative knowledge what
happens. But multiplying the objects of knowledge would be a mistake, as An-
scombe vigorously argues in various places. If things work out, the action and
the event are one and the same thing—‘I do what happens’. In virtue of being
defined by the same description, they must constitute a single object of knowl-
edge.¹³ Sticking with a single object of knowledge, however, does not prove the
futility of a second kind of knowledge: a single object of knowledge might be ap-
proached via different modes of knowledge, a ball can be known to be spherical
through touch or vision. Hence the question whether ‘modern philosophy’, with

 As so often happens in Intention, various strands of the discussion are run together. From
this passage it seems that the dichotomy between observational and non-observational knowl-
edge maps onto the one between speculative and practical knowledge. This is of course not the
case. A priori knowledge, such as mathematical knowledge, is clearly responsive to facts in or-
dinary ways without drawing on observational input.
 Here’s a characteristic passage: “The difficulty however is this: What can opening the win-
dow be except making such-and-such movements with such-and-such a result? And in that case
what can knowing one is opening the window be except knowing that that is taking place? Now
if there are two ways of knowing here, one of which I call knowledge of one’s intentional action
and the other of which I call knowledge by observation of what takes place, then must there not
be two objects of knowledge? How can one speak of two different knowledges of exactly the
same thing? It is not that there are two descriptions of the same thing, both of which are
known, as when one knows that something is red and that it is coloured; no, here the descrip-
tion, opening the window, is identical, whether it is known by observation or by its being one’s
intentional action” (1963: 51).
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its preference for a contemplative conception of knowledge is not up a blind
alley and should rather approach the same object of knowledge via a different
epistemic mode. What epistemic mode? Practical knowledge. And practical
knowledge, to repeat, is not “derived from the objects known”, but the “cause
of what it understands”.

One might reject Anscombe’s account of practical knowledge outright as
“causally perverse and epistemically mysterious” (Velleman 1989: 103). As re-
gards the alleged causality, however, we could follow Moran’s suggestion and
treat practical knowledge as the formal rather than the efficient cause of what
it understands. In virtue of the operative description which defines my doings
as a particular action, practical knowledge specifies intensionally, rather than
causes extensionally what it understands. Anscombe’s slogan “concerns the for-
mal or constitutive role of the description embedded in one’s practical knowl-
edge making it the case that this description counts as a description of the per-
son’s intentional action. If the agent didn’t know this happening under this
description, then as so specified, it would not be ‘what he is intentionally
doing’” (Moran 2004: 54, italics in the original).

Though the charge of causal perversity might thus be averted, its potentially
non-factive nature remains a mystery—a mystery that is captured well, yet not
resolved, by Anscombe herself:

If then my knowledge is independent of what actually happens, how can it be knowledge of
what does happen? Someone might say that it was a funny sort of knowledge that was still
knowledge even though what it was knowledge of was not the case! On the other hand The-
ophrastus’ remark holds good: ‘the mistake is in the performance, not in the judgment’
(1963: 82).

Since a non-factive conception of practical knowledge would be a “funny sort of
knowledge” indeed, this strategy to save the entailment thesis might be deemed
heroic, but remains implausible from the outset. Theophrastus’ dictum does little
to dispel the worries.

Let’s briefly take stock. On the one hand, not knowing I was φ-ing is an ex-
cellent explanation of my not φ-ing intentionally (subconscious conundrum
aside). On the other hand, it is difficult to explain how it is even so much as pos-
sible to know that I am actually φ-ing while φ-ing, at least as long as we refuse
to make do with atelic actions only, water down knowledge to knowledge of try-
ing or mere belief and shy away from an utterly implausible, non-factive concep-
tion of ‘practical’ knowledge. But the knowledge criterion can be defended, I
think, without making any concessions. In the following, I’ll attempt to show
how.
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3 Knowledge Proper and the Factivity Problem

Intentional action, conceived as entailing knowledge of what one is doing, we
have said, gives rise to two fundamental problems. Firstly, as Davidson has ar-
gued, in acting intentionally, one might not need to hold a corresponding belief,
let alone know what one is doing. Secondly, it would be reassuring if we could
leave epistemology proper in place, i.e. agree that “[k]nowledge must be some-
thing that is judged as such by being in accordance with the facts”—but it is not
obvious how this could be so much as possible. Both problems are strongly re-
lated to the success of one’s action: in the former case, what undermines belief is
a low perceived probability as to one’s abilities to succeed. In the latter case,
prior to having successfully completed one’s action, there simply is no fact
that can be known in acting intentionally.

I will argue that neither problem is specific to action theory. The very possi-
bility of knowledge regarding one’s action is a variation of the semantic puzzle of
future contingents, a puzzle that can be solved. Davidson’s counterargument, I
will suggest thereafter, is less a matter of belief than of justification. As such
it raises questions regarding internalist and externalist accounts of epistemic jus-
tification, and thus concerns a complication of epistemology proper rather than
one of action theory narrowly conceived. Whereas the general debate between
internalists and externalists has not given rise to a consensus after decades of
argument, externalism, I’ll suggest, could well carry the day as regards knowl-
edge in action.

3.1 Assessment-sensitivity of Future Contingents

Let’s begin with the factivity problem. On an indeterminist view, the future
course of affairs is a contingent, rather than a settled, or necessary, matter. At
every moment in time, there is a variety of genuine possibilities as to what
world will be actual in the future. Along which branch the world will develop
as the future unfolds is more than just epistemically indeterminate, it is meta-
physically indeterminate as there is as yet no fact of the matter.

Indeterminism gives rise to a semantic paradox regarding utterances of fu-
ture contingents. Take the following example:

(1) Frank: “It will be sunny tomorrow.”
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At Frank’s context of utterance, whether it will be sunny the next day is still in-
determinate. Accordingly, the proposition¹⁴ expressed by (1) must be judged as
neither true nor false. Call this, following MacFarlane, the indeterminacy intu-
ition. The next day, let’s assume, the sun is shining. In retrospect, we are inclined
to hold that what Frank said was true. That is, we deem the proposition ex-
pressed by Frank’s utterance as true at his context of utterance. Call this the de-
terminacy intuition. Problematically, orthodox semantics cannot accommodate
these conflicting intuitions.

In Kaplanian semantics¹⁵ a context is a potential occasion of utterance for a
sentence S which plays a twofold role. On the one hand, it determines the seman-
tic values for the indexical expressions of the sentence. In Kaplan’s terms, the
context and the character of the sentence (or sentence type) jointly deliver the
content expressed. Though your utterance ‘I am cold’ and mine have the same
character, they express different contents because the context provides different
individuals as the semantic value of the indexical ‘I’. On the other hand, the con-
text determines the circumstances of evaluation. That is, it specifies under which
set of parameters (a world, a time, potentially a location, a standard of precision
etc.) the truth or falsity of the content should be evaluated. If on Monday,
drenched to the bones, I utter ‘It’s raining’ and claim the same the next day in
bright sunshine, the difference in truth value is accounted for by the fact that
my different contexts of utterance specify different time parameters and hence
different circumstances of evaluation. In the first case, the circumstance of eval-
uation is the actual world on Monday, in the second it’s the actual world on
Tuesday. Though identical in content, my utterance on Monday is true, but my
utterance on Tuesday is false. Importantly, whether or not my utterance was
true yesterday depends on the context of utterance, not the context of assess-
ment—there is no such thing on this view. On Tuesday, yesterday’s claim that
it was raining remains true, because the time parameter in the circumstances
of evaluation provided by the circumstance of utterance is Monday. The only
context that affects the circumstances of evaluation is the context of utterance,
so there cannot be any truth value switching which might explain our contradic-
tory intuitions regarding future contingents.

 This section draws heavily on the work of John MacFarlane. His original statement of the par-
adox was phrased in terms of utterances (MacFarlane 2003), but neither the puzzle nor its sol-
ution resist formulation in terms of uttered propositions (MacFarlane 2008, 2014). For a critical
discussion cf., for instance, Cappelen & Hawthorne (2009) and the contributions to Around the
Tree (Correia & Iacona 2012).
 Cf. Kaplan (1979, 1989).
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A standard way to make sense of the indeterminacy intuition is to seek re-
course to supervaluationism, a semantics that besides ‘true’ and ‘false’ introdu-
ces a third value, ‘indeterminate’ (or ‘neither true nor false’). According to Tho-
mason (1970), for instance, an utterance is true or false simpliciter if true or false
in all possible worlds and otherwise indeterminate. Frank’s claim ‘It will be
sunny tomorrow’ is evaluated as neither true nor false, and even though the
next day the sun happens to be shining, it is still not true in all possible worlds,
therefore this evaluation won’t change. Though indeterminacy is accounted for,
our retrospective determinacy intuition is not.

MacFarlane’s solution¹⁶ to the puzzle is to expand the roles contexts can
play: besides the context of utterance, we also have to take the context of assess-
ment into account. Presume that on Monday (t1) there is a genuine possibility for
it to rain the next day (t2). This means that the world actual at c1 branches into
sunny worlds (w1) and rainy worlds (w2, w3), as illustrated in Figure 1. Which of
these worlds will turn out actual is, on Monday, still not settled. The context of
Frank’s utterance, c1, specifies a circumstance of evaluation comprising of the
world of utterance (up to then w@=w1=w2=w3) and the current time t1. At that cir-
cumstance, Frank’s claim ‘It will be sunny tomorrow’ is indeterminate. Once the
future has unfolded and w1, a sunny world, has turned out actual, (1)—as uttered
at c1 (w1=w2=w3, t1) and assessed from c2 (w1, t2)— is true.

According to the supervaluationist picture, retrospective evaluation of (1)
takes into account all worlds overlapping at the context of utterance c1, that
is, w1, w2 and w3. In virtue of not being true at all these worlds, (1) is, and re-
mains, indeterminate. On MacFarlane’s view, the retrospective evaluation of (1)
focuses on only some of the worlds overlapping at the context of utterance,
namely those which also branch through the context of assessment. If it turns
out that the latter is c2, (1) was true as uttered at c1 and assessed from c2; if it
turns out that the context of assessment is c3 (w3, t2), (1) was false as uttered
at c1 and assessed from c3. Both the intuition of prospective indeterminacy and
retrospective determinacy are borne out.

 I am simplifying considerably.What matter for our purposes is the basic idea. For details re-
garding the semantic framework, see MacFarlane (2014).
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Figure 1: Context-sensitivity in an indeterministic universe.

3.2 Assessment-sensitivity of Knowledge Attributions

The curiosity regarding the truth of a proposition uttered or entertained extends,
I think, to the attribution of knowledge of propositions entertained. Conceive of
knowledge as a justified, true belief, and assume that Frank’s belief that it will
be sunny tomorrow is well justified. In an indeterministic universe, Frank cannot
know today that it will be sunny tomorrow, because his belief is not true yet—
rain tomorrow is a genuine metaphysical possibility. In retrospect, however, if
Frank was right and had good reasons for his belief, it is perfectly felicitous to
say that Frank knew it would be sunny today.With hindsight, not only the alethic
assessment becomes more determinate (a truth-indeterminate proposition gets a
determinate truth value) but also the assessment of the subject’s epistemic state
(a truth-indeterminate justified belief becomes a true justified belief, i.e. knowl-
edge, or a justified false belief). At a context of assessment which equals the con-
text at which Frank entertains his belief, his epistemic state is one of justified
belief. Once the future has unfolded and w1, a sunny world, has turned out ac-
tual, claim (1), as entertained at c1 (w1=w2=w3, t1) and assessed from c2 (w1, t2), will
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be true and so Frank will count has having held a true, justified belief—that is,
he will count as having known that it would be sunny the next day.¹⁷

The fact that knowledge attributions are context-sensitive is not news.¹⁸ For
instance, in standard scenarios, John might count as knowing that his car is in
his driveway, if that’s where he left it. If someone voices the possibility that it
might have been stolen, however, John will likely concede that he doesn’t
know. The revision is less a matter of correcting a mistaken claim to knowledge,
than one of adapting to a different, more demanding standard of knowledge.
John will not only acknowledge that he now doesn’t know, but also that he
didn’t previously know the whereabouts of his car before the standards were
raised. To make sense of this retraction, we have to evaluate John’s claim not ac-
cording to the (low) epistemic standards of the context of utterance but accord-
ing to the (higher) standards of the context of assessment. The context-sensitivity
at play in such cases, however, is importantly different from the one developed
above. What explains the variation in knowledge attributions when it comes to
different epistemic standards are variations in justification. According to ordinary
standards, John’s belief that his car is in the driveway is justified. Judged by a
different—higher—set of standards, it might not be, and the belief will thus
not count as knowledge. What explains the variation in knowledge attribution
in the previous paragraph, by contrast, regards not justification but the truth
of the subject’s belief. Though the context-sensitivity thus affects different con-
stituents of knowledge (truth v. justification), they manifest the same basic rela-
tivist logic: knowledge ascriptions, it seems, are sensitive not only to contexts of
entertainment/utterance but to the context of assessment in several ways.¹⁹

 Attacking the premise of an open future does not weaken the argument, but makes it, if any-
thing, stronger. In that case knowledge ascriptions at the context of utterance are no longer
problematic due to metaphysical and epistemic indeterminism, but only due to the latter: In a
deterministic universe, the future course of events is settled and beliefs about it are either
true or false. Naturally, on certain accounts of justification we might still be loath to call such
beliefs knowledge before the future has materialized. From a suitable context of assessment,
however, future contingents can not only be understood as having been true (obviously so,
due to determinism), but—if well justified—as having been known.
 See, for instance, MacFarlane (2005), who covers context-sensitivity regarding standards of
precision. The example discussed in the main text is his.
 The application of assessment-sensitivity to epistemic expressions has become a fertile field
of research recently. Besides the mentioned standards of precision, epistemic modals can also be
seen as sensitive to contexts of assessment (cf. Egan, Hawthorne & Weatherson 2005; Egan 2007;
Stephenson 2007, MacFarlane 2011). The linguistic intuitions inspiring such accounts, however,
are not uncontroversial (cf. Hawthorne 2007, Von Fintel & Gillies 2007, 2008; Yalcin 2011; Braun
2012; Kneer 2015, 2020). Still, one can safely accept the assessment-sensitivity of future contin-
gents—where intuitions are considerably more uniform—without buying into a rampant relativ-
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3.3 Assessment-sensitivity of Knowledge in Action

Utterances and beliefs regarding actions underway are utterances and beliefs re-
garding events in progress. If the latter can be true, and known, at a context of
being in progress when assessed from a context of completion, so can the for-
mer. There is thus nothing mysterious about the “knowledge a man has when
acting intentionally”. From a retrospective context of successful completion,
the agent, if holding a suitably justified belief, can be understood as having
known that she was acting as intended at the context of action in progress.
There is no reason to presume that she is making an epistemic leap of faith,
or jumping to conclusions. This is of course perfectly in line with our ordinary
ways of speaking and acting. Having completed an action successfully while
having had good justification that I would, it’s as natural for me to say that I
knew I was baking a cake or that I knew I was making the boss uncomfortable
as it is to say that I knew there’d be a department meeting today. The opposite
would be deeply counterintuitive: if I can have knowledge regarding future
events, it would be astonishing if I could not have knowledge regarding future
events which I can directly influence and whose progress I can monitor.

Just as the attributions of intentionality and knowledge in action go hand in
hand on this account if the action is successful, the absence of one feature will
coincide with the absence of the other.²⁰ When my action is unsuccessful, my
claim to practical knowledge fails. My belief about my doings, despite being
maybe well justified, turns out false. Since knowledge is factive, I simply cannot
have known. Relatedly, if I unintentionally bring about B, while trying to do A, I
also lack knowledge in action. I thought of myself as bringing about A, not B,
and as long as B is not constitutive of A, I will cite precisely this fact—that I
didn’t know I was doing B—as evidence in favor of the assessment that I did
not do B intentionally.

The account of knowledge in action developed here leaves the fundamental
traits of Anscombe’s picture in place. The relevant type of knowledge is still prac-
tical in Moran’s qualified sense and differs from purely ‘speculative’ knowledge.
My conception or ‘description’ of what I am doing is an essential constituent of
the knowledge I have when acting intentionally. It defines my behavior as a par-
ticular action, and it is in this sense that practical knowledge should be con-

ism regarding epistemic notions in general. Besides, while the solution sketched here is devel-
oped in terms of MacFarlane’s relativist semantics, a similarly strong case could be made by em-
ploying more conventional frameworks such as, for instance, the one developed in Brogaard
(2008).
 I am ignoring counterexamples à la Davidson for the moment, but will turn to them shortly.
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ceived as “the [non-efficient] cause of what it understands”. Knowledge in action
so understood is also in some fundamental way non-observational: I do not
pause and look to see what I’m bringing about. Given the underdetermination
of observational evidence as regards the definition of an action, it’s simply im-
possible to find out. It is in virtue of the very description I have of my doings that
they count as the action in progress, and that description I surely know without
observation.

The question whether I can know what I am doing, and what happens, ex-
clusively in a non-observational fashion remains, of course, highly controversial.
Moran, for instance, argues that practical knowledge in action, despite being in
an important sense non-observational, is nonetheless aided by observation. I do
not want to get entangled in this debate. One brief point, however: the question
of non-observational purity can be rephrased as the question whether we can
only attribute knowledge in action post-hoc, if the agent has made sure by per-
ceptual means that he indeed fulfilled his aim. Prima facie, such a condition
does not seem necessary, in which case the chances for exclusively non-observa-
tional practical knowledge might stand better than frequently assumed.

4 The Doxastic Problem

4.1 Belief and Justification

Davidson’s famous counterexample is frequently reported thus: the carbon cop-
ier, skeptical as to his success of producing ten legible copies, cannot be said to
know that he will make ten copies, because he does in fact not even believe that
he will. This argument, according to which knowledge is a fortiori out of the
question, is rather unconvincing and it is not what Davidson had in mind.²¹ In
clear-cut cases in which an agent lacks the belief that he is φ-ing, his φ-ing
will not be deemed intentional. For instance, if a man scribbles absentmindedly
on a stack of carbon papers (hence lacking the belief that he is) and produces ten
legible copies, there is little doubt that he didn’t make them intentionally. Or, to
take another type of case, presume someone attributes zero probability to his
succeeding in φ-ing, in which case he cannot be said to believe that he is φ-
ing. Pursuing his action nonetheless is much rather a manifestation of irrational

 Things are of course different if we follow Williamson’s (2000) suggestion according to
which the verb ‘to know’ picks out a sui generis mental state that cannot be factored out into
more basic constituents.
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behavior than of intentional action, quite independently of whether the goal is
attained. The entailment thesis is not under pressure from such cases.

Now, beliefs do not have to be held with certainty. If an agent attributes a
low probability to the truth of his belief, it is no less a belief—even though, on
some accounts, it might be deemed unjustified. I may, for instance, cling to
the belief that it will be sunny in London all summer despite being aware that
the probability of that is extremely low. Of course, if it turns out to be sunny
in London all summer, my belief, in virtue of being poorly justified, will not
amount to knowledge. The carbon copier—call him Donald—who considers his
chances of success relatively low, but not inexistent, can thus be conceived as
believing to some degree, but arguably not as knowing, that he is making ten
copies. The doxastic problem, as we called it, does not derive from an absence
of belief, but rather from a lack of epistemic justification for the belief regarding
one’s action.

4.2 Internalist and Externalist Justifications

Let’s take a look at how Davidson phrases his example:

[I]n writing heavily on this page I may be intending to produce ten legible carbon copies. I
do not know, or believe with any confidence, that I am succeeding. But if I am producing
ten legible carbon copies, I am certainly doing it intentionally (Davidson 1978: 2001: 80).²²

The argument thus comes to this:
1. I can φ intentionally without believing with confidence that I’m indeed φ-

ing.
2. Knowing that I’m φ-ing entails believing with confidence that I’m φ-ing.
3. Therefore, I can φ intentionally without knowing that I’m φ-ing.

The crucial premise is of course the tacit one, i.e. (2). What is the philosophical
motivation for such an assumption? The only explanation that comes to mind is
that Davidson implicitly pledges allegiance to (a strong form of) epistemic inter-
nalism. Internalism is the view that one must be aware of, or be able to become
aware of, the grounds that justify one’s belief that p. Differently put, justifiers
must be ‘internal’ to and directly accessible from the subject’s cognitive perspec-
tive. On another account, the subject has to fulfill certain epistemic duties in
order to count as holding a justified belief. Attributing a low subjective probabil-

 For a slightly different formulation, cf. also Davidson (1971, in 2001: 50).
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ity to the belief that one will actually φ can be seen as a defeater to the internal-
ist belief justification. Lacking justification, the belief is no longer a candidate
for knowledge. The man who is skeptical about whether he will succeed in mak-
ing ten legible copies does not hold the belief that he will indeed succeed with
justification and can thus not be considered knowing that he will.

The alternative to epistemic internalism is externalism.²³ Weak externalism
denies that justification should exclusively be conceived as an internal matter,
a strong form denies that justification is ever internalist. According to this
view, the justifiers of a belief need not be accessible to the believer, as they
can be external to her cognitive perspective. What matters instead is (according
to one approach) that the subject’s belief reliably tracks the truth, whether or not
she thinks it does. An unconfident examinee reliably giving the right answer to a
certain question can be seen as knowing, despite the fact that she is unsure and
has no inkling of how she came about the information.

Adapted to knowledge in action, we might similarly consider self-confidence
or subjective probability less important than objective probability, that is, the
agent’s reliable disposition to successfully carry out the intended action. In
this case, the justification of my belief that I’m φ-ing will not be defeated by
my lack of self-confidence; what justifies my belief can be external to (and
hence unimpinged by) my cognitive perspective. According to such a view,
there is no prima facie problem in attributing knowledge to Davidson’s carbon
copier. The man’s reliable disposition to make ten copies (whether or not he
has confidence in himself) is sufficient to justify his belief and thus to warrant
the ascription of knowledge. If, on the other hand, the man’s objective probabil-
ity of success is extremely low, his belief that he will make ten copies should not
count as knowledge.²⁴

4.3 Objective and subjective probability

Let’s bring the proposed view into somewhat sharper focus by aid of an example.
Sitting in front of a stack of 100 sheets interspersed with carbon papers, Mary is

 Chisholm (1966), Bonjour (1985) and Lehrer (2000) are well-known advocates of internalism;
Goldman (1967), Armstrong (1973), Dretske (1971, 1981) and Nozick (1981) are externalists.
 The variations of internalist and externalist approaches to justification are plentiful and the
line between the two types of account can be drawn in very different ways (cf. Kim 1993). The
internalist/externalist dichotomy, developed here in terms of subjective and objective probabil-
ity, is orthogonal to some of the possible distinctions, yet fits the general thrust of several ac-
counts naturally enough.
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trying to make exactly 57 copies—not one more, and not one less. Like Donald,
she deems the probability of success low. If she, to her surprise, succeeds, we
would call this a lucky accident rather than an intentional action. Superficially,
the two scenarios are very similar: In both cases the agents attribute a low prob-
ability of truth to the belief that they are indeed doing what they intend to do.
Due to the perceived marginal chances of success, the beliefs are poorly justi-
fied—neither agent has good grounds to believe they will fulfil their goal. Both
beliefs turn out true. We cannot attribute knowledge to either of the agents,
yet Donald’s action counts as intentional whereas Mary’s as a fluke.Why is that?

The difference between the two cases is, of course, one of objective probabil-
ity of success.²⁵ In Mary’s case, the probability is extremely low, in Donald’s it is
considerably higher. Whether or not an action counts as intentional, it thus
seems, depends less on the subjectively perceived probability of success, and
more on objective probability, i.e. on the actual difficulty of the task for the
agent. This gives us a matrix of four basic cases (Table 1): Let’s start with Donald
and Mary, who are both skeptical about their success (bottom row of the table),
but Donald’s task is conceived as comparatively easy, whereas Mary’s as hard.
Intuitively, if successful, Mary’s action counts as a lucky accident, whereas Do-
nald’s counts as intentional.²⁶ Presume that John also wants to make ten carbon
copies and that Sally also wants to make 57 out of 100 possible ones, but in com-
parison to Donald and Mary they are both confident as to their success (upper
row of the table), i.e. they attribute a high subjective probability to their belief ’s
being true. Table 1 summarizes the different cases for the success condition:

Table 1: Dependence of intentionality and knowledge on objective and subjective probability.

High objective probability Low objective probability

High subjective probability John
Intentional Action
Knowledge

Sally
Lucky Accident
?

Low subjective probability Donald
Intentional Action
?

Mary
Lucky Accident
No Knowledge

 More precisely, what matters is the estimated objective probability of success as perceived
from a perspective external to the subject—the same perspective from which the intentionality
of the action is assessed. It is not the (frequently unknown) actual objective probability of suc-
cess that matters, because the latter is not generally what informs our ascriptions of intention-
ality or our assessment of an agent’s epistemic situation.
 In fact, empirical evidence suggests that intentionality ascriptions might depend only on ob-
jective probability and not on subjective probability. See, for instance, Mele & Cushman (2007).
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Where subjective and objective probability coincide, the assessment is un-
controversial: John’s action is intentional, his belief is both true and justified
(no matter whether we’re internalists or externalists) and hence an instance of
knowledge. Mary, if successful, would be deemed lucky. Due to the low probabil-
ity of success, of which she is well aware, she cannot justifiably claim that she
knew she was indeed making 57 out of 100 copies. Such cases of homogenous
probabilities are consistent with both Anscombe’s and Davidson’s views.

Things get complicated where the two types of probability diverge. To attack
knowledge as a necessary condition for intentional action, Davidsonians argue
that Donald doesn’t have knowledge in action, whereas his action, if successful,
is nonetheless judged intentional. Considering his chances of success low, Don-
ald does not have reasons to take his belief— i.e. that he will indeed make ten
copies—to be well justified. If said belief, unjustified from his perspective,
turns out true, it would, according to this picture, come somewhat as a surprise
to hear him insist that he knew all along that he was making ten copies.

From an external perspective, however, the belief held by Donald with a low
degree of confidence is not unjustified: there is a high enough objective proba-
bility of succeeding in simple tasks such as this one. From such an external per-
spective, Sally’s belief that she will make 57 out of 100 copies, despite being held
with great confidence, on the other hand, does not seem well justified. Hence, on
such an externalist account of justification, Donald can be said to know what
he’s doing, whereas Sally cannot. Differently put, according to such a view, An-
scombe’s entailment thesis faces no obstacle.²⁷

 The general recipe for construing counterexamples to the entailment thesis consists in max-
imizing objective probability by invoking an extremely simple everyday action,while minimizing
subjective probability through imbuing the agent with legitimate doubts as to the success of his
actions. Here’s a well-known scenario, standardly attributed to Bratman:

I’m recovering from paralysis of my right hand. I try to clench my fist, though am sceptical
whether I’ll succeed. If I succeed, I cannot be said to have known I would. However, I have
surely clenched my fist intentionally.

The simplicity of the action guarantees that it is assessed as intentional. The legitimacy of my
doubts prevent us from ascribing knowledge. The trick lies not only in stipulating a strong mis-
match between the two types of probabilities, but in obfuscating the fact that their contrasting
levels should affect each other and hence the attribution of knowledge and intentionality: if I do
have legitimate doubts as to whether I can indeed clench my fist—something that generally
takes months of practice after paralysis—then it is by no means obvious why my unlikely success
should count as intentional. An objective probability of five percent does not make clenching my
fist more intentional than hitting the bull’s eye with bow and arrow, just because the former is
standardly conceived as an easy task and the latter is not. If, on the other hand, I am indeed
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Objective probability captures whether a certain action intended by an agent
reliably comes to pass. As such, it is objective probability, not the agent’s confi-
dence, that determines whether we deem an action intentional or not. It is sug-
gested that the same type of probability also determines whether we are willing
to consider an agent’s belief about his action in progress justified.²⁸ The strong
relation between intentionality and knowledge in action postulated by An-
scombe can thus at least partially be accounted for by the fact that both inten-
tionality and belief justification derive from a common source—objective proba-
bility—and thus give rise to the same necessary condition. If I am able to φ
reliably, and my φ-ing counts as intentional in virtue of that disposition, then
what matters for justifying my belief that I’m φ-ing similarly seems to be whether
I am able to φ reliably, not whether I so consider myself. Correspondingly, my
inability to φ reliably not only undermines my claim that I was φ-ing intention-
ally, but also the justification of my belief that I did.

Davidson’s insistence on confidence, on the other hand, is not easy to make
sense of. What subjective probability tracks, if things go well, is precisely one’s
ability to bring about the intended action, that is, the objective likelihood of suc-
cess. In the overwhelming majority of cases where the tracking works well, it is a
very useful device. When it doesn’t, it seems more appropriate to look to objec-
tive probability itself for justification rather than to its poorly calibrated proxy.
Knowledge in action, misconceived in a way in which said proxy does play
the central justificatory role, is—in line with what Davidson holds—most certain-
ly not a necessary condition for intentional action.

In sum, Davidson’s scenario, despite its clever trading on disjoint subjective
and objective probabilities, does little to cast any doubt on Anscombe’s episte-
mology of action. An externalist account of justification makes the entailment
thesis not only possible, but is also considerably more plausible than an inter-
nalist approach to knowledge in action.

healed and have the usual (or similar) objective chances of clenching my fist, it’s not at all clear
why my pessimist attitude should be of any major epistemic consequence. The action is so sim-
ple that it is hard to believe how anyone with standard chances could not know that they’re
clenching their fist when they are, whether they are confident or not. Needless to say, if we
buy into the logic of these examples, we’ll have to deny all people with a naturally pessimist
or skeptical disposition knowledge of much of what they are doing.
 Preliminary experimental results confirm that ‘folk’ ascriptions of justification and knowl-
edge do in fact correlate with objective probability and do not correlate with subjective proba-
bility (cf. Kneer, in prep.).
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Sean Crawford

De Re Explanation of Action in Context, the
Problem of ‘Near-Contraries’ and Belief
Fragmentation

Abstract: Commonsense psychological explanation of action upon objects seems
to require not only reference to agents’ demonstrative beliefs about the objects
acted upon but also the de re ascription of these demonstrative beliefs. There
is an influential objection, however, to the de re component: since de re ascrip-
tions permit the attribution to agents of inconsistent attitudes about the objects
acted upon, they cannot explain (or predict) agents’ actions upon those objects.
This paper answers the objection by presenting a contextualist theory of de re
action explanation according to which agents’ beliefs about objects are logically
fragmented.

1 De Re Explanation

Ralph is a contestant on a television game show (somewhat like Monty Hall’s
Let’s Make a Deal) in which he is asked to open the door that hides the prize.
There are two doors: a red one and a green one. The green one contains the
prize (a car, say) and the red one nothing (or maybe a goat). Unlucky Ralph
opens the red door. Suppose we want to explain why Ralph did what he did,
opened the door that he did. If we want to explain the occurrence of the
event that is Ralph’s opening the door he did in fact open, that is to say, Ralph’s
actual door-opening behavior on that occasion, we must choose to describe the
event in some way. Observing the scene, we may notice many things about the
event we want to explain: Ralph opened the red door, Ralph opened the door
on his left, he opened the smallest door, the door with the goat behind it, and
so on.We must choose one of the highlighted definite descriptions as the singu-
lar term we shall use to pick out the object Ralph acted upon in our description
of the event to be explained. Suppose we opt to use ‘the red door’ in our explan-
adum statement. A satisfactory explanation will, in turn, obviously need to em-
ploy ‘the red door’ in the explanans statement(s), as opposed to ‘the door on his
left’ or ‘the smallest door’. For it is no explanation for Ralph’s opening the red
door to say he believed the door on his left to contain the prize. So far, so trivial.
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There is, however, a far from trivial further point to make: there is no way to
explain (or predict) Ralph’s opening the door in question without attributing to
him a belief that relates him to the very door he opened. That is to say, a neces-
sary condition for explaining why Ralph did what he did, that is, why he opened
the red door—if that is the description we are using to describe his action—is the
citation of the de re ascription that the red door was believed by Ralph to har-
bour the prize (Tomkow 1992; Crawford 2012). (Similarly, a necessary part of
the explanation for Oedipus’s marrying his mother must be that his mother
was believed by him not to be his mother.) We cannot get by with attributing
to Ralph a belief de dicto, such as that Ralph believed that the red door har-
boured the prize, where ‘the red door’ occurs obliquely and therefore is not
open to the usual extensional operations. For that belief does not explain
Ralph’s opening the red door unless the red door is believed by Ralph to be
the red door. If Ralph is color blind, then it might be the green door that is be-
lieved by him to be the red door, and hence, to hide the prize. In that case, al-
though Ralph thinks to himself the red door hides the prize, he thinks this of the
green door, and so he will actually open the green door—and win the prize.

Though examples of mistakes and unsuccessful actions owing to false beliefs
make the need for de re ascriptions especially vivid, it is, au fond, the de re ascrip-
tion, whether explicit or implicit, that carries the load in any explanation of what
an agent did or prediction of what an agent will do, whether unsuccessful or suc-
cessful. Indeed, in cases where an agent does succeed in doing what he is trying to
do, it will be a de re ascription that explains why he succeeded (Brandom 1994:
523–24). It is the fact that the red door is indeed the door that is believed by
Ralph to be the red door that explains why he succeeded in opening it.

2 De Re Explanation Elaborated

In an important though unduly neglected paper, Adam Morton has pointed out
that “If we explain actions by appealing to general principles, then we must
quantify into psychological contexts to state these principles” (Morton 1975:,
7).¹ His example involves a character Donald explaining his being physically at-
tacked by Leo, by saying that Leo thought he (Donald) had insulted Leo and that

 A similar claim is made by Peacocke (1981) though somewhat below the surface. The idea was
first brought to my attention by Terry Tomkow in graduate seminars at Dalhousie University and
in unpublished work (Tomkow 1992) to which I am much indebted.
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Leo attacks anyone whom he believes to have insulted him. The ‘psychological
principle’ at work here, which involves quantifying in, appears to be:

(PQI) ∀x(Leo believes that x has insulted him → Leo attacks x)

This principle about Leo, combined with the de re ascription that it is Donald
whom Leo believes to have insulted him, explains Leo’s attacking Donald (in
the manner of fitting a Hempelian covering-law model of explanation). A couple
of comments about (PQI) and its kin are in order.

First of all, for well-known reasons emphasized by Perry (1993), following the
work of Castañeda (1999), it is necessary that the expression referring to Leo in the
de dicto content clause of the antecedent of the conditional (i.e., ‘him’) be taken as
indicating the way Leo thinks of himself. For the force of the generalization is lost
if we merely take Leo to believe x to have insulted, say, Leo—for Leo may not re-
alize that his name is ‘Leo’ and thus that it is he who has been insulted; indeed,
due to severe amnesia and sensory deprivation he may not know any uniquely dis-
tinguishing features of himself expressible without the use of ‘I’ or ‘me’. Presum-
ably, on an occasion of being insulted, Leo thinks to himself “He has insulted me”
or “I have been insulted by him” and it is these so-called ‘indexical thoughts’ that
are essential to his becoming offended and to his attacking his insulter. I shall take
this to be implicit in what follows.

Second, Morton describes the principle underwriting the explanation of
Leo’s behavior as one that involves quantifying into a psychological context
and it is of course controversial whether such quantification is legitimate. We
can avoid controversy here by making use of Quine’s (1956) classic proposal
about how to make logical sense of quantifications into psychological contexts
that resist the substitutivity of identity by paraphrasing the (allegedly) trouble-
some constructions—e.g., ‘Leo believes that Donald has insulted him’—into
ones in which the subject of the psychological verb phrase following ‘that’ is
taken out of the scope of the opacity-inducing operator leaving the predicate be-
hind to remain within its scope—e.g., ‘Donald is believed by Leo to have insulted
him’. Such de re paraphrases are straightforwardly quantifiable—‘∃x(x is be-
lieved by Leo to have insulted him)’—and permit substitution of co-referring ex-
pressions, precisely because the replacement of the singular term (‘Donald’) by a
variable bound by a quantifier no longer involves quantifying into the scope of
‘believes’.²

 For further discussion of Quine’s account, according to which quantification and substitution
go hand-in-hand, see Crawford (2008) esp. p 78n5.
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We can, then, reformulate (PQI) along the following lines:

(P1) ∀x(x is believed by Leo to have insulted him → x is attacked by Leo).

in which there is no quantification into the scope of ‘believes’. The moral to be
drawn is not, then, exactly as Morton describes it in the above quotation. Rather,
it is that if we appeal to general psychological principles in our psychological
explanations, then these principles will involve quantifying over the material ob-
jects that the psychological attitude verbs (such as ‘believes’) and action verbs
(such as ‘attacks’) are directed toward. That is, in the psychological explanations
the universally quantified psychological principles will be instantiated by ordi-
nary spatio-temporal particulars, such as people (Donald, for example). In
short, then, the commonsense psychological explanation of a subject’s action
upon an object o often appears to invoke a universally quantified conditional
that is instantiated by o. This nicely fits the covering-law model of explanation:
the psychological principle at work is the law under which the phenomenon to
be explained is subsumed and the de re belief ascription that is the instantiation
of the psychological principle is the statement of initial conditions. From the psy-
chological principle together with the de re ascription we can deduce that the
action to be explained took place (more exact details on this below).

Morton rightly points out, however, that “The ‘anyone’ in [P1] cannot mean
that all instances of ‘If Leo believes that … has insulted Leo, then Leo attacks …’
are true. For Leo believes that people have insulted him who are too remote in
time and place for him to attack” (1975: 6). Nor can it mean that all instances
of the foregoing conditional schema are true in which the blanks are replaced
by a distinguished term ‘D’ of the Kaplanian variety (see Kaplan [1968]) that en-
sures that Leo has a belief about the object in question, for if “D approaches Leo
disguised as a dancing bear [we] don’t want to predict that Leo will punch D on
his furry nose” (Morton 1975: 7). As stated, then, (P1) is much too simple to be
even approximately true. If Leo believes o to have insulted him, he will not
punch o even if o is within striking range unless he also believes o to be within
striking range and puts the two beliefs together. That is, for o to get punched by
Leo, o must be such as to be believed by Leo to be an insulter of him and to be
within punching range. Suppose Leo sees Donald make a rude gesture at him,
and comes to believe Donald to have insulted him, but that Leo is unable to
catch him on the occasion of the insult. The next day Donald is at a costume
party dressed up as a dancing bear and is standing directly in front of Leo talking
to him. Leo certainly believes, of the person who is dressed up as the dancing
bear and talking to him, that is, of Donald, that he is within punching range.
(Perhaps Leo is looking for trouble and wishes that the dancing bear would in-

158 Sean Crawford

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



sult him so that he could have an excuse for punching him.) So, at the very mo-
ment when Donald is talking to Leo, Donald is believed by Leo to have insulted
him and is believed by Leo to be within punching range—yet Leo does not punch
Donald. Why not? Part of the reason is that at that very moment Donald is not
believed by Leo to have insulted him and to be within punching range; indeed,
at that moment no one is believed by Leo to be an insulter within punching
range.³

As a first step toward achieving a psychological generalization that is even
approximately true we need to see the importance of Leo’s knowingly ascribing
the properties of having insulted him and being within punching range to the
same person. In other words, for Donald to get punched by Leo, Leo at least
needs to come to believe Donald to have the complex property of being an insult-
er within punching range—though, as we shall shortly see, this is still insufficient
to get Leo to punch Donald. There are, of course, many ways that Leo can come
to put these two beliefs together or, what amounts to the same thing, many ways
that Donald can come to be believed by Leo to possess the property of being an
insulter within punching range. For example, Leo might see Donald getting out
of his bear costume and recognize him; or someone might tell Leo that the danc-
ing bear talking to him is the guy who insulted him yesterday. However Leo ends
up putting his two beliefs together—or, what amounts to the same thing, howev-
er he comes to attribute to Donald the property of being an insulter within
punching range—this much is needed to get Leo to punch Donald.

It is important to note at this stage that the possibility that Leo can believe,
of Donald, that he is an insulter, and believe, of him, that he is within punching
range and yet not believe, of him—or indeed of anyone—that he is an insulter
within punching range depends on the fact, first noted by Quine (1956), that

(1) Donald is believed by Leo to have insulted him

and

(2) Donald is believed by Leo to be within punching range

do not imply:

(3) Donald is believed by Leo to have insulted him and to be within punching range.

 I am indebted here to Tomkow (1992), who was the first to point out, contrary to popular opin-
ion (see note 11 below) just how useful and indeed essential the presence and absence of con-
junctive de re ascriptions are to the explanation of action and non-action.
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Recall Quine’s famous story about Ralph and Ortcutt. Even though:

(4) Ortcutt is believed by Ralph to be a spy

and

(5) Ortcutt is believed by Ralph not to be a spy

are both true,

(6) Ortcutt is believed by Ralph to be a spy and not to be a spy.

is false. There is a big difference between (6) and

(7) Ortcutt is believed by Ralph to be a spy and is believed by Ralph not to be aspy.

(3) and (4) imply (7) but not (6).⁴
We need not, in any case, rely on examples involving inconsistent beliefs.

For it is clear in Ralph’s case that although

(8) Ortcutt is believed by Ralph to be the man at the beach

and

(9) Ortcutt is believed by Ralph to be the man in the brown hat are both true,

it is not true that

(10) Ortcutt is believed by Ralph to be the man at the beach and the man in the brown hat.

Imagine that someone tells Ralph that the man he saw at the beach is the man
he saw in the brown hat. As Quine tells the story, this should be shocking news
to Ralph. But if (10) is already true because (8) and (9) are true, then it cannot be
news at all to Ralph. Since the details of Quine’s story license (8) and (9) and the
subjunctive that if Ralph were to become apprised of the fact that the sentence

 This is discussed and defended in much greater detail in Crawford (2008).
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(which he understands) ‘The man is the brown hat is the man at the beach’ is
true, then he would learn something new, (10) cannot be true.⁵

Returning to Leo and Donald, it is obvious that (3) is not sufficient to get Leo
to punch Donald. Suppose Arthur tells Leo that the guy who insulted him is
within punching range but teasing him does not tell him which of the many peo-
ple within punching range is the guy who insulted him (the party is very crowd-
ed); he does not, for example, tell him that it is the dancing bear. In this situa-
tion (3) is true but since Leo does not know exactly where the insulter within
punching range is, Donald does not get punched. If, however, Arthur does tell
him that it is the dancing bear within punching range who insulted him, then
is the advent of:

(11) Donald is believed by Leo to be an insulter who is also a dancing bear within punch-
ing range.

sufficient to lead to Leo’s punching Donald? Only given that there is exactly one
dancing bear within punching range, of course. If there is more than one danc-
ing bear within punching range, then Arthur will need to tell Leo exactly which
one is the insulter: perhaps it is the tallest dancing bear or the one to Leo’s right.
If Arthur refuses to tell Leo which bear has insulted him, Leo will have to figure it
out for himself, perhaps by launching a search and removing the bear costumes
one-by-one in order to find his insulter.Which de re ascription is the precise one
needed to explain or predict Leo’s punching Donald obviously depends on the
details of Leo’s situation vis-à-vis Donald, in particular, whether Donald is recog-
nisable by Leo to be his insulter. The general point is simply that the relevant de
re ascription will be one that mentions some characteristic of Donald that ena-
bles Leo to punch him. As Morton notes, “The relevant characteristic will usually
concern the spatial location of the insulter-victim, but need not: any character-
istic which in Leo’s possession will allow him to attack the person having it will
do” (1975: 7–8).

In light of this, we might consider improving upon (P1) by revising it to:

(P2) ∀x∀t(At t, x is believed by Leo to have insulted him* and to be someone who can be
attacked there* and then* → x is attacked by Leo at t).

in which the asterisks are inserted here as reminders that the expressions they
are attached to represent Leo’s egocentric concepts of himself and the spatio-tem-

 Cf. Dummett 1978, 1975 (appendix). The role of sentence acceptance and (dis)quotation prin-
ciples in Quine’s theory of belief is discussed at length in Crawford (2008).
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poral location of x with respect to himself (I shall suppress them in what follows).
Indeed, to punch someone successfully one needs pretty precise information
about the egocentric location and bodily position of one’s victim and when ex-
actly it would be a good time to deliver the blow—just ask Joe Louis. As soon as
Leo realizes that the dancing bear is the insulter, he will be preparing himself for
the punch by deliberating on the delivery: “Okay, I know it’s that damn bear … if
he moves a little to my left and puts his paws down a bit I can get a good right
hook in … there he goes to my left … his paws are down so I can hit him …
now!”—and down goes Donald.

Well—not quite. For as Evans (1982: 132) has made clear, in many cases “in
the absence of an object to anchor our dispositions, we can only make rather
gross discriminations of areas or regions in egocentric space.” Indeed, surely
it was the fact that Louis’s dispositions were anchored on Schmeling himself
that enabled him to knock Schmeling down three times. In other words, in
order for Leo to hit Donald he needs to think of him demonstratively; he
needs to think of him as that man or perhaps as that bear (as indeed I already
portrayed him as thinking in the recent soliloquy). It is when Leo thinks, of Don-
ald, as that bear, that he is an insulter within punching range that Leo hits Don-
ald.

The idea that reference to a demonstrative mode of presentation of an object
plays an essential role in any explanation of action upon that object has been
argued for most persuasively by Peacocke (1981) under the title of the ‘Indispens-
ability Thesis’:

(IT) No set of attitudes gives a satisfactory psychological explanation of a person’s acting
on a given object unless the content of those attitudes includes a demonstrative mode
of presentation of that object (205–206).

Peacocke goes on to give a detailed account of what a demonstrative mode of
presentation (DMOP) is, the thrust of which is that token DMOPs are object-de-
pendent: their existence and identity depends on the existence and identity of
the objects they present, in the sense that if there is no object then there is no
token DMOP and if there is a different object then there is a different token
DMOP.⁶ Peacocke allows that there can be different tokens of the same type of
DMOP; indeed, he explains what a token DMOP is by saying that it is what ob-

 The account is developed further in Sense and Content (1983).
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tains when a type DMOP is ‘indexed’ to an object.⁷ Since it is token DMOPs that
are the constituents of an individual’s thoughts, it is they that are relevant to
considerations of the psychological explanation of an individual’s action, and
therefore will be the focus of attention.

In commenting on the psychological explanation for why a certain person
grasped a certain container, Peacocke says that “Concerning the agent and the
container, the explanandum is the fact that the former grasped the latter. The ex-
planandum is not a propositional attitude, and indeed if we say the explanandum
is that a grasped b, then we must note that the places occupied by ‘a’ and ‘b’ are
transparent. The phrase ‘acting on an object’ in the Indispensability Thesis is
shorthand for any such relational explanandum sentence of the form ‘Rab at
time t’” (Peacocke 1981: 206).

So the explananda that fall under the purview of (IT) are the same as those
that concern de re explanation as adumbrated at the outset (§ 1): namely, the
things agents actually end up doing (whether they wanted to or not), which
we can call doings for short.⁸ With this in mind, consider Peacocke’s example
of the person—we can dub her Roxanne—who wants to go on living and thinks
that she will die unless she immediately consumes the contents of the container
within reach in front of her and so does consume them. According to Peacocke,
the relational fact that constitutes the explanandum can be described by the rela-
tional sentence ‘Roxanne grasped the container’ in which the proper name and
the definite description occur in transparent position. According to (IT), the ex-
planansmust make reference to the fact that Roxanne had a thought to the effect
that ‘that container contains the pill I need to live’; or, if she thinks a thought of
the form ┌the φ contains the pills I need to live┐ for any φ that denotes the con-
tainer, then she must also think a thought of the form ⎡the φ is that container⎤—
both thoughts in which ‘that container’ picks out an object presented to the sub-
ject in a particular way in perception’ (Peacocke 1981: 207; cf. Evans 1982). For
her thinking a thought of the form ⎡the φ contains the pills I need⎤ can only ex-
plain her acting on the container in front of her is she also thinks ⎡the φ is that
container⎤.

Since the explanandum statement is transparent we can use the singular
term ‘the container left by the doctor’ to describe the object acted on by Roxanne.

 So, unlike the object-dependent de re senses of McDowell (1984) and the object-dependent
Ideas of Evans (1982), to which the notion of type does not apply except in so far as it is a col-
lection of object-dependent tokens, types of DMOPs are not object-dependent.
 Doings in this sense contrast with tryings, which are the things agents are trying to do. For
further discussion of the difference between tryings and doings and their respective explana-
tions, see Brandom (1994), ch. 8 and Crawford (2012).
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The explanandum is then just as well described as ‘Roxanne grasped the contain-
er left by the doctor’. Clearly, it is not an adequate explanation of this to say that
Roxanne thought that that container contains the pills I need to live (together
with a statement about Roxanne’s conative attitudes). As Peacocke himself
points out in a later paper, “Quite generally, explanation of a truth by a given
set of states is not preserved by substitution of coextensive predicates in that
truth, not even if we add a statement of the coextensiveness to the original ex-
planation” (1993: 208). What I wish to add to this is that an explanation of a
truth by a given set of states is preserved by substitution of coextensive predi-
cates in that truth so long as the same substitution of coextensive predicates
is made in the ascription of the given explanans set of states. So, for example,
if the transparent explanandum statement is ‘Roxanne grasps that container’,
and the key explanans statement is ‘Roxanne believes that that container con-
tains the pills she needs to live’, then, if we substitute ‘the container left by
the doctor’ for ‘that container’ in the explanandum statement, the explanation
is preserved so long as we make the same substitution in the explanans state-
ment. To be able to do this, however, both explanandum and explanans state-
ments must be transparent, in the sense that the singular term referring to the
object acted upon must occur in a position that is open to substitution of co-re-
ferring singular terms.

On Peacocke’s account of the logical form of an ascription of a thought con-
taining a token DMOP, the position occupied by the singular term referring to the
object that the DMOP is ‘indexed’ to is “transparent and quantifiable” (1981:
190). If this is so, then (IT) allows for a substitution in the explanans statement
that corresponds to any substitution made in the explanandum statement. So,
the explanation of the doing that is described as Roxanne’s grasping the con-
tainer left by the doctor, made fully explicit, is: Roxanne believed, of the contain-
er left by the doctor, as that container (or: under the mode of presentation that
container), that it contained the pills she needs to live. Though Peacocke’s (IT)
clearly allows for the ‘set of attitudes’ in which reference is made to a DMOP
to be ascribed relationally, because of the transparency of the ‘indexing’ posi-
tion, and therefore to explain doings, he does not highlight the all-important
fact that the relationality too is absolutely essential to the explanation. The em-
phasis falls on the fact that reference to DMOPs is needed, which is of course cor-
rect. But if the thesis of the explanatory necessity of de re (or relational) ascrip-
tions is also correct (as set out in § 1), then it is essential that these DMOPs be
ascribed relationally in a de re ascription.

Returning to Leo, I propose that our quest for the generalization that is need-
ed to explain his attacking Donald can end with this following psychological
generalization:
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(P3) ∀x∀t[Bel(Leo, <x>, t, ⎡Insulter-within-attacking-range[y]Person(y)⎤)
→ Attacks(Leo, <x>, t)],

which is rendered in Burge’s (1974, 1977) notation for demonstrative constructions,
where ‘Bel’ stands for ‘believes’. (P3) can be read as saying that: For any object x
and any time t, if, at t, x is believed by Leo to be an insulter within attacking
range, and Leo thinks of x at t as that person, then x is attacked by Leo at t.
The open sentence in the fourth argument place of the antecedent, ⎡Insulter-with-
in-attacking-range[y]Person(y)⎤, which can be rendered in the vernacular as that
person is an insulter within attacking range, makes reference to the fact that Leo
has a perceptual demonstrative mode of presentation of x on the basis of which
he is able to locate x.⁹ The ‘relevant characteristics,’ as Morton calls them, of Don-
ald that allow Leo to attack him are precisely those characteristics that are present-
ed to Leo by a (visual) demonstrative mode of presentation of him.

(P3) is a canonical representation of a philosophical precisification of a com-
monsense principle that is akin to a lawlike causal generalization. (P3) combines
with a de re belief ascription which is its instantiation to explain a doing by subsum-
ing it in the manner of a covering law explanation, in which the de re or relational
belief ascription is the statement of initial conditions, to give us something like:

(P3) ∀x∀t[Bel(Leo, <x>, t, ⎡Insulter-within-attacking-range[y]Person(y)⎤)
→ Attacks(Leo, <x>, t)],
(I) Bel(Leo, <Donald>, t1,

⎡Insulter-within-attacking-range[y]Person(y)⎤)
(E) Attacks(Leo, <Donald>, t1).

This, then, is a paradigm of what a de re explanation, made fully explicit, looks
like. The two essential factors in (I) that enable the explanation to work are: (i)

 The first ‘y’ in square brackets is not an operator binding the second ‘y’, which is free and
represents the demonstrative ‘that’ (or other pronoun). The first ‘y’ marks the scope of the de-
monstrative, indicating in this case that the property of being an insulter within attacking
range is being predicated of that person rather than just of that—i. e., the subject of the predica-
tion is being singled out by a complex demonstrative (demonstrative plus noun phrase), so ‘per-
son’ is not occurring purely predicatively (unlike ‘being an insulter within attacking range’,
which is) but is also serving to secure (or guide) reference for (purely predicative) predication.
Obviously, exactly which noun phrase figures in the complex demonstrative expression will de-
pend on the circumstances and the explanatory interests and background knowledge of the as-
criber. Instead of ‘that person’ it might be ‘that dancing bear’. The important point is that there is
always a crucial constant element, the demonstrative, simple or complex. For further explana-
tion and discussion of this aspect of the Burgean view, including the notation, see, aside from
Burge’s own work already cited, the beginning of § 2 of Crawford 2018, esp. note 9.
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the relationality of the de re ascription, in which the singular term referring to
the object acted upon is in referential position outside the psychological verb,
and (ii) the reference to the subject’s perceptual demonstrative mode of presen-
tation of the object acted upon.¹⁰

3 The Case Against De Re Explanation

My conclusion so far is that if we are to explain or predict what an agent will do,
that is, which object an agent will act on, we shall need some de re ascriptions of
thought that relate the agent to the object acted upon and which include a ref-
erence to a perceptual demonstrative mode of presentation of the object acted
upon. Both features—the relationality of the de re ascription and the inclusion
within it of a demonstrative expression—are necessary. Moreover, it appears
that in our commonsense explanations of people’s doings we regularly appeal
to causal generalizations that quantify over the objects of their doings. For
these generalizations to play the explanatory role they appear to play their ante-
cedents must be instantiated by de re thought ascriptions. These relational
thought ascriptions combine with the psychological generalizations, in the man-
ner of a covering-law explanation, to explain the event of an agent’s doing.
Whether one thinks that a covering-law (or generalization) is not always or
even ever required in the explanation of a doing, or whether one thinks that
such alleged cases are merely elliptical and tacitly presuppose a covering law,
the fact remains that there does not appear to be any way of explaining a
doing without at least citing some de re ascriptions. While there may be situa-
tions in which principles like (P3) are otiose, relational psychological statements
like (I) clearly are not.

Yet the very viability of de re explanation has been questioned: specifically,
the relational component—the use of de re ascriptions—has been widely denigrat-

 As Hempel (1988) pointed out in one of his late papers, for such explanations to be deduc-
tive the explanansmust include a statement, which Hempel calls a ‘proviso,’ to the effect that no
factors not mentioned in (P3) that are relevant to the outcome of the event described by (E) are
present, i.e., that (L) states the whole truth about the relevant circumstances present. Consider-
ation of the issue of provisos and ‘ceteris paribus’ or ‘hedged’ laws is beyond the scope of this
paper. See Cartwright 1983, Hempel 1988, Fodor 1989, and Pietrosky & Rey 1995. There is further
debate about whether the provisos needed in psychological explanation differ in kind or only in
degree from those found in other explanatory schemes—on this see the debate between Fodor
(1987, chapter 1; 1989) and Davidson (1980, 1987, 1993)—but I must leave the issue moot here.
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ed by philosophers.¹¹ The argument against the explanatoriness of de re ascrip-
tions appears to turn somehow on the fact that they, unlike de dicto ascriptions,
are not governed by principles of logic and rationality (Crawford 2012). Dennett
(1982: 199–200), for example, correctly notes something we have already seen,
namely, that from the fact that a is believed by him to be F and a is believed by
him to be G it does not follow that a is believed by him to be F and G. As we
saw above, however, it is precisely this fact that we exploited to our advantage
in giving a de re explanation of why Leo did not punch Donald when he was
dressed up as a dancing bear, that is, why Leo did not punch Donald even though
he believed him to have insulted him and believed him to be within punching
range. So the fact that the predicative content clauses of de re ascriptions do
not abide by conjunction introduction is not a problem for de re explanation. It
is rather their recalcitrance with respect to the other logical rules of consistency
that Dennett mentions that poses the threat to de re explanation. There are two
hard cases to confront. The first is the one originally noted by Quine in which
someone believes of a, that it is F and believes of a that it is not F. The second
case Dennett mentions is one in which an individual thinks, of one thing a,
that it is the only F, and thinks of another thing b (where a ≠ b), that it is the
only F. Another type of case in all relevant respects similar to this second type
of case is where the individual thinks of a, that it is the more F or the most F,
and thinks of b (where a ≠ b), that it is the more F or the most F, where F is an
adjective such as ‘beautiful’ or ‘valuable’. For our purposes, the important points
to notice are the following. The first type of case involves a single object to which a
person unknowingly ascribes two inconsistent properties. The second case in-
volves two (or more) objects to each of which a person unknowingly ascribes, in-
consistently, a single uniquely instantiated property. For convenience, I shall refer
to both types of cases as cases of ‘near-contraries,’meaning by this cases of incon-
sistent attitudes that a rational person may have. Though one can generate cases
of near-contraries with attitudes other than belief—e.g., a person may intend, of a,
that he act on it and intend, of a, that he not act on it (think of Oedipus vis-à-vis
his mother and father)—I shall stick with belief.

Constructing out of these materials the precise argument against de re expla-
nation that its critics have in mind is not a straightforward matter; indeed, the
argument, whatever exactly it is supposed to be, is rarely made explicit. It

 E.g., by Schiffer 1978, Fodor 1980, Dennett 1982, Baker 1982, Lycan 1985, Grandy 1986, Car-
ruthers 1988, and Boghossian 1994. Cf. Burge 1982. Baker 1982 gives by far the most impressive
argument against de re explanation and so it is her views I shall focus on. The demonstrative
component is not in question here, so I shall ignore it in what follows.
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often seems to proceed along the following rather vague lines.¹² De re ascrip-
tions, suffering as they do from the logical looseness just remarked on, do not
abide by principles of logical consistency. Unlike the de dicto ascription of be-
liefs, the de re ascription of beliefs is not done on the basis of the so-called ‘as-
sumption of rationality.’ On the de dicto way of ascribing beliefs, it is (by and
large) supposed to follow from the fact that Roxanne believes there are zebras
in Africa that she does not also believe that there are no zebras in Africa.¹³

Speaking de re, however, it does not follow from the fact that zebras are believed
by Roxanne to live in Africa that zebras are not also believed by Roxanne not to
live in Africa. In short, de dicto ascriptions are governed by the assumption of
rationality whereas de re ascriptions are not. The ‘assumption of rationality’ is
no doubt in need of detailed explication; but for our purposes it will suffice to
take it to mean the assumption that the basic logical rules of consistency that
are flouted by the two types of near-contraries apply to the endeavor in question.
So, the argument against de re psychological explanation its critics appear to
have in mind is that (1) psychological explanation is rationalization, in the
sense that its coherence depends on the assumption of rationality; (2) de re as-
criptions are not governed by the assumption of rationality; therefore, (3) de re
ascriptions cannot be used in psychological explanation.

The general response to this general line of argument is as follows. De re
psychological explanation is not a form of rationalization, so the fact that de
re ascriptions do not abide by the assumption of rationality is no objection to
their explanatory credentials. One could put the reply this way. The explanandum
of a rationalizing psychological explanation is an action under a description
under which it is intentional (i.e., a trying); this is the kind of explanandum
that invokes an agent’s reasons, and hence, the de dicto attribution of thoughts.
The explanandum of a de re psychological explanation is an action sans phrase
(i.e., a doing); such an explanandum does not (wholly) invoke an agent’s rea-
sons, and hence, the fact that a de re ascription does not specify an agent’s rea-

 Other than Dennett, this line of thought is most explicit in Schiffer 1978 and Boghossian
1994.
 Schiffer (1978: 138). Although Schiffer speaks of the ‘internal functional role’ of a belief it is
clear that this role is defined by rational or broadly logical relations. Davidson (1980, 1984) is, of
course, famous for emphasizing the assumption of rationality (which forms part of the principle
of charity) on the basis of which we ascribe thoughts to others. It is clear that he is talking about
de dicto ascriptions. Ditto Dennett (1987).
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sons for acting is no objection to de re ascriptions being used in these kinds of
explanations.¹⁴

It is not, however, very satisfying to leave matters here. So we need to work
through the details of an example of each type of near-contrary.We need, first, to
see exactly how each type appears to cause problems for de re explanation and,
second, to see whether we have the specific resources to answer these problems.
To this end, I turn now to the most sophisticated argument against de re expla-
nation to be found in the literature: Lynne Rudder Baker’s article ‘De Re Belief in
Action.’¹⁵ Baker (1982) argues that de re ascriptions cannot figure in action expla-
nations. According to her, “The diagnosis of the difficulty … reveals that its
source is surprisingly deep; indeed, it is so fundamental that ascriptions of de
re attitudes regarding concrete objects threaten the coherence of any explanation
containing them” (366). I shall rebut Baker’s charge by showing that de re ascrip-
tions do not in fact lead to explanatory incoherence; on the contrary, they are, as
we already have reason to believe, essential in the explanation of action.

It is worth noting first something rather paradoxical about the position we
find ourselves in: on the one hand we appear to have an argument for the neces-
sity of de re explanation, while on the other we appear to have an argument—or
rather the semblance of one—against the very possibility of de re explanation.
Recall that part of the argument for the explanatory necessity of de re ascriptions
was that de dicto ascriptions are insufficient to explain doings. Recall the exam-
ple of Ralph and the green door that I opened with (in § 1). Baker herself agrees
that de dicto ascriptions cannot explain action upon an object (Baker 1982: 380).
But now, if de re ascriptions too are explanatorily impotent, as she also claims,
then what kind of ascriptions will do the job? Baker does offer her own theory as
to what type of ascriptions are needed. Unfortunately, her theory is a version of
the dual component conception of explanation, which is fundamentally flawed
(Crawford 2012: 795–6). I shall try to show that since de re ascriptions are not
explanatorily impotent, her extremely complex account is anyway otiose.¹⁶

 Cf. note 8 above. This summarizes what is discussed and defended at much greater length in
Crawford (2012).
 Besides its impressive negative brief against de re explanation, this article also contains the
earliest positive presentation of the dual-component model for explaining action upon objects—
anticipating, and, it must be said, considerably outstripping in its sophistication the later dual-
component theories of Noonan 1986, 1991, Carruthers 1987, and Segal 1989. I criticize the dual-
component model of action explanation in Crawford 2012: 793–97.
 Baker,worrying about her own account, asks: “Is it plausible that ordinary intentional expla-
nation rests on such abstruse principles, which seem to presuppose sophisticated conceptual
apparatus on the part of the agent?” (1982: 386). In my opinion, the answer to this question
is a resounding no.
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In order to present the argument against de re explanation, I shall work with
a challenging example of Baker’s which she adapts from Herbert Heidelberger
(1979):¹⁷

[Jones] is asked to remove the more valuable of two objects on a table in front of him. On
the table are a carved jade dish and a painted porcelain basket, which [Jones] believes are
of unequal value. … After inspecting the dish and the basket, Jones says … “I believe that
this [demonstrating the basket], but not this [demonstrating the dish] is the more valuable”.
… Jones then says that he would feel more confident of his judgement if he were allowed to
pick up the objects and handle them. To oblige Jones without giving him too great an ad-
vantage over Smith [a competitor], he is allowed to handle the objects, but only on the con-
dition that he be blindfolded. Now the two objects are quite similar in shape; and although
they differ in texture, the way that they differ in texture is not obvious to the eye. (The
painting on the porcelain basket is quite skilful.) Jones, however, sure of his ability to dis-
tinguish the dish from the basket by touch alone, consents to the blindfold and gives each
object a thorough tactual examination, which, he thinks, confirms his earlier judgement
based on the visual examination. So believing that he is holding the basket, Jones says con-
fidently, “I believe that this [demonstrating the object he is holding] is the more valuable.”
It turns out, of course, that it is the dish that Jones is holding. … So without changing his
mind, Jones comes to believe of the two objects that each is the more valuable. The dish
replaced, the blindfold discarded, Jones is now asked to remove the more valuable of
the two objects on the table in front of him. … Jones (predictably) removes the basket
(Baker 1982: 367–69).

As we have already seen (§ 1), knowing that Jones intends to choose the more
valuable item and that he believes de dicto that the more valuable item is the
basket does not necessarily allow us to predict that he will choose the basket.
For when he is blindfolded he removes the dish, even though the aforemen-
tioned de dicto ascription is true of him as he is doing so. What appears to tell
us what he will do (as opposed to what he will try to do) is the de re ascription
that it is the dish that is believed by him to be the more valuable; and when he is
not blindfolded, that it is the basket that is believed by him to be the more val-
uable.

But as soon as we dissociate a belief ascription from Jones’s conception of
the things and train it upon ours, as we do when we make the aforementioned
de re ascriptions, we run up against the fact that Jones has inconsistent beliefs.
For, from our perspective, he not only believes of the dish that it is the more val-
uable but also believes of the basket that it is the more valuable.¹⁸ Moreover, as

 This type of example was first presented, so far as I know, by Richard Feldman 1978.
 For more detailed discussion of how de re and de dicto ascriptions are linked to the perspec-
tives (or commitments) of the ascriber and ascribee, respectively, see Brandom (1994, ch. 8) and
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soon as we shift to the de re style of ascription, it appears that we must allow
that Jones also believes of the dish that it is not the more valuable and believes
of the basket that it is not the more valuable. All these de re ascriptions appear to
stand and fall together; if any one is correct, then all are. But this appears to un-
dermine the suggestion that we are able to predict Jones’s actions on the basis of
de re ascriptions. The problem is obvious: since the basket is also believed by
him to be the more valuable item, how can his belief, of the dish, that it is
the more valuable item, explain his removing the dish rather than the basket,
when he is blindfolded—and vice versa when he is not blindfolded? The difficul-
ty here is in fact twofold: for how can Jones’s belief of the dish (or basket), that it
is the more valuable item explain his removal of the dish (basket) if, given his
intention to remove the more valuable item, he also believes of the dish (basket)
that it is not the more valuable item? It appears that neither de dicto nor de re
ascriptions provide the materials for a prediction or explanation of Jones’s be-
havior. Yet, as commonsense psychologists, we appear able to predict his behav-
ior with relative ease. How do we do it?

Let us zero in on the relevant de re ascriptions which Baker takes to be true
of Jones:

(12) The basket is believed by Jones to be the more valuable. [via sight]
(13) The dish is believed by Jones not to be the more valuable. [via sight]
(14) The dish is believed by Jones to be the more valuable. [via touch]
(15) The basket is believed by Jones not to be the more valuable. [via touch]

One way of putting the difficulty for the de re theorist then is this. First, since (15)
is true, citing (12) cannot explain Jones’s removing the basket. This obviously
corresponds to the first type of case of near-contraries. Second, as Baker puts
it, “since Jones has the same belief of the dish, his belief of the basket that it
is the more valuable cannot explain his removing the basket rather than the
dish” (1982: 369–70). Given Jones’s intention to remove the most valuable
item, (12) cannot explain his removing the basket because (14) is also true.
This is an instance of the second type of case of near-contraries. So, the case
against (12)’s explaining Jones’s removal of the basket is overdetermined: both
(14) and (15) conflict with the claim that (12) explains or predicts Jones’s removal
of the basket. The fundamental problem is that the practice of attributing atti-
tudes in the de re way permits, by definition, the attribution of near-contraries.
Baker claims that the problems raised by such examples are “completely gener-

Crawford (2012). Brandom, however, curiously fails to register the existence of near-contrary de
re ascriptions.
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al” and that, “It is not just that we have failed to ascribe the right de re belief
regarding the object acted upon; for the problems stem from the possibility of
near-contraries, which haunts all de re beliefs regarding objects” (372).

4 In Defense of De Re Explanation

In spite of the fact that Baker lists only (12)–(15), together with Jones’s intention
to remove the most valuable item and his ability to do so, she remarks that
“Jones (predictably) removes the basket” (when not blindfolded; my emphasis);
elsewhere she describes Jones’s action as “intuitively unpuzzling” (1982: 378).
The question then arises: if (12)–(15) are insufficient to predict Jones’s removal
of the basket then how are we able to do it? How do we know he will remove
the basket and not the dish, given that he believes the basket not to be the
more valuable and believes the dish to be the more valuable?

Well, as a first step in the right direction, it quite obviously has something to
do with the facts that (a) the de re ascriptions (12)–(15) become true in two differ-
ent contexts or circumstances: one in which the items are presented to Jones vis-
ually and one in which the items are presented to him tactually; and (b) Jones per-
forms his removal in one of these contexts, that is, on the basis of his visual
perception of the dish and basket rather than his tactual perception of them. If
he had been asked to remove the more valuable item while still blindfolded,
and hence on the basis of his tactual perception of the respective items, then
he would have removed the dish instead—even though he believes the dish not
to be the more valuable and believes the basket to be the more valuable. This sug-
gests that the difference between the actual and counterfactual situations, just be-
fore Jones removes the respective items, has something essentially to do with the
interplay between the context of belief formation, in which the de re ascriptions
become true, and the context of action in which Jones’s removal takes place. In-
deed, all the various cases of mistaken identity involving subjects’ states of mind
before their potential recognition that have paraded through the philosophical lit-
erature that appear to confound de re explanation: Jones and the basket and dish,
Ralph and Ortcutt, Leo and Donald, Oedipus and Jocasta, the Babylonians and
Venus, even Oscar and H2O and XYZ—all these turn on the protagonists not recog-
nizing something as something they believe to have a certain property because of
a disparity between the original context in which the de re ascriptions true of them
become true of them and the new context of their subsequent actions. This indi-
cates that the reason why we know just what these protagonists are going to do
must have something essentially to do with our knowledge of the context in
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which the de re ascriptions became true and the context in which their subsequent
actions are taking place and the interplay between these two contexts.

In answer to the question of how Jones’s belief, of the basket, that it is the
more valuable, can explain his removing it if he also believes, of the basket, that
it is not the more valuable, my suggestion is that (12) is relevant to an explana-
tion of Jones’s removing the basket in a context in which it is visually presented
to him because it became true in a context in which the basket was visually pre-
sented to Jones. The fact that (15) is also true of Jones—even as he is removing
the basket—has no relevance in an explanation of Jones’s removing the basket
in the context of its being visually presented to him because (15) did not become
true in a context in which the basket was visually presented to him. Since (15)
became true in a context in which the basket was tactually presented to Jones,
it is not relevant to an explanation of his removing the basket in a context in
which the basket is not tactually presented to him. The same thing can be
said in response to the second type of near-contrariety. Given the interplay
and disparity between contexts, we can say that (14) does not conflict with the
fact that (12) explains Jones’s removing the basket on the basis of his visual per-
ception of the items because (14) became true in virtue of Jones’s tactual percep-
tion of the items. Since the action of Jones’s that we are explaining takes place in
a context different from that in which (14) became true there is no reason why
(14) should be relevant to this explanation.

We can make more precise the idea that it is the interplay and disparity be-
tween contexts of action and contexts of belief formation that renders some de re
ascriptions explanatorily relevant and others explanatorily irrelevant by drawing
on Sosa and Pastin’s (1981) concepts of motivating and locating properties.¹⁹ Re-
verting to Quine’s simpler tale of Ralph and Ortcutt for a moment, consider that,
speaking de dicto, Ralph believes that the suspicious man in the brown hat is a
spy. He says as much. Indeed, he says more: he says that the next time he sees
the suspicious man in the brown hat he will contact the FBI. So, the property of
Ortcutt that motivates Ralph to contact the FBI is having-the-suspicious-man-in-
the-brown-hat appearance. Generally speaking, a property F motivates an agent
S to φ an object x at t if and only if at t Fx and at t S wants to φ the thing with F.
This is not enough to actually get Ralph to contact the FBI, however. He also
needs to locate Ortcutt on the basis of that motivating property. After all, there
is Ralph talking to Ortcutt on the beach and telling him that the next time he
sees the man in the brown hat he is going to contact the FBI. A property F locates

 The basic idea, however, is clearly present already in Morton (1975), as should be evident
from the earlier discussion of universally quantified psychological principles.
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x for S to φ at t if and only if at t Fx and at t S believes he is able to φ the thing
with F. Ralph’s problem is that he is motivated to inform on Ortcutt on the basis
of a property that does not locate Ortcutt for him. When he is talking to Ortcutt
on the beach, the property that locates Ortcutt for him is having-the-man-at-the-
beach appearance. So there is a property of Ortcutt that motivates Ralph to in-
form on him and a property of Ortcutt that locates him for him, but the properties
are not the same. For Ralph to inform on Ortcutt, there needs to be a single prop-
erty of Ortcutt that both motivates Ralph to inform on him and that locates him
for informing upon. This is why, so far in the story, he will inform on him only
when he sees him acting suspiciously in the brown hat. Again, generally speak-
ing, we can say that for S to φ x at t there must be a property F of x which both
motivates S to φ x at t and locates x for S to φ at t.

Back to Jones. Consider, in particular, the fact that, speaking de dicto, Jones
thinks that the basket is the more valuable. It is clear that after his visual and
tactual inspections, he would assent, if queried, to the sentence ‘The basket is
the more valuable’. (Recall that when blindfolded and demonstrating the dish
as the item he thinks to be the more valuable Jones mistakenly thinks he is dem-
onstrating the basket and thereby confirming his original visual judgement that
the basket is the more valuable.) The basket looks like the basket to Jones and
the dish looks like the dish to Jones; unfortunately for Jones, however, the
dish feels like the basket to him and the basket feels like the dish to him. So,
there are only two properties that motivate Jones to remove one of the items: hav-
ing a baskety appearance or having a baskety feel. There are four properties that
locate the items for Jones: having a baskety appearance, having a dishy appear-
ance, having a baskety feel, and having a dishy feel.When Jones is looking at the
items he removes the basket because only it is located for him by a property that
also motivates him to remove it. When Jones is feeling the items he removes the
dish because only it is located for him by a property that also motivates him to
remove it.When Jones is looking at the items, the basket is located for him by its
baskety appearance and the dish is located for him by its dishy appearance.
However, of these two locating properties only one of them is also a motivating
property, namely, having a baskety appearance, and so Jones removes the bas-
ket. Just the reverse is true when Jones is feeling the items. The basket is located
by its dishy feel and the dish is located by its baskety feel. Of these two proper-
ties only one is a motivating property: having a baskety feel. Since only the dish
has a property that locates it for Jones and that motivates Jones to remove it,
Jones removes the dish.

The idea of a motivating property is another way of describing the relevance
of the context of belief fixation to action on the basis of belief; the idea of a lo-
cating property is another way of describing the relevance of the context of ac-
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tion to action on the basis of belief. For an agent to act on an object at a certain
time that object must present some property to the agent that both locates the
object for him to act on at that time and motivates him to act on it at that
time. A property of an object becomes a motivating property in the context of be-
lief formation. This is what has happened with Jones: it is when (12) becomes
true that having a baskety appearance becomes a motivating property for
Jones. It is when (14) becomes true that having a baskety feel becomes a motivat-
ing property for Jones. If either of these motivating properties is to lead Jones to
remove an item then they must also be locating properties. It is when one of
these motivating properties becomes a locating property that action occurs
and Jones removes one of the items. When the context of action is one in
which Jones is looking at the items, then of the two locating properties, having
a baskety appearance and having dishy appearance, only the former is also a
motivating property. So only (12) is relevant to an explanation of Jones’s remov-
ing the basket on the basis of sight. The same applies mutatis mutandis for the
context in which Jones is touching the items while blindfolded.

5 De Re Fragmentation and Tracking

By way of concluding, I would like briefly to relate this solution to the problem of
near-contraries to a theme in the work of Stalnaker (1984) and Lewis (1986). Be-
cause they both hold that beliefs are constitutively tied to behavior, neither Stal-
naker (who calls his approach to intentionality the ‘pragmatic picture’) nor Lewis
(who is a commonsense functionalist) think it makes sense to speak of individ-
ual beliefs that are held singly. In their view, beliefs come in large clumps: Lewis
calls them ‘belief systems’; Stalnaker refers to them as ‘belief states.’ Further-
more, Stalnaker claims that “It is compatible with the pragmatic account that
the rational dispositions that a person has at one time should arise from several
different belief states. A person may be disposed, in one kind of context, or with
respect to one kind of action, to behave in ways that are correctly explained by
one belief state and at the same time be disposed, in another kind of context, or
with respect to another kind of action, to behave in ways that would be ex-
plained by a different belief state. This need not be a matter of shifting from
one state to another or vacillating between states; the agent might, at the
same time, be in two stable belief states, be in two different dispositional states
which are displayed in different kinds of situations. … But if an agent can be in
distinct belief states at the same time … then there is no reason why these belief
states cannot be incompatible. In such a case an agent would believe both a
proposition and its contradictory, but would not therefore believe everything.
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It would still be possible in such a situation to explain the agent’s actions as ra-
tional actions according to the usual pattern” (1984: 83).

Lewis says much the same thing. In his own words, “Belief is compartmen-
talized and fragmented” (1986: 30). Of course, de re explanation is not, as I have
emphasized, a form of rationalization, since de re ascriptions do not give the way
the believer thinks of things and are not bound by principles of rationality. So
agreeing with Stalnaker’s basic point that incompatible fragmented beliefs can
still explain action does not commit me to his claim that this kind of explanation
is the ‘usual’ pattern of rationalization. Indeed, it is precisely the fact that de re
explanation is not a form of rationalization (Crawford 2012), and that de re as-
criptions are not subject to the assumption of rationality, that gives my use of
the idea of fragmentation an independent motivation not clearly open to Stal-
naker. Whereas he is motivated to hold that beliefs are fragmented in order to
save his theory of belief from unpalatable consequences (namely, the problems
of deduction and logical omniscience acutely faced by his possible worlds ap-
proach), we can say that de re belief ascriptions are fragmented (or compartmen-
talized or partitioned), and the motivation for this is nothing other than the un-
controversial fact, agreed by virtually all parties, that de re ascriptions are not
governed by the assumption of rationality.

The logical fragmentation of the de re ascriptions (12)–(15) helps to explain
how (12) can explain Jones’s removing the basket when the near-contrary (15) is
true. The very fact that it does not follow from (12) and (15), for example, that
Jones believes of the basket, that it is the more valuable and not the more val-
uable, shows that (12) and (15) stand compartmentalized or partitioned from
each other, and hence, stand ready to be employed separately in different ex-
planatory circumstances.

One important question that remains, however, is just how finely discrimi-
nated these ‘contexts’ are to which appeal has been made in order to solve
the problem of near-contraries. Take Jones and the basket and the dish. I have
said that, basically, the reason why Jones does not remove the basket when he
is feeling it is that this ‘context of action’ is different from the ‘context of belief
formation’ in which the de re ascription that he believes the basket to be the
more valuable becomes true. But on what ground can I claim this? What explains
why this is a different context, other than the fact that he does not remove the
basket in it—which, of course, is the very thing to be explained? This is a difficult
question involving what Kaplan (1989) has called ‘cognitive dynamics.’ Taking a
cue from Evans (1981, 1982), I suggest that the answer lies in the fact that Jones
has lost track of the basket at some point between the earlier time when he is
looking at it and the later time when he is touching it and the still later time
when he is looking at it again. This is also what has happened to Ralph vis-à-
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vis Ortcutt: he loses track of him between the time when he sees him in the
brown hat and the time when he sees him at the beach. So one plausible propos-
al about how to discriminate contexts is by appeal to the notion of keeping track
of an object through space and time. A subject moves into a different context
with respect to an object when he loses track of that object. So, if Jones had
not been blindfolded, and was allowed to touch the items when he was also
looking at them, then he would not have lost track of the basket. In this situa-
tion, he would have removed the basket both on the basis of sight and on the
basis of touch. In such a case, since he has not lost track of the basket, the con-
texts of action and belief formation are one and the same.We can imagine a sim-
ilar situation with respect to Ralph: he might have tracked Ortcutt throughout the
period in which he changed from his spy-in-a-brown-hat garb into his pillar-at-
the-beach garb. In such a situation the context of action and the context of belief
formation would be one and the same and so Ralph would have contacted the
FBI when he saw Ortcutt at the beach. To put it in terms of the earlier notion
of a motivating property, if Ralph had kept track of Ortcutt then another property
of Ortcutt would have become a motivating property for Ralph, namely, having-
the-pillar-at-the-beach-appearance. In this situation Ralph would have contacted
the FBI at the beach and so his context of action and his context of belief forma-
tion would not have diverged in the way they did in Quine’s original story.
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María Caamaño-Alegre

The Role of Presuppositions and
Default Implicatures in Framing Effects

Abstract. Framing effects have hardly been studied from the philosophy of lan-
guage. The variations in how subjects respond to positively or negatively framed
descriptions of the same issue have received attention from social science re-
search, where, nevertheless, a naïve understanding of speech interpretation
has undermined the different explanations offered. The present paper explores
the semantic-pragmatic side of framing effects and provides an explanation of
this phenomenon in terms of pragmatic presuppositions and default implica-
tures. It is argued that the problem of valence framing includes two overlapping
phenomena; on the pollster’s side, there are wrong pragmatic presuppositions as
to the kind of context that is relevant for survey interpretation, whereas the ad-
dressee proceeds by automatically connecting a certain kind of frame to a certain
kind of implicit information related to the most common context of use.

1 Introduction

Framing effects are a widely studied phenomenon in social sciences, commonly
understood as variations in how subjects respond to different but objectively
equivalent descriptions of the same issue. As empirical phenomena, framing ef-
fects have been established to a very high degree of reliability and robustness
(Kuhberger 1998). On the theoretical side, however, they are highly controversial
since they challenge a common assumption in economic methodology, the one
known as the ‘principle of extensionality or invariance principle’. This principle
says that individuals’ preferences should not be affected by variations in the de-
scription of a problem.

Now, within the field of economic methodology, there are two conflicting
ways of understanding framing effects; they can be regarded either as manifes-
tations of our cognitive limitations, or as manifestations of our cognitive strat-
egies. Only very recently a few attempts have been made at exploring the seman-
tic-pragmatic side of this phenomenon. The present paper is intended to provide
a contribution in this direction. I will restrict my analysis to the so called ‘va-

María Caamaño-Alegre, Universidad de Valladolid, Contact: mcaamano2@gmail.com

https://doi.org/10.1515/9783110702286-011

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



lence framing effects’,¹ i.e. effects caused by frames where the same issue is de-
scribed either in positive or negative terms.

In the field of social sciences, the use of a wide variety of linguistic means to
gather information about the subjects’ beliefs, expectations, assessments or
plans of action has significantly increased. In this respect, the reliance on vari-
ous kinds of surveys and interviews has extended substantially, and faces the
difficulties concerning the so-called ‘framing effects’. Broadly speaking, these ef-
fects are related to the influence that different ways of presenting the same issue
may bear on the respondent’s response. The aim of this paper is to elucidate the
semantic-pragmatic side of this problem, and, in particular, to explain how fram-
ing effects may be related to presuppositions and implicatures—this being a
question that has been hardly dealt with in the standard literature on the sub-
ject. It is argued that different frames generate different inferential contexts by
means of/through well-established linguistic practices.

The present account also challenges a common assumption in the sphere of
economic methodology, usually referred to as ‘the principle of extensionality’ or
‘the invariance principle’ (Bourgeois-Gironde & Giraud 2009: 385–87), which es-
tablishes that individuals’ preferences should not be affected by variations in the
description of a problem. It is thus assumed that different ways of presenting the
same set of possible options should thus not change the subjects’ choices with
respect to those options. Although behavioral economists have indeed diverged
from the prevailing view in economics—arguing that framing effects should be
approached not as mere cognitive flaws in the recognition of identical options,
but as signs of the subjects’ attitudes toward different aspects involved in
those options—the explanatory factors identified by them fail to capture the im-
portance of some semantic-pragmatic elements involved in the interpretation of
frames. The influential studies by A. Tversky and D. Kahneman (1981, 1991) cer-
tainly shed some light on the way individuals process information depending on
how the latter is presented to them. Although they did that mainly by empirically
ascertaining several psychological biases—like loss aversion and the endowment
effect, which are activated according to the kind of frame being used—they also
acknowledged that the reference point regarding the value of an outcome does
not stay neutral but varies depending on what is induced by the frame itself.
The underlying semantic and pragmatic nature of this variation, however, is
not analyzed by these authors.

After briefly characterizing framing effects and commenting on their stan-
dard explanation—which heavily relies on psychological loss aversion or the en-

 In what follows I will talk of ‘framing effects’ when referring to valence framing effects.
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dowment effect (section 2)—I will discuss the few attempts (Bourgeois-Gironde &
Giraud 2009: 385–87, Moscati 2012: 8) at providing a semantic-pragmatic expla-
nation of them in terms of situated linguistic understanding and a revised notion
of extensionality (section 3). The remaining sections are devoted to examine the
nature of the implicit information conveyed by frames and explore its under-
standing in terms of presuppositions and implicatures (section 4). I will argue
that alternative frames trigger different interpretations regarding the most likely
context of use of the frame. Finally, I will conclude that the notion of default im-
plicature best explains the way different information is conveyed by alternative
frames.

2 Framing Effects

As soon as the late 1990s, Levin, Schneider and Gaeth (1998) urged researchers
to refine the typology of framing effects so that it became possible to account for
the apparently inconsistent results achieved when trying to detect such effects.
The plurality of interventions, moreover, entails a corresponding plurality of
framing effects whose treatment requires equally differentiated procedures. In
the typology suggested by Levin et. al., three main kinds of valence framing ef-
fects are distinguished: the extensively discussed risky choice framing effect,
and two other effects often overseen or mistaken for the latter, namely, attribute
framing and goal framing. As explained by the authors (1998: 151, 181), each
frame differs from the others in what is framed, what the frame affects, and
how the effect is measured.

In the risky choice framing, the complete set of outcomes from a potential
choice involving options with different levels of risk is described either in a pos-
itive or in a negative way. The framing effect is here measured comparing the
rate of choices for risky options in each frame condition. Risk aversion would ex-
plain the fact that, when presented in negative terms, the riskier option is chosen
by respondents more often than the safer one. A wide variety of experiments on
risky choice,² from bargain situations to medical treatments, shows that when
the outcome is described in terms of gains (lives saved, earned income), subjects’
tendency to take risks diminishes. By contrast, such tendency increases when out-
comes are expressed in terms of losses (lost lives, incurred debts). The paradigmat-
ic case of risky choice framing effect is illustrated by the so-called “Asian disease

 See Levin et. al. (1998: 154– 157) for a collection of experimental results obtained within the
domain of risky choice framing effects.
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problem” (Tversky & Kahneman 1981). In this task, the two equivalent pairs of in-
dependent options with different level of risk are the following: a) a sure saving of
one-third of the lives versus a one-third chance of saving all the lives and a two-
thirds chance of saving no lives; b) a sure loss of two-thirds of the lives versus a
one-third chance of losing no lives and a two-thirds chance of losing all the lives.
The majority of subjects select the first option in the positively framed version of
the task, and the second option in the negatively framed version.

In the form of framing called ‘attribute framing’, the positive or negative de-
scription of some characteristic of an object or event affects item evaluation,
which is estimated by comparing the attractiveness ratings for the single item
in each frame condition. The associative processes based on valence explain
that positively described objects or events are more positively valued. This result
has been established with much higher reliability and robustness than the other
two kinds of framing effects compared by Levin et. al. (1998: 160). The fact that
evaluations vary as a result of positive or negative framing manipulation has
been established for issues as diverse as consumer products, job placement pro-
grams, medical treatments, industry project teams, students’ level of achieve-
ment or the performance of basketball players.³ Ground beef, for example, was
rated as better tasting and less greasy when it was described as 75% lean rather
than as 25% fat. Similarly, students’ performance was rated higher when their
scores were expressed in terms of percentage correct or percentage incorrect.
Analogous results were obtained in the rest of cases.

Finally, in the case of goal framing, the same consequences of a conduct are
specified either in positive or negative terms. The positive frame focuses atten-
tion on the goal of obtaining the positive consequence (or gain) associated
with a given behavior, whereas the negative frame focuses attention on avoiding
the negative consequence (or loss) associated with not performing such behav-
ior. The variation in how persuaded an agent is to make or not make the decision
to perform a certain conduct is regarded as an effect of the variations in the
frames applied. The effect itself is measured by comparing the rate of adoption
of such conduct under each frame condition. Experimental evidence shows that
the negatively framed message, that is, the one emphasizing avoidable losses,
proves more persuasive than the same message framed positively, and therefore
stressing the potential gains. Real examples where goal frames are at use can be
found in studies on the promotion of health, on endowment or on social dilem-
mas. Most subjects appear more inclined to adopt a certain conduct—like for ex-

 See also Levin et. al. (1998: 161– 163) for a lengthy compilation of experimental results related
to attribute framing effects.
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ample breast self-examination, use of public resources or of a credit card—when
they receive information stressing the potential losses derived from not engaging
in such conduct than when presented with information highlighting the poten-
tial profits resulting from engaging in it.

In the above-mentioned examples, individuals show to be more persuaded
to adopt a given behavior when descriptions emphasize, respectively, the de-
crease in the probability of detecting cancer if no self-examination is carried
out versus the increase of such probability in case a self-examination is per-
formed, the losses suffered by the individual who contributes to the public
goods versus the foreseen gains if the individual contributed to them, and the
losses due to not using the credit card versus the benefits derived from its use.⁴

Despite the growing interest raised by the problem of framing effects, the
majority of studies on these effects are focused on their diagnosis, while the at-
tempts at explaining and controlling them are still extremely tentative and frag-
mentary. As already pointed out by Tversky and Kahneman (1981, 1991) in sever-
al of their influential studies on framing effects, the task of devising frames must
be done by taking into account individuals’ susceptibility to changes in reference
points or in what is perceived as the status quo regarding some issue. Different
frames would lead to different choices of reference points and, consequently, to a
different way to encode the outcomes as gains or losses, which accordingly
would bring about a different selection of options.

In discussing some of the anomalies affecting their prospect theory (Kahne-
man & Tversky 1979), both authors appeal to the possible occurrence of most
likely intertwined phenomena like loss aversion and the endowment effect.
These phenomena would emerge in most cases due to some framing conditions
in which the reference point regarding the value of an outcome does not stay
neutral but varies depending on what is induced by the frame itself. Let us recall
that prospect theory, as opposed to classical theory, is committed to the view that
risk aversion is dependent on a reference point. Under that assumption, it is pre-
dicted that risk aversion is linked to the domain of gains, and risk seeking to the
domain of losses. In their 1979 paper, Kahneman and Tversky established that
the above tendency could be reversed depending on the framing employed for
the same pair of options. An initial remark in that direction can be found in
some of their comments on the isolation effect (1979: 271), that is, individuals’
inclination to ignore those components shared by alternatives and to focus on
those making them different. Since there is more than one way to decompose
a pair of alternatives into shared and distinctive components, the different

 The wide range of real cases collected by Levin et. al. (1998) can be found in 169–171.
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ways of decomposition may also prompt different preferences. This point is made
more explicit as both authors refer to the reference point assumed by individuals
and identifiable with those individuals’ status quo or current state:

“However, the location of the reference point, and the consequent coding of outcomes as
gains or losses, can be affected by the formulation of the offered prospects, and by the ex-
pectations of the decision maker” (1979: 274).

Kahneman and Tversky go into great detail as to how reference points may vary,
emphasizing that those reference points fixed by the status quo may shift as a re-
sult of encoding losses and gains relative to expectations that differ from the ones
determined by the status quo. They also mention more specific cases where differ-
ent encodings of the same pair of options create discrepancies between the refer-
ence point and the actual situation. According to them, this is exactly what hap-
pens when the choice is encoded in terms of final outcomes, as suggested from
decision theory, instead of in terms of losses and gains (1979: 286–87).

In addition to loss aversion, endowment, preservation of the status quo and
the tendency to ignore similarities, Levin and his collaborators point to the acti-
vation of positive associations in memory as the main mechanism responsible
for attribute framing effects (1998: 164–5). Positive stimuli generated by a
frame would yield some associative responses that, in turn, would cause a
clear increase in the level of approval that each individual assigns to the posi-
tively described option as opposed to that assigned to the negatively described
one. It has even been demonstrated that the mere activation of positive associ-
ations with respect to one of the options presented for a given choice brings
about substantial positive distortions of that option against the other one
(Russo, Medvec, & Meloy 1996: 103– 107).

Turning now to the attempts at explaining goal framing effects, it is worth
stressing the strong empirical support for the hypothesis of the negativity bias
(Taylor 1991: 68–71). According to this hypothesis, individuals pay more atten-
tion to negative information than to equivalent positive information, showing
themselves more influenced by the former than the latter. Since the 1990s,
some of the explanations for the different framing effects have been partially
unified; more specifically, loss aversion is now understood as a subclass of
the negativity bias, and the status quo bias is in turn regarded as a subclass
of the loss aversion bias. In all these cases, the rejection caused by a loss is high-
er than the desire to obtain a gain of the same magnitude (Levin et. al. 1998: 177).

To summarize, we have seen so far how risky choice framing effects have
been explained on the basis of loss aversion, endowment, preservation of the
status quo and the tendency to ignore similarities (Kahneman & Tversky 1979),
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how attribute framing effects have been accounted for in terms of associative re-
sponses and selective attention mechanisms (Russo, Medvec, & Meloy 1996:
103– 107), and how negativity bias has been emphasized as the main factor be-
hind goal framing effects (Taylor 1991: 68–71). It is also worth examining those
empirical findings pointing to variables that diminish or prevent such effects. In
the case of risky choice framing, for example, it was demonstrated that when
some question about the subject’s reasons for a certain choice was added to
the survey, then the framing effect was diminished or even eliminated. It is
what Larrick, Smith and Yates call “the reflection effect” (1992: 199), which, ac-
cording to their results, would make it possible to reverse framing effects by
means of reflection on the issue presented within the frame. In a similar vein,
Smith and Levin experimentally showed that individuals with a lower need for
cognition were more affected by framing effects than those with a higher need
for cognition: framing effects were hardly noticeable among the latter (Smith
& Levin 1996: 283). As is well known in the field of psychology, the need for cog-
nition constitutes a personality variable reflecting the individuals’ disposition to
perform cognitive tasks that require effort.

Experimental results suggest that factors other than the above also have a
bearing on the scope of framing effects. These factors include the domain of
problems presented, the traits of the experimental subjects, the magnitude or
probability of potential outcomes, and the categories applied in verbalizing
such outcomes (Levin et. al. 1998: 153). For instance, subjects are more inclined
to take risks related to health issues than related to finances. The other two cases
mentioned above, however, could be covered by the general case where the
amount of information handled by the subject is inversely proportional to the
scope of the framing effects (Schoorman et. al. 1994: 520). Notice that, as already
commented, the variations in such amount may be due to variations intrinsic to
the frame, and basically dependent on how detailed the frame is, or to variations
in the subjects, mainly related to their need for cognition or degree of compe-
tence in the kind of subject presented.With respect to the traits of the experimen-
tal subjects, it has been found that experts or students in a certain field tend to
be less affected by framing effects when confronted with options evaluable from
such field. Similarly, it has been verified that replacing expressions like ‘many’ or
‘few’ with numerical values lowers the intensity of framing effects. In the study
by Schoorman et. al. mentioned earlier, it has been experimentally established
that the subject’s degree of involvement or responsibility concerning a given
issue can also eliminate the bias produced by the framing of the issue.

The situation is somehow different in the case of the bias caused by the attrib-
ute frame, for, as noted earlier, the sort of effect produced by this frame is the most
homogeneous and clearly verified among ones caused by the valence frames.
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Thus, despite the different domains of problems or the differences between sub-
jects, the positive description of an item attribute, as opposed to its negative de-
scription, will almost always favor the more positive evaluation of both the attrib-
ute and the corresponding item. However, also in the case of attribute framing, a
lower intensity of the bias has been experimentally determined when there is, on
the subjects’ side, a low degree of involvement as to the issue described (Marteau
1989: 90–93, Millar & Millar 2000: 860–63). We find here again a phenomenon
that suggests an inverse relationship between the intensity of the framing bias
and the level of processing of information provided to the subject. Therefore,
this phenomenon might support the hypothesis, backed up by the experimental
work of Maheswaran and Meyers-Levy (1990: 365), according to which the more
involved an experimental subject is in the issue described, the more detailed
their processing of the information related to the issue. Moreover, several experi-
mental studies have shown the occurrence of a closely related phenomenon,
namely, that the evaluation of real items is less affected by framing bias than
the evaluation of hypothetical items. Attribute framing effects are also diminished
when subjects are asked to explain their answers or give reasons for them.

As seen in the former cases, the degree of involvement in the topic present-
ed, together with the tendency of the subjects to make a cognitive effort, are in-
versely related to the intensity of goal framing effects.⁵ Perhaps because of the
greater structural complexity of goal framing, there are more variations in oper-
ationalizing this framing, which ultimately entails a less homogeneous evidence
for goal framing than for attribute framing (Levin et. al. 1998: 176). More specif-
ically, such operationalization can be done either through simple negation (not
obtaining profits) or through alternative terminology (losing the possibility of ob-
taining profits). Even if it seems obvious that linguistic variation may influence
the strength of all sorts of valence framing effects, there are more potential lin-
guistic variations in the case of goal framing, since the latter involves describing
the consequences ascribed to some behavior as opposed to those ascribed to not
performing such behavior. As Levin and his co-workers emphasize, in order to
clarify when the responses of the subjects are dependent on semantic variations,
it is necessary to develop an empirical study on language itself (1998: 174).⁶

 Numerous references to empirical studies that point to this issue can be found in Levin et. al.
(1998: 174).
 In his 1992 paper, Rolf Mayer provides some clues to develop the kind of study suggested
above. There he refers to some semantic aspects relevant in framing effects, such as the clus-
tered nature of meaning, the impact of thematic roles or the distinction between discursive back-
ground and discursive front.
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Despite the seeming diversity of explanations for framing effects, there are some
explanatory variables shared by all of them. These explanations, in fact, all point to
a common basic phenomenon, i.e. the fact that the rejection caused by a loss is
higher than the desire to obtain a gain of the same magnitude. Moreover, in all
cases the main explanatory variables associated to this phenomenon are:
a) the negativity bias, that is, the tendency to pay more attention to negative

information than positive information (Taylor 1991: 68–71), which includes
loss aversion and preservation of the status quo (Kahneman & Tversky
1979); and

b) the grasp or inference of implicit information about reference points (Kahne-
man & Tversky 1979), which concerns the implicit standard that is used in
assessing the value of a potential gain or loss.⁷

Standard explanations of framing effects, however, face some serious limita-
tions. There are two main problems undermining these explanations. On the
one hand, psychological variables like loss aversion seem unsuited to explain re-
sponse shifts in cases where the framed options are related to neither risk nor
possible gains or losses, e.g. in cases of attribute framing of issues like the per-
formance of basketball players or students’ level of achievement. On the other
hand, a naive understanding of speech interpretation seems to be underlying
the assumption of the principle of invariance. To overcome these shortcomings,
I am going to focus on what I regard as the most promising approach to the prob-
lem of framing effects, which entails exploring the connection between informa-
tion and framing. Surprisingly this side of the problem has not been as carefully
examined as its psychological side. Yet, as already noted, if we consider the re-
lation between information and framing we find empirical evidence of an inverse
relationship between the intensity of the framing bias and the amount of infor-
mation provided to the subject, or the level of processing of such information
(Schoorman et. al. 1994). For instance, using numerical values instead of natural
language quantification or adding to the survey some questions about the sub-
ject’s reasons for a certain choice have been proven to diminish the correspond-
ing framing effects. These phenomena suggest that when information is not pro-
vided by the frame, addressees ‘complete’ such information—and they do that in
a way unexpected by the pollsters. In parallel to this empirical evidence, there is
an increasing acknowledgment of differences in the implicit choice-relevant in-
formation conveyed by frames. A new emphasis on choice-relevant information-

 Reference points, in this sense, can be also understood as implicit assumptions about the sta-
tus quo.
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al equivalence as opposed to mere extensional equivalence between frames has
been made accordingly. Against this background, the need to examine language
and linguistic practices involved in frames becomes more and more clear.

3 Earlier Attempts at Explaining Framing Effects
In Semantic-pragmatic Terms

There have been a few attempts at explaining framing effects in general on the
basis of the traditional semantic distinction between extension (what is desig-
nated by an expression) and intension (the way of determining extension),
which all questioned the way the principle of extensionality is usually under-
stood or applied.

In the field of philosophy of economics, for example, Moscati has recently
argued for understanding framing effects as doxastic effects caused by the inten-
sional discrepancy between extensionally identical descriptions. Surveys em-
ployed by Tversky and Kahneman in their experiments included extensionally
equivalent descriptions of outcomes and probabilities which, nevertheless, in-
tensionally differed by virtue of the way uncertainty was presented, either in
one-stage games or in two-stage games (Moscati 2012: 7). Moscati points to the
problem of referential opacity in intensional contexts as what would explain
the apparent irrationality of subjects’ choice reversals (2012: 8). According to
this author, surveys constitute intensional contexts where descriptions are inter-
preted as tied to beliefs. The apparent manifestations of irrationality would then
be the consequence of an apparent co-extensionality, mistakenly taken as real
by those researchers who overlook the opaque nature of intensional contexts
such as that of subjects’ beliefs. He conceives framing effects more generally,
“as the effects, on beliefs, preferences or decisions, of intensionally different de-
scriptions of an extensionally single object” (Moscati 2012: 7–8). This framework
highlights the economic relevance of interactive beliefs and interactive knowl-
edge—that is, respectively, beliefs or knowledge that an individual has about
what other individuals believe or know about the world—i since in many cases
individuals take action on their basis (Moscati 2012: 14).

Other authors like McKenzie and Nelson (2003) or Bourgeois-Gironde and
Giraud (2009) develop a similar approach in claiming that frames bring with
them a leakage of choice-relevant information about the speaker’s reference
point. Therefore, rather than being objectively equivalent, alternative frames
would leak information allowing one to infer the existence of certain background
condition from the speaker’s choice of frame. Bourgeois-Gironde and Giraud
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(2009: 385–87) make use of the distinction between intension and extension
with the purpose of explaining the mechanism by which framing effects come
to happen. This distinction would make it possible to account for those cases
where different descriptions of the same problem prompt different choices.
Both authors draw attention to the fact that, in economic methodology, the prin-
ciple of invariance or extensionality goes beyond the logical principle, establish-
ing the co-extensionality between expressions whenever the latter are inter-
changeable salva veritate (i.e., whenever the truth value is preserved). In the
context survey research, what needs to be guaranteed by means of co-extension-
al descriptions is not only the truth value preservation but also the preservation
of whatever information is relevant for making decisions. What needs to be
specified, therefore, is the kind of information regarded as relevant for purposes
of deciding among the options presented. Only after such information had been
specified could framing effects be ascertained as violations of the extensionality
principle in the contexts of decision under study. Violating extensionality would
then imply that choice-irrelevant information determines the choices or judg-
ments made by the subjects.

‘Intension’, however, is used by these authors in a sense that may include
explicit contents (conventional meaning, truth conditions) as well as implicit
contents (speaker’s meaning, contextual information). Unlike the standard no-
tion of intension, usually restricted to explicit contents, this broad notion is tight-
ly associated with implicit contents, whose nature, however, remains highly un-
derdetermined. In fact, the emphasis should be placed only on implicit contents,
since the intensional aspect has traditionally been equated with explicit con-
tents. Furthermore, if we grant that alternative valence frames are usually de-
signed not only to guarantee interchangeability salva veritate, but also so that
they share the same explicit contents, then response shifts induced by alterna-
tive frames must be due to differences in their implicit contents. To be clear,
when the above authors talk about intension, most likely they are pointing to im-
plicit contents related to doxastic elements attributable to the speaker by the ad-
dressee.

Once implicit contents are brought to the foreground, two related questions
arise: a) what is the nature of the implicit information conveyed by extensionally
equivalent frames sharing the same explicit contents? And b) how is the implicit
information conveyed by the frames? Drawing on some empirical data presented
below, my suggestion to answer the first question is that the (choice-relevant) im-
plicit information conveyed by the frame is about the most likely context of use
of a frame, or, to be more precise, about some typical background conditions cor-
responding to such context. This information is not part of what is asserted in the
frame, but rather part of what is assumed about the context whenever a certain
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frame is employed. The resulting assumption concerns neither the intentions of
any particular speaker, nor any other particular contextual aspect surrounding
the framed utterance, since surveys are usually non-conversational contexts
where both the ‘speaker’ (pollster) and the framed issue are absent. In implicitly
conveying contextual information typically associated with a frame, valence
framing induces an addition of a proposition to the proposition expressed by
an utterance, which brings us to the second question. The addition induced by
framing seems to occur through a process of standardization, i.e. by way of a reg-
ular pattern of use or choice of a frame whenever certain contextual conditions
have arisen. This is also suggested by recent empirical data on frame choice.

Going back to the views put forward by Moscati as well as Bourgeois-Gi-
ronde and Giraud, it should be noted that they all indirectly point to an essential
feature of framing effects, namely, a doxastic (or knowledge) condition concern-
ing familiarity with the usual background conditions of frame choice. Neverthe-
less, by placing the focus on the speaker’s beliefs about reference points rather
than on the typical contextual conditions determining frame choice, they fail to
capture the ultimate nature of the phenomenon under study. Consequently, they
wrongly assume that addressees make inferences from the use of a frame to the
speakers’ beliefs and from them to certain background conditions obtaining. The
process of standardization governing framing effects, however, suggests that the
addressees’ inferences are made from the use of a frame directly to certain back-
ground conditions obtaining.

So far, I have only mentioned some basic features of framing effects that
have not been properly discussed in the literature. However, I have not yet pro-
vided a framework within which those features could be explained and made
more precise. In particular, I have not explored the different notions—like pre-
supposition, implicature, default meaning, etc.—that could help to better under-
stand the role that implicit content plays in framing effects. The main candidates
to play this role will be examined in the next section.

4 Implicit Content and Framing Effects

Before examining the different available notions that could be applied to char-
acterize the implicit content conveyed by frames, let us take a look at the empir-
ical evidence supporting the view so far adopted here.

Some empirical data collected over the last decade show that listeners (or read-
ers) are able to make inferences about current or presupposed states from the
speaker’s (pollster’s) choice of frame (Sher & McKenzie 2006). Note that the infer-
ence is from a choice of frame to a presupposed state, not from an utterance to a

192 María Caamaño-Alegre

 EBSCOhost - printed on 2/12/2023 8:13 AM via . All use subject to https://www.ebsco.com/terms-of-use



belief/intention and from the latter to a presupposed state. In some of the cases
studied, depending on whether the glass was described as half empty or half
full, readers were able to infer its previous volume of liquid (the inference being
that the glass was previously completely full or completely empty, respectively).

A hypothesis that has been developed for natural language quantification—
but which, as argued by Moxey, could be generalized to valence framing—is
that focus and polarity together are the main kind of presupposition trigger (In-
gram 2010, Moxey 2011). The intuitive idea is that negation is most informative
if interpreted as a denial of a positive alternative (i.e. a complement set) and
vice versa. Focus can thus be originated by a choice between alternative frames,
thereby yielding a soft presupposition (or assumption) trigger regarding the exis-
tence of a complement set—a full glass as opposed to a half empty glass or the
reverse.Valence framing leaks information about a complement set that is usually
part of the objective context when a reference set is mentioned in a description
(Ingram 2010, Moxey 2011). Empirical research on natural language quantification
supports the claim that negative quantifiers (like ‘not many’ as opposed to ‘a few’)
lead interpreters to infer that the small amount denoted is in contrast to a larger
supposed amount. Conversely, terms like ‘few’ (Sher & McKenzie 2006) ‘leak’ in-
formation about a higher reference point. This shows that, as interpreters, we
seek out information not only about what is in fact the case, but also about
what is assumed about the context, especially if deemed choice-relevant. Conse-
quently, choice of expression implicitly conveys information on the facts while
conveying the facts themselves. This information is tightly connected to usual
opinions or expectations on the facts in question and rooted in a standard choice
of frame alternatives in certain contexts. As interpreters we seek out such informa-
tion as part of what we understand given the writer’s message.

Interestingly, Moxey has extended this ‘presupposition denial account’ of fo-
cusing properties of natural language quantification also to valence frames in
general (2011: 122–3). The label for the account refers to the basic assumed
fact that, in interpreting negation, we presuppose that it involves a denial of a
positive alternative (i.e. a complement set) since this maximizes the information
we can get from the utterance—by the same token, we presuppose that a positive
frame involves a denial of a negative alternative. The polarity of natural language
quantification serves to frame quantity information in either a positive or a neg-
ative way. Each quantifier activates a normal pattern of focus on a complement
set relative to the reference set (the overall set would include both sets). Now, as
Moxey illustrates with several examples, this very account can be generalized be-
yond the domain of natural language quantification. An utterance like ‘John
didn’t eat a cheese sandwich’ places in focus a positive alternative, i.e. that
John might have eaten a cheese sandwich, but this state of affairs did not hap-
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pen (Moxey 2011: 119– 121). Focus can thus be originated by a choice between al-
ternative frames, thereby yielding a soft presupposition trigger regarding the ex-
istence of a complement set—a full glass as opposed to a half empty glass or the
reverse.Valence frames, therefore, leak information about a complement set that
is usually part of the objective context when a reference set is mentioned in a
description. Going back to one of our former examples, it becomes clear that, de-
pending on how the reference set is described in a sentence (for instance, a piece
of beef as being 75% lean), there is a focus on a complement set, i.e., on the as-
sumed average qualities ascribed to the sort of thing included in the reference set
(pieces of beef being usually less than 75% lean).

After summarizing the main empirical insights into addressees’ assumptions
based on the speakers’ choice of frame, the next step is to identify the notion
that best captures all the above features. The possible candidates should account
for the following features of the phenomenon under study:
a) it involves an addition to the proposition explicitly expressed by the utter-

ance (the proposition that the glass was empty before being half full is
added to the proposition that the glass is half full);

b) the addition is part of the addressee’s interpretation of the utterance, not
part of what the pollster’s meant by the latter (the addressee, not the poll-
ster, assumes the glass was empty before being half full);

c) what is added concerns not current but typical contextual conditions asso-
ciated with the use of a frame (there is no glass in the present context, but
the utterance is interpreted by considering how the typical situation is at the
times when that kind of utterance is framed in a certain way);

d) the addition is about a complement set relative to a reference set explicitly
mentioned in the utterance (an empty glass relative to the half full glass);

e) the addition is triggered by a focus on a complement set, resulting in turn
from a choice of a frame over the other alternative (focus on a glass being
empty before being half full as a result of choosing the positive frame
‘half full’ over the alternative negative frame ‘half empty’);

f) the addition is automatic (as soon as the frame is identified the assumption
about the previous state of the glass as being half full or half empty is
made);

g) the addition is easily cancellable (if a description of the previous state of the
glass as being full is explicitly added to the positively framed utterance
about the half full glass, then the usual assumption that the glass was pre-
viously empty is cancelled).

Since the authors dealing with the empirical data talk about presupposition and
lexical alternatives, first I am going to explore the possible application of these
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two concepts and then I will consider implicature in general as well as default
implicature in particular, all widely discussed notions that have proven relevant
in understanding the nature of implicit contents. On the other hand, given our
present purpose, the details and debatable points in the analysis of these no-
tions are not going to be tackled here. Instead, I will only consider a schematic
and rather uncontroversial version of them in order to see whether they can ac-
commodate and shed some light on the above phenomenon.

4.1 Exploring the role of presuppositions in framing effects

Let us start by considering presupposition. It is commonly understood that one
sentence presupposes another whenever the second is true regardless of the
truth or falsity of the first. That is to say, a presupposition projected from sen-
tence s is also projected under negation ¬s. ‘The present king of France is
happy’ presupposes the proposition that there is a king of France, which is trig-
gered by the definite description included in the sentence. Since assumptions
triggered by frames are not projected under negation, they do not fit this notion
of presupposition. From the sentence ‘the glass is not half full’, we would not
assume that it was previously empty; in all likelihood we would not know
what to think about the state of the glass prior to not being half full. However,
it is customary to distinguish between a semantic conception of presupposition
and a pragmatic one (Simons 2013, Potts 2015). Semantic presuppositions would
be linguistically triggered by some lexical item—like the definite description con-
struction ‘the-noun-phrase/singular common noun’ in the example just men-
tioned. They are necessary to determine the truth conditions of the sentence pro-
jecting them, which entails that, whenever a presupposition projected from a
sentence is false, the sentence is not truth-evaluable—again like in the example.
Assumptions triggered by frames are clearly not necessarily involved in deter-
mining their truth value of framed sentences, or, to put it differently, the truth
of the latter can be evaluated without taking into account the assumptions
that they convey.

It is possible to find a more promising approach to the problem, then, if we
move on to pragmatic presuppositions. After all, according to the Stalnakerian
picture, they are not primarily projected from sentences (not even from generic
uses of sentences) but from the agent’s conversational dynamics (Simons
2013: 7). He characterizes pragmatic presuppositions as the agent’s beliefs
about common ground (Stalnaker 1974, 2002: 716), i.e. about common beliefs re-
garding what propositions are accepted by all parties in a conversation. To put it
more intuitively, presuppositions could be equated with beliefs about what is
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taken for granted in a conversation, and therefore about the background of be-
liefs shared by the interlocutors or the background of propositions treated by
them as true for some reason. The hearer’s identification of a speaker’s presup-
positions would thus require the identification of the latter’s intentions and be-
liefs in a conversational context. Simons’ example of a contextual presupposi-
tion would be a case in point; if the chair of a meeting, which is supposed to
start at 3:00, says to the audience ‘OK, it’s 3 o’clock’, hearers would assume
that it is time to start. In this case there is a complete proposition that is literally
expressed and has nothing to do with starting the meeting—the fact that it is 3
o’clock—and something is added to this, namely, the proposition that it is time
for the meeting to start, which constitutes a presupposition projected from the
speaker’s conversational dynamics. This addition is indeed not required to deter-
mine the truth value of the explicitly expressed proposition. As a consequence,
presupposition failure would not result in the truth-non-evaluability of such
proposition. Note, moreover, that these pragmatic contextual presuppositions
are not required to pass the negation test, that is, if the chair said ‘OK, it isn’t
3 o’clock’, the assumption would no longer be that it is time for the meeting
to start. So, it seems that the main difference between presupposition and con-
versational implicature vanishes. In so far as the notions of pragmatic presuppo-
sition and conversational implicature merge, all the considerations below are ap-
plicable to both.

The question is whether the focus on a complement set originated by a
choice between alternative frames is such as to trigger a wrong pragmatic pre-
supposition on the addressee’s side regarding the pollster’s beliefs about com-
mon ground.⁸ One essential aspect of Stalnaker’s notion of pragmatic presuppo-

 In discussing lexical alternatives as a source of pragmatic presuppositions, Dorit Abusch
(2002: 8– 11) argues that focus introduces an alternative set, which is turned into a pragmatic
existential presupposition if the speaker pragmatically presupposes that some alternative is
true. Although this view may seem at first promisingly close to the explanatory scheme I am
looking for, there are important differences between the approach endorsed by Abusch and
the one that Ingram, Moxey, Sher and McKenzie suggest. First, in alternative semantics, alterna-
tives are considered part of the linguistic meaning (Fălăuş 2013); more precisely, they are seen as
lexically encoded opposites (‘stop’ would encode ‘continue’ as its alternative). By contrast, in the
presupposition denial account, the complement set is neither part of the linguistic meaning of
the utterance nor understood as an opposite to the reference set. Second, focus is understood
only as an intonationally prompted phenomenon according to alternative semantics, while in
the presupposition denial account it is regarded as dependent on the choice of frame. Third,
in frames, the kind of pragmatic presupposition triggered by focus is not about the existence
of an alternative set (i.e. an opposite) but about the existence of a complement set (i.e. not
an opposite but a standard contrast class). There is no single obvious opposite for a half full
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sition is its emphasis on the importance of identifying the speaker’s intentions
and beliefs (1974, 2002), and it is this very aspect that makes it difficult to accom-
modate the kind of presupposition triggered by valence frames. The sort of fram-
ing used in surveys operates in non-conversational textual contexts where there
is no speaker. In order to overcome this difficulty, the modified notion of prag-
matic presupposition introduced by Marina Sbisà (1999: 330), explicitly devel-
oped to be applicable to text understanding, may prove useful. She argues
that pragmatic presuppositions are shared beliefs about the objective context
rather than about others’ representations of objective context. Shared beliefs
would be the result rather than the essence of common ground. One of the
main ideas behind her view is that not only speakers carry pragmatic presuppo-
sitions, but also sentences do. Her account of pragmatic presupposition is devel-
oped to be applicable to text understanding, and so it proves relevant for generic
non-conversational written contexts where the speaker is absent, like in the case
of surveys. Beliefs about objective context could thus be understood as including
beliefs about background conditions involved in framing effects.

We could try to reconcile Stalnaker’s and Sbisà’s views by arguing that the
common ground involved in framing may be more complex than usually thought
and include assumptions not only about the others’ beliefs concerning some im-
plicit information that is taken for granted (for instance, ‘25% fat’ being equiv-
alent to ‘75% lean’) but also about what conditions of the objective context make
it more appropriate to use one frame rather than the other (average level of fat
being usually under 25% makes it more appropriate to use ‘25% fat’ instead of
‘75% lean’). Now, if we decide to go down this road,we should be able to explain
why common ground is not shared in survey contexts, that is, we would have to
account for the fact that pollsters and addressees consistently hold different as-
sumptions concerning the appropriate conditions for using one frame over an-
other in survey contexts, even though they all take for granted the equivalence
between ‘25% fat’ and ‘75 lean’. Notice that all that is required for those assump-
tions is a competence as users of frames (knowing how), not a propositional
knowledge of the competence (knowing that).

So we can arrive at the following explanation of framing effects in terms of
pragmatic presuppositions: where pollsters presuppose that, in a survey context,
describing a piece of beef as being ‘75% lean’ is equivalent to describing it as
being ‘25% fat’, respondents take it as stressing that percentage over the

glass, since ‘a not half full glass’ ambiguously suggests many different alternatives to “a half full
glass”, ‘an empty glass’ being only one of them. Thus, despite employing similar terminology,
alternative semantics and the presupposition denial account of framing effects diverge in impor-
tant ways.
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usual percentage, which would be presupposed to be lower than 75%. The dis-
agreement arises, then, because (within survey contexts) pollsters do not en-
dorse the respondents’ assumptions regarding the relevance of both the usual
percentage (below 75%) and the typical linguistic practice consisting in choos-
ing a positive frame to stress a gain with respect to the average context (or a neg-
ative one to emphasize a loss with respect to the average context).

Two comments are in order here. First, none of the above assumptions are
related to the speakers’ intentions or beliefs, but rather to certain objective con-
ditions concerning the status quo (the prevalent states of affairs), and to certain
objective facts about linguistic practices typically related to those conditions.
Second, pollsters do endorse such assumptions outside survey contexts, other-
wise there would be no typical pattern of frame choice, and empirical evidence
does confirm such pattern. Thus an interesting point is that the key explanatory
variables are to be found in the objective contexts respectively connected to well-
entrenched linguistic practices. There are facts about (frame) use that have a life
of their own regardless of intentions on the part of the participants in a linguistic
exchange. This is precisely why it is also difficult to explain the way that frame
effects relate to defective contexts, i.e. contexts where some of the participants
have false beliefs about common ground. When frame effects happen, there
are false beliefs, neither about the objective context nor about the other partic-
ipants’ beliefs regarding such context, but only about whether the objective con-
text, instead of an idealized context, is the one to be taken into account to inter-
pret the sentence.⁹

After all, the main disagreement between pollsters and addressees lies in
how they represent the context by default in surveys: pollsters assume an ideal-
ized context whereas addressees assume the most likely context of use.¹⁰ Frames

 This problem has also being pointed out by Jones in his Gricean analysis of economic experi-
ments: “This means that it may be that some aspect of the experiment reminds subjects of a
norm existing outside the experimental laboratory. The experimenter did not intend for this
norm to be followed and so a systematic misunderstanding by the subject may occur as a result”
(Jones 2007: 171).
 This conclusion is in tune with Norbert Schwarz’s view on ‘the logic of conversation’ in ques-
tionnaire research: “(…) research participants go beyond the literal meaning of the information
provided by the researcher and draw on the pragmatic rather than the semantic meaning of the
researcher’s contributions. The researcher, however, evaluates participants’ judgments against a
normative model that draws only on the logical implications of semantic meaning at the ex-
pense of the pragmatic implications of the researcher’s utterances” (Schwarz 1996: 7). His ap-
proach, however, mainly provides a Gricean analysis of research communication, showing
that conversational norms (and, thus, implicatures) influence question interpretation (Schwarz
1996: 15– 16). As argued below, although the Gricean framework explains some general aspects
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operate in a peculiar, more systematic, linguistically marked fashion than sug-
gested by the traditional notion of pragmatic presupposition. Pace Stalnaker,
the key point here does not lie in what beliefs or intentions we attribute to the
actual speaker/pollster, but rather in what typical contextual information emerg-
es when a certain frame is chosen over other options. The speaker’s actual beliefs
lose importance in comparison to standard or well-entrenched uses of different
linguistic frames.

The common ground involved in framing effects includes at least two as-
sumptions, on the side of the respondents, regarding the objective context.
One is about reverse properties (25% fat being the reverse property of 75%
lean), whereas the other assumption concerns what prevalent conditions (or sta-
tus quo) of the objective context make it more appropriate to use one frame
rather than the other (average level of fat being usually under 25% makes it
more appropriate to use ‘25% fat’ instead of ‘75% lean’). It is important to stress
that pollsters do endorse these assumptions outside survey contexts, for empiri-
cal evidence confirms the typical patterns of frame choice.

4.2 Implicatures and framing effects

It could be argued that the intuition behind this account of presuppositions in-
volving well-entrenched or crystallized uses—i.e. the fact that negation is most
informative if interpreted as a denial of a positive alternative and vice versa—
nicely fits Gricean maxims of quantity and relation,¹¹ and that the inference
prompted by frames can be better accommodated by applying the notion of gen-
eralized conversational implicature (Grice 1975) rather than the idea of pragmatic
presupposition. Implicatures are inferences in which the inferred proposition
bears no truth functional relation to the utterance contained in the text. They
are taken to arise from the interaction of the proposition actually expressed in
the utterance, certain features of the context, and the assumption that the speak-

involved in framing effects, some essential features of the latter are better captured by the notion
of default implicature,which in turn is closely connected to that of default meaning. Note, more-
over, that valence framing is not included in Schwarz’s discussion of the formal features of ques-
tionnaires (1996: chapter 5). The same goes for Jones’ proposal to apply the Gricean framework
in order to clarify the notion of understanding involved in economic survey research and experi-
ments (Jones 2007).
 The first states that one should try to be as informative as one possibly can, and give as
much information as is needed, and no more, the second, that one should try to be relevant,
and say things that are pertinent to the discussion.
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er is obeying the Cooperative Principle. In the case of generalized conversational
implicatures, the inferences have ‘crystallized’ as a result of the standard use of a
propositions expressed by the utterances, and so the context becomes irrelevant.
An implicature of this kind is one which does not depend on particular features
of the context, but is instead typically associated with the proposition expressed
(in this case, with the frame chosen).

The notion of generalized conversational implicature may supplement the
idea of pragmatic presupposition in a significant way, particularly in what con-
cerns those additions connected to the typical use of a frame. Nevertheless, with-
in the Gricean framework, the hearers’ inferences are always primarily about the
speakers’ beliefs or intentions rather than about the objective context, and this
would clearly be in conflict with my remarks made above. Furthermore, this is
the same problem as the one already pointed out with regard to Stalnaker’s no-
tion of pragmatic presuppositions.

If, at least for the case of valence framing and text understanding, we re-
laxed both Grice’s notion of conventional implicature and Stalnaker’s notion
of pragmatic presupposition so as to leave out the requirement concerning the
content of the inferences, then framing effects could be explained on the basis
of these notions as prompted by implicit information supplementing the infor-
mation conveyed by the assertion. Such supplementary information would
make it possible for the addressees to update their representation of the objec-
tive context. On the other hand, if we took a stricter view on presuppositions
like Sbisà does (1999: 332–335), and were to understand presuppositions as as-
sumptions (related to objective context) that ought to be shared and that should
be taken for granted for an utterance to be acceptable, then it is not clear that
framing effects could be accounted for in terms of pragmatic presuppositions.
In this case we might rather have to rely instead on conversational implicatures,
since, even when they are about the objective context and happen to be shared
knowledge, they are not necessarily subject to any normative requirement con-
cerning the representation of the objective context. To say that a piece of beef
is ‘75% lean’ when that percentage is below the average certainly does not
make the utterance inacceptable, while—to use Sbisà’s example—to say that
‘John realized that he was in debt’ when we know that John is not in debt
does make the utterance unacceptable (1999: 334). It seems, however, that the
very notion of acceptability involved here may allow for different, more or less
strict characterizations. According to Stalnaker, for example: “a speech act is
conversationally acceptable in the relevant sense just in case it can reasonably
be expected to accomplish its purpose in the normal way in which the normal
purposes of such speech acts are accomplished” (1974/1999: 51). Thus, it could
be argued that describing a piece of beef as being ‘75% lean’ when that percent-
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age is below the average does after all violate ‘the normal way’ in which that
frame is used for conversational purposes. Since the possible resolution of this
dispute is clearly beyond the purpose of this paper, I will limit myself here to
showing that, in cases where conventional implicatures are shared knowledge
about the objective context, they retain the main intuitive features associated
with pragmatic presuppositions.

All in all, the problem of valence framing is twofold, including two overlap-
ping phenomena that create the ‘perfect storm’ conditions for survey interpreta-
tion to go astray. On the pollster’s side, there are wrong presuppositions concern-
ing the kind of context that the respondent will take into account in interpreting
an utterance. Within survey contexts, pollsters operate with the idealized as-
sumption that describing a piece of beef as being ‘75% lean’ is equivalent to de-
scribing it as being ‘25% fat’, and do not endorse the respondents’ assumptions
regarding the relevance of the typical linguistic practice consisting in choosing a
positive frame to stress a gain with respect to the average context (or a negative
one to emphasize the converse).¹²

The pollsters’ mistake can be due to two different situations: a) they know
the kind of default reasoning usually involved (when a certain frame is em-
ployed) but wrongly believe that the addressees will be able to identify the
ideal nature of survey contexts and suspend such reasoning; b) they do not
know what kind of default reasoning is usually involved (when a certain
frame is employed) and wrongly believe that the ideal nature of survey contexts
is common ground. Either way we have a defective context due to the pollster’s
wrong presupposition regarding (common ground on) the relevant context, al-
though in a) that goes together with endorsing a wrong informative presupposi-
tion as to the possibility of changing the common ground in survey contexts so
that respondents assume that the idealized context is the relevant one for inter-
preting the sentence. Informative presuppositions occur whenever a speaker ut-
ters a presupposing sentence perfectly knowing that the presuppositions of the
sentence are not part of the common ground, but at the same time believing that
they will be common ground following the utterance (Simons 2003: 16–20). So,
a) describes the possible case where pollsters mistakenly presuppose that the
idealized nature of the relevant context for interpreting an utterance will become
common ground once the respondent receives the utterance in a survey context.

 This kind of disagreement concerning presuppositions quite naturally fits the notion of soft
trigger, i.e. an optional presupposition that can occur only when it fits into the context and can
be easily suspendable (Abush 2002).
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Addressees, by contrast, proceed in quite a different manner. We have ex-
plored the possibility that generalized conversational implicatures are essential-
ly involved in their understanding of framed survey questions. However, there
are some remaining problems that undermine the plausibility of this approach;
in particular, the fact that the addition is automatic (as soon as the frame is iden-
tified, the corresponding assumption is made), and the fact that it arises locally
(as soon as a construction reveals the kind of frame used, the addition is trig-
gered).

As I will show in the next section, the notion that proves most useful in ac-
counting for the above issues is default implicature. In connecting a certain
kind of frame to a certain kind of implicit information, addressees operate by de-
fault interpretation, and such interpretation is not suspended in the survey con-
text. To summarize, presupposition, whether informative or not, plays a role on
the side of the pollster, and default interpretation does so on the side of the ad-
dressee.

4.3 Understanding framing effects in terms of default
implicature

As emphasized by Katarzyna Jaszczolt (2014), despite the fact that there is no
consensus as to how default interpretations should be understood, the notion
of default meaning proves helpful in distinguishing between salient, automatic
interpretations and costly pragmatic inferences. A generic characterization of de-
fault meaning is stated by her as follows: “(…) default interpretation of the
speaker’s utterance is normally understood to mean salient meaning intended
by the speaker, or presumed by the addressee to have been intended, and recov-
ered (a) without the help of inference from the speaker’s intentions or (b) with-
out conscious inferential process altogether” (Jaszczolt 2014).

Notwithstanding the reference to intended meaning in the first lines of the
above definition, point a) immediately rules out inference from the speaker’s in-
tentions as an element playing any role in default interpretations. Both points a)
and b) stress the context-independent nature of default interpretation, which be-
comes more obvious in cases where default meanings are clearly triggered by a
construction—as happens in the case of framing effects. To use one of Jaszczolt’s
examples, we interpret the sentence ‘Many people liked Peter Carey’s new novel’
as meaning, by default, ‘Many, but not all people liked Peter Carey’s new novel’.
The same way that such interpretation is automatically and locally prompted by
the construction ‘many x’, the sentence ‘the glass is half empty’ includes the neg-
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ative frame construction ‘half empty x’, which locally triggers by default the in-
terpretation ‘the glass that was previously full is now half empty’.

As pointed out earlier, there is no agreement on whether context-independ-
ence, locality, cancellability and exclusion of conscious inference are essential
properties of default interpretation. Consequently, there are also conflicting
views on the semantic, pragmatic or even grammatical nature of default mean-
ings. In order to avoid issues that would by far exceed the limits of the present
discussion, I am going to draw attention solely to those aspects of default mean-
ings that prove most relevant in understanding framing effects.What seems to be
clear is that the very notion of default meaning calls for a recognition that utter-
ance interpretation involves a variety of mechanisms, in the form of conventions
and heuristics pertaining to rational communicative behavior. Addressees’ short-
cuts to meaning recovery constitute one of such mechanisms. These shortcuts,
which are generated by a process of standardization in the use of a construction,
are based on assumptions regarding both scenarios and human mental process-
es. In the cases where these shortcuts or defaults operate, context and inference
may not play any significant role in the addressees’ recovery of meaning (Jaszc-
zolt 2010/2015: 744).

The characterization of default implicature that best accounts for the phe-
nomenon of framing effects includes all the above-mentioned properties (con-
text-independence, locality, cancellability), being rather close to Stephen Levin-
son’s notion of presumptive meanings (Levinson 2000), which deviates slightly
but significantly from Grice’s notion of generalized conversational implicature,
particularly as regards the features of locality and independence from the speak-
er’s intended meaning. According to the Gricean picture, non-literal interpreta-
tions only occur after the addressee has grasped the literal meaning of the ut-
tered sentence, i.e. they are a global phenomenon related to the overall
explicit meaning of the sentence. Levinson argues, on the contrary, that some
lexical constructions can locally and by themselves prompt non-literal interpre-
tations by the addressees. The sentence ‘Some boy came’ is interpreted as ‘Not
all of the boys came’ by virtue of it including the word ‘some’ that by itself
leads to the interpretation ‘not all’ (Levinson 2000: 36–37). Analogously, the
positive frame construction ‘half full’ by itself triggers the reading ‘previously
empty and now half full’. Also, negative frame constructions like ‘20% fat’ or
‘20% errors’ are understood, respectively, as expressing ‘being 20% fat and
above the average level of fat’ and ‘having 20% errors and being above the aver-
age levels of errors’. The same way that Levinson explains cases like ‘some’ by
appealing to the Q-heuristic (‘what isn’t said, isn’t’), we could appeal to the fol-
lowing heuristic for the case of frames: where a positive frame is chosen, it can
be assumed that the positive property is above average—and the same goes for
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negative frames. It is no coincidence that Levinson’s reflections on the ‘bottle-
neck of communication’ closely resemble Kahneman’s views on the practice of
‘thinking fast’ as opposed to ‘thinking slow’ (Kahneman 2011). Simultaneously
minimizing usage of linguistic tools and maximizing meaning recovery leads
to a poor linguistic articulation followed by a fast processing by the addressee.
Hence, unsurprisingly, the easy and relatively frequent cancellability of local ad-
ditions, a feature that has been noted by Levinson and that, as shown before, is
also shared by local additions triggered by frames.

On the other hand, Jaszczolt’s notion of defaults embraces two kinds of de-
fault meanings, i.e., cognitive defaults, triggered by the properties of human in-
ferential system, and social, cultural and world-knowledge defaults, triggered by
the shared background on social conventions and knowledge of both cultural
and physical properties of the environment (Jaszczolt 2010/2015: 746–750).¹³
These two sources of default meanings would automatically yield certain infor-
mation whenever a certain construction is employed—or, if we endorsed Jaszc-
zolt’s wider account, whenever a certain typical situation occurs.¹⁴ To use her
own example, world-knowledge defaults would be responsible for interpreting
‘and’ as ‘and as a result’ in sentences like ‘The temperature fell below -10 degrees
Celsius and the lake froze’. As for inferential system defaults, they would explain
the default referential as opposed to the attributive interpretation of definite de-

 In Jaszczolt’s view, these defaults could combine with other components of meaning such as
knowledge of word meaning and sentence structure, knowledge of the situation of discourse and
conscious pragmatic inferences (Jaszczolt 2010/2015: 750). Depending on whether the contribu-
tion of defaults and conscious pragmatic inferences is more or less salient, they could or could
not be regarded as part of the explicit meaning. Since my goal here is not to develop a theory of
meaning, but just to show the special usefulness of the notion of default meaning to explain
framing effects, the merger representation of meaning is only mentioned for purposes of contex-
tualization of her ideas.
 A somehow striking consequence of applying default semantics in explaining framing effects
is that added contents creating these effects might not be regarded as implicit contents but in-
stead as explicit ones. From this approach, explicit contents are not primarily defined in terms of
literal meaning, but in terms of salience (Jaszczolt 2010/2015: 743). To be clear, according to this
view, given the salience of many instances of implicatures, they could be considered as provid-
ing the explicit meaning of the uttered sentence (Jaszczolt in 2010/2015: 745–6, 749 emphasizes
the ample experimental evidence showing that the explicit meaning of a sentence often corre-
sponds to implicatures). In this respect, default semantics diverges significantly from other Gri-
cean approaches, which do keep the syntactic constraint on what is said. As a consequence, sa-
lient meanings are orthogonal to the explicit/implicit distinction. Since adherence to this feature
of default semantics is not required to support the present analysis, a minimal notion of default
meaning is here applied together with the traditional distinction between explicit and implicit
contents.
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scriptions like in ‘The author of Don Quixote fought in the Battle of Lepanto’ (in-
terpreted as ‘Cervantes fought in the Battle of Lepanto’).

In the case of framing effects, the shared cultural background regarding
standard uses of frames is definitely involved in triggering default meanings.
Whether they are also cognitive defaults related, for instance, to the human ten-
dency to operate with contrast classes and to project the past onto the present, is
an interesting question that goes beyond the limits of the present paper. A
straightforward relation between default interpretation and framing effects
seems to emerge once we summarize the above points and retrieve the seven fea-
tures of framing effects mentioned at the beginning of the section. The fact that
framing effects involve an automatic, frame-triggered addition to the proposition
expressed by the utterance (features a, d, f) clearly accords with the notion of
default implicature. As soon as the frame is identified, without mediation of con-
scious inference or consideration of the context, an assumption about a comple-
ment set (relative to a reference set explicitly mentioned in the utterance) is trig-
gered. The fact that, despite not being meant by the pollster, such implicature is
made by the addressee on the basis of the standard conditions associated to the
use of a frame (features b, c) further reinforces the presumptive, context-inde-
pendent nature of frame interpretations. Moreover, both the source and the con-
tent of default interpretations involved in framing effects—that is, both the com-
petence in frame choice and knowledge of usual background objective
conditions concerning complement sets (features c, d, e)—suggest that at least
some cultural and world-knowledge defaults play an essential role in such phe-
nomenon. Finally, the easy cancelability of assumptions triggered by frames (fea-
ture g) clearly shows that, even if standardly connected to frames, the first
should not be explained in terms of semantic presuppositions.

5 Conclusion

On the side of the addressee, framing effects result from default interpretations
triggered by focus and polarity that in turn are generated by a choice of frame.
This kind of interpretation, which concerns assumptions about objective back-
ground conditions for framing, is triggered by standardized, well-entrenched lin-
guistic practices involving a certain choice of frame given some prevalent states
of affairs. On the side of the pollster, the problem arises due to the pragmatic pre-
suppositions assumed, within survey contexts, with regard to the relevant con-
text for interpretation.
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Rasmus Gahrn-Andersen

Transcending the Situation: On the
Context-dependence of Practice-based
Cognition

Abstract: Socio-material practices entail what Per Linell (2009) terms ‘situation-
transcendence’ in that they allow agents to engage in purposeful activity that ex-
ceeds the spatiotemporal constraints of a given situation. Radical perspectives in
cognitive science offer insights into the cognitive dynamics involved: while those
supportive of Distributed Cognition (DCog) analyze how cognition is distributed
synchronously across situations, proponents of 4E Cognition show that cogni-
tion extends in a diachronic manner. Despite their differences, both perspectives
acknowledge that agents must be sensitive to contextual information in order to
accomplish cognitive tasks. In fact, both analyze the functionality of socio-cul-
tural resources (e.g. computers, notebooks, instruments etc.) in relation to par-
ticular contexts and tasks, and focus on how such ressources give rise to the cog-
nitive resources required for different kinds of cognitive activity. Having
described key positions in the literature, the paper presents a case study on
the practice of leakage detection in heating pipes as this is done by professionals
in a Danish utility company. Accordingly, the paper explores situation-transcen-
dence and, more specifically, how contextual constraints connect with and
emerge from the synchronic and diachronic processes involved as professionals
engage in data analysis, internal and external coordination and on-site explora-
tion.

1 Introduction

Human cognition unfolds in a cultural-cognitive ecosystem consisting of a myriad
of different socio-material practices. According to Edwin Hutchins (2010), we
should bear in mind the following: Practices are essential to human living in
that they shape our individual and collective ways of making sense of our sur-
roundings.¹

 It is because of our embeddedness in practices that we can perceive something as something—
such as, for instance, a line of people as a queue (Hutchins 2014), one thing as a hammer (Hei-
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When studying these practices,we ought to focus on “cognitive phenomena in
context” (Hutchins 2010: 795). Accordingly, it is imperative that we explore practi-
cal activity in real-life settings and not just stick to theory.² In this connection, it is
important to abstain from focusing exclusively on either macro-level or micro-level
descriptions (cf. Latour 1996a). One must carefully avoid appealing to the func-
tional characteristics of particular practices or social systems as do, for instance,
Émile Durkheim (1982) and Niklas Luhmann (1995). Macro-views should be avoid-
ed because they are typically less concerned with the skills and competencies that
agents bring to the fore. Thus, proponents of these views are reluctant to explore
the context-sensitive dynamics involved as agents exploit different technologies to
perform given tasks. But we must also resist the temptation of digging in too deep
by focusing on the micro and, consequently, limit our focus to interactions in a
particular context (e.g. Steffensen et al. 2016) or situation (e.g. Goodwin 2000).
In so doing, one risks losing sight of the normative constraints that influence in-
teractional outcomes. We should rather focus on the ‘in-between’ that connects
micro- and macro levels (cf. Latour 1996a).

Exploring this intersection entails focusing on how practice-embedded
agents allow different situations (with their localized and unique contexts) to in-
terrelate. Bruno Latour (1996a; 1996b; 1999) was amongst the first to conceptual-
ize this in-between. According to him, social phenomena are irreducible to a sit-
uation or its spatiotemporal constraints, meaning that human socio-material
engagements are always “framed by other actants dispersed in space and
time.” Latour emphasizes this by arguing that situations are always shaped by
events that occur in different contexts: “At time t, I find myself in contact with
beings who have acted at t-1, and I fold the situations together so that I myself
will act under another form at t+1. In situation s, I find myself attached to situa-
tions s-1, and I act such that downstream situations s+1 come to be associated
with mine” (Latour 1996: 239).

degger 2010), another thing as a tomato (Noë 2006) etc. Practices give rise to socially-informed
ways of understanding that saturate our engagements with the world: not only do they allow us
to identify things that have social significance; they also enable us to act-perceive, or perc-act
(Berthoz 2012) in accordance with others as we, for instance, set out to solve a problem (Steffen-
sen 2013), ask someone to hand us a tool (Wittgenstein 2009) or perform a complex task such as
landing an airplane (Hutchins 1995b).
 Following the Merriam-Webster Dictionary, I take ‘context’ to denote “the interrelated condi-
tions in which something exists or occurs” (https://www.merriam-webster.com/dictionary/con
text accessed May 19, 2018). Consequently, being serious about context “means finding oneself
in the thick of the complexities of particular situations at particular times with particular indi-
viduals” (Nardi 1996: 35).
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Depending on the situation, the shaping can be more or less structured. For
example, in professional practices, we are not just witnessing the ‘ongoing’ or
loose-coupling of plain everyday activities such as greeting a random person
at a bus stop. Rather, these practices are structured in the sense that cognition
forms “part of a larger set of ‘equipment’, enhanced and fostered by human
co-operation” (Secchi and Cowley 2018: 1). Practice-informed cognitive activity
occurs not just in a situation, but, crucially, across situations. In the terms
used by linguist Per Linell (2009), practices involve situation-transcendence,³

which is “linked to habituality, routinization, conventionalization and institu-
tionalization of human practices, that is, our tendencies to do things approxi-
mately in the same ways as have done before, or seen others do, in similar sit-
uations” (Linell 2009: 50).

Accordingly, the purpose of this paper is to explore how practices afford sit-
uation-transcendence as agents solve tasks while drawing on cognitive skills, en-
vironmental resources and contextual contingencies. The paper is structured as
follows: first, I turn to radical embodied cognitive science and show how propo-
nents of Distributed Cognition (DCog) and 4E Cognition account for the situa-
tion-transcendence and context-dependence of human cognition. Whereas the
DCog-perspective is well-known for its focus on synchronous activity involving
real-time interaction between agents, the 4E-perspective offers other insights
by underlining the importance of individual skills and the diachrony of cognitive
phenomena. Second, I present a case study on situation-transcendence in a Dan-
ish utility company. The study focuses on the practice of leakage detection and
how situation-transcendence emerges as professionals engage in distributed and
extended cognitive processes that are in part shaped by contextual factors.

2 Mixing DCog and 4E Cognition

Traditional approaches to philosophy of mind and cognitive science are based on
the assumption that we can understand cognition by focusing on the brain (or
mind) of subjects in isolation from worldly structures (cf. Noë 2009). In philos-
ophy, this is exemplified by the well-known ‘brain in a vat’- thesis. ‘Radical’ ap-

 A similar insight is found elsewhere in linguistics. For example, linguistic anthropologist Nick
Enfield (2014) suggests that linguistic activity occurs across six different time-scales: 1) the mi-
crogenetic, 2) the ontogenetic, 3) the phylogenetic, 4) the enchronic, 5) the diachronic and, final-
ly, 6) the synchronic. In this view, human sociality is multi-scalar in that it involves a range of
different temporalities that exert their influence on the present activities (see also Steffensen and
Pedersen 2014).
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proaches to cognition are different in that they explore agent-environment rela-
tions, thereby presuming that cognition involves agent-environment dynamics
that exceed the boundaries of the skull (Chemero 2009). They are thus typically
characterized by a commitment to contextualism in the sense that sense-making
practices are assumed to be “situated and contexted” (Linell 2010: 11). But when
it comes to exploring the situation-transcendence of cognitive activity, DCog and
4E Cognition bring about different insights.⁴

2.1 DCog

DCog came out of California in the 1980s. Its supporters rightly claim that cogni-
tion does not simply happen inside people’s heads but is distributed across media,
people, artefacts and tools. For the last 30 years, DCog research has systematically
investigated distributed cognitive processes in different, often highly specialized
work-environments as professionals set out to solve complex tasks. It thus focuses
on how professionals coordinate their actions while drawing on the externalized
representations offered by different technologies: “The conduct of the [cognitive]
activity proceeds by the operation of functional systems that bring representation-
al media into coordination with one another. The representational media may be
inside as well as outside the individuals involved. These functional systems prop-
agate representational state across the media” (Hutchins 1995a: 372).

For example, in a famous study on a crew navigating a U.S. Navy vessel,
Hutchins (1995a) accounts for how various cognitive tasks are performed by sai-
lors while using different tools and instruments (e.g. fathometers, the pelorus,
charts, walkie-talkies etc.). Other studies of DCog have explored cognition in dif-
ferent practices such as, for instance, piloting an airplane (Hutchins 1995b), air-
traffic control (Halverson 1995), engineering teams (Perry 2013) or crime scene
investigation (Baber 2010)—just to name a few. One obvious strength of DCog
is its focus on how different artefacts and technologies are put to use by profes-
sionals in highly specialized practices as they attempt to solve specific tasks or
problems on hand.

 The radical nature of these approaches has been questioned. For instance, Graham Button ar-
gues that DCog is far from as radical as it initially suggests in that its proponents think that there
are internal neurological processes at play as well. DCog should thus not be seen as “a corrective
to traditional cognitive science” but as an attempt “to make the socio-cultural world a further
topic for cognitive science” (Button 2008: 102). Also, Daniel Hutto and Erik Myin (2013) show
that many enactivist approaches make use of ‘internalist language’ characteristic of traditional
cognitive science.
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Interestingly, DCog also explores the context-dependence of cognition. For
instance, in his study of the practices onboard USS Palau, Hutchins provides
the example of avoiding a collision with another ship. He describes the crew’s
coordination as involving synchronous situation-transcending activities in the
sense that the distributed cognitive system extends, in real-time, from the pilot-
house on the bridge to the flight deck as the crew try to avoid the collision
(Hutchins 1995a: 4–5). Specifically, the navigator instructs the keeper of the
deck log to locate a foghorn so that the crew can alert the other ships’ crew.
In this connection, the keeper of the deck log needs to descend to the flight
deck in order to retrieve the horn. In doing so, he continues to communicate
with the bridge by means of his walkie-talkie (Hutchins 1995a: 5). Thus, the walk-
ie-talkie facilitates cognition in that it enables the crew to coordinate their activ-
ities in a synchronous manner despite the difference in their situatedness that
spans across different locations on the ship.

Despite also acknowledging that cognition “may be distributed through time
in such a way that the products of earlier events can transform the nature of later
events”, DCog researchers are usually more interested in synchronic activities
that happen immediately across situations and contexts (cf. Nardi 1996: 42).
Thus, as Hyundeuk Cheon, summarizes: “The operation of a distributed-cogni-
tive system is parallel in that multiple people and artifacts work simultaneously”
(Cheon 2014: 24).

In focusing on the simultaneity, or what Cheon terms “parallelism”, of the
distributed cognitive processes of a given cognitive system, there is a tendency
in DCog research to neglect the fact that socio-cognitive activity is also diachron-
ically linked and, thus, historically shaped across situations.⁵

 The criticism reaches beyond DCog. For instance, in her micro-sociological account, Karin
Knorr Cetina (2009) explores how modern technology such as computers, TVs and the internet
have brought a fundamental change to localized interactions. In cases with technological medi-
ation and presence, social interactions are irreducible to the embodied factors of Goffman’s
(1983) ‘natural situation’. Cetina contrasts Goffman’s natural interactions with the ‘synthetic’, ar-
guing that the latter “also implies encounters in time and the temporal extension and specifica-
tion of situations” (Cetina 2009: 62). Despite emphasizing the temporal dimension, Cetina focus-
es predominantly on ‘real-time contexts’ where the synthetic situation “is a composite of
information bits that may arise from many areas around the world and feature the most diverse
and fragmented content” (69). In the view presented here, the interesting thing is also how dif-
ferent real-time contexts are connected, thus reflecting the complexity (or compounded nature)
of human socio-material practices and their situation-transcendence.
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2.2 4E Cognition

This brings me to 4E Cognition—a label that was first introduced by Mark Row-
lands (2010) to denote those approaches that criticize cognitive internalism by
arguing that cognition is extended, embodied, embedded, and enacted. These
theories are in basic accord with the “socio-cultural dimension” of DCog (cf. But-
ton above) in that they build on cognitive externalism. On this view, cognitive
activity scaffolds—or, extends—beyond the brain of the cognizer and into the en-
vironment (cf. Colombetti and Krueger 2015). As I argue below, 4E approaches
have the potential for supplementing DCog in a way that makes the combination
of the two highly relevant for exploring how practices unfold as situation-tran-
scending activity.

However, it is first worth mentioning that in contrast to traditional DCog-ap-
proaches, which tend to focus on a particular distributed cognitive system in its
entirety, 4E theories explore the individual agents involved and, more specifical-
ly, subject-relative factors such as experience and embodiment. For instance,
proponents of the so-called embodiment thesis recognize that cognizers are al-
ways physically situated individuals.⁶ Following Daniel Hutto and Erik Myin, it
is a common assumption that “no matter how the empirical questions are an-
swered, mentality […] is in all cases concretely constituted by, and thus literally
consists in, the extensive ways in which organisms interact with their environ-
ments” (Hutto and Myin 2013: 7).

Here, there is a clear link to enactivist thinking and the idea promoted by
Francisco Varela (1987) that cognitive activity should be considered as analogous
to “laying down a path in walking.” We should therefore not consider cognition
as pre-given mental content but rather as an activity enacted by agents as they
engage with the world. Strongly embodied cognition is thus bound to the specific
context in which the agent is situated, meaning that cognition is a strongly syn-
chronous phenomenon. This is also reflected in the notion of ‘participatory
sense-making’ which takes instances of ‘corridor dancing’ as a prime example
of how basic coordinative behavior plays out (see, De Jaegher and Di Paolo
2007; for a criticism, see Cowley and Gahrn-Andersen 2017).

But as the label suggests, proponents of 4E Cognition do not take cognition
to be irreducible to its embodied and enactive aspects as do, for instance, enac-
tivists. This brings me to another useful aspect of the 4E perspective: the idea

 Interestingly, Sterelny (2011) differs in that he oscillates between applying ’scaffolding’ on a
population level and in specific contexts or in relation to the evolution of particular technologies
such as, for instance, tools or bodily mechanisms such as the human digestive system.
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that cognition is extended.⁷ Clark and Chalmers (1998) introduce their Extended
Mind Hypothesis by arguing that human agents exploit external artefacts (e.g.
notebooks, blackboards, computers etc.) as tools for extending their cognitive ac-
tivities. Thus, cognizers do not merely rely on their intrinsic cognitive powers, but
draw on various media containing externalized representations (cf. Heersmink
2017). This seems to be much in line with DCog. So, how do the two differ
and to what extent can insights related to the extendedness of cognition supple-
ment distributed approaches and, further, provide relevant insights into the sit-
uation-transcendence of human cognition?

On the view presented here, extended cognition offers at least one valuable
insight. This is evident from Clark and Chalmers’ (1998) example with the ficti-
tious Alzheimer’s’ patient, Otto. Because of his illness, Otto has a limited internal
memory capacity and relies on external artefacts (e.g. a notebook) to aid his
memory. Thus, “he relies on information in the environment to help structure
his life. Otto carries a notebook around with him everywhere he goes. When
he learns new information, he writes it down.When he needs some old informa-
tion, he looks it up. For Otto, his notebook plays the role usually played by a bio-
logical memory. Today, Otto hears about the exhibition at the Museum of Mod-
ern, and decides to go see it. He consults the notebook, which says that the
museum is on 53rd Street, so he walks to 53rd Street and goes into the museum”
(Clark and Chalmers 1998: 12– 13).

Whereas some of those in favor of DCog tend to overemphasize the impor-
tance of particular technologies and their ‘access characteristics’ (Perkins
1993), Clark and Chalmers underline the necessity of (inner) mental correlates
and, tacitly, the context-dependence of cognition. They acknowledge that cogni-
tive states (or parts hereof) must necessarily be extended, thus presuming a sta-
ble element in Otto’s phenomenology: he must have what, in lack of better
words, one could call a partial belief in the museum in order to be able to
make proper use of his notebook. Accordingly, “beliefs can be constituted partly

 There are three waves of the extended cognition-thesis: defenders of the first-wave focus on the
cognitive system of individuals and how inner and outer elements are functionally similar (cf.
Kirchhoff 2015). Proponents of the second-wave emphasize, among other things, the importance
of integrating cognitive processes into larger wholes (see Menary 2007). Lastly, the third-wave “dis-
solves individuals into peculiar loci of coordination and coalescence among multiple structured
media [and practices]” (quote by Sutton in Kirchhoff 2015). Michaelian and Sutton summarize:
“Clark saw distributed cognition as a natural extension of the point made in much connectionist
literature that order and systematicity in human cognition and action can derive in part from the
stability of our environments, rather than as a direct product or reflection of exhaustively-specified
internal recipes. Cognition might thus be multiply distributed, both within neural networks and
across bodies, artifacts, and social groups” (Michaelian and Sutton 2013: 6).
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by features of the environment, when those features play the right sort of role in
driving cognitive processes” (Clark and Chalmers 1998: 12).

The example with Otto underlines that extended cognition need not only
occur in a particular, natural situation (to paraphrase Goffman 1983); it can
also facilitate diachronic situation-transcendence. The context-dependence is
evident from the fact that Clark and Chalmers tacitly presuppose that Otto
uses his notebook every time he forgets the address; even as he is on his way
to the museum. This happens across situations and contexts. Otto’s pre-existing
belief in the museum, its relevance etc. enables him to walk past various loca-
tions (e.g. his own house, the street he lives on etc.) on his way to the museum
without ever losing sight of his destination.

Having shown that DCog and 4E perspectives build on important, but never-
theless different assumptions concerning key characteristics of human cogni-
tion,⁸ I will now present empirical findings that show how practice-based activ-
ity relies not only on context-dependence but also on situation-transcendence,
while exploring its synchronous and diachronic aspects.

3 Situation-transcending Cognition:
the Example of Leakage Detection

3.1 Background of the study

The data was collected as part of an ethnographic study exploring the extent to
which the use of drones in leakage detection affects routines and decision-mak-
ing processes in a Danish utility company.⁹ Leaks in heat pipes are a common
problem for providers of district heating. Every year, the Danish utility sector
pumps millions of liters of make-up water into what were designed to be closed
networks of pipes connecting their boilers with radiators across the nation. Ex-

 As an anonymous reviewer points out, one major difference between the two approaches is
that while supporters of Radical Enactive (or Embodied) Cognition are critical of mental repre-
sentations (cf. Hutto and Myin 2013: xii), proponents of DCog have no issue in retorting to men-
tal content when explaining cognition (take, for instance, Hutchins’ (2005) notion of cognitive
projection).
 This exploratory ethnographic study was conducted in March and April 2018. Using a meth-
odological blend of participant observation (Emerson et al. 2007) and informal semi-structured
interviews (Edwards and Holland 2013) I collected different kinds of data including fieldnotes,
video-recordings and photographs. The overall purpose of the study was to establish the role
TeraPlan plays in the utility company’s daily maintenance operations.
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tending for more than 60.000 kilometers, the network of heating pipes supplies
heat to 1,7 million households and 3,5 million people.¹⁰ Leaks often occur due to
erosion and general wear and tear. But they are difficult to spot because the
pipes are located below the ground’s surface. Also, far from all pipes have an
in-built warning system that signals the occurrence of a damage. With the pur-
pose of boosting efficiency, several Danish utility companies have begun collab-
orating with companies specializing in using drones for thermographic surveil-
lance. They are thus able to spot damages that are invisible to the naked eye
because the thermographic camera is able to detect unusual heat radiation com-
ing from the ground’s surface.

In the current study, the utility company arranges for their contractor to over-
fly a particular area and photograph it accordingly. Subsequently, the contractor
makes the imagery available to the utility company in TeraPlan; an internet-
based software that has Google Maps as its basis. It is then up to the utility com-
pany’s employees, formally employed as ‘coordinators’, to access the data and
decide if action is needed. Having established the overall frame of the study, I
will now turn to a specific practice of leakage detection that not only involves
the two kinds of situation-transcending activity introduced above but also serves
to show how context-relative factors influence sense-making processes.

3.2 The office

The primary situation is the main office where the utility company’s coordinators
spend most of their time. They access TeraPlan from their computers in order to
gain an overview of possible leaks in a given area of the city. This typically hap-
pens weeks (and sometimes even months) after the area has been overflown. The
reason for this is that the contractor’s IT-specialists first have to manually update
the software by screening the thermographic images for areas with increased
heat radiation and map these accordingly. The procedure is as follows: they
mark the most evident leaks with an A, less evident leaks are given a B and po-
tential leaks that should be kept under observation are marked C. Lastly, E is
used to designate special cases that initially show signs of leakages but which
the IT-specialists have ruled out. Depending on the classification, the coordina-
tor in the utility company will initiate different activities. For example, in areas
marked A, he will simply check the thermographic images and compare them

 http://www.danskfjernvarme.dk/presse/fakta-om-fjernvarme information retrieved on
May 19, 2018.
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with the Geographic Information System, or GIS, that depicts the utility compa-
ny’s network of tubes and the technical specifications of that area of the network
(see figure 1). He does so in order to get a proximation of the location of the leak,
the length of the pipe, the kind of pipe etc. Subsequently, he will arrange for a
contractor specialized in digging to begin the works in the designated area. All of
this takes place in the primary situation given that the coordinator can do every-
thing on his computer in the office. There are situations, however, where areas in
TeraPlan are marked with Bs and Cs. Here, the practice of leakage detection en-
tails additional steps and a secondary situation. Before getting to this, I wish to
clarify the extent to which the primary situation and the context-dependence of
the cognition involved allows for situation-transcendence.

Distributed cognition: TeraPlan is designed to serve a distributed cognitive
system that involves basic coordination between, on the one hand, the contrac-
tor’s drone-operators and IT-specialists and, on the other, the coordinators in the
utility company. Simply put, the software supplies information that the coordina-
tors can access. The contractor is responsible for making sure that the drone

Figure 1: The coordinator situated in front of his computer using multiple screens to compare
data from TeraPlan (right screen) with the technical information from the GIS (left screen).
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overflies a designated area and that the software provides an extensive overview
of suspected leaks in the designated parts of the city. Also, the contractor might
decide to update the software with new features or by adding a set of newly dis-
covered leakages. Thus, it could seem that the coordination happens in a some-
what unidirectional way; from the contractor to the utility company. Neverthe-
less, if a coordinator is in doubt about something, he will simply call or send
an email to the contractor. He would do so, for example, if the drone had over-
flown a smaller area than agreed upon or if he needed to extend (or limit) a col-
league’s user-rights in TeraPlan.

But the organization involves other contractors. For instance,when facing an
A, a coordinator will get in touch with a digging company using a different soft-
ware, Entrepriseportalen (‘The Work Portal’). Once an order has been issued, the
digging company receives a notification via email. Also, since there are usually
several people working with TeraPlan at the same time, the coordinators use its
features to coordinate their actions. For example, when a coordinator considers a
given leak, he will immediately change its designation (i.e. from A, B or C) to D.
He does so to signify ‘work-in progress’. Once the leak has been repaired, it will
be reclassified as a F.

All of this occurs in real-time contexts and is enabled as well as constrained
by computer software. In addition, it so happens that the coordinators discuss
the data amongst themselves, thus providing a prime example of what Cetina
calls an electronically projected situation. This kind of situation, she argues,
“reaches far beyond what would ordinarily be visible in a physical setting; not
only does it include many layers and windows providing geopolitical and epis-
temic depth and internal contextualization, but it also stitches together an ana-
lytically constituted world made up of ‘everything’ potentially relevant to the in-
teraction” (Cetina 2009: 65–66).

The practice of leakage detection involves a distribution of cognitive process-
es and coordination internally in the utility company as well as externally. Evi-
dently, it is highly context-dependent as, for instance, changes in classifications
in TeraPlan afford changes in the coordinators’ sense-making activities. I will
now turn to some of the extended, embodied, embedded, and enacted factors
involved as a coordinator makes sense of the data marked either as a B or a C.

Making sense of the data, structuring the context: Since the thermo-
graphic image is an optional layer in TeraPlan, the coordinator first has to acti-
vate it. Subsequently, it needs to be aligned with the satellite image from Google
Maps (see figure 2) since it would be more or less randomly placed on the map.
However, the coordinator needs to know exactly where the suspected leak is lo-
cated because the thermographic image contains no meta-data such as street
name, house number etc.. For this reason, he engages in what David Kirsh
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and Paul Maglio (1994) term epistemic actions,which are “performed to uncover
information that is hidden or hard to compute mentally” (Kirsh and Maglio 1994:
513). Like matching blocks in a game of Tetris—but without the same time pres-
sure—the coordinator carefully adjusts the thermographic layer to the satellite
image. In so doing, he does not only depend on the actual context, he also af-
fects both the context and his “own computational state[s]” (Kirsh and Maglio
1994: 514).¹¹ Specifically, he manually rotates the layer until it ‘fits’ the back-
ground. In so doing, he projects his cognition onto the computer screen while

Figure 2: Close-up of TeraPlan. Notice the customized satellite image from Google Maps. The
blue lines signify the network of heating pipes while the red line shows the drone’s flightpath.
Further, the thermographic image in the center depicts different thermal radiations with the
potential leak in the middle of the road. Missing from the screenshot are the markers (i. e. the
As, Bs, Cs, Ds, Es and Fs) that indicate suspected leaks, works in progress and completed
works. I would like to thank Drone Systems for allowing me to use this screenshot.

 The idea that action shapes contexts is commonly held by proponents of Activity Theory (e.g.
Leontiev 1978). Proponents of this position rightly assume that a context “is constituted through
the enactment of an activity involving people and artifacts” (Nardi 1996: 38). In other words, it
makes little sense to think that a context remains unaffected by the actions that individuals per-
form.
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fiddling with the layer.¹² Although his actions occur in the environment (rather
than inside his head), the coordinator nevertheless correlates them with some
standard (or intrinsic value) in the sense that he wants the two images to be ‘per-
fectly aligned’.

Once this has happened, he will try to estimate the precise location of the
leak by drawing on information from the GIS. He wants to get a sense of, for in-
stance, if there are any valves nearby, if maintenance has been done on a partic-
ular part of the network etc. In this connection, he enacts a ‘[virtual] trajectory’
(cf. Hutchins 2014) as he links pipe-specifications from the GIS with TeraPlan’s
thermographic layer. In so doing, he imagines the location of the pipes and
which of their components might be affected by the leak. As figure 1 shows,
this involves comparing information on two computer screens. This part of the
leakage-detection is vital because it is a way for the coordinator to prepare him-
self before entering the second phase, which entails a diachronic situation-tran-
scending activity in that it extends into a new situation.

3.3 On-site

The coordinator drives to the location of the suspected leak depicted in the ther-
mographic image which, consequently, becomes the secondary situation in-
volved in the leakage detection. The interrelatedness of the two situations under-
lines Linell’s point that situation-transcendence entails that “contexts are
dynamic; they become relevant and emerge in and through interaction” (Linell
2009b: 19). Indeed, situation 2 is highly dependent on the actions happening
in situation 1 including that the coordinator agrees with the contractor’s classi-
fications in TeraPlan. The coordinator typically visits the location when he goes
either to or from work. But the two situations typically occur days apart. Regard-
less, they are connected in a diachronic manner for the simple reason that they
belong to different temporal domains with their unique contexts. Their cognitive
‘connector’ can be cashed out in 4E-terms: The coordinator has a partial belief in
a leakage (similar to the one Otto has in the museum) which he intends to test by
saturating his experiences or using what is known as interactivity (cf. Harvey et

 In fact, Clark and Chalmers (1998) evoke a similar example with a person sitting in front of a
computer screen who has the possibility to either “physically rotate the image on the screen, by
pressing a rotate button, or to mentally rotate the image.” And we “can also suppose, not un-
realistically, that some speed advantage accrues to the physical rotation operation.” (Clark
and Chalmers 1998: 7). In line with Kirsh and Maglio’s point, the coordinator does not bother
spending time on mentally aligning the two images.
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al. 2016). His partial belief motivates him to drive to the site which is sometimes
located several kilometers away from the office. He typically uses the GPS in his
smartphone to find the way. Once arriving on the site, he will access the GIS (also
on his smartphone) and take out a print-out of the thermographic image from
TeraPlan. He then simply compares the data he accessed at the office with
what he sees at the actual location.

Depending on the context, the site can afford different useful insights to the
coordinator. For instance, if it is located in a residential neighborhood, the coor-
dinator may choose to ask residents if they have experienced anything that could
indicate a leakage including 1) if they have seen green water either outside on
the street, on their premises or in their basements,¹³ or 2) if there are places
on the street that do not freeze in winter. It also happens that the site is not a

Figure 3: The site of the suspected leak. I would like to thank Søren Ernst (HOFOR A/S) for
allowing me to use this photo.

 NB. The utility company colors their make-up water so that residents will notice if water used
in the district heating accidentally mixes with drinking water.
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residential area but a heavily trafficked road. Nevertheless, the coordinator still
relies on cues offered by the situation. He typically resorts to using his professio-
nal vision (Goodwin 1994) that entails a degree of diachrony in that it draws
heavily on his competencies, skills and professional experience. This kind of vi-
sion enables skilled professionals to directly pick up available contextual infor-
mation. The information is typically non-salient or hidden to non-professionals
and is also context-specific. For example, if there has been snow or rainfall a few
hours earlier, the coordinator knows that a leakage might be visible to the naked
eye in that it would leave either a wet spot in the case of snow or, in the case of
rain, a dry spot (see figure 3).

Regardless of the contextual evidence, the coordinator will verify his suspi-
cion by taking photos with his thermographic camera (see figure 4) which has
greater sensitivity than either his professional vision or that of the drone. Having
reached saturation, he will assign the diggers. He can do this either straight
away by means of his smartphone or once he is back in the office.

Figure 4: Picture from the coordinator’s thermographic camera showing a suspicious increase of
heat radiation. I would like to thank FLIR Systems for allowing me to include this image.
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4 Concluding Remarks

The case study exemplifies how situation-transcendence occurs ‘in the wild’ in
the context of a utility company. Socio-material practices entail situation-tran-
scendence in two different but mutually supportive senses. In its synchronous
sense, situation-transcendence involves a real-time distribution of cognitive re-
sources across media and agents. Diachronic transcendence, on the other
hand, reflects that cognition has a historical basis that enables practice-specific
cognitive phenomena including the skills and competencies that a cognizer
brings to the fore to solve tasks in particular situations. In addition, the study
also shows that much can be gained from considering cognition in relation to
socio-material practices. In this connection, the study contributes to research
conducted under the 4E-label in at least two ways.

First, it eases the tension between enactive and extended perspectives by un-
derlining that extended cognitive processes need not solely be cashed out in
‘substrate-independent’ terms as Di Paolo (2009) has argued (cf. Clark & Kiver-
stein 2009). In the case of the utility company, the extended processes them-
selves come to function as substrates in that the normative regulation of different
cognitive causal couplings can be traced to the coordinator’s partial beliefs. Par-
tial beliefs play an indispensable role since they functionally connect the coor-
dinator’s sense-making of TeraPlan’s externalized representations (e.g. the ther-
mographic images, the categorizations) with the sense-making that occurs on the
site of the suspected leaks. These beliefs thus come to be normatively constitu-
tive of the relations between the different cognitive activities that comprise the
practice of leakage-detection.

Second, it questions the body-centrism that is central to the embodied cog-
nition approach (Kersten et al. 2017). By assuming that the body is ‘intrinsically
special’ (2395), proponents of this approach tend to focus on highly situated cog-
nitive activity (cf. Rupert 2010; see, for instance, Rowland’s (2010: 198–200)
three examples of intentionality as ‘travelling through’).When it comes to under-
standing complex socio-cognitive phenomena, however, one should also consid-
er the different interdependencies that enable their occurrence—and, equally im-
portant, reoccurrence. For example, the coordinator’s professional vision and,
thus, his sensitivity to environmental cues are shaped by past encounters with
leakages while his routine of aligning images in TeraPlan is habitually construed
by his knowledge of the software. By taking a practice-based view, the study
shows that although the body plays a crucial role, the agent’s situated embodied
cognition remains heavily influenced by past interactions. For this reason, a
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trans-situational approach informs situational approaches when it comes to ex-
ploring the significance of human practical activity.
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Magdalena Zawisławska, Maciej Ogrodniczuk and Michał
Szczyszek

Indirect Relations and Frames:
Coreference in Context

Abstract: The main goal of this paper is to analyze coreference in the broader
context of semantic and pragmatic relations in Polish discourse. The first section
describes problems with the annotation of indirect relations in Polish using a
model compiled from previous annotation projects. We focus on the creation
of a typology of indirect relations within a discourse. However, while the anno-
tation revealed many new interesting features of coreference,we noticed that fur-
ther expansion of relations would hinder the process of annotation. Therefore, a
different approach had to be tested. An experiment using frame semantic anno-
tation was then conducted. Frame semantics offers a more integrated view of
coreference in context—that is, other types of semantic and pragmatic concate-
nations in the world of discourse and the paralinguistic world. Further, using a
frame analysis is a very promising method—not only does it widen coreference
annotation and allows one to consider the broad context, but it also predicts
the level of text complexity.

1 Introduction

Solving the problem of coreference in Polish has not been a main object of aca-
demic interest so far. The first project solely dedicated to the problem was CORE,¹

which resulted in the creation of one of the world’s largest corpora of coreference
(Polish Coreference Corpus),² as well as several important interfaces³ and a fully-
fledged automated resolution system (Ogrodniczuk et al. 2015). Developing an

 A Polish National Science Centre grant 6505/B/T02/2011/40: Computer-based methods for co-
reference resolution in Polish texts (Pol. Komputerowe metody identyfikacji nawiązań w tek-
stach polskich), 2011–2014.
 http://zil.ipipan.waw.pl/PolishCoreferenceCorpus
 http://zil.ipipan.waw.pl/PolishCoreferenceTools
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Michał Szczyszek, Adam Mickiewicz University in Poznań, Institute of Polish Philology
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annotation procedure triggered many questions concerning non-nominal corefer-
ence, borderline examples of quasi-coreference, indefinite pronouns, predica-
tives, more subtle semantic and pragmatic relations in a discourse, and—last
but not least—the role of a paralinguistic context. Therefore, the next natural
step was to broaden the description of reference by including indirect relations
and creating a wider typology of referential phenomena. Although the new ap-
proach provided new insights into coreference resolution, it was still not enough
to solve more elusive semantic and pragmatic relations mainly based on contex-
tual and paralinguistic knowledge. Consequently, we conducted an experiment
involving interpretative frames. We intended to learn whether frame semantics
could be a useful device to resolve certain problems with context and corefer-
ence mutlifaced correlations in a discourse. In the first part of this paper, we
will describe indirect relations used in an annotation of the Polish Coreference
Corpus. In the second part, we will concentrate on the results of the experiment
using frame semantics.We argue that this approach is not only useful in corefer-
ence resolution, but can also help to detect the level of discourse complexity.

1.1 Initial classification of indirect relations

In the context of referential relations, direct relations link fragments of text (men-
tions) referring to a common discourse world object while indirect relations (also
called bridging or associative) link mentions referring to distinct—yet somehow
contextually (semantically and/or pragmatically) related—entities or events to
influence textual coherence.

The two most common examples of indirect relations come from Clark (1975):

(1) I walked into the room. The chandeliers sparkled brightly.
(2) John was murdered yesterday. The murderer got away.

Example (1) illustrates a case of nominal indirect reference by association, with an
interpretation of the second nominal (‘the chandeliers’) that is closely dependent
on a nominal in the first sentence (‘the room’). Example (2) presents a case of in-
direct reference to an event by characterization, with the relation characterizing a
role played by an agent (‘the murderer’) of an aforementioned event.

Several classifications of indirect relations have been proposed, both in the-
oretical works (Clark 1975, Prince 1981, Löbner 1996, Asher & Lascarides 1998) as
well as in guidelines of former annotation projects (Poesio et al. 1997; Poesio
2000; Gardent et al. 2003; Poesio et al. 2004; Poesio & Artstein 2008). Clark’s
standard classification lists set membership, indirect reference by association
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(necessary/probable/inducible parts), indirect reference by characterization (nec-
essary/optional roles), reason, cause, consequence and concurrence as indirect
relations. Gardent et al. (2003) further split the most important set membership
class into set–subset, set–element, whole–part, whole–piece, and collection–
member, and describe the potential temporal aspect of the relation (whole–temp.-
subpart). They also introduce several thematic relations (individual–function, in-
dividual–stuff, etc.), a definitional relation (individual–attribute etc.) and co-par-
ticipant and non-lexical relations (the latter referring to discourse structure or
world knowledge). The approaches used by Poesio & Artstein (2008) as well
as Recasens et al. (2007) limit the number of distinct relations significantly,
most likely due to practical reasons of corpus annotation. Irmer (2010) splits in-
direct references into mereological and frame-related (thematic, causal, spatial,
temporal). The Greek Coreference and Bridging Team (2014) as well as the Prague
Dependency Treebank team (Zikánová et al. 2015: chapter 4) follow Gardent et
al.’s approach in most respects, reserving an additional label (rest) to indicate
a further unspecified group of other relations.

Based on the above survey, the classifications of indirect relations found in
the literature were collated into a common typology presented in Figure 1.

The metareference relation is intended to model relations such as has–
model, has–name or has–label. The class relation signals a class–instance rela-
tionship. The temporal relation is used to represent temporal aspects of the ob-
ject (e.g. ‘pre-war Warsaw’ and ‘Warsaw of today’). Structural or meronymic re-
lations gather Clark’s aggregation (set–subset, set–element) and composition
(whole–part) as well as whole–portion or whole–substance.⁴ The function–object
relation is a general placeholder for various causal or thematic relations. Analog-
ical relations are further split into similarity and contrast relations while attribu-
tion is introduced to represent relations between an object and someone’s opin-
ion on the object (i.e. what is believed, doubted etc.) or to indicate uncertainty
about the nature of identity between two mentions.

Figure 1: Literature-based initial classification of indirect relations.

 See also (Winston et al. 1987) for a detailed classification of meronymic relations.
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The proposed classification was initially validated in the Polish Coreference
Corpus (Ogrodniczuk et al. 2015: chapter 8) featuring annotation of ‘quasi-iden-
tity’ relations,⁵ i.e. relations distorting or distinguishing properties of an object,
metaphorical relations between substance and container, set–element relations
or other relations not characterized by identity or non-identity. Since such defi-
nition partially overlaps with the initial classification of indirect relations and
since over 5100 instances of such relations were marked, quasi-identity made
a useful initial resource for corpus-based validation of the typology. A randomly
selected 5% of all quasi-identity relations were investigated independently by
two annotators who eventually compared their decisions to produce an adjudi-
cated result, which is presented in Table 1.

Table 1: Adjudicated annotation results with the preliminary classification of indirect relations.

Relation Count Relation Count

Structural  Metareference 

Aggregation  Temporal 

Composition  Other 

Class  Effect 

Attribution  Predicate 

Functional  Contextual 

Analogical  Error 

Similarity  Coreference 

Contrast  Apposition 

Other 

The error analysis showed many discrepancies between the two annotations that
were attributed to annotation categories that were too broad, as well as excessively
vague category definitions. Most of the relations were structural (60%), which is
compatible with Gardent et al.’s findings.⁶ At the same time, this category included
extremely diverse examples that called for its division into subcategories. Many er-
rors corresponded to incorrect classification of phenomena previously considered
directly coreferential; e.g. appositions were (textually) joined to respective men-
tions rather than linked with any relation. A relatively small number of other rela-
tion subtypes shows that the annotation set can still contain interesting cases to
be further investigated and introduced into the final typology.

 Cf. Recasens et al. (2012) for a definition of ‘near-identity’ and Ogrodniczuk et al. (2015: chap-
ters 1.5 and 5.1.2) for a discussion of the concept and its relation to quasi-identity.
 See Gardent et al. (2003:, Figure 5).
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2 Toward the Framework of Referential Relations

Two more phenomena were observed during our preliminary annotation: (i) the
actual presence of relation properties (not only temporal aspect but also contex-
tual dissimilation of properties of the referenced object), and (ii) the non-refer-
ential character of certain relations. This first finding was developed into the
concept of facets, i.e. properties that changed the interpretation of the (base) re-
lation or signalling its incompleteness. Figure 2 presents the facets that were
identified in the process.

Dissimilation presents a certain feature of an object in a way that signals dif-
ficulties with deciding on its coreferentiality or non-coreferentiality with a close-
ly related mention. The two most common cases of dissimilation are: 1) distortion
of properties of the object resulting in an interpretation that refers to some ‘meta-
object’, or 2) distinguishing a given property of an object that results in ‘splitting’
the object into two different references. Uncertainty represents the indetermin-
ateness of a pair of objects (if expressed by the speaker) but also a conditional
or propositional reference. The opinion facet builds on a previously used attribu-
tion that assigns subjectivity to the link, as expressed by the speaker.

The second conclusion led to the separation of relations into two sets of
strictly referential and evidence relations, i.e. relations that signal neither direct
nor indirect reference but provide information to prove or disprove the existence
of a referential relation in the process of discourse analysis. Figure 3 presents the
classification of supporting and excluding evidence relations building on previ-
ous classifications of indirect associations.

As compared to the initial approach, the metareference category now sup-
ports relations due to its conceptual rather than direct links between the expres-
sion content and the object it refers to. Comparison is used instead of similarity,
and is also non-referential by nature. Predicative expressions are also not treated
as referential in our annotation model, following Padučeva (1992: 113), because
predicates tend to name attributes of the object rather than refer to it. The other
category was introduced for cases when new types of relations could be distin-
guished. The functional relation was removed as we suspected it belongs to gen-

Figure 2: Classification of relation facets.
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eral discourse relations rather than supporting decoding of reference—this needs
to be confirmed in the course of further annotation experiments.

Excluding (negative) relations were distinguished to signal obvious evidence
of non-coreferentiality of two objects referred to in the text, such as juxtaposition
of two mentions (contrast), relation between mentions referring to different ob-
jects ‘of the same type’ (identity-of-sense) or polysemy. The other category was
also introduced.

After splitting the relation set into referential and evidence, the final classi-
fication of referential relations used in the large-scale annotation is presented in
Figure 4. The bound anaphora category was added to the typology to signal com-
mon situations when a pronoun functions as a variable corresponding to an el-
ement of a quantified set. The distinction between aggregation and class was
also removed due to its vagueness in practical contexts.

Figure 3: Classification of evidence relations.

Figure 4: Classification of referential relations.
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3 Annotation of Bridging Relations in Polish

After performing the initial experiments described in the previous section, a
large-scale annotation of bridging relations commenced. The annotation was car-
ried out over the complete Polish Coreference Corpus (1653 texts, 250–350 words
each) by three annotators per text. Taking into account the practical reasons pre-
sented by other annotation projects, the proposed framework was intentionally
general, with other classes left in the typology to be further specified by means of
providing detailed comments when such choices were made. Table 2 presents
statistics of identified relations averaged per relation type.

Table 2. Relation statistics (average counts per relation type).

Relation type Relation subtype Count

Indirect Aggregation 

Composition 

Bound anaphora 

Other 

Supporting Metareference 

Comparison 

Predicative 

Other 

Excluding Contrast 

Identity-of-sense 

Polysemy 

Negation 

Other 

An interesting aspect of the annotation outcome was a relatively high amount of
other relations (over 20% of the total relation count). This finding called for a
deeper investigation to verify whether it accounts for annotators’ negligence or
signals finer categories unrecognized in previous analyses. A semantic frame-
based approach was used in an attempt to apply a finer-grade typology of
such relations.

4 Fine-grade Typology of Other Relations

The other relations turned out to be very complicated in terms of their categoriza-
tion and it was therefore necessary to develop a more detailed typology. A large set
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of other relations, containing several thousand confirmations annotated in the cor-
pus, can be accurately tagged by qualifying individual relationships (pre-labelled
as other) to narrower (cognitive) subcategories. Below is a theoretical proposition
of the typology of the detailed other relations, which was developed during the an-
notation of the whole corpus (a posteriori). It was created as a result of the analysis
of the extracted relationships—first automatically, and then verified manually by
human annotators. As a result, this typology has no a priori properties as theoret-
ical analyses for annotators. However, after the end of the main (first) annotation
cycle of the corpus, this a posteriori developed typology was compared with the
one known from the theoretical proposals in the literature. The classification was
then supplemented with any new categories provided by the a posteriori analysis.
This improved typology was used in the second annotation cycle, which focused
only on the annotation of other relations. This second annotation cycle resulted
from the need to verify supplemented typology and was conducted on a part of ran-
domly selected other relations (with hundreds of relationships of this type).

The typology of other relations is the following:
a) after the main (first) annotation cycle:

– cause;
– condition;
– effect;
– purpose;
– consequences;
– time (for convergence / identical time events);
– succession of time (one event follows another and the two events are

linked together; the distance in time can be short or long);
– place (for convergence / space identity of events);
– direction (understood physically, not as the culture of mainstream phil-

osophical direction);
– relationship (wife–husband, father in law–daughter in law, child–parent);
– feature (object, not a function);
– varia.

b) The varia sub-category was divided into more specific categories. Some of
them are the result of the a posteriori typology due to a proposal that was
found in the previously mentioned theoretical literature. Below are the sup-
plements derived from the literature:
– possessive type (e.g. your);
– part of a whole;
– part of something;
– reference (e.g. one student–one computer);
– convergence.
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c) On the other hand, as a result of the second cycle annotations (only other
relations) the above typology developed in the first cycle annotation has
been completed with these additional categories:
– opposition;
– resources;
– driving force;
– topic / theme / subject (of the: conversation, debate, discussion);
– agent;
– parent–subordinate;
– dependence at work;
– method;
– community;
– product;
– creation;
– whole;
– action;
– agent–follower;
– value (financial).

5 Frame-based Analysis of Indirect Relations

The complexity of the other relations indicates that coreference resolution needs
a more sophisticated and deeper semantic description that could reflect the re-
latedness between a paralinguistic context and a world of discourse. As part of
the COTHEC project, we decided to conduct an experiment and annotate the 21
texts from the ‘long texts’ subcorpus of PCC (the complete press articles from the
Rzeczpospolita Corpus) using the methodology of frame semantics as a tool.

Frames are generally defined as the mental structures that organize human
experiences. Fillmore (1982) posits that the meaning of lexical units, phrases,
and grammatical and syntactic constructions resides in schematic phenomena,
such as our beliefs, experiences or typical actions. Interpretative frames are usu-
ally evoked by lexemes: “The framing words in a text reveal the multiple ways in
which the speaker or author schematizes the situation and induce the hearer to
construct that environment of the text world which would motivate or explain
the categorization acts expressed by the lexical choice observed in the text” (Fill-
more 1982: 122).

In addition, an interpreter of a text can use much broader contextual knowl-
edge, e.g. their cultural experience. Fillmore also notices the role of interpreta-
tive frames in text comprehension: “Interpretative frames can be introduced into
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the process of understanding a text through being invoked by the interpreter or
through being evoked by the text. A frame is invoked when the interpreter, in try-
ing to make sense of a text segment, is able to assign it an interpretation by sit-
uating its content in a pattern that is known independently of the text. A frame is
evoked by text if some linguistic form or pattern is conventionally associated
with the frame in question. For example, the sentence ‘We never open our pres-
ents until the morning’ makes no mention of Christmas, yet interpreters who
share certain cultural experiences, would immediately (in the terminology sug-
gested here) invoke a Christmas context; replace the simple noun present with
Christmas presents and we have introduced a word that evokes that same con-
text” (Fillmore 1985: 232).

Ziem (2014) emphasizes the fundamental role of semantic frames in the ref-
erence. In his view, frames represent encyclopaedic knowledge that can be un-
derstood as sets of propositions—an evoked frame corresponds to the referential
content of a proposition and a referent of the predication is a filler or default
value of the frame’s slot: “A linguistic expression refers to a cognitive unit by
evoking a frame, which then opens a potential reference area […]. Evocation of
a frame corresponds to the cognitive act of referentialization. Frames—as units
in the ‘projected world’—serve as projection areas for referentiality. […] In any
case, referentialization is an act that creates order by co-activating the default
values of the evoked frame in its very performance. Using the word unicorn to
refer to a particular imagined object presupposes, for example, actualized as-
sumptions about the external properties of unicorn” (Ziem 2014: 251–252).

Therefore, an interpretative frame seems to be a key factor that helps an in-
terpreter to establish coreferential expressions in a text, due to the fact that a
frame not only includes purely semantic knowledge, but also incorporates
broad pragmatic and paralinguistic context. It seems that interpretative frames,
in fact, represent a broad context of a world of discourse. The same role of Fra-
meNet ontology in conference resolution is brought out by J. Zheng et al.: “Exter-
nal knowledge-bases such as FrameNet […], Wikipedia, Yago […] and Freebase
[…], can be used to provide global context, and there is a strong need for corefer-
ence resolution systems to accurately use such sources for disambiguation”
(Zheng et al. 2013: 153).

Unfortunately, The Berkeley FrameNet is not suitable for the COTHEC purpos-
es because of the many semantic differences between Polish and English. There-
fore, the annotation of the subcorpus in the COTHEC project was conducted
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with a set of frames that were built from scratch,⁷ e.g. PERSON, SOCIETY, ART, IN-
DUSTRY, ARMY, CRIME, FAITH, SCHOOL, SCIENCE, TRADE, COURT, SPORT etc.
The texts used in the experiment had diverse topics: the military coup d’état
that took place in Greece on 21 April 1967, Saint Adalbert, Satanism in Polish
schools, loyalty cards, judicial systems in different countries, consumer protection
in Poland, sumo wrestling, energy production, courts in in Russia, cybernetics,
textbooks, the Congress of Polish Football Association, the Andrzej Gołota vs. Mi-
chael Grant match, the Oscar Gala in 1999, etc. The average number of activated
frames in the analyzed subcorpus was 10.5, while the average number of frame el-
ements was 28.5. The described texts differed quite significantly. The texts with the
smallest number of activated frames were: text 063 (about Golota’s bout), with
only 4 active frames, and text 084 (about the market of school books), with 5
frames. The text with the largest numbers of activated frames—18 frames—was
text 029 (about General Wieniawa-Długoszowski). The results of the frame anno-
tation are shown in Table 3. Table 4, in turn, presents the number of mentions,
sets, singletons, the longest set, and an average number of mentions in one set.

Annotation using frame semantics revealed another interesting feature of
the analyzed subcorpus—the level of complexity of a text. Furthermore, our ex-
periment’s results allowed us to anticipate the occurrence of certain words in a
text. Below we discuss the most interesting results of the texts analyzed with
frames.

6 Discussion

Example 1
In text 084 (with the dominant frame: SCHOOL), not only the sum of frames, but
also the number of elements, references, sets, singletons, mentions in the lon-
gest set, and mentions in sets are below average in the subcorpus. By contrast,
in text 012 (with the dominant frame: GOVERNMENT), the sum of frames is
slightly above average and there are significantly more elements that are activat-
ed. The longest set of text 012 is also above average.

Both these texts look equally complex, but text 012 (GOVERNMENT) is more
compact, which makes its composition better, whereas text 084 (SCHOOL) looks
like it breaks into 2 or even 3 different fragments.We assume that this impression
is a result of the length of the coreference chains. Text 084 (SCHOOL) has an

 The Polish FrameNet exists (http://www.ramki.uw.edu.pl/ramki/), but it consists of only 200
verbs and is therefore excluded from this experiment.
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average of 3.8 mentions per set and text 012 (GOVERNMENT) has an average of
4.7 mentions per set. Additionally, in the first text the longest coreference set
contains only 15 mentions, while the second one contains 64 mentions. We as-
sume that the compactness and better composition of text 012 (GOVERNMENT)
is determined by much longer coreferential sets.

Both texts have nearly average activated frames, but with a considerably dif-
ferent number of elements: text 012 above average, text 034 substantially lower
than average. In both cases, the numbers of references and singletons are com-
parable, but clearly above average. However, in the case of sets, text 012 surpass-
es not only text 034, but also the average number of sets in the whole analyzed
subcorpus.

Table 3: Frames and their elements activated in the analyzed texts.

Text number Number of frames Number of elements Dominant frame(s)

   SCHOOL
   GOVERNMENT
   SOCIETY, FAITH
   SOCIETY
   TRADE
   COURT
   TRADE
   SPORT
   INDUSTRY
   COURT
   MAN, MACHINE
   OFFICE, SPORT, MAN
   SPORT
   ART
   OFFICE
   ART, MAN
   TIME, SOCIETY, MAN
   TRADE
   SCIENCE
   INDUSTRY
   TRADE, OFFICE

AVERAGE:  
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Table 4: Statistics of mentions in sets in the analysed texts.

Text number
Number

of mentions
Sets

Number
of singletons

The longest set
The average number

of mentions in one set

     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .
     .

AVERAGE:     .

Table 5. Theme variation statistics.

Example  Example  Example 

Text number      

Dominant frame(s) SCHOOL GOVERNMENT SOCIETY INDUSTRY SPORT TRADE

Frames      

Elements      

Mentions      

Sets      

Singletons      

Longest set      

Average number
of mentions
in one set

     
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Example 2
We compare here text 021 (SOCIETY) and text 115 (INDUSTRY). Text 115 (INDUS-
TRY) contains a very large amount of encyclopedic information about the judicia-
ry system in Russia. Text 021 (SOCIETY) focuses on a much narrower topic—Sa-
tanism among young people. At the same time, there are many references to
issues such as religion, the role of metal bands, and school. Such diverse themes
make this text much longer and result in a bigger number of sets, and a relatively
higher average number of mentions in one set (4.92). Also the longest set in text
021 considerably exceeds the average in the subcorpus. Text 115 (INDUSTRY), on
the other hand, focuses solely on one topic (the judiciary system); therefore, it
presents a very limited lexical resource. The average coreferential set in text
115 is apparently smaller (4.24), and the longest set contains merely 18 mentions,
which is far below the average in the corpus.

Example 3
In text 063 (SPORT), the number of activated frames, elements, sets and single-
tons are considerably below the average in the analyzed subcorpus. Nonetheless,
the longest set in the text is quite extensive as it contains 76 coreferential men-
tions and its median set is the largest in the whole subcorpus—it contains 7.07
mentions. However, this text is not very complicated from the perspective of
its composition and semantics. In contrast, text 127 (TRADE) has a number of
frames, elements and sets quite close to the average amount (the number of
sets is only slightly higher). Text 127 is much more interesting and more complex
than the previous case, despite having only 4.8 mentions per average set. In this
comparison the most important factor is the length of the median set of corefer-
ential mentions that indicates how many referents come out in a discourse. The
unusual extent of the average set in text 063 shows that the text has a very re-
stricted number of referents.

To sum up, the data of the entire analyzed subcorpus show the following:
− number of activated frames: the smallest number of active frames (4) is in

text 063 (SPORT), and the biggest (18) is in text 029 (ART and MAN);
− number of frame elements: text 063 (SPORT) contains the smallest number

of elements (11), and text 029 (ART and MAN) contains the biggest (52);
− number of mentions: the smallest set of mentions (383) can be found in

text 063 (SPORT), and the biggest (1002) can be found in text 127 (TRADE);
− number of coreferential sets: text 063 (SPORT) contains the smallest num-

ber of sets (28), and text 032 (TRADE) contains the biggest number of sets (92
sets);
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− number of singletons: the smallest set of singletons (185) can be found in
text 063 (SPORT), and the largest (641) can be found in text 127 (TRADE);

− length of sets of coreferential mentions: text 043 (SOCIETY, FAITH) con-
tains the longest set (130), and text 095 (COURT) contains the shortest set (13);

− average number of mentions in one set: text 101 (MAN, MACHINE) has the
smallest average number of mentions in one set (3.07), and text 063 (SPORT)
has the greatest number (7.07).

Therefore, it seems that we can determine the correlation between the text se-
mantic and/or composition complexity depending on the distinguished main
factors. A frame analysis indicates that the least complex tests are those that ac-
tivate only a very narrow interpretative context (that is, frames) and contain the
smallest number of other important indicators, i.e. frame elements, as well as
sets, mentions, and singletons. The uncomplicated texts, however, may consist
of quite a lot of mentions in one set, which signals low numbers of referents.
In this case, the length of a set is inversely proportional to the complexity of a
text. As the values of those most important indicators rise, texts become more
and more complicated, as was shown in the analysis of the three main examples
and by the summary figures for the whole corpus. This preliminary conclusion
requires further studies with a larger database. The next step should concentrate
on developing more formal and automatic methods that can measure the com-
plexity of a text taking into consideration the main factors that have been point-
ed out in this paper.We can theoretically assume that if in a given text a number
of activated frames is threefold smaller than the average for the corpus, it means
that the text is monothematic, and semantically and compositionally uncompli-
cated. It would also be possible to predict the appearance of a particular lexicon
in such a text. A more complex and sophisticated text would contain a number
of elements much greater than average. In this case, the predictability of word
emergence in the text is less likely due to more ‘thematic fields’ being activated
in the discourse.

7 Conclusions

We proposed a new typology describing very fine-grained indirect relationships
that is more extensive than those known so far. It is the result of work carried out
a posteriori, and is therefore not the outcome of top-down assumptions. Further-
more, it was compared to other typologies and enriched by several other ele-
ments. As a result, we believe, our typology is able to cover all (or almost all)
types of relationships that occur within an unspecified relation called other.
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Both approaches presented in the paper allow us to include into a conference
annotation elements of a broad context. The proposed classification of indirect
relations demonstrates the multidimensional aspect of the coreference phenom-
enon, whereas the frame annotation emphasizes an integrated view of discourse.
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