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## Preface

By the beginning of the 1990s I moved to Zaragoza to complete my technical education in the University. There, I followed the course of celestial mechanics taught by S. Ferrer, whose lectures were based on a manuscript he was compiling under the close supervision of A. Deprit. Regrettably, the manuscript was never concluded and sent to print, but some parts of it were distributed to the course students like handouts. That was my first contact with perturbation methods.

At those times Deprit visited regularly the University of Zaragoza, and I had the opportunity of attending to different lectures and seminars given by him. In particular, his course on symbolic manipulation with algebra systems was unique. The implementation of consistent simplification rules as well as the precise definition of the mathematical properties to be assigned to the variety of symbols that supplement the standard set of Keplerian elements, and infest common expressions of celestial mechanics, was central to the course. At the end it was the construction of the tables of partial derivatives that were essential in the assembly of perturbation solutions when expansions in the eccentricity are to be avoided.

But it was not until several years later that I paid true attention to perturbation methods. In my periodic attendances to the AAS meetings I soon realized that approximate mean-element solutions smartly obtained by astrodynamicists could be easily extended and refined with the help of standard perturbation methods. Moreover, the fact that Deprit's perturbation algorithm by Lie transforms is readily implemented in commercial computer algebra systems paved the way for achieving higher orders in a perturbation approach. Most of my research since then has focused on astrodynamics applications of perturbation methods, and this monograph is mainly the result of that work.

An introductory chapter provides some context on perturbation methods, whose use in the solution of astrodynamics problems is as old as the space era, yet reading it is not essential. Part I deals with the fundamentals of the Lie transforms method in the form in which it was lately explained by Deprit. My experience is that application of the Lie transforms method to integrable cases is a good exercise that helps newcomers in grasping the essence of what is being carried out. That is why two sample applications to classical integrable problems are also provided in this part.

Part II is devoted to the Earth-artificial satellite problem, which, as customary, is approached like a perturbed two-body problem. In the first chapter, the integration of the Kepler problem follows the usual Hamiltonian reduction to action-angle variables, which are the natural variables in which perturbed Keplerian motion is approached in subsequent chapters. The important contribution of the second zonal harmonic to the dynamics of close-Earth orbits is profusely discussed in the third chapter. The rest of the chapters of Part II describe how gravitational and non-gravitational effects acting on Earth orbiting satellites are treated by perturbations.
https://doi.org/10.1515/9783110668513-201

Part III deals with applications of perturbation methods to specific cases of the restricted three-body problem that are of interest in astrodynamics. After an initial chapter recalling basic facts of this non-reducible model, three distinct applications of the perturbation approach are proposed. First, the investigation of the dynamics about planetary satellites is approached like a perturbed Keplerian problem in a rotating frame. Due to the unstable dynamics that commonly affect science orbits about planetary satellites, this application shows that, beyond the insights provided by the mean-element dynamics, the process of mission design gets a significant benefit from the use of the mean to osculating element transformation. The suitability of the Lie transforms method for the automatic computation of higher orders of the perturbation solution is clearly illustrated in the next chapter with the analytical computation of halo orbits. Finally, the last chapter shows the difficulties that may arise in a perturbation approach when elliptic functions are involved in the process. While this is not a flaw of the method in itself, it shows the convenience of finding efficient procedures to automatically process special functions in a calculus of perturbations.

Different persons and circumstances kept my interest in the perturbation approach alive along the years. My acquaintance with the Lie transforms method grew thanks to many conversations with J.F. Palacián during his short summer visits to Real Observatorio de la Armada the years 2008 through 2010, in which our technical discussions were usually ended in a chiringuito after a refreshing bath at one of the splendid beaches of Cádiz or Chiclana de la Frontera. Later, the interest of P. Gurfil in onboard orbit propagation under limited resources reawakened my own interest in intermediary solutions of the artificial satellite problem, giving rise to three fruitful visits to Technion's Asher Space Research Institute, in Haifa, in the course of the years 2011-2014. Frequent and vivid discussions with S. Ferrer about Hamiltonian simplification procedures (and more), and with J. F. San-Juan on the technicalities involved in the computation of higher orders of the artificial satellite problem in closed form were always important stimuli in my research. The latter was also of invaluable help in finding some of the few old references that are not yet available in the collections so kindly compiled by the SAO/NASA Astrophysics Data System.

Attention paid by the new generations of astrodynamicists to the potential of semi-analytical propagation gave me the needed impetus to write these notes-whose original motivation could be traced back to early conversations on the topic with R.P. Russell. Interaction with R. Armellin and D. Hauteserres while developing software for ESA and CNES, respectively, for the efficient semi-analytical propagation of highly elliptical orbits, deserves particular mention. Also, the contact with young (and not so young!) colleagues during the KePASSA meetings has been a source of inspiration.

Lastly, the two PhD courses given in the Department of Aerospace Science and Technology of Politecnico di Milano the years 2018 and 2020 by the kind invitation
of C. Colombo (the last one via telecon due to the pandemic), together with the encouragement of M. Efroimsky, editor of the series De Gruyter Studies in Mathematical Physics, were crucial to the completion of the product that is now in your hands, and I hope that it will meet your expectations.
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## 1 Introduction

Before the advent of electronic computing machines, analytical solutions to the orbital motion of celestial objects were the common source for computing the ephemerides that are needed for scheduling astronomical observations. These approximate solutions were generally computed by calculating the variations or perturbations of the orbital motion with respect to a Keplerian ellipse or to other more sophisticated "intermediary" orbit. With the beginning of the space era, the same methods were imported to the realm of astrodynamics for predicting the motion of artificial satellites. However, the increasing accuracy of observations of both natural and artificial celestial objects soon made analytical solutions become unpractical. Indeed, including more and more perturbation effects in the theory in order to reach the precision required by observations augmented severely the difficulties in obtaining the solution, on the one hand, and made the analytical series representing the orbit expand unwieldy, on the other, with the consequent growth of the computational burden needed to evaluate the analytical solution.

With the irruption of electronic computers, numerical "special perturbations" methods took clear advantage over the "general perturbations" provided by the analytical approach. Still, the latter survived thanks to software progress in automatic symbolic manipulation. In the end, the much faster rate of hardware advances with respect to software development made the general perturbation methods to be displaced from the original purpose of making accurate predictions. But in no way the analytical approach became obsolete. New problems originating from the increasing saturation of the Earth's close space, as, for instance, the maintenance of space catalogs comprising thousands or millions of objects for collision avoidance purposes, can be efficiently carried out with analytical perturbation solutions. Their lower accuracy yet much faster computation plays a complementary role to the high-fidelity numerical integration that would be mandatory when a hazardous conjunction is detected under the accuracy provided by the analytical prediction. In addition, the analytical approach is useful in simplifying the dynamical model by removing nonessential short-period effects, in this way easing the design and optimization of the end-of-life disposal maneuvers that are required for compliance with current space law. Moreover, efficient guidance and control algorithms for relative motion, which are advantageously designed in mean elements, take great benefit of the accurate analytical conversion between mean and osculating elements that can be achieved with general perturbations.

Among the different general perturbation methods that make the computation of (approximate) analytical solutions feasible, the advantages provided by the Lie transforms method turn it into the standard of these days. It is systematic, specifically designed for automatic computation by machine, and versatile enough to deal with different simplification procedures. In addition, this method avoids the drawback
of other perturbation methods of relying on series reversion procedures. The method of Lie transforms applies generally to perturbations of vectorial flows, but it is particularly efficient in the treatment of Hamiltonian perturbations, which are the most common case in orbit propagation problems. Non-conservative effects, like the atmospheric drag which drives the dynamics of the lower altitude satellites orbiting the Earth, can always be incorporated into the Hamilton equations like generalized forces in a final step of the simplification procedure.

For these reasons, the most common orbital perturbations affecting artificial satellite missions are discussed in this monograph under the light of the method of Lie transforms. In particular, the treatment of perturbations of the Keplerian motion originating from the non-homogeneous distribution of the mass of the Earth, as well as lunisolar perturbations, is profusely discussed. Besides, solutions to the approximation of the circular restricted three-body problem provided by the Hill problem are also discussed with full detail in three particular cases that are achievable by perturbations and clearly illustrate the power of the Lie transforms method-as well as the difficulties that may limit its application. Namely, the motion of a space probe about a natural satellite perturbed by the gravitational pull of the mother planet, the motion about the libration points, and the coorbital motion of the (massless) orbiter and the smaller-mass primary around the primary of bigger mass are analytically solved by perturbations.

### 1.1 Perturbed integrable problems

There are just a few dynamical models that can be solved analytically. Real-world problems include a variety of effects that normally prevent, or at least complicate to a significant extent, the achievement of analytical solutions. However, in many cases the effects that frustrate integrability are small and one may reasonably expect that actual solutions behave like basic integrable models that were slowly distorting with time. Even though the time evolution of non-integrable problems may be unpredictable (chaotic), the time scale in which chaos manifests is very long in perturbation problems, at least in some regions of phase space, and hence, computing approximate analytical solutions makes full sense.

Original efforts in the computation of perturbation solutions to the planetary motion fructified with Lagrange's successful method of variation of parameters (see [42], for instance) in which the solution to the Newtonian equations of motion can be approached by Picard iterations. However, expansions carried out in the iterative process usually make the time explicit, producing the consequent deterioration of the solution as time grows. The appearance of secular or mixed secular-periodic terms in the expansion of the variation equations may be avoided with the use of Lindstedt series [459], in which case the method of undetermined coefficients is used to split the varia-
tion equations into a chain of differential equations that are then solved sequentially [516, 526].

Later efforts in solving perturbation problems resorted to Hamilton's ideas of finding integrals of a differential system by applying canonical transformations of variables, and gave rise to canonical perturbation methods [55, 144]. The perturbation approach is now applied to the scalar Hamiltonian function, contrary to the variation equations, and the solution is found by the stepwise construction of such canonical transformation that, up to some truncation order of the perturbation series, completely reduces the Hamiltonian to a function that only depends on the momenta conjugate to the canonical coordinates [30]. Finding the solution to the equations of motion (Hamilton equations) is trivial in the new variables, and the problem becomes solved in the original variables when the transformation constructed in the procedure is applied to this solution. ${ }^{1}$

The subsequent appearance of Poincaré's méthodes nouvelles [558] produces a breakthrough in the development of perturbation methods. In the Hamilton-Jacobi style, Poincaré derives the canonical transformation that solves the perturbation problem from a generating function in mixed variables. Poincaré's method is not directly applicable to degenerate perturbed Hamiltonians, a case in which Poincaré himself suggested to add to the generating function arbitrary functions of the angle variables [198, 407, 558]. In the latter case, variations of Poincaré's perturbation method introduced by von Zeipel [698] in his studies of the motion of minor planets, and later applied by Brouwer [75] to the solution to the artificial satellite problem, achieved such a great success that the modifications to Poincaré's method for dealing with perturbed degenerate Hamiltonian problems are these days customarily known as either the Brouwer-von Zeipel [667] or von Zeipel-Brouwer method [198].

The fact that Poincare's generating function is in mixed variables makes the use of series reversion procedures necessary, and commonly complicates obtaining the solution to higher than the first order of the perturbation approach. On the other hand, infinitesimal contact transformations defined by Lie series [254, 458] can be derived from a generator in an explicit manner, thus paving the way for the eventual appearance of the method of Lie transforms. In the latter case, the canonical transformation is obtained explicitly from a generator in non-mixed variables, in this way avoiding the need of series reversion. Beyond the basic ideas in a seminal paper by Hori [303], the Lie transform method was thoroughly developed by Deprit [151] as a technique specifically devised for computer implementation. ${ }^{2}$ In Deprit's conception, the method of Lie

[^0]transforms enjoys a great generality encompassing a variety of applications [490]. In particular, different Hamiltonian simplification procedures [166, 167] have been devised based on Deprit's perturbation algorithm [14, 133, 154, 169, 402, 602], which furnish the method of Lie transforms with a much wider scope than the traditional normalization of a Hamiltonian by the introduction of formal integrals [238]. Moreover, the original application of the method of Lie transforms to Hamiltonian perturbations was very soon extended to generally deal with perturbations of vectorial flows [282, 304, 333], or with mixed perturbation models [39].

Even though the latter invention of two new operations over power series-the skew composition and the skew reversion of series-extended the functionalities of Poincaré's perturbation method to the same level of the method of Lie transforms [174], the latter is generally accepted as the standard perturbation method of today due to its great generality and the simplicity derived from a recursive algorithmic definition [491]. Because of that, the perturbation solutions in this monograph deal exclusively with the method of Lie transforms. The mathematical foundations of the method are these days rigorously described in different reports and textbooks [54, 93, 94, 491, $510,627]$, and hence we only deal with the practical implementation of the method, to which we devote the first part of the monograph. Thus, Chapter 2 presents the description of the fundamental algorithm and its application to conservative Hamiltonian perturbations. The case in which the perturbation Hamiltonian depends on time can be equally approached by the simple expedient of moving to the extended phase space [15, 558, 621], a case that is illustrated later in Chapter 8 with the treatment of third-body perturbations. The method deals with formal series in the sense that convergence issues are not discussed [239, 595], yet the appearance of small divisors in the perturbation series is tackled in Chapter 7 in reference to tesseral resonances.

The essence of the method of Lie transforms is illustrated in Chapter 3, where it is applied to the computation of approximate solutions of two integrable problems, namely the mathematical pendulum and the triaxial free rigid body. These integrable problems are approached like perturbations of simpler integrable problems: the spherical rotor in the case of the pendulum (§3.1.2), and the uniaxial free rigid body (§3.2.6) or the harmonic oscillator for the free rigid body (§3.2.7). The free rigid body application serves also to show that, in spite of the reduction of a Hamiltonian perturbation problem to its secular frequencies being naturally approached in the action-angle variables of the integrable part, which is taken as the zeroth order of the perturbation Hamiltonian, the procedure is expedited in some cases with the use of other sets of canonical variables. Indeed, while Hamiltonian perturbation methods are naturally implemented within an action-angle variable framework, in which averaging operations are customary [594], a good knowledge of the particular algebra of the functions that comprise the perturbation Hamiltonian when formulated in other set of canonical variables is of great help in the computation of the perturbation solution. In particular, the use of complex variables is recognized to be advantageous when dealing with perturbed harmonic motion [373, 399]. At the end, since
the Hamiltonian reduction is unique [30] one can always recover the action-angle variable formulation if found convenient.

Hamiltonian simplification algorithms based on Lie transforms are not discussed in this first part. The point of view of these days is that they are simple particularizations of the general procedure based on the solution of the so-called homological equation. Indeed, at each order of the Lie transform approach the user is endowed with an ample freedom to choose the form of the new Hamiltonian term, as well as the arbitrary integration "constant" that leaves undetermined the generating function term [402, 408, 438, 440-442, 511, 593]. On the contrary, details of the implementation of the different simplification algorithms are supplied in the chapters where they are first applied. In particular, the elimination of the parallax and the elimination of the perigee are discussed in Chapter 6, while the relegation algorithm is introduced in Chapter 7.

On the other hand, it is worth recalling that physical phenomena are measured in observable variables (for instance, spherical coordinates), contrary to action-angle variables. Therefore, having a detailed description of the transformation from the usual observables to the action-angle variables in which the zeroth-order Hamiltonian term is solved becomes essential. ${ }^{3}$ Because of that, the reduction of the integrable Hamiltonian that defines the zeroth-order term of the perturbation Hamiltonian via the Hamilton-Jacobi equation [199, 243] is thoroughly discussed in different chapters of the monograph.

### 1.2 Artificial satellite theory

Departure from Keplerian motion of close-Earth satellites is mostly driven by the noncentralities of the Earth's gravitational potential, the main part of which is due to the Earth's oblateness. Disturbances produced by the second zonal harmonic, whose nondimensional coefficient is customarily noted $J_{2}$, cause the precession of the orbital plane on the equator, and induce a secular trend on the motion of the perigee, which advances or regresses in the orbital plane depending on orbital inclination and gets fixed at the critical inclination of 63.4 degrees. In consequence, Keplerian solutions only are useful in forecasting short arcs of Earth's satellite orbits under low accuracy requirements. Even in the short times spent in the free-flight trajectory of a ballistic missile, the Earth's oblateness needs to be taken into account [678]. Therefore, early efforts in making accurate predictions of the motion of Earth's artificial satellites focused on the search for analytical solutions to the "main problem" of artificial satellite theory, also called the $J_{2}$-problem. Even though the $J_{2}$-problem is not integrable [102, 312], the time scale in which chaos manifests is only relevant for large values

[^1]of $J_{2}$ [70, 138]. On the contrary, in view of the smallness of the Earth's $J_{2}$ coefficient, which is of the order of one thousandth, the search for integrable approximations of the main problem of artificial satellite theory makes full sense.

A wealth of analytical approximations to the main problem dynamics have been proposed since the beginning of the space era. These solutions are grouped under the general name of intermediary orbits, and commonly based on the separability of the Hamilton-Jacobi equation of some modified version of the main problem Hamiltonian [6, 111, 154, 216, 217, 219, 225, 532, 620], yet non-canonical solutions also exist [33, 326, 606]. While most intermediaries were constrained to mimic the main problem dynamics up to first-order effects of $J_{2}$, remarkable exceptions were successful in handling the whole effect of $J_{2}$ as well as some second-order effects of the geopotential [5, 37, 38, 315, 466, 662-666]. Still, intermediary solutions fail in predicting the libration dynamics of the perigee in the vicinity of the critical inclination [218, $261,301,316,555,625]$, a fact that is sometimes attributed precisely to their separability [119, 168, 406]. Because of that, and due to the increase of computational power, classical intermediary solutions were soon abandoned in favor of the higheraccuracy solutions obtained with perturbation theory [299]. On the other hand, the interest in intermediary orbits is experiencing some revival these days for their application to onboard short-term, orbit propagation under limited computational resources [ $51,259,268,269,393,475,603]$. Computing perturbations of a more meaningful intermediary than the Kepler problem should provide more compact equations and seems a desirable aim [7, 633, 689]. In this sense, the obtention of the action-angle variables of Vinti's oblate spheroidal intermediary seems a promising result [681, 688], yet the higher complexity of the functions involved in the solution with respect to the simpler Keplerian orbit might counterbalance the expected improvements to some extent.

Dealing with perturbed Keplerian motion is conveniently approached in orbital elements, which disclose the existence of short- and long-period terms, as well as secular perturbations (see [341], for instance). Then, in the general framework provided by perturbation methods [526], solutions of the problem of artificial satellite theory are commonly decomposed into the mean-elements equations, which provide the orbit evolution, and the short-period corrections that are needed for ephemeris computation. The transformation from mean to osculating variables given by the shortperiod corrections is obtained analytically, whereas the mean-elements equations remain in the form of a reduced differential system. The latter is numerically integrated with very long step sizes because it only depends on the lower frequencies of the motion [354, 453]. This semi-analytical integration scheme can cope with many different perturbations of the pure Keplerian motion, and it is implemented in different orbit integration packages [81, 123, 355, 435, 478, 674, 692]. If, besides, the long-period effects are removed from the mean-elements equations by means of a new transformation of variables, which is also computed analytically, one obtains the secular frequencies of the motion. The latter are trivially integrated, thus providing the secular terms that complete the solution in a pure analytical form [58, 75, 171, 360, 461, 599].

Alternatively, both the short- and long-period terms can be removed at once, with a sole transformation, yielding a single set of analytical corrections that may allow for better code optimization [407]. Evaluation of analytical solutions computed in either of these manners is straightforward and permits the implementation of very fast an efficient orbit propagators [114, 121, 298, 380, 590, 641]. However, it must be noted that the validity of the analytical approach is limited to the case of motion far away enough from inclination-related resonances, which require specific treatment [120, 222, 316, 330, 394].

A single general perturbation solution to the artificial satellite problem makes no sense if higher-order effects need to be taken into account. On the contrary, specific perturbation solutions must be computed depending on particular orbital regimes in which different disturbing effects may dominate the dynamics. Indeed, below the geosynchronous distance the non-centralities of the geopotential have the most important effect, which is clearly dominated by the $J_{2}$ harmonic. Conversely, the gravitational pull of the moon is the most important perturbation above the geosynchronous distance, followed by that of the sun. The solar radiation pressure yields higher-order effects for usual satellites, yet they may become comparable to the $J_{2}$ effect at high altitudes.

Alternatively to the reduction of the differential system by normalization, Picard's iterative approach is sometimes used to solve perturbed Keplerian motion in what is customarily known as a numerical-analytical approach [4]. Namely, the variation of parameters equations are solved analytically under the usual averaging assumption that the parameters (orbital elements) remain constant in the right side of the variation equations. The validity of this analytical solution, which strongly relays on the use of special functions, is limited to one anomalistic period, and hence initial conditions must be numerically updated in steps of this size or shorter. Improvements are found when solving the perturbation equations with respect to an intermediary orbit in Eulerian elements, as opposite to the variations of Keplerian elements [244].

Perturbed Keplerian motion is efficiently approached in Delaunay action-angle variables. Therefore, the second part of this monograph starts in Chapter 4 with the solution of the Kepler problem via the Hamilton-Jacobi reduction to action-angle variables, yet constrained to the case of bounded, elliptic motion. Besides, the main problem dynamics is discussed to a considerably extent in Chapter 5. This chapter is not only useful in understanding intermediary solutions, but it serves to prepare the reader for the Hamiltonian simplification methods that will be thoroughly discussed in following chapters of this part.

### 1.2.1 Significance of Lyapunov instability

Two particular application of the perturbation approach that are conveniently approached in the mean elements setting are the analysis of end-of-life disposal strate-
gies [27, 28, 124] and the design of formation flying reconfiguration and stationkeeping maneuvers [16, 211]. The need of having available efficient equations for carrying out the accurate transformation from osculating to mean elements and vice versa [256], arises in both kinds of problems. Traditional methods for the computation of the initialization constants of the perturbation solution base either on series reversion or the more common root-finding procedures [90, 675]. On the contrary, the Lie transforms method provides explicit expressions for the evaluation of both transformations, direct and inverse, in this way allowing for the instant accurate conversion from osculating to mean or secular elements [212, 213].

Because of the Lyapunov instability that is inherent in Keplerian motion, it happens that the most sensitive element to be transformed is the osculating orbit semimajor axis, a fact that was clearly observed when checking the accuracy of Brouwer's [75] seminal solution against numerical integration [469]. Indeed, an error in the osculating to mean transformation of the semimajor axis directly translates into a comparable error in the computation of the mean motion in mean variables, with the consequent impact on the secular frequencies of the motion [63, 181, 393]. This fact makes it quite desirable to achieve the transformation from osculating to mean elements, at least for the semimajor axis, up to the same truncation order as the secular terms. On the contrary, an error in the opposite transformation, from mean to osculating elements, has only periodic implications in the computation of ephemerides. Therefore, truncating this last transformation to a lower order than that of the secular terms usually provides the required accuracy for most applications, and makes the evaluation of the analytical solution much more efficient [269].

The way in which the accurate conversions from mean to osculating elements, and vice versa, affect the precision of an analytical perturbation solution is illustrated in $\S 6.5$ for a higher-order perturbation solution of the main problem.

### 1.2.2 Geopotential long-period effects in closed form

Traditional efforts in extending perturbation solutions to higher orders resorted to the use of expansions of the elliptic motion in powers of the eccentricity [78, 171, 346, 374]. The literal calculation of these kinds of expansions motivated the development of the first computerized procedures [172, 173, 289], which paved the way for the later appearance of the so-called Poisson series processors [69, 83, 140, 236, 286, 323, 570]. However, these kinds of expansions cast the analytical solution in the form of long multivariate Fourier series, whose laborious evaluation discouraged practitioners from the use perturbation solutions. Alternatively, the computation of the perturbation solution in closed form yields a notable reduction in the size of the series to be evaluated, on the one hand, and widens applicability of the solution to the case of higheccentricity orbits, on the other. However, reaching higher orders than that achieved by Brouwer in his closed-form solution [75] finds real (yet solvable) difficulties in the
indefinite integration of the equation of the center-a periodic but non-trigonometric function-and related functions [8, 156, 363, 487, 536].

In the usual approach, in which the short-period terms are removed first, in the style of Brouwer, these difficulties can be delayed to higher orders after an ad hoc preprocessing of the original Hamiltonian using the elimination of the parallax simplification technique [154]. Indeed, the elimination of the parallax strips the zonal potential of non-essential effects and performs wonders in a higher-order normalization in closed form [118, 119, 155]. The main features of the elimination of the parallax canonical simplification are described in §6.2.1.

Alternatively, carrying out the normalization in the reverse order, by first eliminating the long-period terms through the standard normalization of the total angular momentum, notably simplifies the subsequent removal of short-period terms [408]. This latter approach does not deny the use of the elimination of the parallax as a preliminary simplification, after which the elimination of the perigee [14, 440] is carried out to reduce the Hamiltonian to a one-degree-of-freedom system depending only on short-period terms. The result of both eliminations, which can be combined into a single Lie transformation [593], is what is sometimes called the elimination of the latitude [133, 166]. The consequent removal of the remaining short-period terms with the standard Delaunay normalization [156] turns the conjugate momentum to the mean anomaly into the third (formal) integral of the satellite problem, thus achieving the complete Hamiltonian reduction. Full details of the reverse normalization are given in §6.4.

Regrettably, the equations of the canonical transformation that eliminates the perigee are flawed with divisors involving the difference between $\frac{4}{5}$ and the square of the sine of the inclination. Therefore, it becomes singular at the critical direct (resp. inverse) inclination of $\sim 63.4 \mathrm{deg}$ (resp. 116.6 deg ), and prevents convergence of the perturbation solution for inclinations close to that value. This singularity is essential to the artificial satellite problem $[120,135]$ due to a resonance between the anomalistic and draconitic frequencies of the orbiter [216, 394], and hence cannot be avoided with a different choice of variables.

It deserves to be mentioned that, when just dealing with the solution in mean elements, the removal of short-period terms in closed form commonly deprives the mean-elements equations from some long-period terms, which, on the contrary, remain hidden in the transformation equations of the averaging. This fact may force the orbit in mean elements to depart from the average evolution of the true orbit. While this issue was clearly identified in classical closed-form averaging procedures [363], it may remain hidden when the short-period averaging is carried out after the elimination of the parallax. In both cases, the situation is partially amended by the addition of an adequate integration "constant" to the corresponding term of the generating function of the transformation [197, 437, 442, 488, 618]. This problem does not happen in the computation of the secular terms, because all the periodic effects are removed in that case. Issues related to getting the mean elements close to the average value of the
osculating elements are further discussed in §6.7. We remark that this kind of problem is only relevant for the propagation of the mean-elements orbit, and it has no effect in a semi-analytical integration scheme, in which the periodic terms are recovered analytically to get osculating elements.

### 1.2.3 Tesseral effects

The longitude-dependent terms of the gravitational potential expansion, tesseral and sectoral harmonics, which are encompassed hereof under the name of tesseral harmonics, in general just produce short-period variations of small amplitude on the motion of an artificial satellite. Among them, the more relevant effects are related to those tesseral terms that are free from the argument of the latitude. These terms are sometimes denoted " $m$-daily" terms because their trigonometric arguments depend only on integer values of the longitude of the node, and, therefore, repeat their values $m$ times a day [335].

Interactions between zonal and tesseral harmonics only produce short-period variations that, besides, remain at higher orders of the perturbation solution [687]. On the contrary, interactions between different tesseral harmonics may produce secular and long-period variations in addition to the short-period variations. Nevertheless, their amplitudes are very small and only modify the solution to a very minor extent [489, 686].

Taking the effect of the tesseral harmonics into account notably complicates the computation of the analytical perturbation solution in closed form. For this reason tesseral harmonics perturbations are customarily approached after expanding the gravitational potential in powers of the eccentricity [82, 341, 348, 563, 638, 685]. Still, part of these tesseral terms can be previously simplified in closed form with the elimination of the parallax preprocessing [117]. A notable exception is found in the case of low Earth orbits, where the fact that the mean orbital motion and the Earth's rotation rate are of different orders of magnitude allows for the closed-form removal of tesseral terms related to the mean anomaly in the usual form [220, 221, 439, 539, 541]. This approach is illustrated in §7.2.

Efforts in developing algorithms for the closed-form elimination of tesseral effects in the general case led to the invention of the relegation algorithm [169, 538]. Application of this algorithm for the closed-form elimination of tesseral terms in the artificial satellite problem, the so-called "relegation of the node", found some success in the case of super-synchronous orbits [97, 591, 602]. However, the efficiency of the relegation algorithm is more questionable in the case of sub-synchronous orbits. Indeed, due to a hidden dependence on the eccentricity in the algorithm for the sub-synchronous relegation [602], the relegation of tesseral effects rarely offers clear advantages when compared with classical procedures for their elimination based on the traditional expansions in powers of the eccentricity [438]. Despite this shortcoming, it has been sug-
gested that the dependence on the eccentricity of the sub-synchronous relegation can be used to modify the classical relegation algorithm in order to obtain enhanced results in the elimination of tesseral terms of low-eccentricity orbits close to tesseral resonances [441]. The classical relegation algorithm for the removal tesseral effects in closed form is discussed in $\S 7.4$, where details on the particular version of the relegation for low-eccentricity orbits are provided, and its efficiency is illustrated with sample applications.

On the other hand, the short-period elimination of tesseral harmonics in closed form can be exactly reduced to quadratures [471,540]. However, the integrals to be solved involve non-integer combinations of the true and mean anomalies and their closed-form solution is not known. In consequence, one must resort to series representations that involve either the eccentricity or the ratio of the Earth's rotation rate to the satellite's mean motion in order to solve these integrals analytically, thus making the procedure analogous to the relegation algorithm. Alternatively, these quadratures can be solved numerically, yet they still rely in the series representation to compute the integration constant of the generating function, which cannot be left arbitrary when the integration is approached numerically. The exact reduction to quadratures of the short-period elimination of tesseral effects is outlined in §7.3.

In addition to the short-period tesseral effects of small amplitude, which slightly affect the precision of the ephemeris provided by the perturbation solution, orbital configurations leading to tesseral resonance produce noticeable long-period effects on the semimajor axis. Resonant effects due to tesseral harmonics become apparent in orbital regimes in which the satellite advances $Q$ nodal periods in the time in which the Earth rotates $P$ times relative to the precessing orbital plane, $P$ and $Q$ being mutually prime integers. That is, the tesseral resonance happens when the combined rate of variation of the argument of the perigee and the mean anomaly is commensurable with the combined rate of variation of the longitude of the node and the Earth's rotation rate. Therefore, tracing tesseral-resonant terms of the geopotential for particular orbit regimes requires the explicit appearance of the mean anomaly, thus making it unavoidable to resort to the usual expansions of elliptic motion.

Tesseral resonances bring significant perturbations on time scales of interest for mission planning without constraint to the case of deep resonances [180]. After removing short-period terms from the tesseral Hamiltonian by perturbations, the resonant combination is replaced by a single variable, the so-called longitude of the stroboscopic mean node, which defines the geographic position of the subsatellite point at the time of intersection of the Earth's equator by the satellite orbit. ${ }^{4}$ Station-keeping control strategies are properly developed in the pair given by the stroboscopic mean node and the semimajor axis [183, 228, 334], the latter being the orbital element that is primarily affected by the resonance phenomenon.

[^2]The analytical approach has been quite successful in the relevant problem of geosynchronous satellites [18, 52, 53, 341,509]. In that case, the resonant dynamics is mainly driven by the $J_{2,2}$ term, which is the longitude-dependent term associated with the ellipticity of the Earth's equator. Isolated resonances enjoy the simple pendulum dynamics, which is an ideal case that can be integrated analytically [18, 19, 222, 228, 331, 381]. However, when different resonances overlap, the problem generally remains of two degrees of freedom and, except for special configurations [434, 443, 612], it is customarily studied by the numerical integration of the longterm equations, showing that chaos may arise [142, 145, 149, 186-188]. Still, attempts to deal analytically with the case of non-isolated resonances using Bohlin's theory [55, 198] have also been carried out [507, 508, 572, 573].

The peculiarities of the perturbation approach when applied to resonant orbital regimes is illustrated in §7.5. Because the important case of geosynchronous satellites, which undergo the effects of the 1:1 tesseral resonance, is profusely discussed in the literature [45,509,522,531, 613], we rather deal with the case of orbits of traditional constellations providing global navigation services, which are also significantly affected by different tesseral resonances [108, 146, 580]. Thus, the orbital configuration of Galileo operational satellites repeats after 17 orbits of the satellite, which is commensurate with 10 rotations of the Earth. While the effects of this shallow 10 to 17 tesseral resonance are not too relevant due to the high altitude of Galileo satellites, the operational orbits are also slightly affected by the 3 to 5 tesseral resonance, whose effect can be much more important in the case of Galileo disposal orbits. Besides, GLONASS satellites are in shallow 8 to 17 resonance, and the GPS constellation is in deep 1 to 2 resonance. Thus, GPS satellites complete two nodal orbits while the Earth completes one rotation. Due to this strong resonance all GPS satellites exhibit evident long-period variations in the semimajor axis [601], with different resonant geopotential terms having observable effects [309]. In particular, the harmonic coefficients of degree three and order two produce the main effects on GPS orbits. Still, perturbations due to this tesseral resonance cannot be considered isolated, and the resonance overlapping of other tesseral harmonics must be taken into account. On the other hand, due to the high altitudes in which global navigation satellite systems reside, low-order truncations of the geopotential normally suffice for different applications [204]. In consequence, the sample applications provided in $\S 7.5$ are limited to a geopotential truncated to degree and order five.

### 1.2.4 Lunisolar perturbations

Depending on the orbital regime, lunisolar perturbations caused by the gravitational pull of both the moon and the sun may also show important effects in the long-term dynamics of Earth orbits. When dealing analytically with gravitational perturbations of a distant body, the third-body disturbing function is customarily expanded in the ratio
of satellite's radius and third body's radius as an infinite series in Legendre polynomials. For low Earth orbits lunisolar perturbations are small when compared with the Earth's oblateness disturbing effect, and can be modeled as second order of $J_{2}$ effects in a perturbation approach. In that case, neglecting parallactic terms of the third-body perturbation provides an acceptable modeling of the dynamics [128, 359, 450, 519]. However, parallactic effects due to the lunar attraction are clearly observable in high Earth orbits, a fact that motivated the early incorporation of these kinds of terms into the lunar disturbing potential [521].

Initial formulations of the lunar disturbing function referred the angular elements of the moon to the equatorial plane of the Earth [340], with respect to which the inclination and longitude of the node of the moon orbital plane experience important variations. Alternatively, the inclination of the moon orbit takes an almost constant value of about $5^{\circ}$ when referred to the ecliptic, whereas the longitude of the ascending node in that plane can be approximated by a linear function of time [80, 481]. Therefore, it is advantageous in some cases to refer the moon's orbital elements to the ecliptic [366, 367, 581].

Truncations of the lunar disturbing function up to the fourth degree in the parallactic ratio are considered acceptable up to the geosynchronous region [121, 640], yet the fifth degree is also added when a more accurate modeling of the dynamics is required [437, 488]. Still, higher-degree truncations may be needed when modeling high Earth orbits [337, 338, 436]. Available recurrence relations allow for the extension of the series expansion of the third-body disturbing function to any degree [ $98,230,233,348]$. Typos and errors in these references that were pointed out in the literature [382] included in turn additional typos and errors, which only were amended recently for the more relevant formulas [101]. Analogous general derivations are presented in §8.1, in which we depart from tradition and rather rely on the vectorial approach in the apsidal frame [425].

In the presence of third-body perturbations, the removal by perturbation methods of short-period effects related to the mean anomaly of the satellite provides an efficient way of solving the problem semi-analytically. Formulas for the mean-elements Hamiltonian as well as the generating function from which short-period corrections are derived, are discussed in $\S 8.2$ for an arbitrary truncation of the third-body disturbing function. Mean motion resonances between the artificial satellite and the moon are of concern only in cislunar space, and they do not cause trouble in the case of close Earth orbits. Hence, removing monthly effects, related to the mean anomaly of the moon, and, in some cases, annual effects related to that of the sun, in addition to short-period effects associated to the satellite's mean anomaly, is common practice to improve performance of the numerical propagations used in the investigation of the long-term dynamics [122, 382, 437, 443, 617, 683]. The double-averaging procedure that removes the mean anomaly of the third body is discussed in $\S 8.3$ based on the particular characteristics of the orbits of the Galileo constellation.

On the contrary, resonances between the mean motion of either the sun or the moon and the rate of variation of other angular elements of the artificial satellite's orbit are common in orbital regimes below the geostationary region [128, 305, 307, 308]. In particular, apsidal resonances occur when the secular motion of the line of apsides is commensurable with the mean motion of the third body, and nodal resonances happen when the critical argument is the right ascension of the ascending node [64-66]. These resonances may induce important variations in the eccentricity of the satellite's orbit and are these days scrutinized as possible natural ways of speeding the satellite de-orbiting up at the end of life [12, 108, 240,580]. On the other hand, special configurations have been detected in which secular variations in the eccentricity and inclination cancel out giving rise to the so-called balanced Earth satellite orbits [371, 372]. The latter are discussed in $\$ 8.5$ from the perspective of the ecliptic frame formulation.

### 1.2.5 Non-conservative perturbations

Perturbed two-body problems in which the perturbations involve the velocity appeared first in connection to the solar system dynamics [556, 561, 568, 690]. Non-conservative perturbations may have appreciable effects on Earth satellite orbits [43, 344, 445, 496, 659, 677], but also in other different kinds of orbits [49, 86, 262, 383, 493, 596, 597]. In particular, the force exerted by solar radiation has great importance in the (passive) dynamical evolution of objects with high area-to-mass ratio, like fragments of thermal blankets that may detach from the satellite's body or other similar objects [ $25,95,107,210,460,576,639]$. But it also provides an inexhaustible source of power for the propulsion of space vehicles within the solar system that can be effectively exploited with solar sails $[226,463,470,479,634,648]$ and allows for the operation of novel satellite concepts like "smart dust" devices [32, 126, 484, 528, 699].

Effects of solar radiation pressure (SRP) were clearly identified like the origin of discrepancies between observed perigee heights of the orbits of some of the first artificial satellites and corresponding predictions based on conservative force fields models [523, 545]. This fact led to subsequent theoretical efforts to understand and estimate the long- and short-period effects induced by SRP on the dynamics of artificial satellites [128,520], which, under general assumptions, can be modeled like a potential function [306, 340], in this way making the SRP effect amenable to Hamiltonian treatment. The modifications of the SRP acceleration resulting from the intermittent eclipsing of satellites by the Earth were taken into account since the very beginning [ $10,85,195,361,375,605]$. However, the effects of the Earth shadow, which repeat with the orbital period, are customarily neglected in studies of the long-term behavior, where long-period terms make the principal contribution to the orbit dynamics. Disturbances produced by subtle phenomena such as penumbra transitions and albedo effects have also received important attention in the literature [59, 584, 668-671].

While the disturbing effects of SRP commonly average out in the long-term, some orbital configurations lead to resonances between SRP and the motion of the line of apsides, or the combined motion of this line and the line of nodes [76, 128, 306, 520]. These kinds of resonances produce long-period oscillations of the eccentricity that may have significant amplitudes, and, similarly to the case of third-body resonances, are explored these days as a possibility for accelerating de-orbiting of low Earth orbit satellites at the end of their lifes [13].

The perturbed Keplerian dynamics induced by SRP can be represented by a timedependent three degrees of freedom Hamiltonian. However, the convenient formulation in a rotating frame may be used to remove the time dependency from the Hamiltonian. Except for particular integrable cases, the problem is intractable in its generality. Still, an important insight into the long-term behavior can be obtained through the perturbation approach. After the usual removal of short-period terms from the Hamiltonian, the reduced two-degrees-of-freedom problem becomes integrable [105, 158, $159,493,495]$. This fact furnishes the reduced model with an analogous category to the zonal intermediaries of the main problem [224]. On the other hand, simple solutions taking the oblateness disturbing effects into account in addition to SRP [494, 520] show that Earth's artificial satellites can undergo dramatic orbital changes under small variations of the initial conditions as well as the force parameters [125, 369, 370]. The perturbative treatment of SRP disturbances is presented in §9.1.

Another important non-conservative effect is the atmospheric drag, which may cause important perturbations on the lower Earth orbits. Indeed, the dissipation of orbital energy caused by the interaction of the upper atmosphere with the satellite, yields a reduction of the semimajor axis and induces a circularization trend in the orbit. These dissipative effects are noticeable on altitudes, say, below 2000 km and become the dominant perturbation in reentry orbits. While atmospheric drag perturbations are not derived from a disturbing function, their effects can still be added like generalized forces to the Hamilton equations. They are also amenable to perturbation treatment due to the previously mentioned extensions of the Lie transforms method to vectorial flows [282, 304, 333].

The drag force is usually modeled as the product of the atmospheric density, the square of the satellite's velocity relative to the atmosphere, the reference surface area of the satellite scaled by the satellite mass, and the "drag coefficient" $C_{\mathrm{D}}$. The latter depends on gas-surface interactions, which involve a variety of facets like the atmospheric temperature and composition, or the satellite's shape [501]. While accurate determinations of the drag coefficient are important for precise orbit predictions [483], taking a constant value $C_{\mathrm{D}}=2.2$ is still customary in long-term orbit prediction of standard satellites in low Earth orbits [129]. Indeed, due to the difficulties in modeling the upper atmosphere accurately, the atmospheric density is a major source of error in predicting the drag force, a fact that may make efforts in improving the drag coefficient superfluous [513].

Pioneering perturbation solutions described the contraction of almost circular satellite orbits under the disturbing effect of the atmospheric drag alone [131], but following approaches soon included the coupling between the drag and oblateness perturbations [79, 378], and removed previous limitations of the perturbation solution to the case of small eccentricities [379]. ${ }^{5}$ Since then, a variety of analytical solutions of perturbed Keplerian motion that include atmospheric drag effects have been proposed [40, 148, 285, 475, 476].

On the other hand, it is often enough just to deal with averaged drag effects, which are obtained after removing the mean anomaly from the drag equations [462]. This is the common case of orbit propagators in which complex force models are integrated semi-analytically. Besides, in view of the increasing complexity of atmospheric models, the averaging is most efficiently carried out by numerical quadrature. This last case is the only one that is tackled in this monograph, and it is discussed in §9.2.

### 1.2.6 Action-angle and non-singular variables

The reduction of perturbed Keplerian motion is commonly carried out in Delaunay canonical variables, which are the action-angle variables of the Kepler problem [144, 243, 395]. Still, it is well known that Delaunay variables suffer the same deficiencies as their non-canonical counterpart: the Keplerian orbital elements. Indeed, Delaunay variables are singular for circular orbits, a case in which the argument of the perigee is not defined, and also in the case of equatorial orbits, where the longitude of the node is not defined. However, these deficiencies of the Delaunay variables are easily avoided by reformulating both the secular frequencies and the periodic corrections of the perturbation solution in non-singular variables. Poincaré canonical variables [468] or the set of equinoctial orbital elements [31, 72] are popular sets of non-singular variables used in perturbation theory, yet other different options have been proposed in the literature [294, 296, 647].

When low-inclination orbits are not of concern, a popular set of non-singular variables for zero eccentricity orbits based on the traditional set of Keplerian elements includes the mean distance to the node (or mean argument of the latitude), and the semi-equinoctial elements that materialize the eccentricity vector in the nodal frame [130]. These non-singular variables are usually complemented with the longitude of the node, the inclination, and the semimajor axis [132, 181]. In the Hamiltonian setting, the two last are commonly replaced by the third component of the angular momentum vector and the Delaunay action, respectively. Still, this last set of variables lacks canonical structure [171].

[^3] spurious secular terms in dissipative systems.

Another set of variables that is free from singularities in the case of circular orbits is the canonical set of polar-nodal variables, yet the singularity remains for equatorial orbits. Still, the trouble with small divisors only arises when the perturbation model takes odd zonal harmonics into account. Alternative non-singular variables based on the polar-nodal set have been proposed to avoid the poor convergence of the shortperiod corrections for almost equatorial inclinations, either in the non-canonical [9] or canonical modalities [121]. Furthermore, the use of polar-nodal variables reduces dramatically the size of the perturbation series needed in the analytical approach, in this way improving evaluation of the solution [317, 363]. Their use is then encouraged, and it has been suggested that the solution of almost equatorial orbits should be treated separately. In this last case non-singular variables based on polar-nodal variables admit radical simplifications [392, 395, 444].

It deserves to be mentioned, however, that polar-nodal variables are not very useful in the integration of the mean-element equations, and their utility in dealing with analytical or semi-analytical solutions of perturbed Keplerian problems is usually constrained to the efficient evaluation of the periodic corrections. Moreover, polar-nodal variables facilitate the reduction of perturbed Keplerian motion to quasi-Keplerian systems [154]. This approach provides an efficient alternative to usual orbit prediction procedures [259, 269, 393] that can also be used in the case of relative motion applications [416].

In spite of the compact formulation and wider applicability of closed-form solutions, the perturbation solution can be notably simplified in the case of orbits with specific characteristics. This is, in particular, the case of low-eccentricity orbits, where the closed form is efficiently replaced by short truncations of the usual expansions of the elliptic motion to the lower orders of the eccentricity. In this way the evaluation of the perturbation solution is made notably easier [181, 389, 637].

On the other hand, the use of vectorial elements in orbital problems, which can be traced back to the early works of Strömgren [623] and Milankovitch [497], provides a compact and elegant representation of the equations of motion, on the one hand, and releases them from the dependence on a particular reference system, on the other. The advantages of using Milankovitch's selection of the eccentricity vector and angular momentum vector like the vectorial elements in the treatment of very low-eccentricity orbits were soon recognized [291], and attaching the name of Milankovitch to this set of orbital parameters seems to have been popularized among some authors after [21]. While vectorial formulations increase the dimension of the differential system to integrate, this redundancy can be used to evaluate the quality of the numerical integration, in which, besides, the evaluation of trigonometric functions is reduced to a minimum [290, 291]. The latter fact, together with the more symmetric form taken by the equations of motion, makes the differential system simpler to program and faster to evaluate, thus making the vectorial formulations quite appealing in the formulation of efficient special perturbation schemes [152, 397, 518, 583, 636].

The vectorial approach also shows real merits in the formulation of analytical perturbations. Indeed, after the seminal application by Musen [520] and subsequent applications by Allan [17, 20], the use of the vectorial approach in the propagation of mean elements is experiencing a revival these days [112, 577, 676]. In particular, the vectorial formulation has demonstrated high efficiency in the integration of the mean vectorial elements of highly eccentric orbits under third-body perturbations [425].

Vectorial elements have been also useful to show that Keplerian Hamiltonians are invariant with respect to the group of rotations in a four-dimensional Euclidean space [512]. This fact becomes evident when the eccentricity and angular momentum vectors are replaced by its sum and difference vectors (see §45 of [621]), which are customarily known as Moser elements or Cartan coordinates [92, 202]. ${ }^{6}$ Since these two vectors enjoy the same constant modulus, which is proportional to the orbit's semimajor axis, an orbit can be represented by a pair of points on the surface of a sphere, as illustrated in §8.2.3. This characterization of Keplerian motion provides another utility of the vectorial elements, like the visualization of a high number of orbits by a cloud of points. In this way, for instance, the structure of subpopulations of debris orbits is readily made apparent [629].

### 1.3 Non-Earth orbits and perturbed non-Keplerian orbits

The first artificial satellites missions were shortly followed by the launching of unmanned lunar probes, as well as other interplanetary missions. While low Earth orbits are accurately represented by the perturbed Keplerian dynamics, the trajectories of space probes go beyond the distance in which the Earth's gravitational attraction is dominant. Then, the orbits do no longer resemble distorted Keplerian ellipses about the central body, and they need to be computed as particular solutions of a different problem. More specifically, in different instances the orbit dynamics of artificial satellites is better described in the more general frame of the three-body problem, in which three point masses evolve only under the influence of their mutual gravitational attraction (see [646], for instance).

### 1.3.1 The restricted three-body problem

Contrary to the Kepler problem, the three-body problem cannot be completely reduced by integrals [558], thus lacking a closed-form solution. Conversely, analytical solutions to the three-body problem can be computed in the form of power series [626], yet

[^4]the poor convergence of these series makes them useless for computational purposes [44]. Therefore, it is customary to explore the qualitative aspects of the three-body problem dynamics by searching for particular solutions of the system, like singular points, periodic orbits, and other invariant manifolds. In particular, when referring the motion to the center of mass, the nine degrees of freedom of the three-body problem can be reduced to just three due to the existence of the energy integral as well as the preservation of the linear and angular momentum vectors, which, in addition, are combined with Jacobi's elimination of the nodes [157, 321, 684].

On the other hand, the model provided by the three-body problem can be notably simplified when dealing with spacecraft orbits. In that case the mass of the orbiter is negligible when compared to the mass of most natural celestial bodies of interest. Therefore, it does not produce observable effects in the motion of the two massive bodies, the primaries, which then are assumed to evolve about their mutual center of mass in the two-body problem approximation. When the motion of the primaries is circular, the simplified problem is called the circular restricted three-body problem, or CRTBP in short, which is conveniently formulated in a rotating frame with the rotation rate of the primaries.

In spite of the radical simplifications introduced by the CRTBP approximation, a general closed-form analytical solution is not known either. Well-known facts of the dynamics of the CRTBP are that it accepts the Jacobi integral and enjoys five equilibrium solutions or libration points, three of them collinear with the primaries and the other two equilateral to them. Besides, a wealth of periodic solutions are customarily computed by numerical integration [84, 176, 278, 628]. In particular, periodic orbits stemming from the libration points are shown to exist after linearization of the flow. In the case of the collinear points, these kinds of solutions give rise to the planar and vertical Lyapunov orbits. The analytical continuation of these infinitesimal orbits into families of periodic orbits of the CRTBP for variations of the Jacobi constant reveals the existence of new families of periodic orbits that bifurcate from them. Of special relevance for their application to space mission design are the so-called halo orbits [62, 191], which bifurcate out of the plane of the primaries from the family of planar Lyapunov orbits.

In spite of the fact that the applications of perturbation theory in this monograph do not deal with the CRTBP, but with the simpler Hill problem, we adhere to the tradition of presenting the latter as a limiting case of the former. Hence, the standard derivation of the CRTBP is first provided in §10.1.

### 1.3.2 Hill problem simplifications

When the massless body evolves closer to the central body than the distance between the two point masses, the ratio of the two distances is less than one and the thirdbody potential can be replaced by some truncation of its series expansion in Legendre
polynomials. As long as this ratio is small the first terms of the expansion can be representative of the dynamics. If, besides, the mass of the central body is much smaller than the mass of the other primary, additional simplifications can be carried out that give rise to the so-called Hill problem [292].

The simplifications of the CRTBP that lead to the Hill problem are described in §10.2. It must be said, however, that Hill's equations have greater generality than being a refinement of the restricted three-body problem. Indeed, they can be independently derived from the general three-body problem when two of the three involved masses are much smaller than the mass of the heavier body [281, 616]. In that case, the two lighter masses evolve about the heavier body basically in terms of two separate twobody problems except when they are close enough to each other, so that their mutual attraction becomes comparable to the differential attraction of the heavier body.

A remarkable feature of the Hill problem is that it does not depend on physical parameters, a fact that is shown after scaling the equations of motion using suitable units of length and time [628]. This useful characteristic provides a wide generality to the Hill problem, which can be used to represent the dynamics of a small body under the gravitational action of different pairs of bodies of the solar system. Specific aspects of a particular binary system are then manifested when recovering the physical units. Hence the Hill problem is well suited to the study of a variety of astronomical and astrodynamics problems, like, for instance, the investigation of satellite encounters [554], cf. [534, 642, 643, 645], the dynamics of coorbital motion [47, 524], or the dynamics of relative spacecraft motion [71, 113, 336, 446]. It is also useful in the description of the spacecraft motion about planetary satellites [419, 430], as well as the dynamics about asteroids [597]. On the other hand, this simple model may need to be supplemented with other effects in addition to the mass-point attraction in order to provide a more accurate model of the dynamics of particular problems. Thus, the non-centralities of the gravitational potential of the smaller primary, and, in particular, those related to the ellipsoidal figure, are commonly taken into account in studies of orbital dynamics close to planetary satellites [432,585], while solar radiation pressure effects may play an important role in the dynamics about asteroids [215]. Also, the dynamical coupling produced by large structures, like space tethers, may have relevant implications on the Hill problem dynamics [550, 551].

The global dynamics of the Hill problem must necessarily be investigated numerically. In particular, thorough computations of periodic and quasi-periodic orbits have been carried out by various authors [275-277, 279, 492]. Besides, due to its interest for space mission design, investigation of low-energy transit orbits [127] has received particular attention, and comprehensive studies of the stable and unstable manifolds associated to libration point orbits have been carried out in the investigation of the center manifold of the collinear libration points [250, 477]. In addition, the construction of periapsis Poincaré maps has been revealed to be a fruitful procedure in the characterization of escaping and capture trajectories [579, 660]. Other detailed accounts
on the Hill problem dynamics are given in different studies [611], in which the planar case is described globally for energy values yielding bounded motion.

Alternatively, purely analytical approaches may provide useful information on the Hill problem dynamics in some regions of phase space. In particular, three different instances in which the Hill problem can be approached by perturbations are discussed in this monograph; namely, the perturbed Keplerian motion about planetary satellites (Chapter 11), the perturbed harmonic motion about the libration points (Chapter 12), and the coorbital motion of the smaller-mass primary and the spacecraft (Chapter 13).

### 1.3.3 Motion about planetary satellites

Most natural satellites have masses that are notably smaller than the mass of their mother planets, and, therefore, are well suited to the small-mass assumption of the Hill problem, cf. Table 1 of [598]-the Sun-Mercury system being also naturally included in this class of models. On the other hand, prospective mapping missions about planetary satellites require low-altitude orbiters, whose semimajor axis is usually much shorter than the semimajor axis of the orbit of the natural satellite about the mother planet, in this way fulfilling also the negligible parallax assumption of the Hill problem. Then, the Hill problem dynamics fits well to the description of the motion about planetary satellites. Besides, in those cases in which the orbiter evolves clearly inside the Hill sphere, which is not always the case [694, 695], the Hill problem Hamiltonian is naturally arranged in the form of perturbed Keplerian motion, and hence it is a good candidate for the analytical approach [182, 343].

A low-order perturbation approach suffices for describing the major effects of the long-term dynamics about planetary satellites. After removing first the mean anomaly of the orbiter in §11.1.1, and then the argument of the node in the rotating frame in §11.1.2, the reduced problem becomes integrable. The reduced dynamics is discussed in §11.1.3 and shows the unstable character of high inclination circular orbits. It also reveals the existence of librational motion of the eccentricity vector about stable eccentric orbits in what is known as the Lidov-Kozai resonance [48, 71, 364, 450]. ${ }^{7}$ Beyond the qualitative aspects of the planetary satellite dynamics, the accurate description of the solution may require one to achieve much higher orders of the perturbation approach [357, 418, 419, 535, 652, 656], a procedure that is carried out in §11.2.

On the other hand, because of the usual proximity of a mapping orbiter to the planetary satellite, the non-centralities of its gravitational field may cause clearly observable effects in the long-term dynamics. Therefore, these effects must be included

[^5]as additional perturbations [365, 432, 452, 457, 592, 598, 650]. In particular, the oblateness and dynamical ellipticity of the planetary satellite are commonly incorporated into the perturbation model, yet the usual synchronous rotation of the satellite with its orbital motion may allow for some simplifications. Still, because higher-order gravity terms may have possible implications in the long-term dynamics [3], the latitudinal asymmetry of the central body is sometimes included in the perturbation model [389, 421, 547]. The modifications of the dynamics introduced by the ellipsoidal figure of the natural satellite are discussed in $\S 11.3$.

A relevant application of the analytical solution is found in the computation of long-lifetime science orbits, which is approached in §11.4. Indeed, due to the mentioned instability of almost circular high-inclination orbits induced by the planetary perturbations, the eccentricity of the spacecraft orbit grows exponentially until the orbiter impacts on the planetary satellite's surface, if uncontrolled, in relatively short times. Strategies for maximizing the lifetime of science orbits based on time-to-impact analytical predictions [598] or the use of the stable/unstable manifold dynamics of the averaged problem [547] give promising results. Moreover, beyond common linearization procedures [548], the use of higher orders of the mean to osculating elements transformation provided by the Lie transform perturbation approach may help in improving lifetimes in the mission design procedure [410, 411]. In addition, as illustrated in §11.4.2, for the low eccentricities and high inclinations required for science orbits, the whole sequence of transformations from mean to osculating elements may be replaced by a single set of simplified non-singular transformation equations [389].

### 1.3.4 Libration points orbits

Another region in which the Hill problem is amenable to perturbative treatment is in the vicinities of the libration points, whose specific characteristics make them attractive for different space mission applications [11, 190, 249]. In particular, the normalization approach is customarily used in removing the hyperbolic instability associated with the saddle $\times$ center $\times$ center character of the libration points equilibria [246]. This procedure reduces the restricted three-body problem dynamics to its center manifold, which is of just two degrees of freedom and, therefore, can be explored with the usual tools on non-linear dynamics, as the computation of Poincaré surfaces of section or the numerical computation of invariant manifolds [250]. On the other hand, particular analytical solutions are known to exist either in the linearized or non-linearized dynamics [515], and analytical approximations of the main existing periodic orbits about the libration points have been computed eventually, based on Lindstedt series or analogous expansions [191, 566, 693].

For energy values close enough to the energy of the libration points, the dynamics of the center manifold can also be approached analytically by perturbations, as an
alternative to the use of Poincaré surfaces of section, yet the dynamics is no longer that of perturbed Keplerian motion. Indeed, the reduced Hamiltonian of the center manifold takes the form of a planar perturbed harmonic oscillator that is in the quasiresonance condition. The following introduction of a detuning parameter [283] casts the problem in the form of a perturbed elliptic oscillator. That is, we take an oscillator in the 1-1 resonance condition for the unperturbed term, whereas the detuned terms are moved to the disturbing function. That this class of resonant systems can be efficiently approached using perturbation theory is a very well-known fact [198, 472]. In particular, the short-period terms of the center manifold of the Hill problem Hamiltonian are conveniently disclosed when reformulated in Deprit's Lissajous variables [160]. Then the resonant normal form Hamiltonian is constructed by standard averaging over the elliptic anomaly.

Splitting the reduction process into two different canonical transformations, the reduction to the center manifold and the short-period elimination, with focus explicitly on the separation of long- and short-period effects of the perturbed motion, provides the insight usually wanted by astrodynamicists [396]. However, when higher orders of the perturbation approach are required, the reduction of the problem to a one-degree-of-freedom Hamiltonian by means of a single Lie transformation is computationally more efficient [103, 238, 564]. Furthermore, when this single transformation is carried out in complex variables the normalization becomes a simple exercise of polynomial algebra. The resulting expressions in the normalization process only involve arithmetic operations, in this way making the evaluation of higher orders of the analytical, perturbation solution very efficient [424]. This approach clearly illustrates the versatility of the Lie transforms method, and is the one that we choose for the construction of the reduced Hamiltonian in §12.1.

The normalized Hamiltonian with the short-period effects removed is of one degree of freedom. The reduced phase space, which is the sphere [134, 373], is conveniently described in Hopf coordinates [300]. Most strikingly, the equations of the reduced dynamics turn out to be a particular case of the equations of motion of a free gyrostat, ${ }^{8}$ whose analytical integration has been investigated since the pioneering work of Zhukovski [700] and Volterra [672] (see also [41]). This fact provides one more instance of the analogies between orbital and rotational motions that have been recurrently mentioned in the literature [345].

On the other hand, while the complete description of the reduced dynamics on the sphere is properly done in Hopf variables [163, 498], the use of Deprit's Lissajous variables provides immediate insight into the nature of particular solutions. Moreover, the simple evaluation of the equilibria solutions in these variables at each value of the elliptic anomaly between 0 and $2 \pi$ allows for the straightforward reconstruction

[^6]of their partner periodic orbits, whose period is easily computed from the Hamilton equation for the variation of the elliptic anomaly [396]. These aspects of the reduced dynamics are discussed in §12.2.

When higher orders of the perturbation approach are required, their computation is customarily approached using floating-point arithmetic because of simplicity and efficiency [171]. Still, this procedure may increase non-negligibly the numerical errors due to the number representation in the computer. The propagation of the truncation errors can be studied with the help of interval arithmetic [100, 328]. Alternatively, the use of complex variables provides a simple way of estimating the accumulation of truncation errors at each order of the perturbation theory by tracking the residual complex terms that remain in the normalized Hamiltonian after recovering the real variables [424].

Alternatively, to mitigate the growth of the truncation errors associated with the floating-point arithmetic, the perturbation solution is approached exactly using integer arithmetic. However, the increase in the size of the rational coefficients handled with the perturbation order, which may become enormous at relatively moderate orders [162], makes the computation of very high orders with integer arithmetics unpractical. Still, the integer-arithmetic solution can be used as a benchmark with which to compare the lower orders of the floating-point arithmetic solution, and to estimate the highest order that may make sense for a floating-point solution [424]. To expedite evaluation of the perturbation solution, the higher orders of the Lie transform method computed in $\S 12.3$ to improve the accuracy of the analytical solution, have been approached in floating-point arithmetics.

### 1.3.5 Coorbital motion with low eccentricity

The Hill problem is also useful in describing the interaction of two small bodies orbiting a massive one. Particular instances of the case in which both small bodies evolve in almost circular orbits with the same semimajor axis give rise to the so-called quasisatellite orbits, also named distant retrograde orbits, in which the massless body seems to evolve in orbit about the smaller primary. As far as this apparent motion occurs out of the Hill sphere, it cannot be approached as a case of perturbed Keplerian motion about the smaller primary.

Discussions of the possibility of this kind of relative motion in the solar system can be traced back to the beginning of the twentieth century [319]. Since then, families of retrograde periodic orbits have been computed numerically by different authors, either for the Copenhagen problem (primaries with equal masses) [87, 273, 274, 624], the case of Earth-Moon masses [68], or the pure Hill problem [275]. Brief reviews on the topic can be consulted in [560, 608, 673], whereas different natural objects in quasisatellite orbits that have been identified in the solar system can be found in [205] and the references therein.

The strong stability characteristics of quasi-satellite orbits make them appealing for different astrodynamics applications, like quarantine orbits [50, 376], surveillance missions related to the protection of the Earth [622], or for "orbiting" about bodies of non-negligible dimensions and very low mass, as is the case of Phobos [35, 352, 530].

Quasi-satellite orbits are customarily computed numerically like periodic solutions of a restricted three-body problem [46, 235, 429, 456, 499]. Approximate analytical solutions to the coorbital motion have also been reported that are useful in the qualitative description of the main facts of the quasi-satellite orbits' dynamics [47,524]. While these rough analytical solutions can be improved when the problem is approached by Hamiltonian perturbations [454], difficulties arising in the practical implementation of the perturbation approach derived from the essential dependence of the solution on special functions constrained the perturbation solution to the lower orders. ${ }^{9}$ This fact led to the conclusion that the perturbation approach is just partially successful [455], with a limited application to the description of the long-term orbital behavior obtained from the numerical integration of the evolution equations [456]. It was, perhaps, the untimely demise of Lidov which made the perturbation approach be abandoned until recently. Still, new applications of the perturbation approach were, again, limited to the orbit evolution, whose equations are obtained by numerically averaging the higher frequencies of the motion [608]. Numerical averaging techniques [184, 467, 635] present an alternative to effectively deal with the complications in the analytical integration of special functions, but they also hinder the computation of higher orders of the perturbation.

The arrangement of the Hill problem Hamiltonian in a form useful for the perturbation approach to the quasi-satellite orbits problem is discussed in §13.1, yet limited to the planar case. The Hamiltonian is split into the quadratic part, which is integrable, and the non-linear term containing the interaction of the orbiter and the primary. Reformulation in epicyclic variables turns the quadratic terms into a completely reduced Hamiltonian, which is immediately integrated to show that the orbiter moves in an ellipse whose center may evolve with linear motion along the direction orthogonal to the line of the primaries. This linear trend can be removed by the proper selection of initial conditions, thereby making place to purely periodic motion. When the interaction of the smaller primary with the orbiter becomes significant, the linear motion of the center of the ellipse may change into a slow oscillatory motion that gives rise to the quasi-satellite configuration.

The perturbation approach proceeds by removing the phase of the orbiter in its epicycle, an operation that is efficiently achieved by the method of Lie transforms. Details of this procedure, including the computation of the short-period corrections,

[^7]are given in §13.2. In this way, the planar case of the Hill problem is reduced to an integrable one-degree-of-freedom Hamiltonian describing the motion of the center of the reference ellipse (the "deferent" of the epicyclical motion). The nature of this solution is discussed in $\S 13.3$, where, for the lower orders of the perturbation approach, it is shown that the motion is made of harmonic oscillations and can be nicely expressed in closed form [401]. Still, the validity of the closed-form solution is constrained to the case of small amplitude librations of the deferent motion. Higher orders of the singleaveraged Hamiltonian prevent the closed-form solution, yet the long-term motion is efficiently integrated semi-analytically with very long steps. Alternatively, analytical solutions in the form of Lindstedt series extend the validity of the purely analytical approach [398, 403].

As an option to the Lindstedt series approach, a new Lie transformation is carried out in $\S 13.4$ to remove the phase of the deferent. In this way, the planar Hill problem Hamiltonian is completely reduced, up to the truncation order of the perturbation approach, thus yielding a trivially integrable Hamiltonian. The evaluation of the secular terms of the double-averaged solution is computationally undemanding, and it provides an instant way of exploring quasi-satellite orbit evolution. In addition, when required, the computation of an ephemeris is straightforward by simply adding the periodic corrections to the secular solution. These corrections are made of both longand short-period effects, and they are obtained analytically as a result of the perturbation procedure. Moreover, the formal integrals of the secular solution can be used as design parameters in the implementation of quasi-satellite orbits with specific characteristics [404]. In particular, it is shown in $\S 13.5$ how commensurability between the (secular) periods of the orbital and libration motions results in quasi-satellite orbits of the planar Hill problem that are periodic on average, and approximately periodic in the non-averaged dynamics. As customary in preliminary mission design procedures [ $386,387,390$ ], differential corrections can then be used to slightly modify the initial conditions provided by the analytical solution in order to get an exact periodic orbit of the non-averaged problem with the required characteristics.

Part I: Hamiltonian perturbations by Lie transforms

## 2 The method of Lie transforms

The solution to different problems of mechanics is made notably easier when discovering a convenient set of variables that simplifies the mathematical formulation of the problem. In Hamiltonian mechanics, this is the particular case in which we find a transformation of canonical variables such that, in the new variables, the Hamiltonian is reduced to a normal form that is function of only the momenta. Being cyclic all the coordinates, the problem is trivially integrated. In the new variables, the momenta are integrals of the motion whereas their conjugate coordinates evolve linearly with frequencies that formally depend on the momenta. The transformation is commonly found by the Hamilton-Jacobi method through a generating function in mixed variables, old coordinates and new momenta [30]. This is in the same spirit as Hamiltonian perturbation methods: to find an infinitesimal contact transformation such that, in the new variables, the perturbed integrable Hamiltonian takes a simpler form that makes the integration of the Hamiltonian flow easier.

Beyond traditional perturbation approaches to particular problems, Poincaré proposed a general algorithm that, in the style of the Hamilton-Jacobi approach, relies on a generating function in mixed variables [558]. The construction of the perturbation solution with Poincaré's method is straightforward up to the first order of the perturbation approach. But to overcome the difficulties that appear in the computation of higher orders, which stem from the implicit form of the transformation, one must deal with sophisticated operations on power series [174]. Alternatively, perturbation methods based on Lie transforms [151, 303] provide systematic algorithms to extend the perturbation solution to higher orders, which, besides, are easily implemented in modern commercially available symbolic algebra systems. We only deal with the practical aspects that lead to the implementation of the latter, which is generally recognized as the standard perturbation method of these days. Moreover, the following descriptions are constrained to the case of conservative transformations and functions. The case in which the time appears explicitly is approached analogously by the simple expedient of turning to the extended phase space.

### 2.1 Lie transformation of a function

Let $\boldsymbol{q}$ be a vector of canonical coordinates $\boldsymbol{q}=\left(q_{1}, q_{2}, \ldots, q_{l}\right)$, and let $\boldsymbol{Q}=\left(Q_{1}, Q_{2}, \ldots\right.$, $\left.Q_{l}\right)$ be their conjugate momenta. Let $\mathcal{W} \equiv \mathcal{W}(\varepsilon ; \boldsymbol{q}, \boldsymbol{Q})$ be an analytical function of $\varepsilon$ given by the Taylor series expansion

$$
\begin{equation*}
\mathcal{W}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \mathcal{W}_{n+1}(\boldsymbol{q}, \boldsymbol{Q}) \tag{2.1}
\end{equation*}
$$

Then the solution to the differential system

$$
\begin{equation*}
\frac{\mathrm{d} q_{k}}{\mathrm{~d} \varepsilon}=\frac{\partial \mathcal{W}}{\partial Q_{k}}, \quad \frac{\mathrm{~d} Q_{k}}{\mathrm{~d} \varepsilon}=-\frac{\partial \mathcal{W}}{\partial q_{k}}, \quad k=1,2, \ldots, l \tag{2.2}
\end{equation*}
$$

for the initial conditions

$$
\begin{equation*}
\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, 0)=\boldsymbol{p}, \quad \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, 0)=\boldsymbol{P} \tag{2.3}
\end{equation*}
$$

defines an infinitesimal mapping $\varphi:(\boldsymbol{p}, \boldsymbol{P}, \varepsilon) \mapsto(\boldsymbol{q}, \boldsymbol{Q})$ given by

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \quad \boldsymbol{Q}=\boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \tag{2.4}
\end{equation*}
$$

where $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{l}\right)$ are canonical coordinates and $\boldsymbol{P}=\left(P_{1}, P_{2}, \ldots, P_{l}\right)$ their conjugate momenta, which is known as the Lie transformation with generating function $\mathcal{W}$. Lie transformations are completely canonical transformations [151, 491] and their existence in a neighborhood of $\varepsilon=0$ is guaranteed by the basic theory of differential equations.

Let $F \equiv F(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon)$ be an analytical function depending on the canonical set $(\boldsymbol{q}, \boldsymbol{Q})$, as well as on the scalar small parameter $\varepsilon . F$ can be expanded as the Taylor series

$$
\begin{equation*}
F=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 0}(\boldsymbol{q}, \boldsymbol{Q}), \quad F_{n, 0}=\left.\frac{\mathrm{d}^{n} F}{\mathrm{~d} \varepsilon^{n}}\right|_{\varepsilon=0}, \tag{2.5}
\end{equation*}
$$

where the convenience of using the double subindex notation $F_{n, 0}$ for the total derivatives of $F$ with respect to the small parameter will become apparent soon.

The function $F$ is reformulated in the ( $\boldsymbol{p}, \boldsymbol{P}$ ) variables by replacing Eq. (2.4) into Eq. (2.5). By direct replacement we obtain $G=G(\boldsymbol{p}, \boldsymbol{P}, \varepsilon) \equiv \varphi F$ in the form

$$
\begin{equation*}
G=F(\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \varepsilon)=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 0}(\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon)), \tag{2.6}
\end{equation*}
$$

which is not a Taylor series. To obtain $G$ in the form of a Taylor series, we would need to expand and rearrange the right side of Eq. (2.6).

Rather than solving Eq. (2.2) to get the transformation (2.4), replace it in Eq. (2.6) and carry out the consequent rearrangement, we will rely on basic operations on power series to obtain directly $G$ like the Taylor series

$$
\begin{equation*}
G=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} G_{n}(\boldsymbol{p}, \boldsymbol{P}), \quad G_{n}=\left.\frac{\mathrm{d}^{n} G}{\mathrm{~d} \varepsilon^{n}}\right|_{\varepsilon=0} . \tag{2.7}
\end{equation*}
$$

The direct computation of the coefficients $G_{n}$ in Eq. (2.7) is done by taking into account that $G=\varphi F \equiv F(\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \varepsilon)$ is a composite function, to which we apply the chain rule. Thus, working in the $(\boldsymbol{q}, \boldsymbol{Q})$ variables,

$$
G_{1}=\left.\frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}\right|_{\varepsilon=0}, \quad \text { where } \frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}=\frac{\partial F}{\partial \varepsilon}+\sum_{k=1}^{l}\left(\frac{\partial F}{\partial q_{k}} \frac{\mathrm{~d} q_{k}}{\mathrm{~d} \varepsilon}+\frac{\partial F}{\partial Q_{k}} \frac{\mathrm{~d} Q_{k}}{\mathrm{~d} \varepsilon}\right)
$$

in which, since we are dealing with a Lie transformation, the total derivatives of $q_{k}$ and $Q_{k}$ with respect to the small parameter are replaced using Eq. (2.2). Hence,

$$
\begin{equation*}
\frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}=\frac{\partial F}{\partial \varepsilon}+\{F ; \mathcal{W}\} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\{F ; \mathcal{W}\}=\sum_{k=1}^{l}\left(\frac{\partial F}{\partial q_{k}} \frac{\partial \mathcal{W}}{\partial Q_{k}}-\frac{\partial F}{\partial Q_{k}} \frac{\partial \mathcal{W}}{\partial q_{k}}\right) \tag{2.9}
\end{equation*}
$$

stands for the Poisson bracket of $F$ and $\mathcal{W}$.

### 2.1.1 The fundamental recursion

The partial derivative of $F$ with respect to the small parameter in Eq. (2.8) is readily computed from (2.5),

$$
\begin{equation*}
\frac{\partial F}{\partial \varepsilon}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n+1,0} \tag{2.10}
\end{equation*}
$$

On the contrary, the computation of the Poisson bracket of $F$ and $\mathcal{W}$ is a little bit more involved. First, we plug Eqs. (2.1) and (2.5) into Eq. (2.9), to obtain

$$
\begin{equation*}
\{F ; \mathcal{W}\}=\sum_{k=1}^{l}\left(\sum_{j \geq 0} \frac{\varepsilon^{j}}{j!} \frac{\partial F_{j, 0}}{\partial q_{k}} \sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} \frac{\partial \mathcal{W}_{i+1}}{\partial Q_{k}}-\sum_{j \geq 0} \frac{\varepsilon^{j}}{j!} \frac{\partial F_{j, 0}}{\partial Q_{k}} \sum_{i \geq 0} \frac{\varepsilon^{i}}{i!} \frac{\partial \mathcal{W}_{i+1}}{\partial q_{k}}\right) \tag{2.11}
\end{equation*}
$$

At this point, we recall that the product of the power series $s_{1}=\sum_{j \geq 0} a_{j} \varepsilon^{j}$ and $s_{2}=$ $\sum_{i \geq 0} b_{i} \varepsilon^{i}$, is another power series $p=s_{1} s_{2}=\sum_{n \geq 0} c_{n} \varepsilon^{n}$, whose coefficients are given by the Cauchy product $c_{n}=\sum_{m=0}^{n} a_{n-m} b_{m}$. Since we are dealing with Taylor series, the coefficients of the series $s_{1}, s_{2}$ and $p$ are reorganized in the form $a_{j}=A_{j} / j!, b_{i}=B_{i} / i!$, $c_{n}=C_{n} / n!$. Therefore, the coefficient $C_{n}=n!c_{n}$ of the Cauchy product reads

$$
C_{n}=n!\sum_{m=0}^{n} \frac{A_{n-m}}{(n-m)!} \frac{B_{m}}{m!}=\sum_{m=0}^{n}\binom{n}{m} A_{n-m} B_{m}
$$

Computing the series products in Eq. (2.11) in this way, we readily obtain

$$
\{F ; \mathcal{W}\}=\sum_{k=1}^{l} \sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \sum_{m=0}^{n}\binom{n}{m}\left(\frac{\partial F_{n-m, 0}}{\partial q_{k}} \frac{\partial \mathcal{W}_{m+1}}{\partial Q_{k}}-\frac{\partial F_{n-m, 0}}{\partial Q_{k}} \frac{\partial \mathcal{W}_{m+1}}{\partial q_{k}}\right)
$$

where the term inside the parentheses is easily identified with a Poisson bracket after exchanging the order of the summations. That is,

$$
\begin{equation*}
\{F ; \mathcal{W}\}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \sum_{m=0}^{n}\binom{n}{m}\left\{F_{n-m, 0} ; \mathcal{W}_{m+1}\right\} \tag{2.12}
\end{equation*}
$$

Next, Eqs. (2.10) and (2.12) are plugged into Eq. (2.8) to yield

$$
\begin{equation*}
\frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 1} \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{n, 1}=F_{n+1,0}+\sum_{m=0}^{n}\binom{n}{m}\left\{F_{n-m, 0} ; \mathcal{W}_{m+1}\right\} . \tag{2.14}
\end{equation*}
$$

So far, all the computations have been carried out in the original $(\boldsymbol{q}, \boldsymbol{Q})$ variables. To compute the term $G_{1} \equiv G_{1}(\boldsymbol{p}, \boldsymbol{P})$ it only remains to use Eq. (2.3) in order to evaluate Eq. (2.13) in $\varepsilon=0$. That is,

$$
G_{1}=\left.\frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}\right|_{\varepsilon=0}=\left.\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 1}(\boldsymbol{q}, \boldsymbol{Q})\right|_{\varepsilon=0}=F_{0,1}\left(\left.\boldsymbol{q}\right|_{\varepsilon=0},\left.\boldsymbol{Q}\right|_{\varepsilon=0}\right)=F_{0,1}(\boldsymbol{p}, \boldsymbol{P}),
$$

where $F_{0,1}=F_{1,0}+\left\{F_{0,0} ; \mathcal{W}_{1}\right\}$ from Eq. (2.14).
In summary: we started from Eq. (2.5) and arrived at Eq. (2.13), which equations are formally equal except for the coefficients $F_{n, 0}$ being replaced by $F_{n, 1}$. That is,

$$
\frac{\mathrm{d} G}{\mathrm{~d} \varepsilon}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 0}(\boldsymbol{q}, \boldsymbol{Q})=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 1}(\boldsymbol{q}, \boldsymbol{Q}) .
$$

Proceeding likewise with $\mathrm{d} G / \mathrm{d} \varepsilon$, which is again handled as a composite function, straightforward computations show that the second derivative of $G$ with respect to $\varepsilon$ is

$$
\frac{\mathrm{d}^{2} G}{\mathrm{~d} \varepsilon^{2}}=\frac{\mathrm{d}}{\mathrm{~d} \varepsilon} \sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 1}(\boldsymbol{q}, \boldsymbol{Q})=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, 2}(\boldsymbol{q}, \boldsymbol{Q}),
$$

in which

$$
F_{n, 2}=F_{n+1,1}+\sum_{m=0}^{n}\binom{n}{m}\left\{F_{n-m, 1} ; \mathcal{W}_{m+1}\right\} .
$$

Then an arbitrary derivative $\mathrm{d}^{n} G / \mathrm{d} \varepsilon^{n}$ is computed by induction showing that, starting from the $q$ th derivative of $G$,

$$
\frac{\mathrm{d}^{q} G}{\mathrm{~d} \varepsilon^{q}}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, q}(\boldsymbol{q}, \boldsymbol{Q})
$$

we obtain the $(q+1)$ th derivative,

$$
\frac{\mathrm{d}^{q+1} G}{\mathrm{~d} \varepsilon^{q+1}}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, q+1}(\boldsymbol{q}, \boldsymbol{Q})
$$

in which

$$
\begin{equation*}
F_{n, q+1}=F_{n+1, q}+\sum_{m=0}^{n}\binom{n}{m}\left\{F_{n-m, q} ; \mathcal{W}_{m+1}\right\} . \tag{2.15}
\end{equation*}
$$

Once the total derivatives have been computed up to the desired order, it only remains to evaluate them at $\varepsilon=0$, namely,

$$
\left.\frac{\mathrm{d}^{q} G}{\mathrm{~d} \varepsilon^{q}}\right|_{\varepsilon=0}=\left.\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} F_{n, q}(\boldsymbol{q}, \boldsymbol{Q})\right|_{\varepsilon=0}=F_{0, q}\left(\left.\boldsymbol{q}\right|_{\varepsilon=0},\left.\boldsymbol{Q}\right|_{\varepsilon=0}\right)=F_{0, q}(\boldsymbol{p}, \boldsymbol{P}),
$$

to get the Lie transformation of Eq. (2.5) in the form of the genuine Taylor series given in Eq. (2.7).

### 2.1.2 Deprit's triangle

Deprit's fundamental recursion (2.15) is visualized in the form of a triangular table

$$
\begin{array}{llllll}
F_{0,0} & F_{0,1} & F_{0,2} & F_{0,3} & F_{0,4} & \cdots \\
F_{1,0} & F_{1,1} & F_{1,2} & F_{1,3} & \cdots & \\
F_{2,0} & F_{2,1} & F_{2,2} & \cdots & & \\
F_{3,0} & F_{3,1} & \cdots & & & \\
F_{4,0} & \cdots & & & &
\end{array}
$$

in which the computation of a given term only involves the preceding terms in the diagonal passing through it, and those in the preceding columns above that diagonal.

For instance, the computation of $F_{0,2}$ only involves the diagonal terms $F_{1,1}$ and $F_{2,0}$, those above $F_{1,1}$, namely $F_{0,1}$, and those above $F_{2,0}$, namely $F_{1,0}$ and $F_{0,0}$. Indeed, making $n=0, q=1$ in Eq. (2.15) yields $F_{0,2}=F_{1,1}+\left\{F_{0,1} ; \mathcal{W}_{1}\right\}$, where $\mathcal{W}_{1}$ is known, and Eq. (2.15) is used again for computing $F_{1,1}$ (with $n=1$ and $q=0$ ) and $F_{0,1}$ (with $n=q=0$ ). That is

$$
\begin{aligned}
& F_{1,1}=F_{2,0}+\binom{1}{0}\left\{F_{1,0} ; \mathcal{W}_{1}\right\}+\binom{1}{1}\left\{F_{0,0} ; \mathcal{W}_{2}\right\}, \\
& F_{0,1}=F_{1,0}+\left\{F_{0,0} ; \mathcal{W}_{1}\right\}
\end{aligned}
$$

A final remark is in order. While the transformation of the analytical function $F$ given by Eq. (2.5) into the new variables has been achieved without solving the differential system (2.2) that defines the Lie transformation, it obviously plays a fundamental role in the computation of the Taylor series expansion (2.7) since Eq. (2.2) has certainly been used in the construction of Deprit's recursion (2.15).

### 2.1.3 The direct transformation

Note that given the generating function $\mathcal{W}$, the transformation (2.4) can be computed without need of solving the differential system (2.2). Indeed, the components of a vectorial function are scalar functions, to each of which the fundamental recursion (2.15) can be applied independently.

Thus, denote by $x=q_{1}$ one of the canonical coordinates of $\boldsymbol{q}$. It can be assumed to be given formally by the Taylor series

$$
x=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} x_{n, 0}(\boldsymbol{q}, \boldsymbol{Q}),
$$

where $x_{0,0}=x$, and $x_{n, 0}$ vanish for $n>0$. Then Eq. (2.15), in which the symbol $F$ is replaced by the symbol $x$ of the coordinate, is repeatedly applied to compute the terms

$$
\begin{align*}
& x_{0,1}=\left\{x ; \mathcal{W}_{1}\right\} \\
& x_{1,1}=\left\{x ; \mathcal{W}_{2}\right\} \\
& x_{0,2}= x_{1,1}+\left\{x_{0,1} ; \mathcal{W}_{1}\right\} \\
& x_{2,1}=\left\{x ; \mathcal{W}_{3}\right\}  \tag{2.17}\\
& x_{1,2}= \\
& x_{2,1}+\left\{x_{1,1} ; \mathcal{W}_{1}\right\}+\left\{x_{0,1} ; \mathcal{W}_{2}\right\} \\
& x_{0,3}= x_{1,2}+\left\{x_{0,2} ; \mathcal{W}_{1}\right\}
\end{align*}
$$

and so on. Recall that this sequence is computed in the $(\boldsymbol{q}, \boldsymbol{Q})$ variables, but, in the end, the terms $x_{0, n}$ must be evaluated at $\varepsilon=0$, in which case $\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, 0)=\boldsymbol{p}, \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, 0)=\boldsymbol{P}$. That is, in the end, $\boldsymbol{q}$ is simply replaced by $\boldsymbol{p}$, and $\boldsymbol{Q}$ by $\boldsymbol{P}$, to give the transformation equation

$$
x=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} x_{0, n}(\boldsymbol{p}, \boldsymbol{P}),
$$

where $x_{0,0}(\boldsymbol{p}, \boldsymbol{P})=p_{1}$ is the corresponding coordinate to $x=q_{1}$ in the new variables.
Obviously, the same procedure can be applied to the other coordinates as well as their conjugate momenta, in this way obtaining explicitly the direct Lie transformation (2.4) in the form of the Taylor series

$$
\begin{equation*}
\boldsymbol{q}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \boldsymbol{q}_{0, n}(\boldsymbol{p}, \boldsymbol{P}), \quad \boldsymbol{Q}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \boldsymbol{Q}_{0, n}(\boldsymbol{p}, \boldsymbol{P}), \tag{2.18}
\end{equation*}
$$

where $\boldsymbol{q}_{0,0}=\boldsymbol{p}$, and $\boldsymbol{Q}_{0,0}=\boldsymbol{P}$.

### 2.1.4 Composition of Lie transformations

Let $\psi:(\mathbf{s}, \boldsymbol{S}, \boldsymbol{\varepsilon}) \mapsto(\boldsymbol{p}, \boldsymbol{P})$ be a new Lie transformation from the $(\boldsymbol{p}, \boldsymbol{P})$ variables to the $(\boldsymbol{s}, \boldsymbol{S})$ ones. If

$$
\begin{equation*}
\mathcal{V}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \mathcal{V}_{n+1}(\boldsymbol{p}, \boldsymbol{P}) \tag{2.19}
\end{equation*}
$$

is the generating function of $\psi$, the transformation equations $\boldsymbol{p}=\boldsymbol{p}(\boldsymbol{s}, \boldsymbol{S}, \boldsymbol{\varepsilon}), \boldsymbol{P}=$ $\boldsymbol{P}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon)$ are now obtained from the solution of the new differential system

$$
\begin{equation*}
\frac{\mathrm{d} p_{k}}{\mathrm{~d} \varepsilon}=\frac{\partial \mathcal{V}}{\partial P_{k}}, \quad \frac{\mathrm{~d} P_{k}}{\mathrm{~d} \varepsilon}=-\frac{\partial \mathcal{V}}{\partial p_{k}}, \quad k=1,2, \ldots, l \tag{2.20}
\end{equation*}
$$

for the initial conditions $\boldsymbol{p}(\boldsymbol{s}, \boldsymbol{S}, 0)=\boldsymbol{s}, \boldsymbol{S}(\boldsymbol{s}, \boldsymbol{S}, 0)=\boldsymbol{S}$.
We will check that the composition

$$
\begin{aligned}
& \boldsymbol{q}=\boldsymbol{q}(\boldsymbol{p}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon), \boldsymbol{P}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon), \varepsilon)=\boldsymbol{q}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon) \\
& \boldsymbol{Q}=\boldsymbol{Q}(\boldsymbol{p}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon), \boldsymbol{P}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon), \varepsilon)=\boldsymbol{Q}(\boldsymbol{s}, \boldsymbol{S}, \varepsilon)
\end{aligned}
$$

of the Lie transformations $\varphi$ and $\psi$ is a new Lie transformation.
To do that we compute the total derivatives of $q_{k}=\varphi q_{k} \equiv q_{k}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon)$, and $Q_{k}=$ $\varphi Q_{k} \equiv Q_{k}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon)$ with respect to $\varepsilon$. By direct application of the chain rule we obtain

$$
\begin{equation*}
\frac{\mathrm{d} q_{k}}{\mathrm{~d} \varepsilon}=\sum_{j=1}^{l}\left(\frac{\partial \varphi q_{k}}{\partial p_{j}} \frac{\mathrm{~d} p_{j}}{\mathrm{~d} \varepsilon}+\frac{\partial \varphi q_{k}}{\partial P_{j}} \frac{\mathrm{~d} P_{j}}{\mathrm{~d} \varepsilon}\right)+\frac{\partial \varphi q_{k}}{\partial \varepsilon} \tag{2.21}
\end{equation*}
$$

where the total derivatives of the ( $\boldsymbol{p}, \boldsymbol{P}$ ) variables are taken from Eq. (2.20). Besides, since the transformation $q_{k}=\varphi q_{k}$ is the solution of Eqs. (2.2)-(2.3), it must yield the identity when plugged into Eq. (2.2). That is,

$$
\frac{\mathrm{d} \varphi q_{k}}{\mathrm{~d} \varepsilon}=\frac{\partial \varphi q_{k}}{\partial \varepsilon} \equiv \varphi \frac{\partial \mathcal{W}}{\partial Q_{k}}
$$

Therefore, Eq. (2.21) turns into

$$
\begin{equation*}
\frac{\mathrm{d} q_{k}}{\mathrm{~d} \varepsilon}=\sum_{j=1}^{l}\left(\frac{\partial \varphi q_{k}}{\partial p_{j}} \frac{\partial \mathcal{V}}{\partial Q_{j}}-\frac{\partial \varphi q_{k}}{\partial P_{j}} \frac{\partial \mathcal{V}}{\partial q_{j}}\right)+\varphi \frac{\partial \mathcal{W}}{\partial Q_{k}}=\left\{\varphi q_{k}, \mathcal{V}\right\}+\varphi \frac{\partial \mathcal{W}}{\partial Q_{k}} \tag{2.22}
\end{equation*}
$$

in which the terms in the right side are functions of the $(\boldsymbol{p}, \boldsymbol{P})$ variables.
Moreover, due to the invariance of Poisson brackets with respect to completely canonical transformations, we can evaluate the Poisson bracket in Eq. (2.22) either in the $(\boldsymbol{p}, \boldsymbol{P})$ or in the $(\boldsymbol{q}, \boldsymbol{Q})$ variables; namely, $\left\{\varphi q_{k}, \mathcal{V}\right\}=\left\{q_{k}, \varphi^{-1} \mathcal{V}\right\}$. Therefore, we can rewrite the whole rightmost side of Eq. (2.22) in terms of the ( $\boldsymbol{q}, \boldsymbol{Q}$ ) variables. Namely,

$$
\begin{equation*}
\frac{\mathrm{d} q_{k}}{\mathrm{~d} \varepsilon}=\left\{q_{k}, \varphi^{-1} \mathcal{V}\right\}+\frac{\partial \mathcal{W}}{\partial Q_{k}}=\frac{\partial \varphi^{-1} \mathcal{V}}{\partial Q_{k}}+\frac{\partial \mathcal{W}}{\partial Q_{k}}=\frac{\partial \mathcal{U}}{\partial Q_{k}} \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{U}=\mathcal{U}(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon) \equiv \mathcal{W}+\varphi^{-1} \mathcal{V} \tag{2.24}
\end{equation*}
$$

Proceeding analogously with the momenta $Q_{k}$ we readily obtain

$$
\begin{equation*}
\frac{\mathrm{d} Q_{k}}{\mathrm{~d} \varepsilon}=-\frac{\partial \mathcal{U}}{\partial q_{k}} . \tag{2.25}
\end{equation*}
$$

In consequence, the solution of Eqs. (2.23)-(2.25) for the initial conditions $\boldsymbol{q}(\boldsymbol{s}$, $\boldsymbol{S}, 0)=\boldsymbol{s}, \boldsymbol{Q}(\boldsymbol{s}, \boldsymbol{S}, 0)=\boldsymbol{S}$, defines a Lie transformation $\phi:(\boldsymbol{s}, \boldsymbol{S}, \boldsymbol{\varepsilon}) \mapsto(\boldsymbol{q}, \boldsymbol{Q})$, given by the composition of $\varphi$ and $\psi$, which is obtained from the generating function $\mathcal{U}$ defined in Eq. (2.24).

The formulation of the generating function $\mathcal{V}=\mathcal{V}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon)$ in the $(\boldsymbol{q}, \boldsymbol{Q})$ variables $\varphi^{-1} \mathcal{V}=\mathcal{V}(\boldsymbol{p}(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon), \boldsymbol{P}(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon), \varepsilon)$, is readily obtained by a new application of the Lie transforms method, and follows analogous steps as those shown in the next section.

### 2.1.5 The inverse transformation

The composition of the direct transformation $\varphi:(\boldsymbol{p}, \boldsymbol{P}, \varepsilon) \mapsto(\boldsymbol{q}, \boldsymbol{Q})$ and the inverse one $\varphi^{-1}:(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon) \mapsto(\boldsymbol{p}, \boldsymbol{P})$ obviously yields the identity. In this particular case, Eq. (2.24) turns into $\mathcal{W}+\varphi^{-1} \mathcal{V}=0$ and the inverse transformation is obtained from the generating function $\mathcal{V}=-\varphi \mathcal{W}$. That is,

$$
\begin{equation*}
\mathcal{V}=-\mathcal{W}(\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \varepsilon) \tag{2.26}
\end{equation*}
$$

Therefore, to compute the inverse transformation of Eq. (2.18), the first step is to write Eq. (2.26) as an explicit function of $(\boldsymbol{p}, \boldsymbol{P})$ in the form of a Taylor series. This is done by standard application of the fundamental recursion (2.15) to the function $R=-\mathcal{W}(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon)$. That is, starting from

$$
R(\boldsymbol{q}, \boldsymbol{Q}, \varepsilon)=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} R_{n, 0},
$$

in which, by comparison with Eq. (2.1), $R_{n, 0} \equiv-\mathcal{W}_{n+1}(\boldsymbol{q}, \boldsymbol{Q})$, we construct

$$
R(\boldsymbol{p}, \boldsymbol{P}, \varepsilon)=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} R_{0, n} .
$$

Straightforward computations show that

$$
\begin{align*}
& R_{0,0}=-\mathcal{W}_{1} \\
& R_{0,1}=-\mathcal{W}_{2} \\
& R_{0,2}=-\mathcal{W}_{3}-\left\{\mathcal{W}_{2} ; \mathcal{W}_{1}\right\}, \\
& R_{0,3}=-\mathcal{W}_{4}-2\left\{\mathcal{W}_{3} ; \mathcal{W}_{1}\right\}-\left\{\left\{\mathcal{W}_{2} ; \mathcal{W}_{1}\right\} ; \mathcal{W}_{1}\right\}, \\
& R_{0,4}=\ldots \tag{2.27}
\end{align*}
$$

Finally, we make $\mathcal{V}_{n+1}=R_{0, n}(\boldsymbol{p}, \boldsymbol{P})$ to get the generator of the inverse transformation in the form of the Taylor series

$$
\mathcal{V}=\sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \mathcal{V}_{n+1}(\boldsymbol{p}, \boldsymbol{P})
$$

Once $\mathcal{V} \equiv \mathcal{V}(\boldsymbol{p}, \boldsymbol{P})$ has been obtained, the computation of the inverse transformation

$$
\begin{equation*}
\boldsymbol{p} \equiv \sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \boldsymbol{p}_{0, n}(\boldsymbol{q}, \boldsymbol{Q}), \quad \boldsymbol{P} \equiv \sum_{n \geq 0} \frac{\varepsilon^{n}}{n!} \boldsymbol{P}_{0, n}(\boldsymbol{q}, \boldsymbol{Q}), \tag{2.28}
\end{equation*}
$$

follows exactly the same steps as in the direct case $\S 2.1$.3 simply replacing $\mathcal{W}$ by $\mathcal{V}$.

### 2.2 Deprit's perturbations approach

Hamiltonian perturbation problems are generally stated in the form

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{0}+\mathcal{D}, \tag{2.29}
\end{equation*}
$$

where $\mathcal{H}_{0}$ is an integrable Hamiltonian and $\mathcal{D}$ is a disturbing function that only modifies slightly the integrable Hamiltonian flow, that is $|\mathcal{D}| \ll\left|\mathcal{H}_{0}\right|$ at any time. The general goal of the perturbation approach is to find a canonical transformation such that the transformed Hamiltonian is simpler in the new variables than in the original form. The simplification will depend on the problem at hand, yet the more common case consists of making cyclic one of the variables which the new Hamiltonian depends upon.

### 2.2.1 Hamiltonian simplification by Lie transforms

The Lie transforms method provides a general frame for the computation of Hamiltonian perturbation solutions. Indeed, Eq. (2.29) can be written in the form

$$
\begin{equation*}
\mathcal{H}=\sum_{m \geq 0} \frac{\varepsilon^{m}}{m!} \mathcal{H}_{m, 0}(\boldsymbol{q}, \boldsymbol{Q}) \tag{2.30}
\end{equation*}
$$

where $\mathcal{H}_{0,0} \equiv \mathcal{H}_{0}$ and $\varepsilon$ is a small parameter that represents the smallness of the disturbing function. In the more favorable case $\varepsilon$ would be a physical parameter, but in general it will be a formal small parameter $(\varepsilon \equiv 1)$ used to visualize some dynamical conditions which would apply to the solutions of interest.

In particular Deprit's perturbation approach provides the means for computing the completely canonical Lie transformation

$$
\begin{equation*}
\mathcal{T}:(\boldsymbol{q}, \boldsymbol{Q}) \mapsto(\boldsymbol{p}, \boldsymbol{P} ; \varepsilon), \tag{2.31}
\end{equation*}
$$

leading to the desired simplification in the Hamiltonian (2.30). That is,

$$
\begin{equation*}
\mathcal{T}: \mathcal{H}=\mathcal{H}(\boldsymbol{q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \boldsymbol{Q}(\boldsymbol{p}, \boldsymbol{P}, \varepsilon), \varepsilon) \equiv \sum_{m \geq 0} \frac{\varepsilon^{m}}{m!} \mathcal{H}_{0, m}(\boldsymbol{p}, \boldsymbol{P}) \tag{2.32}
\end{equation*}
$$

is "simpler" than Eq. (2.30) up to some truncation order $\mathcal{O}\left(\varepsilon^{k}\right)$.
The Lie transformation (2.31) is derived from a generating function of the form of Eq. (2.1), which is no longer assumed to be known in advance. On the contrary, the coefficients $\mathcal{W}_{n+1}$ of the generating function must now be determined stepwise from the simplification criterion used when approaching each particular problem.

Thus, replacing the generic function $F$ by $\mathcal{H}$ in Deprit's recursion (2.15), in which we make $n=q=0$, we obtain $\mathcal{H}_{0,1}=\left\{\mathcal{H}_{0,0} ; \mathcal{W}_{1}\right\}+\mathcal{H}_{1,0}$. This equation is rearranged in the form

$$
\begin{equation*}
\left\{\mathcal{W}_{1} ; \mathcal{H}_{0,0}\right\}=\widetilde{\mathcal{H}}_{0,1}-\mathcal{H}_{0,1}, \tag{2.33}
\end{equation*}
$$

where $\mathcal{H}_{0,0}$ and $\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}$ are known functions of the $(\boldsymbol{q}, \boldsymbol{Q})$ variables, as given in Eq. (2.30), but both $\mathcal{H}_{0,1}$ and $\mathcal{W}_{1}$ are undetermined by now. In the perturbation approach $\mathcal{H}_{0,1}$ is chosen according to the simplification criterion. Finally, $\mathcal{W}_{1}$ must be solved from the partial differential equation that is obtained after the evaluation of the Poisson bracket on the left side of Eq. (2.33).

Once $\mathcal{W}_{1}$ has been computed, the second order of Deprit's recursion (2.15) yields

$$
\begin{equation*}
\mathcal{H}_{0,2}=\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\}+\mathcal{H}_{1,1} \tag{2.34}
\end{equation*}
$$

where, again from Eq. (2.15),

$$
\begin{equation*}
\mathcal{H}_{1,1}=\left\{\mathcal{H}_{0,0} ; \mathcal{W}_{2}\right\}+\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\mathcal{H}_{2,0} . \tag{2.35}
\end{equation*}
$$

As before, after plugging Eq. (2.35) into Eq. (2.34), the latter is rearranged in the form

$$
\begin{equation*}
\left\{\mathcal{W}_{2} ; \mathcal{H}_{0,0}\right\}=\widetilde{\mathcal{H}}_{0,2}-\mathcal{H}_{0,2}, \tag{2.36}
\end{equation*}
$$

in which $\widetilde{\mathcal{H}}_{0,2}$ comprises all the terms that have become known hitherto. Namely,

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}+\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\} . \tag{2.37}
\end{equation*}
$$

Again, the new Hamiltonian term $\mathcal{H}_{0,2}$ is chosen according to the simplification criterion, and $\mathcal{W}_{2}$ must be solved from the partial differential equation stemming from Eq. (2.36).

Once the procedure has been extended up to the desired truncation order of the perturbation approach, Eq. (2.32) is obtained in the new variables by simply replacing $\boldsymbol{q}$ by $\boldsymbol{p}$ and $\boldsymbol{Q}$ by $\boldsymbol{P}$ in the terms of $\mathcal{H}_{0, m}$.

### 2.2.2 Example: Small oscillations of the simple pendulum

The simple pendulum is discussed in more detail in §3.1, from which we take the pendulum Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \Theta^{2}+2 \omega^{2} \sin ^{2} \frac{1}{2} \theta, \tag{2.38}
\end{equation*}
$$

where $\Theta$ is the conjugate momentum to the angle $\theta$ and $\omega$ is a (dispensable) parameter. In the case of small oscillations the angle with which the pendulum departs from the vertical is $\theta \ll 1$, and hence $\sin ^{2} \frac{1}{2} \theta=\frac{1}{4} \theta^{2}-\frac{1}{48} \theta^{4}+\frac{1}{1440} \theta^{6}+\cdots$ is replaced into Eq. (2.38). After rearrangement, Eq. (2.38) is written in the form

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\Theta^{2}+\omega^{2} \theta^{2}\right)-\frac{1}{4!} \omega^{2} \theta^{4}+\frac{1}{6!} \omega^{2} \theta^{6}+\cdots \tag{2.39}
\end{equation*}
$$

of the typical perturbation Hamiltonian (2.30) in which the small parameter is formal $(\varepsilon \equiv 1)$, the zeroth-order term $\mathcal{H}_{0,0}=\frac{1}{2}\left(\Theta^{2}+\omega^{2} \theta^{2}\right)$ is a harmonic oscillator of frequency $\omega$ in the "Cartesian" coordinate $\theta$ and conjugate momentum $\Theta$, and the perturbation terms are $\mathcal{H}_{1,0}=-\frac{1}{4!} \omega^{2} \theta^{4}, \mathcal{H}_{2,0}=\frac{1}{6!} \omega^{2} \theta^{6}, \ldots$.

First of all, we apply the harmonic transformation $(\phi, \Phi ; \omega) \mapsto(\theta, \Theta)$ given by

$$
\begin{equation*}
\Theta=\sqrt{2 \omega \Phi} \cos \phi, \quad \theta=\sqrt{2 \Phi / \omega} \sin \phi \tag{2.40}
\end{equation*}
$$

which is canonical and converts Cartesian variables into harmonic variables. We obtain

$$
\begin{equation*}
\mathcal{H}_{0,0}=\omega \Phi, \quad \mathcal{H}_{1,0}=-\frac{\Phi^{2}}{6} \sin ^{4} \phi, \quad \mathcal{H}_{2,0}=\frac{\Phi^{3}}{45 \omega} \sin ^{6} \phi, \ldots \tag{2.41}
\end{equation*}
$$

That is, the action $\Phi$ is an integral of the unperturbed problem. If we extend this integral to the perturbed problem, then it will be trivially solved.

To do that, we apply the procedure described in §2.2.1 to find a canonical transformation $\left(\phi^{\prime}, \Phi^{\prime} ; \epsilon\right) \mapsto(\phi, \Phi)$ such that it transforms the Hamiltonian in harmonic variables $(\phi, \Phi)$ into the Hamiltonian

$$
\mathcal{H}\left(\phi\left(\phi^{\prime}, \Phi^{\prime} ; \epsilon\right), \Phi\left(\phi^{\prime}, \Phi^{\prime} ; \epsilon\right) ; \epsilon\right)=\sum_{m=0}^{n} \frac{\epsilon^{m}}{m!} \mathcal{H}_{0, m}\left(-, \Phi^{\prime}\right)+\sum_{j>n} \frac{\epsilon^{j}}{j!} \mathcal{H}_{0, j}\left(\phi^{\prime}, \Phi^{\prime}\right),
$$

in the new variables ( $\phi^{\prime}, \Phi^{\prime}$ ). That is, after truncation to order $n$, the new Hamiltonian will only depend on the momentum $\Phi^{\prime}$, which, therefore, becomes a formal integral of the perturbed problem.

The first step is to solve Eq. (2.33), in which $\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}$ and

$$
\left\{\mathcal{W}_{1} ; \mathcal{H}_{0,0}\right\}=\left\{\mathcal{W}_{1} ; \omega \Phi\right\}=\omega \frac{\partial \mathcal{W}_{1}}{\partial \phi}
$$

Therefore, $\mathcal{W}_{1}$ is solved from Eq. (2.33) by indefinite integration. That is,

$$
\begin{equation*}
\mathcal{W}_{1}=\frac{1}{\omega} \int\left[-\frac{1}{6} \Phi^{2} \sin ^{4} \phi-\mathcal{H}_{0,1}(\phi, \Phi)\right] \mathrm{d} \phi \tag{2.42}
\end{equation*}
$$

where $\sin ^{4} \phi \equiv \frac{1}{8}(3-4 \cos 2 \phi+\cos 4 \phi)$. Choosing

$$
\mathcal{H}_{0,1}(\phi, \Phi)=-\frac{1}{16} \Phi^{2}
$$

we remove the angle $\phi$ from the first-order term of the new Hamiltonian. In addition, this choice converts the integrand of Eq. (2.42) in a purely periodic trigonometric function of $\phi$, which is trivially solved to give

$$
\mathcal{W}_{1}=\frac{1}{192} \frac{\Phi^{2}}{\omega}(8 \sin 2 \phi-\sin 4 \phi)+C_{1}(\Phi)
$$

The role of the arbitrary functions of the type of $C_{1}$ is not discussed here, and we simply make $C_{1}=0$.

Note that $\mathcal{H}_{0,1}$ is the average of $\widetilde{\mathcal{H}}_{0,1}=-\frac{1}{6} \Phi^{2} \sin ^{4} \phi$ in the time in which the angle $\phi$ advances one period. That is, the new Hamiltonian term $\mathcal{H}_{0,1}=\left\langle\widetilde{\mathcal{H}}_{0,1}\right\rangle_{\phi}$ has been chosen by "averaging".

Once $\mathcal{W}_{1}$ is obtained we can proceed to the second order of the perturbation approach, in which, after evaluation of the Poisson bracket, Eq. (2.36) is also solved by indefinite integration. Namely,

$$
\begin{equation*}
\mathcal{W}_{2}=\frac{1}{\omega} \int\left[\widetilde{\mathcal{H}}_{0,2}(\phi, \Phi)-\mathcal{H}_{0,2}\right] \mathrm{d} \phi \tag{2.43}
\end{equation*}
$$

where the computation of $\widetilde{\mathcal{H}}_{0,2}$ from Eq. (2.37) only involves the evaluation of Poisson brackets. Straightforward computations yield

$$
\widetilde{\mathcal{H}}_{0,2}=-\frac{\Phi^{3}}{1920 \omega}(15-35 \cos 2 \phi+2 \cos 4 \phi+3 \cos 6 \phi) .
$$

Then the choice

$$
\mathcal{H}_{0,2}=\left\langle\mathcal{H}_{0,2}\right\rangle_{\phi} \equiv-\frac{\Phi^{3}}{128 \omega}
$$

removes the angle from the new Hamiltonian, as desired, and leaves the integrand of Eq. (2.43) in the form of a purely periodic function of $\phi$, which is trivially integrated to give

$$
\mathcal{W}_{2}=\frac{1}{3840} \frac{\Phi^{3}}{\omega^{2}}(35 \sin 2 \phi-\sin 4 \phi-\sin 6 \phi)+C_{2}(\Phi)
$$

Once more, we make the trivial choice $C_{2}=0$.

Because we neglected higher orders of the perturbation in Eq. (2.41), we stop the computations here. The transformed Hamiltonian is obtained by simply changing old by new (prime) variables in the terms $\mathcal{H}_{0, m},(m=0,1,2)$, yielding

$$
\mathcal{H}^{\prime}=\omega \Phi^{\prime}\left[1-\frac{1}{16}\left(\Phi^{\prime} / \omega\right)-\frac{1}{256}\left(\Phi^{\prime} / \omega\right)^{2}+\mathcal{O}\left(\Phi^{\prime} / \omega\right)^{3}\right]
$$

whose Hamilton equations are trivially solved to give the secular terms of the solution

$$
\begin{align*}
& \Phi^{\prime}=\Phi_{0}^{\prime}-\frac{\partial \mathcal{H}^{\prime}}{\partial \phi^{\prime}} \tau=\Phi_{0}^{\prime}  \tag{2.44}\\
& \phi^{\prime}=\phi_{0}^{\prime}+\frac{\partial \mathcal{H}^{\prime}}{\partial \Phi^{\prime}} \tau=\phi_{0}^{\prime}+\omega\left(1-\frac{1}{8} \frac{\Phi_{0}^{\prime}}{\omega}-\frac{3}{256} \frac{\Phi_{0}^{\prime 2}}{\omega^{2}}\right) \tau \tag{2.45}
\end{align*}
$$

where $\tau$ denotes the time. That is, in the case of small oscillations, the simple pendulum behaves, on average, like a harmonic oscillator that evolves with constant, perturbed frequency $\tilde{\omega}=\omega\left[1-\frac{1}{8}\left(\Phi_{0}^{\prime} / \omega\right)-\frac{3}{256}\left(\Phi_{0}^{\prime} / \omega\right)^{2}\right]$.

In order to obtain the solution in the original variables we need the direct transformation, which is readily obtained from Eq. (2.17). For the angle $\phi$ we compute the sequence

$$
\begin{aligned}
\phi_{0,1} & =\left\{\phi ; \mathcal{W}_{1}\right\}=\frac{\partial \mathcal{W}_{1}}{\partial \Phi}=\frac{1}{96} \frac{\Phi}{\omega}(8 \sin 2 \phi-\sin 4 \phi) \\
\phi_{1,1} & =\left\{\phi ; \mathcal{W}_{2}\right\}=\frac{\partial \mathcal{W}_{2}}{\partial \Phi}=\frac{1}{1280} \frac{\Phi^{2}}{\omega^{2}}(35 \sin 2 \phi-\sin 4 \phi-\sin 6 \phi) \\
\phi_{0,2} & =\phi_{1,1}+\left\{\phi_{0,1} ; \mathcal{W}_{1}\right\}=\phi_{1,1}+\frac{\partial \phi_{0,1}}{\partial \phi} \frac{\partial \mathcal{W}_{1}}{\partial \Phi}-\frac{\partial \phi_{0,1}}{\partial \Phi} \frac{\partial \mathcal{W}_{1}}{\partial \phi} \\
& =\frac{1}{46080} \frac{\Phi^{2}}{\omega^{2}}(1280 \sin 2 \phi+124 \sin 4 \phi-96 \sin 6 \phi+5 \sin 8 \phi)
\end{aligned}
$$

After replacing the original by prime variables, and up to the truncation order of the perturbation approach, we obtain the direct transformation of the angle $\phi$ :

$$
\begin{align*}
\phi= & \phi^{\prime}+\frac{1}{96} \frac{\Phi^{\prime}}{\omega}\left(8 \sin 2 \phi^{\prime}-\sin 4 \phi^{\prime}\right)+\frac{1}{2!} \frac{1}{46080} \frac{\Phi^{\prime 2}}{\omega^{2}} \\
& \times\left(1280 \sin 2 \phi^{\prime}+124 \sin 4 \phi^{\prime}-96 \sin 6 \phi^{\prime}+5 \sin 8 \phi^{\prime}\right) . \tag{2.46}
\end{align*}
$$

Analogously,

$$
\begin{aligned}
& \Phi_{0,1}=\left\{\Phi ; \mathcal{W}_{1}\right\}=-\frac{\Phi^{2}}{\omega} \frac{4 \cos 2 \phi-\cos 4 \phi}{48} \\
& \Phi_{1,1}=\left\{\Phi ; \mathcal{W}_{2}\right\}=-\frac{\Phi^{3}}{\omega^{2}} \frac{35 \cos 2 \phi-2 \cos 4 \phi-3 \cos 6 \phi}{1920} \\
& \Phi_{0,2}=\Phi_{1,1}+\left\{\Phi_{0,1} ; \mathcal{W}_{1}\right\}=\frac{\Phi^{3}}{\omega^{2}} \frac{85-150 \cos 2 \phi+6 \cos 4 \phi+14 \cos 6 \phi}{5760}
\end{aligned}
$$

which, after replacing the original by prime variables, lead to the direct transformation of the action $\Phi$ :

$$
\begin{align*}
\Phi= & \Phi^{\prime}\left[1-\frac{1}{48} \frac{\Phi^{\prime}}{\omega}\left(4 \cos 2 \phi^{\prime}-\cos 4 \phi^{\prime}\right)\right. \\
& \left.+\frac{1}{2!} \frac{1}{5760} \frac{\Phi^{\prime 2}}{\omega^{2}}\left(85-150 \cos 2 \phi^{\prime}+6 \cos 4 \phi^{\prime}+14 \cos 6 \phi^{\prime}\right)\right] \tag{2.47}
\end{align*}
$$

The appearance of $\Phi^{\prime}$ and $\phi^{\prime}$ on the right sides of Eqs. (2.46) and (2.47) must be replaced by corresponding expressions in Eqs. (2.44) and (2.45), respectively, to obtain the perturbation solution as a function of time and initial conditions. Furthermore, the inverse transformation is needed for the initialization of the constants $\phi_{0}^{\prime}=$ $\phi^{\prime}\left(\phi_{0}, \Phi_{0}\right), \Phi_{0}^{\prime}=\Phi^{\prime}\left(\phi_{0}, \Phi_{0}\right)$, which the secular solution depends upon. We recall that the first- and second-order terms of the generating function of the inverse transformation are just the opposites of the corresponding terms of the direct generating function when it is rewritten in the prime variables-a fact that is no longer true when higher orders are taken into account, as checked in Eq. (2.27). Straightforward computations yield the inverse transformation

$$
\begin{aligned}
\phi^{\prime}= & \phi-\frac{1}{96} \frac{\Phi}{\omega}(8 \sin 2 \phi-\sin 4 \phi) \\
& -\frac{1}{2!} \frac{1}{46080} \frac{\Phi^{2}}{\omega^{2}}(1240 \sin 2 \phi-196 \sin 4 \phi+24 \sin 6 \phi-5 \sin 8 \phi), \\
\Phi^{\prime}= & \Phi\left[1+\frac{1}{48} \frac{\Phi}{\omega}(4 \cos 2 \phi-\cos 4 \phi)\right. \\
& \left.+\frac{1}{2!} \frac{1}{5760} \frac{\Phi^{2}}{\omega^{2}}(85+60 \cos 2 \phi-6 \cos 4 \phi-4 \cos 6 \phi)\right],
\end{aligned}
$$

in which $\phi$ and $\Phi$ are replaced by the initial conditions $\phi_{0}$ and $\Phi_{0}$ in order to obtain the corresponding initial conditions in the prime variables that feed the secular solution (2.44)-(2.45).

### 2.2.3 The homological equation

The procedure that led to Eqs. (2.33) and (2.36) can be repeated to extend the perturbation approach to any order. It is summarized in the so-called homological equation

$$
\begin{equation*}
\mathcal{L}_{0}\left(\mathcal{W}_{m}\right)=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}, \tag{2.48}
\end{equation*}
$$

in which the operator

$$
\begin{equation*}
\mathcal{L}_{0} \equiv\left\{\quad ; \mathcal{H}_{0,0}\right\} \tag{2.49}
\end{equation*}
$$

is customarily known as the Lie derivative in the Hamiltonian flow $\mathcal{H}_{0,0}$. Remark that the Lie derivative provides the time variation of a function along the Hamiltonian flow stemming from $\mathcal{H}_{0,0}$. This is the only case in which the time derivatives of the coordinates and their conjugate momenta can be replaced by corresponding Hamilton equations of the integrable part $\mathcal{H}_{0,0}$.

Terms $\widetilde{\mathcal{H}}_{0, m}$ in Eq. (2.48) are known from previous computations obtained after successive evaluations of Deprit's recursion (2.15), whereas particular choices of the terms $\mathcal{H}_{0, m}$ depend on the aim of the perturbation approach. Finally, $\mathcal{W}_{m}$ is obtained as a particular solution of the partial differential equation (2.48), contrary to the general or complete solution.

The selection of the terms $\mathcal{H}_{0, m}$ is arbitrary but only to some extent. Obviously, to make the perturbation approach feasible, the homological equation must be solvable for $\mathcal{W}_{m}$. The conditions that make Eq. (2.48) solvable depend on the algebraic structure of the functions $\mathcal{H}_{m, 0}$ that are comprised by the original Hamiltonian (2.30). For instance, because the terms $\mathcal{H}_{m, 0}$ in the example $\S 2.2 .2$ are trigonometric polynomials in $\phi$, the choice of the new Hamiltonian terms $\mathcal{H}_{0, m}=\left\langle\widetilde{\mathcal{H}}_{0, m}\right\rangle_{\phi}, m=1,2$, made in Eqs. (2.42) and (2.43), guaranteed that, in addition to obtaining a new Hamiltonian that only depends on the action, the terms $\mathcal{W}_{m}$ of the generating function are solvable and only depend on trigonometric terms. In this way, the solution of the homological equation is obtained at any order within the algebra of trigonometric functions.

In more abstract terms, the Lie derivative in the Hamiltonian flow $\mathcal{H}_{0,0}=\omega \Phi$ maps Fourier series of the form

$$
\begin{equation*}
F=\sum_{j \geq 0}\left[A_{j}(\Phi) \cos j \phi+B_{j}(\Phi) \sin j \phi\right], \tag{2.50}
\end{equation*}
$$

into elements

$$
\mathcal{L}_{0}: F(\phi, \Phi) \mapsto\{F ; \omega \Phi\}=\omega \frac{\partial F}{\partial \phi}
$$

pertaining either to the kernel of the Lie derivative, which comprises such functions $F=A_{0}(\Phi)$ that $\mathcal{L}_{0}(F)=0$, or to the image of the Lie derivative, which is made of such functions $F=\sum_{j \geq 1}\left[A_{j}(\Phi) \cos j \phi+B_{j}(\Phi) \sin j \phi\right]$ that $\mathcal{L}_{0}(F)=\sum_{j \geq 1}\left[A_{j}^{\prime}(\Phi) \cos j \phi+\right.$ $\left.B_{j}^{\prime}(\Phi) \sin j \phi\right]$.

Applying this decomposition to terms $\widetilde{\mathcal{H}}_{0, m}$ entering the right side of the homological equation, then selecting $\mathcal{H}_{0, m}$ in such a way that it cancels out all the terms of $\widetilde{\mathcal{H}}_{0, m}$ pertaining to the kernel, is what makes $\mathcal{W}_{m}$ to pertain to the image, thus being solvable-and this is exactly what we did in §2.2.2.

In general, it is a good strategy to identify the algebra of functions to which the disturbing function of a particular problem pertains, and to choose the new Hamiltonian term in such a way that it cancels out all the terms on the right side of Eq. (2.48) pertaining to the kernel of the Lie derivative of the given problem. This strategy, when feasible, guarantees that the right side of the homological equation pertains to the
image of the Lie derivative and, in consequence, the terms of the generating function can be solved up to arbitrary order of the perturbation approach.

Finally, it must be noted that, in general, the solution of the homological equation is not unique. Indeed, if the function $C_{0}$ pertains to the kernel of the Lie derivative, then replacing $\mathcal{W}_{m}$ by $\mathcal{W}_{m}+C_{0}$ in Eq. (2.48) also satisfies the homological equation. This fact was already illustrated in the example of $\S 2.2 .2$ with the introduction of the arbitrary integration constants $C_{1}$ and $C_{2}$.

## 3 Application to integrable problems

Solutions of integrable systems are fruitfully approached in action-angle variables by solving the Hamilton-Jacobi equation [30, 199, 243]. Because this method involves the determination of a generating function in mixed variables, the solution is commonly obtained in the form of a mixed transformation. When this solution is achieved in terms of elementary functions, the transformation to action-angle variables can be obtained explicitly in closed form, as, for instance, in the case of the harmonic oscillator [627]. However, when the solution relies on special functions, whose evaluation depends on one or more parameters in addition to the function's argument, the actionangle variables approach may provide the closed-form solution in implicit form. While this is not troublesome in the evaluation of the solution, which is readily done with the help of root-finding procedures, the implicit form as well as the dependence on special functions may deprive the analytical solution of physical clarity. On the other hand, when dealing with a perturbed integrable motion the disturbing function is customarily expressed in the action-angle variables of the integrable problem. This process makes expanding the (implicit) transformation to action-angle variables as a Fourier series in the argument of the special functions necessary. These kinds of expansions are not at all trivial-yet these days one finds enormous assistance in computer algebra systems-and obtaining them was regarded as a notable achievement [345, 587, 588].

When the closed-form solution involves elliptic functions, the normal way of proceeding is to replace them by their definitions in terms of Jacobi theta functions, which in turn are replaced by their usual Fourier series expansion in trigonometric functions of the elliptic argument, whose coefficients are powers of the elliptic nome [89, 175, 447, 465]. This laborious procedure is further complicated when the modulus of the elliptic function remains as an implicit function of the action-angle variables, a case that requires its additional expansion followed by the series reversion, as it happens with the simple pendulum case [413]. Needless to say that carrying out expansions only makes sense when the closed-form solution depends on something that is small, either a physical parameter or the maximum value achieved by some variables, in this way making the power series to converge. But then the cumbersome procedure of making the expansions and their subsequent reversions can be completely avoided by directly approaching the solution of the integrable problem by perturbations.

In this chapter we provide two examples that illustrate the use of the Lie transforms method in the direct computation of the explicit, expanded solution of integrable problems whose closed-form solutions in action-angle variables depend on special functions and remain implicit. The first case is the simple mathematical pendulum, which is a problem of one degree of freedom, and is free from essential physical parameters. Since the traditional approach for the oscillatory regimen has already been outlined in §2.2.2, we only discuss the rotation regime following the descriptions in [413, 414]. The second example is the free rigid body, which is a system of two de-
grees of freedom and depends essentially on physical parameters. This fact serves to illustrate the perturbation approach in the case in which the small parameter is physical [200], and also to discuss the limitations of perturbation solutions when it relies on a dynamical (formal) small parameter [391, 399].

### 3.1 The simple gravity pendulum

The simple gravity pendulum consists of a bob of mass $m$ that is attached to one end of a rod of length $l$ and negligible mass, whose other end is fixed. It evolves under the action of the local gravity acceleration $g$ without friction, and it is one of the simplest integrable models. The dynamical system is only of one degree of freedom, but the nonlinear motion may evolve in different regimes, and one must resort to the use of special functions to express its general solution in closed form [533]. In particular, the solution involves the use of Jacobi elliptic functions, and the action-angle variables can be obtained either by complete Hamiltonian reduction or directly by a canonical transformation of the traditional solution [67]. A good brief account on the topic from the point of view of Hamiltonian mechanics can be found in Appendix B of [198].

However elegant the closed-form solution in action-angle variables may be, it is not practical in common applications because, in addition to depending on special functions, it is obtained in implicit form. The expansion of the solution in action-angle variables, while feasible, is not trivial at all [413]. On the contrary, when approached by perturbations, the computation of the expansion of the explicit solution of the pendulum in action-angle variables is straightforward and systematic [414].

The case of small oscillations about the stable equilibrium position is customarily studied with linearized dynamics. Extending the solution further than the linear terms by perturbations is well documented in the literature [209, 449, 552] and was already briefly discussed in §2.2.2.

### 3.1.1 Hamiltonian reduction

The pendulum Hamiltonian represents the total energy $\mathcal{H}=T+V$. The potential energy is $V=m g h$, where the height $h=l(1-\cos \theta)$ is measured with respect to the reference level in which the pendulum reaches the vertical direction, and $\theta$ is the angle with respect to that direction. The kinetic energy is $T=\frac{1}{2} \Theta^{2} / I$, where $I=m l^{2}$ denotes the moment of inertia, and the angular momentum $\Theta$ is the conjugate momentum to the generalized coordinate $\theta$.

A time scaling $\tau=$ It yields

$$
\begin{equation*}
\mathcal{K}=I \mathcal{H} \equiv \frac{1}{2} \Theta^{2}+\omega^{2}(1-\cos \theta), \tag{3.1}
\end{equation*}
$$

where $\omega=I \sqrt{g / l}$. Now, from Hamilton equations

$$
\frac{\mathrm{d} \theta}{\mathrm{~d} \tau}=\frac{\partial \mathcal{K}}{\partial \Theta}=\Theta, \quad \frac{\mathrm{d} \Theta}{\mathrm{~d} \tau}=-\frac{\partial \mathcal{K}}{\partial \theta}=-\omega^{2} \sin \theta
$$

it is immediately derived the usual equation of the simple pendulum

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \theta}{\mathrm{~d} \tau^{2}}+\omega^{2} \sin \theta=0 \tag{3.2}
\end{equation*}
$$

where the parameter $\omega$ can be further eliminated by a convenient choice of units.
Alternatively, for a given value of the energy $\mathcal{K}\left(\theta_{0}, \Theta_{0}\right)=E$, the trajectories in phase space are directly obtained from Eq. (3.1) like

$$
\begin{equation*}
\Theta= \pm \omega \sqrt{2} \sqrt{\cos \theta-1+E / \omega^{2}} \tag{3.3}
\end{equation*}
$$

from which the phase space, the cylinder $(\theta, \Theta)$, is readily represented without need of integration. This is illustrated in Fig. 3.1, where the trajectories are traveled from left to right for positive heights on the cylinder $(\Theta>0)$ and from right to left for negative heights ( $\Theta<0$ ), and discloses the two different regimes that may exist depending on the energy value. Namely, the rotation regime $E>2 \omega^{2}$, in which Eq. (3.3) always take real values, and the oscillation regime $0 \leq E<2 \omega^{2}$, where the motion of $\theta$ is constrained to the interval in which Eq. (3.3) takes real values. In this last region, Fig. 3.1 shows the existence of a fixed point of the elliptic type at $E=0$, corresponding to the stable equilibrium of the pendulum in the downward position $(\Theta=0, \theta=0)$.


Figure 3.1: Phase space of the simple pendulum.

Oscillations and rotations are separated by the trajectory $\Theta= \pm 2 \omega \cos \frac{1}{2} \theta$ corresponding to the energy $E=2 \omega^{2}$; the dashed line in Fig. 3.1 tends asymptotically to $\Theta=0$, $\theta= \pm \pi$, which is a fixed point of the hyperbolic type on the surface of the cylinder that corresponds to the unstable equilibrium of the pendulum in the upward position. The
branches of this trajectory that depart from (resp. arrive at) the hyperbolic fixed point are known as their unstable (resp. stable) manifolds.

As an alternative to the classical integration of Eq. (3.2), the solution of the simple pendulum can be computed by Hamiltonian reduction using the Hamilton-Jacobi equation [413]. Thus, we look for a canonical transformation $(\theta, \Theta) \mapsto\left(\theta^{\prime}, \Theta^{\prime}\right)$ that transforms the pendulum Hamiltonian (3.1) on a new Hamiltonian $\mathcal{K}\left(\theta\left(\theta^{\prime}, \Theta^{\prime}\right), \Theta\left(\theta^{\prime}\right.\right.$, $\left.\left.\Theta^{\prime}\right)\right) \equiv \Psi\left(-, \Theta^{\prime}\right)$ that is cyclic in the new coordinate $\theta^{\prime}$, whose integration is trivial: $\Theta^{\prime}=\Theta_{0}^{\prime}, \theta^{\prime}=\theta_{0}^{\prime}+\left(\partial \Psi / \partial \Theta^{\prime}\right) \tau$.

The required transformation,

$$
\begin{equation*}
\theta^{\prime}=\frac{\partial S}{\partial \Theta^{\prime}}, \quad \Theta=\frac{\partial S}{\partial \theta} \tag{3.4}
\end{equation*}
$$

is derived from a generating function in mixed variables $S \equiv S\left(\theta, \Theta^{\prime}\right)$, from which the second equation is replaced into Eq. (3.1) to arrange the Hamilton-Jacobi equation $\mathcal{K}(\theta, \partial S / \partial \theta)=\Psi\left(\Theta^{\prime}\right)$ from which $S$ must be solved [30]. In particular, replacing $\Theta=$ $\partial S / \partial \theta$ in Eq. (3.1), $S$ is solved by indefinite integration,

$$
\begin{equation*}
S=\sqrt{2} \int\left[\Psi\left(\Theta^{\prime}\right)-2 \omega^{2} \sin ^{2}(\theta / 2)\right]^{1 / 2} \mathrm{~d} \theta \tag{3.5}
\end{equation*}
$$

Plugging Eq. (3.5) into Eq. (3.4) yields

$$
\begin{align*}
& \theta^{\prime}=\sqrt{2} \frac{\partial \Psi}{\partial \Theta^{\prime}} \int \frac{\mathrm{d}(\theta / 2)}{\sqrt{\Psi\left(\Theta^{\prime}\right)-2 \omega^{2} \sin ^{2}(\theta / 2)}}  \tag{3.6}\\
& \Theta=\sqrt{2}\left[\Psi\left(\Theta^{\prime}\right)-2 \omega^{2} \sin ^{2}(\theta / 2)\right]^{1 / 2} \tag{3.7}
\end{align*}
$$

in which the form of the new Hamiltonian $\Psi\left(\Theta^{\prime}\right)$ remains undetermined, thus giving rise to a whole family of transformations parameterized by $\Psi$ [199].

### 3.1.2 Rotation regime. Solution in action-angle variables

The form of the solution of Eq. (3.6) depends on the dynamical regime in which the pendulum evolves. In the rotation regime $\Psi\left(-, \Theta^{\prime}\right)=E>2 \omega^{2}$, and the family of transformations given by Eqs. (3.7) and (3.6) is expressed in the form

$$
\begin{align*}
& \Theta=2 \frac{\omega}{k} \sqrt{1-k^{2} \sin ^{2} \psi}  \tag{3.8}\\
& \theta^{\prime}=\frac{k}{\omega} \frac{\partial \Psi}{\partial \Theta^{\prime}} \mathrm{F}\left(\psi, k^{2}\right) \tag{3.9}
\end{align*}
$$

in which

$$
\begin{equation*}
\psi=\frac{1}{2} \theta, \quad k=\omega \sqrt{2 / \Psi\left(\Theta^{\prime}\right)}<1 \tag{3.10}
\end{equation*}
$$

and $\mathrm{F}\left(\psi, k^{2}\right) \equiv \int_{0}^{\psi}\left(1-k^{2} \sin ^{2} \alpha\right)^{-1 / 2} \mathrm{~d} \alpha$ is the incomplete elliptic integral of the first kind of amplitude $\psi$ and elliptic modulus $k$.

From the definition of the $k$ in Eq. (3.10), the reduced Hamiltonian of the simple pendulum is written in the standard form

$$
\begin{equation*}
\Psi=\frac{2 \omega^{2}}{k\left(\Theta^{\prime}\right)^{2}} \tag{3.11}
\end{equation*}
$$

which allows one to parameterize the family of transformations by $k$ rather than $\Psi$. Indeed, from Eq. (3.11) we compute $\partial \Psi / \partial \Theta^{\prime}=-4\left(\omega^{2} / k^{3}\right) \mathrm{d} k / \mathrm{d} \Theta^{\prime}$, which is placed into Eq. (3.9), to obtain

$$
\begin{equation*}
\theta^{\prime}=-4 \frac{\omega}{k^{2}} \frac{\mathrm{~d} k}{\mathrm{~d} \Theta^{\prime}} \mathrm{F}\left(\psi, k^{2}\right) . \tag{3.12}
\end{equation*}
$$

While any selection $k=k\left(\Theta^{\prime}\right)$ will produce the desired Hamiltonian reduction, it is common to choose $k$ in such a way that the new, prime variables remain of the same nature as the original ones. In particular, the condition $\oint \mathrm{d} \theta^{\prime}=2 \pi$, where the integral is computed along a closed curve in $\theta$, will turn $\theta^{\prime}=\theta^{\prime}(\theta, \Theta)$ into an angle [30]. That is, Eq. (3.12) must fulfill the condition $\theta^{\prime}\left(2 \pi, \Theta^{\prime}\right)-\theta^{\prime}\left(0, \Theta^{\prime}\right)=2 \pi$. Hence,

$$
-4 \frac{\omega}{k^{2}} \frac{\mathrm{~d} k}{\mathrm{~d} \Theta^{\prime}}\left[\mathrm{F}\left(\pi, k^{2}\right)-\mathrm{F}\left(0, k^{2}\right)\right]=2 \pi .
$$

From the properties of the elliptic functions, $\mathrm{F}\left(0, k^{2}\right)=0$ and $\mathrm{F}\left(\pi, k^{2}\right)=2 \mathrm{~K}\left(k^{2}\right)$, where $\mathrm{K}\left(k^{2}\right)$ denotes the complete elliptic integral of the first kind. Therefore,

$$
\begin{equation*}
\frac{\mathrm{d} k}{\mathrm{~d} \Theta^{\prime}}=-\frac{\pi}{4 \omega} \frac{k^{2}}{\mathrm{~K}\left(k^{2}\right)}, \tag{3.13}
\end{equation*}
$$

which is plugged into Eq. (3.12) to obtain

$$
\begin{equation*}
\theta^{\prime}=\frac{\pi}{\mathrm{K}\left(k^{2}\right)} \mathrm{F}\left(\psi, k^{2}\right) . \tag{3.14}
\end{equation*}
$$

On the other hand, because Eq. (3.13) is in separate variables we readily solve it to obtain

$$
\begin{equation*}
\Theta^{\prime}=\frac{4 \omega}{\pi k} \mathrm{E}\left(k^{2}\right) \tag{3.15}
\end{equation*}
$$

where $\mathrm{E}\left(k^{2}\right)$ is the complete elliptic integral of the second kind.
For given $(\theta, \Theta), k$ is obtained from Eq. (3.10) where $\Psi=\mathcal{H}(\theta, \Theta)=E$. Therefore, Eqs. (3.14)-(3.15) provide explicitly the transformation to the action-angle variables in which the pendulum Hamiltonian is completely reduced.

To obtain the transformation from action-angle variables to original variables we must solve $\theta=2 \psi$ from Eq. (3.14), which, jointly with Eq. (3.8), yields

$$
\begin{equation*}
\theta=2 \mathrm{am}\left(u, k^{2}\right), \quad \Theta=2(\omega / k) \operatorname{dn}\left(u, k^{2}\right), \tag{3.16}
\end{equation*}
$$

where $u=\mathrm{K}\left(k^{2}\right) \theta^{\prime} / \pi$, am denotes the Jacobi amplitude function, and dn stands for the Jacobi delta amplitude. Evaluation of Eq. (3.16) requires the previous computation of $k=k\left(\Theta^{\prime}\right)$ from the Eq. (3.15). For numerical evaluation purposes it is readily done with the usual root-finding procedures. On the contrary, the implicit character of $k$ in Eq. (3.15) prevents the explicit representation of the completely reduced Hamiltonian (3.11) in closed form as a function of the new momentum $\Theta^{\prime}$.

The formal inversion of Eq. (3.15) to get $k$ as an explicit function of $\Theta^{\prime}$ is needed in the solution of perturbed pendular motion. After expanding the right side of Eq. (3.15) in powers of $k<1$, we find

$$
2 \frac{\omega}{\Theta^{\prime}}=k\left(1+\frac{1}{4} k^{2}+\frac{7}{64} k^{4}+\frac{15}{256} k^{6}+\cdots\right),
$$

which, setting $\epsilon=(\omega / \Theta)^{2}<1$, is followed by a series reversion procedure, to obtain

$$
\begin{equation*}
k=2 \sqrt{\epsilon}\left(1-\epsilon+\frac{5}{4} \epsilon^{2}-\frac{7}{4} \epsilon^{3}+\frac{161}{64} \epsilon^{4}+\cdots\right) . \tag{3.17}
\end{equation*}
$$

Now, the expanded value $k=k\left(\Theta^{\prime}\right)$ can be replaced into both the standard Hamiltonian (3.11) and the transformation (3.16)-the latter having been preprocessed using standard expansions of the Jacobi elliptic functions [175].

### 3.1.3 Expanded solution by Lie transforms

This involved procedure above is completely avoided by standard application of the Lie transforms method. Thus, after neglecting the constant term $\omega^{2}$, the Hamiltonian (3.1) is rearranged in the form

$$
\begin{equation*}
\mathcal{K}=\frac{1}{2} \Theta^{2}\left[1-2(\omega / \Theta)^{2} \cos \theta\right], \tag{3.18}
\end{equation*}
$$

which for values $(\omega / \Theta)^{2} \ll \frac{1}{2}$ takes the form of a perturbation Hamiltonian. That is, the simple pendulum in the rotation regime can be viewed as the spherical rotor $\mathcal{K}_{0}=\frac{1}{2} \Theta^{2}$ perturbed by the local gravity [627]. In that case, we can use the Lie transforms method to compute directly the explicit canonical transformation $(\theta, \Theta) \mapsto\left(\theta^{\prime}, \Theta^{\prime} ; \varepsilon\right)$ that, up to some truncation order $\varepsilon^{m}$, converts Eq. (3.18) into a new Hamiltonian depending only on $\Theta^{\prime}$.

To this aim, Eq. (3.18) is arranged in the form of the perturbation Hamiltonian (2.30) with $\mathcal{K}$ replacing $\mathcal{H}$. Namely, $\mathcal{K}_{0,0}=\frac{1}{2} \Theta^{2}, \mathcal{K}_{1,0}=-\cos \theta, \mathcal{K}_{m, 0}=0$ for $m \geq 2$, and the small parameter $\varepsilon=\omega^{2}$ has dimensions of angular momentum.

The Lie derivative (2.49) is $\mathcal{L}_{0}=\Theta \partial / \partial \theta$. It immediately shows that its kernel is made of functions that do not depend on $\theta$, whereas the image of the Lie derivative is
made of trigonometric polynomials of $\theta$ whose coefficients are functions of the kernel. Then the homological equation (2.48) is solved by indefinite integration,

$$
\begin{equation*}
\mathcal{W}_{m}=\frac{1}{\Theta} \int\left(\widetilde{\mathcal{K}}_{0, m}-\mathcal{K}_{0, m}\right) \mathrm{d} \theta \tag{3.19}
\end{equation*}
$$

At first order, $\widetilde{\mathcal{K}}_{0,1}=\mathcal{K}_{1,0}=-\cos \theta$, which is purely periodic. Therefore, we choose $\mathcal{K}_{0,1}=0$ and trivially integrate Eq. (3.19) to get $\mathcal{W}_{1}=-\Theta^{-1} \sin \theta$, where we ignored the arbitrary integration constant. At second order, Eq. (2.37) yields $\widetilde{\mathcal{K}}_{0,2}=\left\{\mathcal{K}_{1,0} ; W_{1}\right\}=$ $\Theta^{-2} \sin ^{2} \theta$, where the terms of the kernel are easily identified by recalling that $\sin ^{2} \theta=$ $\frac{1}{2}-\frac{1}{2} \cos 2 \theta$. The choice $\mathcal{K}_{0,2}=\frac{1}{2} \Theta^{-2}$ cancels the terms of the kernel in the integrand of Eq. (3.19) out, which then becomes a function of the image. Then Eq. (3.19) is solved to give $\mathcal{W}_{2}=-\frac{1}{4} \Theta^{-3} \sin 2 \theta$. Finally, we fill Deprit's triangle (2.16) by computing the intermediate term $\mathcal{K}_{1,1}=\frac{1}{2} \Theta^{-2}$ using Deprit's recursion (2.15).

At third order, after successive applications of Eq. (2.15), we obtain

$$
\widetilde{\mathcal{K}}_{0,3}=-\frac{1}{4} \Theta^{-4}(5 \cos \theta+3 \cos 3 \theta)
$$

which pertains to the image of the Lie derivative. In consequence, we choose $\mathcal{K}_{0,3}=0$, compute $\mathcal{W}_{3}=-\frac{1}{4} \Theta^{-5}(5 \sin \theta+3 \sin 3 \theta)$, from Eq. (3.19), and fill Deprit's triangle with the terms $\mathcal{K}_{2,1}=2 \Theta^{-4} \cos \theta$ and $\mathcal{K}_{1,2}=\Theta^{-4} \cos \theta$, which will be needed in following orders.

Analogous computations yield

$$
\mathcal{K}_{0,4}=\frac{15}{8} \Theta^{-6}, \quad \mathcal{W}_{4}=-\frac{3}{32} \Theta^{-7}(72 \sin 2 \theta+5 \sin 4 \theta)
$$

and so on. After reaching the desired order, the procedure ends writing the terms $\mathcal{K}_{0, m}$ in the new variables. In this way, we obtain the new, completely reduced Hamiltonian $\Psi=\sum_{m \geq 0}\left(\varepsilon^{m} / m!\right) \mathcal{K}_{0, m}\left(\Theta^{\prime}\right)$ given by

$$
\begin{equation*}
\Psi=\frac{1}{2} \Theta^{\prime 2}\left[1+\frac{1}{2} \epsilon^{2}+\frac{5}{32} \epsilon^{4}+\frac{9}{64} \epsilon^{6}+\mathcal{O}\left(\epsilon^{8}\right)\right] \tag{3.20}
\end{equation*}
$$

where the non-dimensional small parameter $\epsilon=\left(\omega / \Theta^{\prime}\right)^{2}<1$, is used for brevity instead of the dimensional one $\varepsilon=\omega^{2}$ of the perturbation approach. Comparison of Eq. (3.20) with the one obtained from the direct expansion of the standard Hamiltonian (3.11), after replacing $k$ by the right side of Eq. (3.17), will show that the two expansions match term by term.

The direct transformation from prime to original variables is computed by standard application of Deprit's recursion (2.15). Indeed, since the generating function is known, replacing $x$ by $\theta$ in Eq. (2.17) and evaluating the resulting Poisson brackets, we
find

$$
\begin{aligned}
& \theta_{0,1}=\Theta^{-2} \sin \theta, \\
& \theta_{1,1}=\frac{3}{4} \Theta^{-4} \sin 2 \theta, \\
& \theta_{0,2}=-\frac{1}{2} \Theta^{-4} \sin 2 \theta, \\
& \theta_{1,2}=\frac{3}{8} \Theta^{-6}(13 \sin \theta+\sin 3 \theta), \\
& \theta_{2,1}=\frac{5}{4} \Theta^{-6}(5 \sin \theta+\sin 3 \theta),
\end{aligned}
$$

and so on. Then, after replacing original by prime variables, the transformation is obtained in the form of a Taylor series $\theta=\sum_{m \geq 0}\left(\varepsilon^{m} / m!\right) \theta_{0, m}\left(\theta^{\prime}, \Theta^{\prime}\right)$.

We carry out analogous computations for $\Theta$, and reorganize both transformations in the form of Fourier series whose coefficients are truncated series in the small parameter. Using again the non-dimensional abbreviation $\epsilon$ instead of the small parameter $\varepsilon=\omega^{2}$, we obtain

$$
\begin{equation*}
\theta=\theta^{\prime}+\sum_{j \geq 1} z_{j}(\epsilon) \epsilon^{j} \sin j \theta^{\prime}, \quad \Theta=\Theta^{\prime} \sum_{j \geq 0} Z_{j}(\epsilon) \epsilon^{j} \cos j \theta^{\prime}, \tag{3.21}
\end{equation*}
$$

where the coefficients $z_{j}$ and $Z_{j}$ are given in Table 3.1. Like before, it can be checked that the traditional expansion Eq. (3.16) matches Eq. (3.21) term by term.

Table 3.1: Coefficients in Eq. (3.21) up to $\mathcal{O}\left(\epsilon^{6}\right) ; Z_{0}=1-\frac{1}{2} \epsilon^{2}-\frac{15}{32} \epsilon^{4}-\frac{45}{64} \epsilon^{6}$.

| $\mathbf{j :}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $z_{j}$ | $1+\frac{11}{16} \epsilon^{2}+\frac{247}{256} \epsilon^{4}$ | $\frac{1}{8}+\frac{3}{16} \epsilon^{2}+\frac{707}{2048} \epsilon^{4}$ | $\frac{1}{48}+\frac{9}{192} \epsilon^{2}$ | $\frac{1}{256}+\frac{3}{256} \epsilon^{2}$ | $\frac{1}{1280}$ | $\frac{1}{6144}$ |
| $Z_{j}$ | $1+\frac{3}{16} \epsilon^{2}+\frac{39}{256} \epsilon^{4}$ | $\frac{1}{4}+\frac{1}{4} \epsilon^{2}+\frac{395}{1024} \epsilon^{4}$ | $\frac{1}{16}+\frac{7}{64} \epsilon^{2}$ | $\frac{1}{64}+\frac{5}{128} \epsilon^{2}$ | $\frac{1}{256}$ | $\frac{1}{1024}$ |

Computation of the expansion of Eqs. (3.14)-(3.15) by Lie transforms requires the preliminary computation of the generating function of the inverse transformation $\mathcal{V}=$ $-\mathcal{W}\left(\theta\left(\theta^{\prime}, \Theta^{\prime}\right), \Theta\left(\theta^{\prime}, \Theta^{\prime}\right)\right)$, which is also obtained by Lie transforms in the form of a Taylor series as described in §2.1.3.

### 3.2 The free rigid body

Another example of the suitability of the Lie transforms for approaching integrable problems is the free rotation of a rigid body about a fixed point. External forces being absent, the linear momentum is conserved and the motion is conveniently described by the rotation of the rigid body with respect to its center of mass $O$. Traditionally, the motion is decomposed into the rotation referred to the body (rotating)
frame ( $O, \boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \boldsymbol{b}_{3}$ ) -which is attached to the rigid body's center of mass and defined by the principal axis of the body-after which the attitude of the body in the space (inertial) frame ( $O, \boldsymbol{s}_{1}, \boldsymbol{s}_{2}, \boldsymbol{s}_{3}$ ) is materialized by the Euler angles [243].

Due to the lack of external forces or torques the free rigid body conserves both the angular momentum vector $\boldsymbol{G}=\mathbb{I} \boldsymbol{\omega}$, where $\boldsymbol{\omega}$ is the angular velocity and $\mathbb{I}$ is the inertia tensor, and the energy, which is limited to the kinetic one,

$$
\begin{equation*}
T=\frac{1}{2} \boldsymbol{\omega} \cdot \mathbb{I} \boldsymbol{\omega}=\frac{1}{2} \boldsymbol{G} \cdot \mathbb{I}^{-1} \boldsymbol{G} . \tag{3.22}
\end{equation*}
$$

Since they are independent, the free rigid body motion accepts one more integral than the number of degrees of freedom, thus constraining the possible trajectories on the surface of a torus and making the problem superintegrable [192].

### 3.2.1 Rotation in the body frame

In the body frame II is constant. If, besides, the body axes are chosen parallel to the axes of principal inertia, then the products of inertia vanish and

$$
\mathbb{I}=\left(\begin{array}{lll}
A & 0 & 0 \\
0 & B & 0 \\
0 & 0 & C
\end{array}\right)
$$

where $0<A \leq B \leq C$ are the principal moments of inertia, and $A+B \geq C$ from the definition of the inertia tensor.

For a given energy $T=E>0$ constant, Eq. (3.22) constrains the possible solutions to the surface

$$
\frac{1}{2} A \omega_{1}^{2}+\frac{1}{2} B \omega_{2}^{2}+\frac{1}{2} C \omega_{3}^{2}=\frac{1}{2 A} g_{1}^{2}+\frac{1}{2 B} g_{2}^{2}+\frac{1}{2 C} g_{3}^{2}=E
$$

where $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ and $\left(g_{1}, g_{2}, g_{3}\right)$ are the components of $\boldsymbol{\omega}$ and $\boldsymbol{G}$, respectively, in the body frame. This constraint takes the form of an ellipsoid of axes $2 A E, 2 B E, 2 C E$. Because $\|\boldsymbol{G}\|=G$ is also constant, the motion is constrained to the sphere $g_{1}^{2}+g_{2}^{2}+g_{3}^{2}=G^{2}$, of radius $G$. The possible trajectories of the angular momentum vector in the body frame are, therefore, given by the intersection of both surfaces [474], which is illustrated in Fig. 3.2 for a Moon-type body.

The instantaneous rotation in the body frame is obtained from Euler equations for the variation of the angular momentum $(\mathrm{d} I \boldsymbol{\omega} / \mathrm{d} t)_{s}=(\mathrm{d} \boldsymbol{I} \boldsymbol{\omega} / \mathrm{d} t)_{b}+\boldsymbol{\omega} \times \mathbb{I} \boldsymbol{\omega}$. For the free rigid body, we obtain

$$
\begin{equation*}
\dot{\omega}_{1}=-\frac{C-B}{A} \omega_{2} \omega_{3}, \quad \dot{\omega}_{2}=\frac{C-A}{B} \omega_{3} \omega_{1}, \quad \dot{\omega}_{3}=-\frac{B-A}{C} \omega_{1} \omega_{2} . \tag{3.23}
\end{equation*}
$$

In the particular case of mass distribution with spherical symmetry $A=B=C$, all the solutions are equilibria. In the case $A=B \neq C$ of axial symmetry with respect


Figure 3.2: Trajectories of the angular momentum vector of a Moon-like free rigid body in the body frame ( $A / C=0.9994, B / C=0.9996$ [208]).
to the axis of maximum inertia (or short axis), $\omega_{3}$ is constant and $\omega_{1}, \omega_{2}$ evolve with harmonic motion. The case $A \neq B=C$ of axial symmetry with respect to the axis of minimum inertia (or long axis), is analogous to the previous one.

When $A<B<C$, simple inspection of Eq. (3.23) shows that free rotations around the principal axes correspond to dynamical equilibria, whose stability character can be guessed from Fig. 3.2. Thus, stable rotations around the axis of maximum inertia $\boldsymbol{b}_{3}$ ( $\omega_{1}=\omega_{2}=0$ ) occur for the minimum energy

$$
\begin{equation*}
E_{3}=\frac{1}{2} C \omega^{2}=\frac{1}{2 C} G^{2} . \tag{3.24}
\end{equation*}
$$

Unstable rotations around the axis of intermediate inertia $\boldsymbol{b}_{2}\left(\omega_{1}=\omega_{3}=0\right)$ occur for the intermediate energy

$$
\begin{equation*}
E_{2}=\frac{1}{2} B \omega^{2}=\frac{1}{2 B} G^{2}, \tag{3.25}
\end{equation*}
$$

and the range $E_{3} \leq E<E_{2}$ defines a regime in which the angular momentum vector rotates about the axis of maximum inertia. Finally, stable rotations around the axis of minimum inertia $\boldsymbol{b}_{1}\left(\omega_{2}=\omega_{3}=0\right)$ correspond to the maximum energy

$$
\begin{equation*}
E_{1}=\frac{1}{2} A \omega^{2}=\frac{1}{2 A} G^{2}, \tag{3.26}
\end{equation*}
$$

between which value and $E_{2}$ the angular momentum vector rotates about the axis of minimum inertia. The different energy regimes are separated by the trajectory with $E=E_{2}$ that links the unstable equilibria.

The general solution of Eq. (3.23) is obtained for the different energy regimes in closed form in terms of Jacobi's elliptic functions, and in terms of hyperbolic functions in the case of the separatrix [377, 473].

### 3.2.2 Attitude in the space frame

Once the rotation is solved in the body frame, it remains to relate the body and space frames through the Euler angles $(\psi, \theta, \varphi)$ for precession, inclination and rotation, respectively. They are illustrated in Fig. 3.3, in which the unit vector $\boldsymbol{n}=\boldsymbol{s}_{3} \times \boldsymbol{b}_{\mathbf{3}} /\left\|\boldsymbol{s}_{3} \times \boldsymbol{b}_{\mathbf{3}}\right\|$ defines the node of the body's equatorial plane $\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right)$ over the space plane $\left(\boldsymbol{s}_{1}, \boldsymbol{s}_{2}\right)$, and $\boldsymbol{m}=\boldsymbol{s}_{3} \times \boldsymbol{n}$.


Figure 3.3: Euler angles relating the body and space frames.

The desired relation between the components of $\boldsymbol{\omega}$ in the body (rotating) frame and the derivatives of the Euler angles is obtained following the derivations in [682] (see also [544]). Thus, let $\boldsymbol{v}$ be a vector whose components in the space (inertial) frame $\boldsymbol{v}_{s}=$ $(\xi, \eta, \zeta)$ are obtained from the corresponding ones in the body frame $\boldsymbol{v}_{b}=(x, y, z)$ by a rotation. Using matrix notation, $(\xi, \eta, \zeta)^{\tau}=R(x, y, z)^{\tau}$, where $\tau$ denotes transposition, and $R \equiv R_{3}(-\psi) R_{1}(-\theta) R_{3}(-\phi)$, where

$$
R_{3}=\left(\begin{array}{ccc}
\cos & \sin & 0  \tag{3.27}\\
-\sin & \cos & 0 \\
0 & 0 & 1
\end{array}\right), \quad R_{1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos & \sin \\
0 & -\sin & \cos
\end{array}\right)
$$

are the usual rotation matrices. Differentiation of the rotation yields $(\dot{\xi}, \dot{\eta}, \dot{\zeta})^{\tau}=$ $R(\dot{x}, \dot{y}, \dot{z})^{\tau}+\dot{R}(x, y, z)^{\tau}$, where $(\dot{\xi}, \dot{\eta}, \dot{\zeta})$ are the components of the velocity vector in the space frame, and $(\dot{x}, \dot{y}, \dot{z})$ are those in the body frame. Hence, on account of $R$ being an orthogonal matrix,

$$
\left(\begin{array}{c}
\dot{\zeta}  \tag{3.28}\\
\dot{\eta} \\
\dot{\zeta}
\end{array}\right)=R\left[\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right)+R^{\tau} \dot{R}\left(\begin{array}{c}
x \\
y \\
z
\end{array}\right)\right]
$$

Alternatively, from the rule for differentiation of a vector in a moving frame,

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} t}=\dot{\boldsymbol{x}}+\boldsymbol{\omega} \times \boldsymbol{x} \tag{3.29}
\end{equation*}
$$

where the dot over a vector means here derivation of the vector in the rotating frame, we get the components in the space frame,

$$
\left(\begin{array}{c}
\dot{\zeta}  \tag{3.30}\\
\dot{\eta} \\
\dot{\zeta}
\end{array}\right)=R\left[\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right)+\Omega\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)\right], \quad \Omega=\left(\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right)
$$

From Eqs. (3.28) and (3.30) we obtain $\Omega=R^{\tau} \dot{R}$, from which ${ }^{1}$

$$
\begin{align*}
& \omega_{1}(t)=\dot{\psi} \sin \theta \sin \varphi+\dot{\theta} \cos \varphi, \\
& \omega_{2}(t)=\dot{\psi} \sin \theta \cos \varphi-\dot{\theta} \sin \varphi, \\
& \omega_{3}(t)=\dot{\psi} \cos \theta+\dot{\varphi}, \tag{3.31}
\end{align*}
$$

which is readily solved in the derivatives of the angles to obtain

$$
\begin{align*}
\dot{\psi} & =\left[\omega_{1}(t) \sin \varphi+\omega_{2}(t) \cos \varphi\right] \csc \theta, \\
\dot{\theta} & =\omega_{1}(t) \cos \varphi-\omega_{2}(t) \sin \varphi, \\
\dot{\varphi} & =\omega_{3}(t)-\dot{\psi} \cos \theta . \tag{3.32}
\end{align*}
$$

The time solution of Eq. (3.32) involves the use of Jacobi theta functions [322, 571].
Note, however, that an interesting simplification arises when taking the plane perpendicular to the angular momentum vector as the inertial plane. Then $\boldsymbol{G}=G \boldsymbol{s}_{3}$ and the components of the angular momentum vector in the body frame are simply

$$
\left(g_{1}, g_{2}, g_{3}\right)^{\tau}=\left(A \omega_{1}, B \omega_{2}, C \omega_{3}\right)^{\tau}=R_{3}(\varphi) R_{1}(\theta)(0,0, G)^{\tau}
$$

from which $\varphi$ and $\theta$ are solved without need of integration, whereas the following integration of $\dot{\psi}$ from Eq. (3.32) provides $\psi$ in closed form as a function of the elliptic integrals of the first and the third kinds [245]. Then, referring the solution to a different fixed plane only involves additional rotations of fixed Euler angles, say $\left(\psi_{1}, \theta_{1}, \varphi_{1}\right)$.

### 3.2.3 The invariable plane

The plane perpendicular to the angular momentum vector is customarily called the invariable plane, yet it will not remain fixed in the presence of torques. It provides a natural link between the body frame and any fixed plane.

[^8]Indeed, let $\boldsymbol{m}$ be a unit vector in the direction of the angular momentum vector, $\boldsymbol{G}=\boldsymbol{G} \boldsymbol{m}$, and let $\boldsymbol{l}$ be a unit vector in the direction defined by the intersection of the space plane and the invariable plane. Then (see Fig. 3.4 for reference), $\boldsymbol{s}_{3} \cdot \boldsymbol{m}=\cos I$, where $0 \leq I<\pi$ is the angle encompassed by $\boldsymbol{s}_{3}$ and $\boldsymbol{m}$ reckoned counterclockwise from $\boldsymbol{s}_{3}$ (the inclination between the invariable and space planes). Besides, we have $\boldsymbol{s}_{3} \times \boldsymbol{m}=\boldsymbol{l} \sin I$, where $\boldsymbol{l}=\boldsymbol{s}_{1} \cos \lambda+\boldsymbol{s}_{2} \sin \lambda$ and $0 \leq \lambda<2 \pi$ is the angle encompassed by $\boldsymbol{s}_{1}$ and $\boldsymbol{l}$ reckoned counterclockwise from $\boldsymbol{s}_{1}$-the precession angle of the invariable plane on the space plane.


Figure 3.4: The invariable plane $\boldsymbol{m}$ as an intermediate reference.

Analogously, let $\tilde{\boldsymbol{n}}$ be a unit vector in the direction defined by the intersection of the invariable plane and the equatorial plane of the body. Then $\boldsymbol{m} \cdot \boldsymbol{b}_{3}=\cos J$, where $0 \leq J<\pi$ is the angle encompassed by $\boldsymbol{m}$ and $\boldsymbol{b}_{3}$ reckoned counterclockwise from $\boldsymbol{m}-$ the inclination between the invariable plane and the body's equatorial plane. Besides, $\boldsymbol{m} \times \boldsymbol{b}_{3}=\tilde{\boldsymbol{n}} \sin J$, where $\tilde{\boldsymbol{n}}=\boldsymbol{b}_{1} \cos v+\boldsymbol{b}_{2} \sin v$ and $0 \leq v<2 \pi$ is the angle encompassed by $\tilde{\boldsymbol{n}}$ and $\boldsymbol{b}_{1}$ reckoned counterclockwise from $\tilde{\boldsymbol{n}}$-the rotation angle of the body frame. Finally, the precession angle of the equatorial plane on the invariable plane $\mu$ is defined from l $\cdot \tilde{\boldsymbol{n}}=\cos \mu,(\boldsymbol{m} \times \boldsymbol{l}) \cdot \tilde{\boldsymbol{n}}=\sin \mu$, where $0 \leq \mu<2 \pi$ is the angle encompassed by $\boldsymbol{l}$ and $\tilde{\boldsymbol{n}}$ reckoned counterclockwise from $\boldsymbol{l}$.

Then the components of the vector $\boldsymbol{v}$ in the body frame $\boldsymbol{v}_{b}$ and space frame $\boldsymbol{v}_{s}$ are related by the sequence of rotations $\boldsymbol{v}_{b}=R_{3}(v) R_{1}(J) R_{3}(\mu) R_{1}(I) R_{3}(\lambda) \boldsymbol{v}_{s}$. Alternatively, $\boldsymbol{v}_{s}=R_{3}(-\lambda) R_{2}(-I) R_{3}(-\mu) R_{2}(-J) R_{3}(-v) \boldsymbol{v}_{b}$. That is, the body and space frames can be related by five rotations based on two sets of Euler angles, say ( $\psi_{1}, \theta_{1}, \phi_{1}, \psi_{2}, \theta_{2}, \phi_{2}$ ), such that $\lambda=\psi_{1}, I=\theta_{1}, \mu=\phi_{1}+\psi_{2}, J=\theta_{2}$, and $v=\phi_{2}$. Needless to say that the construction described above is purely geometric, and no assumption has been made on the conservation of $\boldsymbol{G}$.

### 3.2.4 Hamiltonian formulation

Like in the case of the simple pendulum, an alternative to the classical integration is given by the complete Hamiltonian reduction of the free rigid body Hamiltonian.

The first step is to compute the Lagrangian $\mathfrak{L} \equiv \mathfrak{L}(\varphi, \theta, \psi, \dot{\varphi}, \dot{\theta}, \dot{\psi})$. On account of there not being potential for the torque-free rotation, the total energy is limited to the kinetic component in Eq. (3.22). Hence, $\mathfrak{L}=\frac{1}{2}\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}\right)$, where the components of the angular velocity in the body frame are those in Eq. (3.31). Because the Lagrangian only involves homogeneous terms of the second degree in the generalized velocities the Hamiltonian is the total energy [243]. Therefore, $\mathcal{H}=T=\mathfrak{L}$.

Using Eqs. (3.32) we find that the conjugate momenta to the Euler angles can be written in the form

$$
\begin{equation*}
\Phi=\frac{\partial \mathfrak{L}}{\partial \dot{\varphi}}=\boldsymbol{G} \cdot \boldsymbol{b}_{3}, \quad \Theta=\frac{\partial \mathfrak{L}}{\partial \dot{\theta}}=\boldsymbol{G} \cdot \boldsymbol{n}, \quad \Psi=\frac{\partial \mathfrak{L}}{\partial \dot{\psi}}=\boldsymbol{G} \cdot \boldsymbol{s}_{3} . \tag{3.33}
\end{equation*}
$$

However, rather than constructing the Hamiltonian in Euler variables, it is advisable to resort to the canonical set of Andoyer variables ( $\lambda, \mu, \nu, \Lambda, M, N$ ) given by the angles $\lambda, \mu$, and $v$, used in the description of the invariable plane, and the actions $\Lambda=G \cos I$, $M=G$, and $N=G \cos J$ [24]. The canonical transformation from Euler variables to Andoyer variables can be found, for instance, in [56]. Singularities of Andoyer variables when $I$ or $J$ vanishes can be avoided using, for instance, the alternative sets proposed in [206, 207, 287].

From Eq. (3.22) and on account of $\mathcal{H}=T$ for the free rigid body, we write

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\frac{1}{A} g_{1}^{2}+\frac{1}{B} g_{2}^{2}+\frac{1}{C} g_{3}^{2}\right), \tag{3.34}
\end{equation*}
$$

where

$$
\left(\begin{array}{l}
g_{1} \\
g_{2} \\
g_{3}
\end{array}\right)=R_{3}(v) R_{1}(J)\left(\begin{array}{l}
0 \\
0 \\
G
\end{array}\right)=G\left(\begin{array}{c}
\sin J \sin v \\
\sin J \cos v \\
\cos J
\end{array}\right) .
$$

Then, replacing $G=M$ and $J=\arccos (N / M)$, the free rigid body Hamiltonian in Andoyer variables is

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(\frac{1}{A} \sin ^{2} v+\frac{1}{B} \cos ^{2} v\right)\left(M^{2}-N^{2}\right)+\frac{1}{2 C} N^{2}, \tag{3.35}
\end{equation*}
$$

where $\Lambda, \lambda$, and $\mu$ are ignorable variables. Therefore, $M, \Lambda$, and $\lambda$ are integrals of the torque-free motion [150]. These integrals decouple the flow of the free rigid body, whose reduced dynamics is obtained from the integration of the Hamilton equations

$$
\begin{equation*}
\frac{\mathrm{d} v}{\mathrm{~d} t}=\frac{\partial \mathcal{H}}{\partial N}=-\left(\frac{1}{A} \sin ^{2} v+\frac{1}{B} \cos ^{2} v-\frac{1}{C}\right) N, \tag{3.36}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} t}=-\frac{\partial \mathcal{H}}{\partial v}=\left(\frac{1}{A}-\frac{1}{B}\right)\left(M^{2}-N^{2}\right) \sin v \cos v . \tag{3.37}
\end{equation*}
$$

The time history of $\mu$ is then obtained by indefinite integration.
The Hamiltonian (3.35) provides an elegant alternative to the geometric representation of the flow in Fig. 3.2. Thus, for a given energy manifold, say $\mathcal{H}(v, N ; M)=E$, Eq. (3.35) can be solved for $N$ to give

$$
\begin{equation*}
N= \pm \sqrt{Q} M \tag{3.38}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\frac{(1 / A) \sin ^{2} v+(1 / B) \cos ^{2} v-2 E / M^{2}}{(1 / A) \sin ^{2} v+(1 / B) \cos ^{2} v-1 / C} \tag{3.39}
\end{equation*}
$$

Phase curves ( $v, N$ ) are then obtained by evaluation of Eq. (3.38) for different values of $E$, as illustrated in Fig. 3.5 for the same Moon-type body used in Fig. 3.2. Curves in Fig. 3.5 correspond to scaled energy levels $\mathcal{E}=2 C E / G^{2}$, and are traversed right to left for $N>0$ and left to right for $N<0$.


Figure 3.5: Phase space of the free rotation of a Moon-like body (after [150]).

When $N= \pm M$ the variation of $N$ in Eq. (3.37) vanishes, and the phase lines $N / M= \pm 1$ of Fig. 3.2 correspond to permanent rotations about the axis of maximum inertia. Besides, the configurations $v=0, N=0$, and $v=\frac{\pi}{2}, N=0$, are equilibria of Eqs. (3.36)(3.37). The former corresponds to a hyperbolic fixed point of Fig. 3.2 that yields permanent rotations about the axis of intermediate inertia, whereas the latter corresponds to an elliptic fixed point of the same figure that yields permanent rotations about the axis of minimum inertia.

### 3.2.5 Closed-form solution by complete reduction

Like in the case of the simple pendulum, the integration of the torque-free motion can be achieved by finding a canonical transformation $(\lambda, \mu, \nu, \Lambda, M, N) \mapsto(\ell, g, h, L, G, H)$
that completely reduces Hamiltonian (3.35) to a function that, in the new variables, depends only on momenta. In what follows, we closely adhere to the descriptions in [412].

Because the conjugate pair ( $\lambda, \Lambda$ ) is ignorable in Eq. (3.35), we trivially take $h=\lambda$, $H=\Lambda$, and look for a transformation

$$
\begin{equation*}
\ell=\frac{\partial S}{\partial L}, \quad g=\frac{\partial S}{\partial G}, \quad M=\frac{\partial S}{\partial \mu}, \quad N=\frac{\partial S}{\partial v} \tag{3.40}
\end{equation*}
$$

derived from the generating function in mixed variables $S=S(\mu, v, L, G)$, such that $\mathcal{H}(-, \nu, M, N)=Y(-,-, L, G)$.

Because $\mu$ is a cyclic variable, we choose the generating function in separate variables $S=G \mu+W(v, L, G)$, from which $M=G$ in Eq. (3.40). Then the Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\sin ^{2} v}{A}+\frac{\cos ^{2} v}{B}\right)\left[G^{2}-\left(\frac{\partial W}{\partial v}\right)^{2}\right]+\frac{1}{2 C}\left(\frac{\partial W}{\partial v}\right)^{2}=\Upsilon(L, G) \tag{3.41}
\end{equation*}
$$

is solved for $W$, yielding

$$
\begin{equation*}
W=G \int \sqrt{Q(v, L, G)} \mathrm{d} v \tag{3.42}
\end{equation*}
$$

where $Q$ is the same as in Eq. (3.39), but now the total energy $E$ is replaced by the formal Hamiltonian $\Upsilon(L, G)$. Namely

$$
\begin{equation*}
Q=\frac{(1 / A) \sin ^{2} v+(1 / B) \cos ^{2} v-1 / \Delta}{(1 / A) \sin ^{2} v+(1 / B) \cos ^{2} v-1 / C} \tag{3.43}
\end{equation*}
$$

in which we introduced the auxiliary variable of the moment-of-inertia type

$$
\begin{equation*}
\frac{1}{\Delta}=\frac{2}{G^{2}} \Upsilon(L, G) . \tag{3.44}
\end{equation*}
$$

Note that $A<\Delta<C$, as follows from Eqs. (3.24) and (3.26).
Then, by applying the chain rule, the transformation in Eq. (3.40) is

$$
\begin{equation*}
\ell=\frac{1}{G} \frac{\partial Y}{\partial L} \mathcal{I}, \quad g=\mu+\frac{1}{G} W+\left(\frac{1}{G} \frac{\partial Y}{\partial G}-\frac{1}{\Delta}\right) \mathcal{I}, \quad M=G, \quad N=G \sqrt{Q}, \tag{3.45}
\end{equation*}
$$

in which

$$
\begin{equation*}
\mathcal{I}=C \int \frac{R(v)}{\sqrt{Q(v, L, G)}} \mathrm{d} v \tag{3.46}
\end{equation*}
$$

with the abbreviation

$$
\begin{equation*}
R=\frac{1}{C} \frac{\partial Q}{\partial(1 / \Delta)}=\frac{1}{1-(C / A) \sin ^{2} v-(C / B) \cos ^{2} v} \tag{3.47}
\end{equation*}
$$

The solutions of integrals (3.42) and (3.46) depend on the energy regime in which the free rigid body evolves. We focus on the case of rotation around the axis of maximum inertia in which case $v$ can take any value. Then the condition $0<Q<1$ translates into $B<\Delta<C$, as follows from Eq. (3.25) and the definition of $\Delta$ in Eq. (3.44). The case of rotation around the axis of minimum inertia can be approached analogously using Fukushima's alternative to Andoyer variables [164, 206, 207].

The integration of Eqs. (3.42) and (3.46) is made easier with the introduction of the following auxiliary quantities: the non-dimensional parameter

$$
\begin{equation*}
f=\frac{1 / A-1 / B}{1 / B-1 / C}>0 \tag{3.48}
\end{equation*}
$$

the non-dimensional function of the new momenta

$$
\begin{equation*}
m=p f, \quad p=\frac{1 / \Delta-1 / C}{1 / A-1 / \Delta}>0, \quad 0<m<1, \tag{3.49}
\end{equation*}
$$

and the angle $\psi$, defined unambiguously from

$$
\begin{equation*}
\cos v=\frac{\sqrt{1+f} \sin \psi}{\sqrt{1+f \sin ^{2} \psi}}, \quad \sin v=\frac{\cos \psi}{\sqrt{1+f \sin ^{2} \psi}} \tag{3.50}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mathrm{d} v=-\frac{\sqrt{1+f}}{1+f \sin ^{2} \psi} \mathrm{~d} \psi \tag{3.51}
\end{equation*}
$$

Then, replacing Eq. (3.50) into Eqs. (3.43) and (3.47), after some rearrangement we find

$$
Q=\frac{1}{1+p}\left(1-m \sin ^{2} \psi\right), \quad R=-\frac{1}{C} \frac{1}{(1 / A-1 / C)}\left(1+f \sin ^{2} \psi\right),
$$

which, jointly with Eq. (3.51), are plugged into Eq. (3.46) to give

$$
\begin{equation*}
\mathcal{I}=\frac{A C}{C-A} \sqrt{(1+f)(1+m / f)} \mathrm{F}(\psi \mid m) . \tag{3.52}
\end{equation*}
$$

The integration of $W$ is a little bit more involved. Thus, after replacing the auxiliary variables into Eq. (3.42), we get

$$
W=G \sqrt{(1+f)(1+m / f)} \int \frac{-f+m f \sin ^{2} \psi}{(f+m) \sqrt{1-m \sin ^{2} \psi}\left(1+f \sin ^{2} \psi\right)} \mathrm{d} \psi
$$

which is rearranged by adding and subtracting $m$ to the numerator of the integrand, to give

$$
\begin{equation*}
W=G \sqrt{(1+f)(1+m / f)}\left[\frac{m}{f+m} \mathrm{~F}(\psi \mid m)-\Pi(-f, \psi \mid m)\right] \tag{3.53}
\end{equation*}
$$

where $\Pi(-f, \psi \mid m)$ is the elliptic integral of the third kind of parameter $m$, amplitude $\psi$, and characteristic $-f$.

The computation of the mixed canonical transformation given in Eq. (3.45) is then completed. In fact, in view of $\mathcal{I}$ and $W$ depending on $m$, which in turn depends on $\Delta=\Delta(Y)$, it is a family of transformations parameterized by $Y$.

On the other hand, Y can be solved from Eq. (3.44) as a function of $\Delta$, which in turn is solved from Eq. (3.49) as a function of $m$. In this way, we get the standard Hamiltonian [587]

$$
\begin{equation*}
\Upsilon=\frac{G^{2}}{2 A}\left(1-\frac{C-A}{C} \frac{f}{f+m}\right) \tag{3.54}
\end{equation*}
$$

which shows that the family of canonical transformations that achieve the complete reduction of the Hamiltonian in Andoyer variables is, in fact, parameterized by $m$.

Moreover, to reflect that $m=m(L, G)$ is non-dimensional, we make $m=m(\rho)$, with $\rho=L / G$. Hence, by application of the chain rule,

$$
\begin{align*}
& \frac{\partial Y}{\partial L}=\frac{\partial Y}{\partial m} \frac{\partial m}{\partial \rho} \frac{\partial \rho}{\partial L}=\frac{G}{2 A} \frac{C-A}{C} \frac{f}{(f+m)^{2}} \frac{\partial m}{\partial \rho},  \tag{3.55}\\
& \frac{\partial Y}{\partial G}=\frac{G}{A}\left(1-\frac{C-A}{C} \frac{f}{f+m}\right)+\frac{\partial \Upsilon}{\partial m} \frac{\partial m}{\partial \rho} \frac{\partial \rho}{\partial G}=\frac{2 Y}{G}-\rho \frac{\partial \Upsilon}{\partial L} \tag{3.56}
\end{align*}
$$

which are plugged into Eq. (3.45) to give the family of transformations parameterized by $m=m(\rho)$ [199]. That is,

$$
\begin{align*}
\ell= & \frac{f}{2(f+m)^{2}} \sqrt{(1+f)(1+m / f)} \mathrm{F}(\psi \mid m) \frac{\partial m}{\partial \rho}  \tag{3.57}\\
g= & \mu+\sqrt{(1+f)(1+m / f)}  \tag{3.58}\\
& \times\left[\left(m-\frac{\rho}{2} \frac{f}{f+m} \frac{\partial m}{\partial \rho}\right) \frac{\mathrm{F}(\psi \mid m)}{f+m}-\Pi(-f, \psi \mid m)\right] \\
M= & G,  \tag{3.59}\\
N= & G \frac{1}{\sqrt{1+m / f}} \sqrt{1-m \sin ^{2} \psi} . \tag{3.60}
\end{align*}
$$

Now, we particularize the transformation by requiring that both $\ell=\ell(\nu, m)$ and $g=g(\mu, v, m)$ be angles. That is, $\oint \mathrm{d} \ell=2 \pi$ when $v$ advances by $2 \pi$ or, equivalently, $\psi$ recedes by $2 \pi$. Hence, $\ell(\psi=0)-\ell(\psi=2 \pi)=2 \pi$, from which

$$
\begin{equation*}
\frac{\partial m}{\partial \rho}=-\frac{(f+m)^{3 / 2} \pi}{\mathrm{~K}(m) \sqrt{f(1+f)}} . \tag{3.61}
\end{equation*}
$$

On the other hand, the angle condition for $g$ requires that it increases by $2 \pi$ when its partner angle $\mu$ advances by $2 \pi$, while remaining unaffected by a $2 \pi$ increase of $v$ [30]. When this condition is applied to Eq. (3.58), we get

$$
\begin{equation*}
\left(m-\frac{\rho}{2} \frac{f}{f+m} \frac{\partial m}{\partial \rho}\right) \frac{K(m)}{f+m}-\Pi(-f \mid m)=0 \tag{3.62}
\end{equation*}
$$

The auxiliary variable $\rho=L / G$ is solved after eliminating $\partial m / \partial \rho$ between Eqs. (3.61) and (3.62). We get

$$
\begin{equation*}
\rho=\frac{2}{\pi} \sqrt{(1+f)(1+m / f)}\left[\Pi(-f \mid m)-\frac{m}{f+m} \mathrm{~K}(m)\right], \tag{3.63}
\end{equation*}
$$

which leaves $m$ as implicit function of $\rho .^{2}$
The transformation between Andoyer variables $(\mu, v, M, N)$ and action-angle variables $(\ell, g, G, L)$ is thus completed. However, the reduced Hamiltonian $\Upsilon$ must remain implicit, in the standard form of Eq. (3.54) as far as $m$ is an implicit function of $L$ and $G$. Still, the Hamilton equations are obtained by replacing Eq. (3.61) into Eqs. (3.55) and (3.56), which provide the numeric values of the constant, secular frequencies once $m$ has been computed.

In summary, given the Andoyer variables, the action-angle variables are explicitly obtained from the following sequence. First, make $G=M$ from Eq. (3.59), and compute $Y=\mathcal{H}(v, N, M)$ from Eq. (3.35), $\Delta$ from Eq. (3.44), and $m$ from Eq. (3.49). Then we solve the inverse of Eq. (3.50) for $\psi$, namely

$$
\begin{equation*}
\cos \psi=\frac{\sqrt{1+f} \sin v}{\sqrt{1+f \sin ^{2} v}}, \quad \sin \psi=\frac{\cos v}{\sqrt{1+f \sin ^{2} v}} \tag{3.64}
\end{equation*}
$$

Next, plug Eq. (3.61) into Eq. (3.57) to compute

$$
\begin{equation*}
\ell=-\frac{\pi}{2 \mathrm{~K}(m)} \mathrm{F}(\psi \mid m) \tag{3.65}
\end{equation*}
$$

Plug Eqs. (3.61) and (3.63) into Eq. (3.58) to compute

$$
\begin{equation*}
g=\mu+\sqrt{(1+f)(1+m / f)}\left[\frac{\Pi(-f \mid m)}{\mathrm{K}(m)} \mathrm{F}(\psi \mid m)-\Pi(-f, \psi \mid m)\right], \tag{3.66}
\end{equation*}
$$

and replace $\rho=L / G$ into Eq. (3.63) to obtain

$$
\begin{equation*}
L=\frac{2 M}{\pi} \sqrt{(1+f)(1+m / f)}\left[\Pi(-f \mid m)-\frac{m}{f+m} K(m)\right] \tag{3.67}
\end{equation*}
$$

The mapping $(\ell, g, G, L) \mapsto(\mu, v, M, N)$ is given by an analogous sequence which starts with $M=G$ from Eq. (3.59). Then $m$ is computed from Eq. (3.67) using a rootfinding procedure. Next, Eq. (3.65) is inverted to obtain

$$
\begin{equation*}
\psi=\operatorname{am}[-(2 / \pi) \mathrm{K}(m) \ell \mid m] . \tag{3.68}
\end{equation*}
$$

[^9]Finally, $v$ is computed from Eq. (3.50), $\mu$ is solved form Eq. (3.66), and $N$ is obtained from Eq. (3.60).

In order to apply the free rigid body solution to perturbed rigid body rotation, Andoyer variables must be explicitly obtained in terms of the action-angle variables. This requires, as a first step, one to solve formally $m$ from the implicit equation (3.67). Like in the case of the simple pendulum, solving $m$ explicitly needs to make use of series expansion and reversion procedures. One must note, however, that while in the case of the pendulum expansion of Eq. (3.15) converges, as shown in Eq. (3.17), more care must be taken when solving formally Eq. (3.67).

Indeed, recalling that $p=m / f$, from Eq. (3.49), standard expansions of the elliptic integrals in Eq. (3.67) produce

$$
\begin{aligned}
\frac{L}{G}= & 1-\frac{1}{2} \sqrt{1+f} p\left[1-\frac{1}{8}(6-f) p+\frac{1}{64}\left(40-8 f+3 f^{2}\right) p^{2}\right. \\
& \left.-\frac{1}{1024}\left(560-120 f+54 f^{2}-25 f^{3}\right) p^{3}+\mathcal{O}\left(p^{4}\right)\right]
\end{aligned}
$$

whose convergence may be compromised for small $f$. The convergence limit $p<1$ means that

$$
\begin{equation*}
\frac{A}{C}<\frac{\Delta / C}{2-\Delta / C} \tag{3.69}
\end{equation*}
$$

which establishes a relation between physical and dynamical features of the torquefree motion. In particular, the expansions will converge only in the gray region of Fig. 3.6, defined by Eq. (3.69), whereas convergence fails between the border of that region and the dashed diagonal that marks the limit $\Delta=A$.


Figure 3.6: Convergence domain (gray region) of the expansion of Eq. (3.67).

The computation of the explicit transformation based on expansions of the closedform solution is awkward yet feasible [345, 347, 614]. Alternatively, we will show in
§3.2.6 and §3.2.7 how the Lie transforms approach provides both the expanded Hamiltonian and the explicit transformation in a systematic way [200, 391, 399].

### 3.2.6 The case of low triaxiality

A simple rearrangement leaves Hamiltonian (3.35) in the form

$$
\begin{equation*}
\mathcal{H}=\frac{M^{2}}{2 C}\left[1+\alpha \sin ^{2} J(1-\beta \cos 2 v)\right], \tag{3.70}
\end{equation*}
$$

where we recall that $J=J(N, M) \equiv \arccos (N / M)$, and the new inertia parameters $0 \leq \alpha$ and $0 \leq \beta \leq 1$, which are solved from $\alpha(1+\beta)=C / A-1, \alpha(1-\beta)=C / B-1$, have clear physical meaning. The limit case $\alpha=0$ corresponds to a rigid body with spherical mass distribution ( $A=B=C$ ), whereas the extreme values $\beta=0$ and $\beta=1$ correspond to axisymmetric oblate ( $B=A$ ) and prolate mass distribution ( $B=C$ ), respectively. Therefore, the triaxiality coefficient,

$$
\begin{equation*}
\beta=\frac{1}{\alpha}\left(\frac{C}{A}-\frac{C}{B}\right)=\frac{B-A}{B-A+2 A(1-B / C)}, \tag{3.71}
\end{equation*}
$$

provides a measure of how much the rigid body departs from axisymmetrical mass distribution.

In those cases in which $\beta$ is small, Eq. (3.70) can be viewed like the perturbation Hamiltonian $\mathcal{H}=\mathcal{H}_{0}+\beta \mathcal{H}_{1}$, in which

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{M^{2}}{2 C}\left[1+\alpha\left(1-\frac{N^{2}}{M^{2}}\right)\right]=\frac{1}{2 B^{*}} M^{2}-\frac{1}{2}\left(\frac{1}{B^{*}}-\frac{1}{C}\right) N^{2} \tag{3.72}
\end{equation*}
$$

is formally the same as an axisymmetric oblate body with intermediate moment of inertia $B^{*}=C /(1+\alpha)$, and

$$
\begin{equation*}
\mathcal{H}_{1}=-\frac{M^{2}}{2 C} \alpha\left(1-\frac{N^{2}}{M^{2}}\right) \cos 2 v \tag{3.73}
\end{equation*}
$$

is a perturbation. Therefore, the expanded solution of the Hamiltonian flow stemming from Eq. (3.70) can be approached directly by perturbations based on Lie transforms.

We start from the usual perturbation Hamiltonian (2.30), in which $\varepsilon=\beta$ is a physical small parameter, $\mathcal{H}_{0,0}$ is given by Eq. (3.72), $\mathcal{H}_{1,0}$ by Eq. (3.73), $\mathcal{H}_{m, 0}=0$ for $m \geq 2$, $\alpha$ is a physical parameter, and $M$ is an integral. Then we look for a Lie transformation $(\nu, N ; \beta) \mapsto\left(\nu^{\prime}, N^{\prime}\right)$ derived from the generating function $\mathcal{W}=\sum_{m \geq 0}\left(\beta^{m} / m!\right) \mathcal{W}_{m+1}(v, N)$, such that, up to some truncation order $\beta^{m}$, it converts the Hamiltonian into a function of only the new momenta $N^{\prime}$.

Due to the particular form of the zeroth order Hamiltonian (3.72), the Lie derivative (2.49) is $\mathcal{L}_{0}=-(\alpha / C) N \partial / \partial \nu$. Therefore, the homological equation (2.48) is solved by
indefinite integration,

$$
\begin{equation*}
\mathcal{W}_{m}=-\frac{1}{(\alpha / C) N} \int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right) \mathrm{d} v . \tag{3.74}
\end{equation*}
$$

At first order $\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}$, which is purely periodic in $v$, and, therefore, pertains to the image of the Lie derivative. Hence, we choose $\mathcal{H}_{0,1}=0$ and compute

$$
\mathcal{W}_{1}=-\frac{1}{4} N t^{2} \sin 2 v,
$$

where we abbreviated $t \equiv \tan J=\sqrt{M^{2} / N^{2}-1}$. It is worth noting that, because $t$ can grow without bound, the perturbation approach will fail in such dynamical configurations where the rotation may depart notably from the axis of maximum inertia.

At second order, the known terms given in Eq. (2.37) result in

$$
\widetilde{\mathcal{H}}_{0,2}=\left\{\mathcal{H}_{1,0}, W_{1}\right\}=(\alpha / C) \frac{1}{8} N^{2} t^{2}\left(4+t^{2}-t^{2} \cos 4 v\right) .
$$

To cancel the terms in the integrand of Eq. (3.74) pertaining to the kernel of the Lie derivative, we choose

$$
\mathcal{H}_{0,2}=\left\langle\widetilde{\mathcal{H}}_{0,2}\right\rangle_{v}=(\alpha / C) \frac{1}{8} N^{2} t^{2}\left(4+t^{2}\right),
$$

and we solve the homological equation (3.74) to obtain

$$
\mathcal{W}_{2}=-\frac{1}{32} N t^{4} \sin 4 v .
$$

Before going to the third order, we fill the first diagonal of Deprit's triangle (2.16) with the term $\mathcal{H}_{1,1}$, which is solved from Eq. (2.34) and happens to be the same as $\mathcal{H}_{0,2}$. The homological equation of the third order is then obtained by computing the term $\mathcal{H}_{0,3}$ form Deprit's recursion (2.15). After evaluation of the computable Poisson brackets at this step, the known terms as a result are found to be

$$
\left.\widetilde{\mathcal{H}}_{0,3}=-(\alpha / C) \frac{1}{32} N^{2} t^{2}\left[\left(32+8 t^{2}+5 t^{4}\right) \cos 2 v+3 t^{4} \cos 6 v\right)\right] .
$$

Because $\widetilde{\mathcal{H}}_{0,3}$ is purely periodic in $v$, we choose $\mathcal{H}_{0,3}=0$ and compute

$$
\mathcal{W}_{3}=-\frac{1}{64} N t^{2}\left[\left(32+8 t^{2}+5 t^{4}\right) \sin 2 v+t^{4} \sin 6 v\right]
$$

from Eq. (3.74). Once $\mathcal{W}_{3}$ is known, the terms $\mathcal{H}_{1,2}$ and $\mathcal{H}_{2,1}$ are computed, using Deprit's recursion (2.15), in order to complete the second diagonal of Deprit's triangle (2.16).

One further iteration of the perturbation approach yields

$$
\begin{aligned}
\widetilde{\mathcal{H}}_{0,4}= & (\alpha / C) \frac{3}{128} N^{2} t^{2}\left[64+16 t^{2}+8 t^{4}+5 t^{6}\right. \\
& \left.-4\left(16+16 t^{2}+9 t^{4}\right) t^{2} \cos 4 v-5 t^{6} \cos 8 v\right],
\end{aligned}
$$

from which we choose

$$
\mathcal{H}_{0,4}=(\alpha / C) \frac{3}{128} N^{2} t^{2}\left(64+16 t^{2}+8 t^{4}+5 t^{6}\right)
$$

and compute

$$
\mathcal{W}_{4}=-\frac{3}{128} N t^{4}\left[\left(16+16 t^{2}+9 t^{4}\right) \sin 4 v+\frac{5}{8} t^{4} \sin 8 v\right],
$$

from Eq. (3.74). We stop here, which is the same order provided in the seminal paper by Kinoshita [345], but the procedure is easily extended to the computation of higher orders [200].

After truncation to $\mathcal{O}\left(\beta^{4}\right)$, the new, completely reduced Hamiltonian is

$$
\mathcal{K}=\mathcal{H}\left(v\left(v^{\prime}, N^{\prime}\right), N\left(v^{\prime}, N^{\prime}\right)\right) \equiv \sum_{m=0}^{4} \frac{\beta^{m}}{m!} \mathcal{H}_{0, m},
$$

which, after changing original by prime variables in the computed $\mathcal{H}_{0, m}$ terms, reads

$$
\mathcal{K}=\frac{M^{2}}{2 B^{*}}-\frac{N^{\prime 2}}{2 C} \alpha\left[1-\frac{\beta^{2}}{2!} \frac{1}{4} t^{2}\left(1+t^{2}\right)-\frac{\beta^{4}}{4!} \frac{3}{64} t^{2}\left(64+16 t^{2}+8 t^{4}+5 t^{6}\right)\right],
$$

where now $t=\sqrt{\left(N^{\prime} / M\right)^{2}-1}$.
The direct transformation is computed from Eq. (2.17), changing $x$ by $v$ or $N$, and using the computed terms of the generating function. Finally, after changing primes by original variables in the terms $v_{0, m}, N_{0, m}$, the direct transformation is

$$
\begin{equation*}
v=v^{\prime}+\sum_{m=1}^{4} \frac{\beta^{m}}{m!} v_{0, m}\left(v^{\prime}, N^{\prime}\right), \quad N=N^{\prime}+N^{\prime} \sum_{m=1}^{4} \frac{\beta^{m}}{m!} N_{0, m}\left(v^{\prime}, N^{\prime}\right), \tag{3.75}
\end{equation*}
$$

whose first coefficients are given in Table 3.2. The inverse transformation is analogously computed using the generating function $\mathcal{V}=-\mathcal{W}\left(v\left(v^{\prime}, N^{\prime}\right), N\left(v^{\prime}, N^{\prime}\right)\right)$. The first four coefficients of Eq. (2.27) are listed in Table 3.3.

The method is obviously valid when additional perturbations are added to the original Hamiltonian (3.70). The additional terms only need to be included in the perturbation arrangement in the place corresponding to the magnitude of its disturbing effect [415].

### 3.2.7 Short-axis-mode rotation

When the free rigid body rotation happens in such a dynamical regime that the rotation axis keeps close to the body's short axis-the axis of maximum inertia-then $N \approx M$ and, therefore, $\sin ^{2} J \ll 1$. However, it must be noted that both the physical

Table 3.2: Coefficients $v_{0, m}$ (top) and $N_{0, m}$ (bottom) in Eq. (3.75).

$$
\begin{aligned}
& 0,1: \frac{1}{4}\left(2+t^{2}\right) \sin 2 v \\
& 0,2: \frac{1}{32}\left(8+8 t^{2}+t^{4}\right) \sin 4 v \\
& 0,3: \frac{3}{128}\left(32+16 t^{2}+14 t^{4}+11 t^{6}\right) \sin 2 v+\frac{1}{128}\left(2+t^{2}\right)\left(16+16 t^{2}+t^{4}\right) \sin 6 v \\
& 0,4: \frac{3}{64}\left(32+32 t^{2}+16 t^{4}+14 t^{6}+3 t^{8}\right) \sin 4 v+\frac{3}{1024}\left(128+256 t^{2}+160 t^{4}+32 t^{6}+t^{8}\right) \sin 8 v \\
& 0,1: \frac{1}{2} t^{2} \cos 2 v \\
& 0,2:-\frac{1}{8} t^{2}\left(4+2 t^{2}-t^{2} \cos 4 v\right) \\
& 0,3: \frac{3}{64} t^{2}\left[\left(32+8 t^{2}+3 t^{4}\right) \cos 2 v+t^{4} \cos 6 v\right] \\
& 0,4:-\frac{3}{128} t^{2}\left[6\left(32+24 t^{2}+12 t^{4}+5 t^{6}\right)-16 t^{2}\left(4+2 t^{2}+t^{4}\right) \cos 4 v-t^{6} \cos 8 v\right] \\
& \hline
\end{aligned}
$$

Table 3.3: Coefficients of the generating function of the inverse transformation.

```
\(\mathcal{V}_{1}=\frac{1}{4} N^{\prime} t^{2} \sin 2 v^{\prime}\)
\(\mathcal{V}_{2}=\frac{1}{32} N^{\prime} t^{4} \sin 4 v^{\prime}\)
\(\mathcal{V}_{3}=\frac{1}{128} N^{\prime} t^{2}\left[\left(64+24 t^{2}+15 t^{4}\right) \sin 2 v^{\prime}+3 t^{4} \sin 6 v^{\prime}\right]\)
\(\underline{\mathcal{V}_{4}=\frac{1}{1024} N^{\prime} t^{4}\left[8\left(64+96 t^{2}+55 t^{4}\right) \sin 4 v^{\prime}+31 t^{4} \sin 8 v^{\prime}\right]}\)
```

parameter $\alpha$ and the dynamical quantity $\sin ^{2} J$ just scale Eq. (3.70). Indeed, because $M$ is constant, the Hamiltonian flow stemming from Eq. (3.70) is the same as the one stemming from $\mathcal{H}^{*}=\sin ^{2} J(1-\beta \cos 2 v)$, yet in a different time scale and with respect to a different energy level. Hence, neither $\alpha$ nor $\sin ^{2} J$ are useful in providing a perturbation arrangement of the free rigid body Hamiltonian. Still, by simply rewriting $\sin J$ in terms of the half angle, and recalling that $\sin ^{2} \frac{1}{2} J=\frac{1}{2}(1-\cos J)=\frac{1}{2}(1-N / M)$, we can write the free rigid body Hamiltonian (3.70) like the perturbation Hamiltonian $\mathcal{H}=\mathcal{H}_{0}(N)+\varepsilon \mathcal{H}_{1}(v, N)$, in which the small parameter $\varepsilon$ is now formal $(\varepsilon \equiv 1)$, the zeroth order term is

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{M^{2}}{2 C}\left[1+(4 \alpha) \sin ^{2}\left(\frac{1}{2} J\right)(1-\beta \cos 2 v)\right], \tag{3.76}
\end{equation*}
$$

and the perturbation is

$$
\begin{equation*}
\mathcal{H}_{1}=-\frac{M^{2}}{2 C}(4 \alpha) \sin ^{4}\left(\frac{1}{2} J\right)(1-\beta \cos 2 v) . \tag{3.77}
\end{equation*}
$$

The fourth power to which $\sin \frac{1}{2} J$ is raised in Eq. (3.77) shows the smallness of $\mathcal{H}_{1}$ compared to $\mathcal{H}_{0}$.

While the term $\mathcal{H}_{0}$, the main problem of short-axis-mode (SAM) rotation [391], remains integrable, at variance with the case of small triaxiality discussed in §3.2.6 the
intermediary Hamiltonian $\mathcal{H}_{0}$ is not reduced. Therefore, the customary complete reduction of the zeroth order term is carried out before approaching the solution by perturbations.

We note that Eq. (3.76) is formally analogous to Eq. (3.70), in which $J$ is replaced by $J^{*}=\frac{1}{2} J$ and $\alpha$ by $\alpha^{*}=4 \alpha$. But this subtle change from $J$ to $\frac{1}{2} J$ has removed the exponent 2 from the variable $N$, thus preventing the appearance of square roots in the solution of the Hamilton-Jacobi equation and the consequent appearance of elliptic functions. While the computation of the solution of the Hamilton-Jacobi equation is now notably simpler than in the full problem [391], a more direct approach is as follows.

First of all, we recall that Andoyer variables are singular when $J=0$, a case that is close to the usual SAM rotation. Hence, it is customary to reformulate the problem in nonsingular variables [287]. Thus, we start applying the canonical transformation $(\mu, v, M, N) \mapsto(g, \theta, G, \Theta)$, given by

$$
\begin{equation*}
g=\mu+v, \quad G=M, \quad \theta=-\sqrt{2(M-N)} \sin v, \quad \Theta=\sqrt{2(M-N)} \cos v, \tag{3.78}
\end{equation*}
$$

which formally converts Eq. (3.76) into the Hamiltonian of a harmonic oscillator,

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{G^{2}}{2 C}\left[1+\frac{1-\beta}{G} \alpha \frac{1}{2}\left(\Theta^{2}+\omega^{2} \theta^{2}\right)\right], \tag{3.79}
\end{equation*}
$$

of frequency $\omega=\sqrt{(1+\beta) /(1-\beta)}$. Next, the standard transformation to harmonic variables (2.40), which we now write

$$
\begin{equation*}
\Theta=\sqrt{2 \omega L} \cos \ell, \quad \theta=\sqrt{2 L / \omega} \sin \ell, \tag{3.80}
\end{equation*}
$$

is applied to Eq. (3.79) to give

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{G^{2}}{2 C}+\alpha(1-\beta) \frac{G}{C} \omega L \tag{3.81}
\end{equation*}
$$

which completely reduces the Hamiltonian of the main problem of the SAM rotation in the action-angle variables ( $\ell, g, L, G$ ); cf. [391].

By further applying the transformations (3.78) and (3.80) to the perturbation $\mathcal{H}_{1}$ in Eq. (3.77), we obtain

$$
\mathcal{H}_{1}=-\left[\alpha(1-\beta) \frac{G}{C} \omega L\right] \omega \frac{L}{G}\left(\frac{1}{2}-\frac{\beta}{1+\beta} \sin ^{2} \ell\right),
$$

in which the coefficient $L / G$ manifests the smallness of $\mathcal{H}_{1}$ with respect to $\mathcal{H}_{0}$. The Hamiltonian $\mathcal{H}=\mathcal{H}_{0}(L)+\epsilon \mathcal{H}_{1}(\ell, L)$ takes the form of a perturbed harmonic oscillator, whose solution can be approached by Lie transforms following analogous steps to those carried out in the example in §2.2.2.

However, to further illustrate the application of the Lie transform method rather than the standard case in which the disturbing function is expanded as a Fourier series, we go back to Eq. (3.79) and, instead of using the harmonic transformation (3.80),
we rewrite it in real $(g, G)$ and complex variables $(u, U)$ [399]. To do that, we apply the canonical transformation

$$
\begin{equation*}
\theta=(u-\mathbf{i} U) \sqrt{2 \omega}, \quad \Theta=(U-\mathbf{i} u) \sqrt{\omega / 2}, \tag{3.82}
\end{equation*}
$$

where $\mathbf{i} \equiv \sqrt{-1}$ denotes the imaginary unit. It yields

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{G^{2}}{2 C}\left(1-\frac{2 \kappa}{G} \mathbf{i} u U\right) \tag{3.83}
\end{equation*}
$$

in which we abbreviated $\kappa=\alpha(1+\beta) / \omega=\alpha \sqrt{1-\beta^{2}}$.
On the other hand, consecutive application of the transformations (3.78) and (3.82) to the perturbation term (3.77) yields

$$
\begin{equation*}
\mathcal{H}_{1}=\frac{\alpha}{4 C}\left[2 u^{2} U^{2}-\mathbf{i} \beta\left(u^{3} U-u U^{3}\right)\right], \tag{3.84}
\end{equation*}
$$

which is a homogeneous polynomial of degree 4 in $u^{j} U^{k}$. Because $\mathcal{H}_{1}$ is free from $g$ and $G$, the integral $G$ plays the role of a dynamical parameter, and the Lie derivative (2.49) of the Hamiltonian flow (3.83) takes the form

$$
\begin{equation*}
\mathcal{L}_{0}=G \frac{\kappa}{C} \mathbf{i}\left(U \frac{\partial}{\partial U}-u \frac{\partial}{\partial u}\right) . \tag{3.85}
\end{equation*}
$$

For a generic monomial $u^{j} U^{k}, \mathcal{L}_{0}\left(u^{j} U^{k}\right)=G(\kappa / C)(k-j) \mathbf{i} u^{j} U^{k}$, which vanishes when $j=k$. Therefore, the elements of the kernel of the Lie derivative (3.85) are the monomials $u^{j} U^{k}$ with $j=k$, whereas the image of the Lie derivative is made of monomials $u^{j} U^{k}$ with $k \neq j$.

The solution of the homological equation is then trivial in complex variables by simply noting that each term of the image $q_{j, k} u^{j} U^{k}$, where $q_{j, k}$ denotes some numeric coefficient, contributes a term $p_{j, k} q_{j, k} u^{j} U^{k}$ to the generating function, where

$$
\begin{equation*}
p_{j, k}=\frac{C}{G \kappa} \frac{\mathbf{i}}{j-k} . \tag{3.86}
\end{equation*}
$$

In consequence, the construction of the perturbation solution of a free rigid body in SAM rotation becomes a simple exercise of polynomial algebra. Let us check this.

The perturbation Hamiltonian is $\mathcal{H}=\sum_{m \geq 0}\left(\varepsilon^{m} / m!\right) \mathcal{H}_{m, 0}(u, U)$, with a formal small parameter $\varepsilon \equiv 1, \mathcal{H}_{0,0}=\mathcal{H}_{0}$ from Eq. (3.83), $\mathcal{H}_{1,0}=\mathcal{H}_{1}$ from Eq. (3.84), and $\mathcal{H}_{m, 0}=0$ for $m \geq 2$. At first order

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}=\frac{\alpha}{2 C} u^{2} U^{2}-\frac{\alpha \beta}{4 C} \mathbf{i} u^{3} U+\frac{\alpha \beta}{4 C} \mathbf{i} u U^{3}, \tag{3.87}
\end{equation*}
$$

where the first summand on the right side pertains to the kernel of the Lie derivative (3.85), whereas the other two summands are members of the image. Then we select

$$
\mathcal{H}_{0,1}=\frac{\alpha}{2 C} u^{2} U^{2}
$$

Next, the second summand on the right side of Eq. (3.87)-whose monomial $u^{j} U^{k}$ has exponents $j=3$ and $k=1$-is multiplied by $p_{3,1}=\mathbf{i} C /(2 G \kappa)$, as follows from Eq. (3.86), whereas the last summand is multiplied by $p_{1,3}=-\mathbf{i} C /(2 G \kappa)$, to give

$$
\mathcal{W}_{1}=\frac{\alpha \beta}{8 G \kappa}\left(u^{3} U+u U^{3}\right)
$$

At second order, we find

$$
\widetilde{\mathcal{H}}_{0,2}=\frac{\alpha^{2} \beta}{2 G C \kappa} u^{2} U^{4}-\frac{\alpha^{2} \beta}{2 G C \kappa} u^{4} U^{2}-\frac{\alpha^{2} \beta^{2}}{2 G C \kappa} \mathbf{i} u^{3} U^{3},
$$

where the last summand pertains to the kernel and the other two are elements of the image. Then we choose

$$
\mathcal{H}_{0,2}=-\frac{\alpha^{2} \beta^{2}}{2 G C \kappa} \mathbf{i} u^{3} U^{3}
$$

and solve the homological equation by adding the result of multiplying the first summand of $\widetilde{\mathcal{H}}_{0,2}$ by $p_{2,4}$, and the second summand by $p_{4,2}$. Using Eq. (3.86), we get

$$
\mathcal{W}_{2}=-\mathbf{i} \frac{\alpha^{2} \beta}{4 G^{2} \kappa^{2}}\left(u^{4} U^{2}+u^{2} U^{4}\right)
$$

It follows the computation of $\mathcal{H}_{1,1}$ to complete the corresponding diagonal of Deprit's triangle (2.16) before proceeding to the next order.

Straightforward computations, and the final replacement of the original variables by the new ones, yield the completely reduced Hamiltonian

$$
\begin{equation*}
\mathcal{K}=\frac{G^{2}}{2 C}\left[1+\kappa \mathbf{i} \frac{u^{\prime} U^{\prime}}{G} \sum_{m \geq 0} b_{m}(\beta)\left(-\frac{\alpha}{\kappa} \mathbf{i} \frac{u^{\prime} U^{\prime}}{G}\right)^{m}\right], \tag{3.88}
\end{equation*}
$$

where $b_{0}=-2, b_{1}=1$, and the remaining $b_{m}$ denote polynomials in the triaxiality coefficient $\beta$, the first of which are given in Table 3.4.

Table 3.4: Triaxiality polynomials in Eq. (3.88) [399].

| $b_{2}=\beta^{2}$ | $b_{6}=\frac{1}{128} \beta^{2}\left(45 \beta^{4}+354 \beta^{2}+128\right)$ |
| :--- | :--- |
| $b_{3}=\frac{5}{8} \beta^{2}$ | $b_{7}=\frac{9}{1024} \beta^{2}\left(265 \beta^{4}+650 \beta^{2}+128\right)$ |
| $b_{4}=\frac{3}{32} \beta^{2}\left(3 \beta^{2}+8\right)$ | $b_{8}=\frac{5}{8192} \beta^{2}\left(953 \beta^{6}+14888 \beta^{4}+17120 \beta^{2}+2048\right)$ |
| $b_{5}=\frac{7}{32} \beta^{2}\left(5 \beta^{2}+4\right)$ | $b_{9}=\frac{11}{8192} \beta^{2}\left(4075 \beta^{6}+20212 \beta^{4}+13104 \beta^{2}+1024\right)$ |

Needles to say that the desired Hamiltonian reduction has been effectively achieved by the Lie transform process. Indeed, in spite of the new Hamiltonian (3.88) depending
on both complex variables, in addition to the integral $G$, it must be noted that $\mathcal{K}=$ $\mathcal{K}\left(G,-\mathbf{i} u^{\prime} U^{\prime}\right)$, where $-\mathbf{i} u U=L$, as readily checked by applying to the complex variables the inverse transformation of Eq. (3.82), namely

$$
u=(\mathbf{i} \Theta+\omega \theta) / \sqrt{2 \omega}, \quad U=(\Theta+\mathbf{i} \omega \theta) / \sqrt{2 \omega},
$$

followed by Eq. (3.80).
A caveat is in order in reference to the coefficient $\alpha / \kappa=\left(1-\beta^{2}\right)^{-1 / 2}$ in Eq. (3.88), which can make the Hamiltonian in new variables converge slowly in the case of almost prolate bodies ( $\beta \approx 1$ ). In such a critical case, carrying out a perturbation approach based on a physical parameter $\tilde{\beta}(\beta) \ll 1$ should be a better option. The choice $\tilde{\beta}=(1-\beta) /(1+3 \beta)$, which plays the symmetric role of $\beta$ in the case of rotations about the axis of minimum inertia [295], may apply.

As regards the generating function, it is written in the form

$$
\begin{equation*}
\mathcal{W}=\beta\left(u^{2}+U^{2}\right) u U \sum_{m \geq 0} \frac{1}{m!} \frac{\alpha^{m}}{\kappa^{m} G^{m}}(u U)^{\lfloor m / 2\rfloor} w_{m}, \tag{3.89}
\end{equation*}
$$

where $\lfloor m / n\rfloor$ denotes the integer division of the integers $m$ and $n, w_{1}=\frac{1}{8}, w_{2}=-\frac{1}{4} \mathbf{i}$ and the first few terms $w_{n}$ are given in Table 3.5; cf. [399]. The relations $U^{2}+u^{2}=2 \mathbf{i} L \sin 2 \ell$, $U^{2}-u^{2}=2 L \cos 2 \ell, U^{4}+u^{4}=2 L^{2} \cos 4 \ell$, and $U^{6}-u^{6}=2 L^{3} \cos 6 \ell$ are useful in the translation of the generating function from complex to action-angle variables.

Table 3.5: Coefficients $w_{m}$ in Eq. (3.89), cf. [399].

```
\(w_{3}=-\frac{3}{8}\left(\beta^{2}+2\right) u U+\frac{5}{64} \beta \mathbf{i}\left(U^{2}-u^{2}\right)\)
\(w_{4}=\frac{3}{32}\left(57 \beta^{2}+32\right) \mathbf{i} u U+\frac{3}{64} \beta\left(9 \beta^{2}+20\right)\left(U^{2}-u^{2}\right)\)
\(w_{5}=\frac{1}{32}\left(343 \beta^{4}+2024 \beta^{2}+480\right) u^{2} U^{2}-\frac{11}{64} \beta^{2}\left(\beta^{2}+2\right)\left(u^{4}+U^{4}\right)-\frac{3}{32} \beta\left(147 \beta^{2}+100\right) \mathbf{i} u U\left(U^{2}-u^{2}\right)\)
\(w_{6}=-\frac{15}{32}\left(909 \beta^{4}+1588 \beta^{2}+192\right) \mathbf{i} u^{2} U^{2}+\frac{15}{64} \beta^{2}\left(63 \beta^{2}+44\right) \mathbf{i}\left(u^{4}+U^{4}\right)\)
    \(-\frac{15}{32} \beta\left(91 \beta^{4}+653 \beta^{2}+200\right) u U\left(U^{2}-u^{2}\right)\)
\(w_{7}=-\frac{45}{2048} \beta^{3}\left(283 \beta^{2}+186\right) \mathbf{i}\left(U^{6}-u^{6}\right)+\frac{45}{64} \beta^{2}\left(116 \beta^{4}+917 \beta^{2}+308\right) u U\left(u^{4}+U^{4}\right)\)
    \(+\frac{45}{2048} \beta\left(124067 \beta^{4}+272282 \beta^{2}+44800\right) \mathbf{i} u^{2} U^{2}\left(U^{2}-u^{2}\right)\)
    \(-\frac{45}{32}\left(720 \beta^{6}+8345 \beta^{4}+6496 \beta^{2}+448\right) u^{3} U^{3}\)
```

The computation of the direct and inverse transformation equations is standard and only requires the evaluation of Poisson brackets, as described in §2.1.3.

Finally, in the case in which both $\beta$ and $\sigma=2 \sin ^{2} \frac{1}{2} J$ are small, the question of which perturbation approach would be the most convenient emerges naturally. The answer will obviously depend on the particular values taken by the triaxiality parameter and the inclination on the equatorial plane of the body with respect to the invariable plane. However, in common cases, the SAM perturbation approach provides
a much more efficient procedure than the one based on a small triaxiality. This fact is illustrated in Table 3.6, in which the physical small parameter $\beta$ is computed from Eq. (3.71), and $J_{0}$ is a bound for $J$ [347].

Table 3.6: Inertia parameters and inclination angle for different solar system bodies. Adapted by permission from Springer: [391].

| Body [Ref.] | $\boldsymbol{A} / \boldsymbol{C}$ | $\boldsymbol{B} / \boldsymbol{C}$ | $\boldsymbol{\beta}$ | $\boldsymbol{J}_{\mathbf{0}}$ | $\boldsymbol{\sigma}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Mars [143, 614] | 0.994292 | 0.994981 | 0.0646 | $0.1^{\prime \prime}$ | $\mathcal{O}\left(10^{-13}\right)$ |
| Earth [208] | 0.996720 | 0.996722 | 0.0003 | $1^{\prime \prime}$ | $\mathcal{O}\left(10^{-11}\right)$ |
| Moon [208, 527] | 0.999368 | 0.999601 | 0.2261 | $6.2^{\prime \prime}$ | $\mathcal{O}\left(10^{-10}\right)$ |
| Eros [615] | 0.229427 | 0.963754 | 0.9779 | $55^{\prime \prime}$ | $\mathcal{O}\left(10^{-8}\right)$ |

# Part II: Perturbed elliptic motion: Artificial satellite theory 

## 4 The Kepler problem

The Kepler problem describes the relative motion of two point masses under their mutual gravitational attraction. The three degrees of freedom of the Kepler problem are reduced by the integrals derived from the conservation of the angular momentum vector, which defines the orbital plane and makes the problem integrable. Moreover, the Kepler problem is a superintegrable Hamiltonian system [192] due to the additional integrals provided by the eccentricity vector. ${ }^{1}$ Because of that, it can be reduced to a set of five constant elements, which determine the nature of the orbit, and a single variable that reckons the relative motion of one of the particles with respect to the other from some initial epoch. Obviously, the orbital elements in any form are unavoidably tied to the two fundamental vectors of the Kepler problem. In addition, the angular momentum vector and the eccentricity vector are the basis of the apsidal frame, which is fundamental in the vectorial formulation of perturbed Keplerian motion.

The elliptic case of the Keplerian motion is the basic integrable model in which bounded orbital motion hinges on. When the reduction to elements is carried out by the Hamilton-Jacobi method, it provides the action-angle variables in which perturbed Keplerian motion is naturally approached by perturbation methods [61, 358]. Therefore, the solution of the Hamilton-Jacobi equation of the Kepler Hamiltonian and the following particularization of the transformation to the case of action-angle variables are discussed in some detail, mostly following analogous descriptions in [395] (see also [154, 171]). Alternative derivations of these variables rely on the use of Lagrange brackets [1, 78] or on purely geometric considerations [189].

### 4.1 The orbital frame

Let $(O, i, j, \boldsymbol{k})$ be an inertial orthonormal frame, and let $\boldsymbol{x}$ be the position vector of a particle with respect to the origin $O$, and $\dot{\boldsymbol{x}}=\mathrm{d} \boldsymbol{x} / \mathrm{d} t$ its velocity. The angular momentum (per unit of mass) $\boldsymbol{G}=\boldsymbol{x} \times \dot{\boldsymbol{X}}$ defines the orbital plane, which is the instantaneous plane orthogonal to $\boldsymbol{G}$ where the motion takes place.

Let $G=\|\boldsymbol{G}\|$ and define the unit vector $\boldsymbol{n}=\boldsymbol{G} / G$ in the normal direction to the orbital plane. Then $\boldsymbol{n} \cdot \boldsymbol{k}=\cos I$, where the angle $0 \leq I \leq \pi$ is the inclination of the orbital plane with respect to the inertial $(\mathbf{i}, \boldsymbol{j})$ plane. The product $\boldsymbol{k} \times \boldsymbol{n}=\boldsymbol{e} \sin I$ defines the unit vector $\boldsymbol{\ell}=\boldsymbol{i} \cos v+\boldsymbol{j} \sin v$ that materializes the direction of the ascending node $0 \leq \nu<2 \pi$ of the orbital plane on the inertial plane. The nodal frame is then defined by the orthonormal frame ( $O, \boldsymbol{\ell}, \boldsymbol{n} \times \boldsymbol{\ell}, \boldsymbol{n}$ ).

Finally, let $r=\|\boldsymbol{x}\|$, and let $\boldsymbol{u}=\boldsymbol{x} / r$ be a unit vector in the radial direction. Then the orbital frame is defined by the radial, transversal and normal directions ( $O, \boldsymbol{u}, \boldsymbol{n} \times \boldsymbol{u}, \boldsymbol{n}$ ).
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The components of the radial direction in the nodal frame $\boldsymbol{u}=\boldsymbol{\ell} \cos \theta+(\boldsymbol{n} \times \boldsymbol{\ell}) \sin \theta$ define the argument of the latitude $0 \leq \theta<2 \pi$, which is the polar angle in the orbital plane.

The components of the position and velocity vectors in the orbital frame are

$$
\begin{equation*}
\boldsymbol{x}=(r, 0,0), \quad \dot{\boldsymbol{x}}=(\dot{r}, r \dot{\theta}, 0) . \tag{4.1}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\boldsymbol{G}=r^{2} \dot{\theta} \boldsymbol{n}, \tag{4.2}
\end{equation*}
$$

from which, replacing $\boldsymbol{G}=\mathbf{G n}$, we obtain the fundamental relation

$$
\begin{equation*}
r^{2} \mathrm{~d} \theta=G \mathrm{~d} t . \tag{4.3}
\end{equation*}
$$

On the other hand, if ( $x, y, z$ ) and $(\dot{x}, \dot{y}, \dot{z})$ are the components of the position and velocity vectors in the inertial frame, respectively, we obtain

$$
\left(\begin{array}{cc}
x & \dot{x}  \tag{4.4}\\
y & \dot{y} \\
z & \dot{z}
\end{array}\right)=R_{3}(-v) R_{1}(-I) R_{3}(-\theta)\left(\begin{array}{cc}
r & \dot{r} \\
0 & r \dot{\theta} \\
0 & 0
\end{array}\right) .
$$

### 4.2 Kepler Hamiltonian

Let us consider a system of two points of masses $m_{1}$ and $m_{2}$, respectively, under the only action of their mutual gravitational attraction. The conservation of linear momentum constrains the center of mass of the system to evolve with linear motion. Let $\boldsymbol{\xi}=\boldsymbol{\xi}_{0}+\boldsymbol{c} \boldsymbol{t}$, with $\boldsymbol{\xi}_{0}$ and $\boldsymbol{c}$ constant, be the position of the center of mass in the inertial frame, and let $\boldsymbol{\xi}_{j}=\boldsymbol{\xi}+\boldsymbol{x}_{\boldsymbol{j}}, \boldsymbol{j}=1,2$, be the position of the particle of mass $m_{j}$. Then, from Newton's gravitational law,

$$
m_{j} \frac{\mathrm{~d}^{2} \boldsymbol{\xi}_{j}}{\mathrm{~d} t^{2}}=m_{j} \frac{\mathrm{~d}^{2} \boldsymbol{x}_{j}}{\mathrm{~d} t^{2}}=(-1)^{j} \frac{\mathcal{G} m_{1} m_{2}}{\left\|\boldsymbol{x}_{1}-\boldsymbol{x}_{2}\right\|^{3}}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{2}\right), \quad j=1,2,
$$

where $\mathcal{G}$ denotes the gravitational constant. Then the equation of motion of the relative motion $\boldsymbol{x}=\boldsymbol{x}_{2}-\boldsymbol{x}_{1}$ is

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{x}}{\mathrm{~d} t^{2}}=-\frac{\mu}{\|\boldsymbol{x}\|^{3}} \boldsymbol{x} \tag{4.5}
\end{equation*}
$$

where $\mu=\mathcal{G}\left(m_{1}+m_{2}\right)$ is the gravitational parameter. Note that Eq. (4.5) is singular for $\|\boldsymbol{x}\|=0$.

The right side of Eq. (4.5) is the opposite of the gradient of the potential energy $V=-\mu /(\boldsymbol{x} \cdot \boldsymbol{x})^{1 / 2}$, which, jointly with the kinetic energy (per unit of mass) $T=\frac{1}{2}(\dot{\boldsymbol{x}} \cdot \dot{\boldsymbol{x}})$, defines the Lagrangian of the Kepler problem,

$$
\begin{equation*}
\mathfrak{L}=T-V=\frac{1}{2}(\dot{\boldsymbol{x}} \cdot \dot{\boldsymbol{x}})+\frac{\mu}{\sqrt{\boldsymbol{X} \cdot \boldsymbol{x}}} . \tag{4.6}
\end{equation*}
$$

The conjugate momentum per unit of mass to the position vector is

$$
\begin{equation*}
\boldsymbol{X}=\frac{\partial \mathfrak{L}}{\partial \dot{\boldsymbol{x}}}=\dot{\boldsymbol{x}}, \tag{4.7}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \boldsymbol{X} \cdot \boldsymbol{X}-\frac{\mu}{\sqrt{\boldsymbol{X} \cdot \boldsymbol{x}}}, \tag{4.8}
\end{equation*}
$$

which is a Hamiltonian of three degrees of freedom when the vectors are expressed by their Cartesian coordinates $\boldsymbol{X}=(x, y, z), \boldsymbol{X}=(X, Y, Z)$.

The Lagrangian (4.6) is written in polar coordinates using Eq. (4.1). We obtain $\mathfrak{L}=$ $\frac{1}{2}\left(\dot{r}^{2}+r^{2} \dot{\theta}^{2}\right)+\mu / r$, from which the conjugate momenta to $r$ and $\theta$ are, respectively,

$$
\begin{equation*}
R=\frac{\partial \mathfrak{L}}{\partial \dot{r}}=\dot{r}, \quad \Theta=\frac{\partial \mathfrak{L}}{\partial \dot{\theta}}=r^{2} \dot{\theta} . \tag{4.9}
\end{equation*}
$$

That is, for the Kepler problem the conjugate momentum to $r$ is the radial velocity, and the conjugate momentum to $\theta$ is the total angular momentum, as follows from Eq. (4.2). Hence,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}, \tag{4.10}
\end{equation*}
$$

where $\theta$ is a cyclic variable and, in consequence, $\Theta$ is an integral of the Kepler problem. That is, by the simple expedient of transforming Cartesian into polar variables one has carried out a double reduction of the Kepler Hamiltonian, which in polar variables is a Hamiltonian of one degree of freedom, $\mathcal{H}=\mathcal{H}(r, R)$, thus showing the integrability of the Kepler problem.

If we now use Eqs. (4.7) and (4.9) to replace velocities by momenta in Eq. (4.4), we obtain

$$
\left(\begin{array}{cc}
x & X  \tag{4.11}\\
y & Y \\
z & Z
\end{array}\right)=R_{3}(-v) R_{1}(-I) R_{3}(-\theta)\left(\begin{array}{cc}
r & R \\
0 & \Theta / r \\
0 & 0
\end{array}\right)
$$

from which it is readily checked that $\boldsymbol{X} \cdot \mathrm{d} \boldsymbol{x}=R \mathrm{~d} r+\Theta \mathrm{d} \theta+\Theta \cos I \mathrm{~d} v$, where

$$
\begin{equation*}
N=\Theta \cos I \tag{4.12}
\end{equation*}
$$

is the third component of the angular momentum $\boldsymbol{G} \cdot \boldsymbol{k}$ in the particular case of Keplerian motion. Therefore, the mapping $(\boldsymbol{x}, \boldsymbol{X}) \mapsto(r, \theta, v, R, \Theta, N)$ from Cartesian to polar-nodal variables, sometimes called Hill [293] or Whittaker variables [679], defines a canonical transformation of the Mathieu type [680].

We remark that the definition of the canonical transformation from Cartesian to polar variables given by Eqs. (4.11)-(4.12) does not involve the Kepler problem, and hence is a purely geometrical definition. To the contrary, Eq. (4.9) is a particularization for the Kepler problem. Therefore, the exact physical meaning of $R$ and $\Theta$ will depend on the specific problem in which these variables are used.

### 4.3 Hamilton-Jacobi reduction

The simple formulation of the Kepler Hamiltonian in polar variables has disclosed three integrals of the problem: the total angular momentum $\Theta=G$, the third component of the angular momentum vector in the inertial frame $N=\Theta \cos I$, and the argument of the node $v$. That is, because

$$
\begin{equation*}
(\boldsymbol{G} \cdot \boldsymbol{i}, \boldsymbol{G} \cdot \boldsymbol{j}, \boldsymbol{G} \cdot \boldsymbol{k})^{\tau}=R_{3}(-v) R_{1}(-I)(0,0, \Theta)^{\tau}, \tag{4.13}
\end{equation*}
$$

these three integrals represent the conservation of the angular momentum vector $\boldsymbol{G}$ a case, in which Eq. (4.3) reduces to Kepler's law of areas. Still, additional integrals will be disclosed in a following integration of Eq. (4.10).

Like in the examples of Chapter 3, the Kepler problem is solved by complete Hamiltonian reduction of Eq. (4.10) using the Hamilton-Jacobi equation. That is, we look for a canonical transformation $(r, \theta, v, R, \Theta, N) \mapsto(\ell, g, h, L, G, H)$ such that it transforms Eq. (4.10) into a function of only the new momenta. Because $N, v$, and $\theta$ are ignorable variables in Eq. (4.10), we choose the generating function of the transformation in separate variables $S=v H+\theta G+W(r, L, G)$.

Then the transformation equations

$$
\begin{equation*}
N=\frac{\partial S}{\partial v}=H, \quad \Theta=\frac{\partial S}{\partial \theta}=G, \quad h=\frac{\partial S}{\partial H}=v \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\ell=\frac{\partial W}{\partial L}, \quad g=\theta+\frac{\partial W}{\partial G}, \quad R=\frac{\partial W}{\partial r} \tag{4.15}
\end{equation*}
$$

are plugged into Eq. (4.10) to form the Hamilton-Jacobi equation

$$
\frac{1}{2}\left[\left(\frac{\partial W}{\partial r}\right)^{2}+\frac{G^{2}}{r^{2}}\right]-\frac{\mu}{r}=\Phi(L, G)
$$

which is solved for $W$ to give $W=G \int \sqrt{Q(r ; \Phi(L, G), G)} \mathrm{d} r$, where the radicand $Q \geq 0$ is the quadratic form

$$
\begin{equation*}
Q=-\frac{1}{r^{2}}+2 \frac{\mu}{G^{2}} \frac{1}{r}+2 \frac{\Phi}{G^{2}} . \tag{4.16}
\end{equation*}
$$

The nontrivial part of the transformation is found by replacing $W$ into Eq. (4.15). We obtain

$$
\begin{equation*}
R=G \sqrt{Q}, \tag{4.17}
\end{equation*}
$$

and, after straightforward computations,

$$
\begin{equation*}
\ell=\frac{\partial \Phi}{\partial L} \mathcal{I}_{1}, \quad g=\theta+\frac{\partial \Phi}{\partial G} \mathcal{I}_{1}+G \mathcal{I}_{2} \tag{4.18}
\end{equation*}
$$

where the integrals

$$
\begin{equation*}
\mathcal{I}_{1}=\int_{r_{0}}^{r} \frac{1}{R(r)} \mathrm{d} r, \quad \mathcal{I}_{2}=\int_{s_{0}}^{s} \frac{1}{R(s)} \mathrm{d} s, \quad s=\frac{1}{r}, \tag{4.19}
\end{equation*}
$$

will be solved for the case of bounded motion $0<r_{\mathrm{P}} \leq r \leq r_{\mathrm{A}}<\infty$, in which we choose the lower integration limit $r_{0}=1 / s_{0}=r_{\mathrm{P}}$.

First of all, we rearrange Eq. (4.16) in the form

$$
\begin{equation*}
Q=\left(\frac{1}{r}-\frac{1}{r_{\mathrm{A}}}\right)\left(\frac{1}{r_{\mathrm{P}}}-\frac{1}{r}\right) \tag{4.20}
\end{equation*}
$$

where, calling

$$
\begin{equation*}
p=G^{2} / \mu, \quad a=\mu /(-2 \Phi) \tag{4.21}
\end{equation*}
$$

from the properties of the roots of a quadratic equation we obtain

$$
\begin{equation*}
\frac{1}{r_{\mathrm{A}}}+\frac{1}{r_{\mathrm{P}}}=\frac{2}{p}, \quad \frac{1}{r_{\mathrm{A}}} \frac{1}{r_{\mathrm{P}}}=\frac{1}{a p} . \tag{4.22}
\end{equation*}
$$

That is, $r_{\mathrm{A}}=a(1+\sqrt{1-p / a}) \geq r_{\mathrm{P}}=a(1-\sqrt{1-p / a})$, from which $0<p \leq a$. Besides, Eq. (4.21) shows that bounded Keplerian motion is constrained to negative energies ( $\Phi<0$ ).

If we further define

$$
\begin{equation*}
e=\sqrt{1-p / a}, \quad 0 \leq e<1 \tag{4.23}
\end{equation*}
$$

from which $p / a=1-e^{2}$, the roots of Eq. (4.20) are written either in the form

$$
\begin{equation*}
r_{\mathrm{A}}=a(1+e), \quad r_{\mathrm{P}}=a(1-e), \tag{4.24}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{r_{\mathrm{A}}}=\frac{1-e}{p}, \quad \frac{1}{r_{\mathrm{P}}}=\frac{1+e}{p} \tag{4.25}
\end{equation*}
$$

Now, to solve $\mathcal{I}_{1}$ we make the change of variable

$$
\begin{equation*}
r=a(1-e \cos u), \tag{4.26}
\end{equation*}
$$

which must be inserted into Eq. (4.19) to obtain both $R(r)$ and $\mathrm{d} r$ in terms of $u$. We check in Eq. (4.24) that $r(u=0)=r_{\mathrm{P}}$ and $r(u=\pi)=r_{\mathrm{A}}$. Then plugging Eqs. (4.26) and (4.24) into (4.20), which in turn is put into Eq. (4.17), we obtain

$$
\begin{equation*}
\frac{1}{R}=\sqrt{\frac{a}{\mu}} \frac{1-e \cos u}{e \sin u} . \tag{4.27}
\end{equation*}
$$

Replacing $\mathrm{d} r=a e \sin u \mathrm{~d} u$ and Eq. (4.27) in $\mathcal{I}_{1}$ in Eq. (4.19) with the lower integration limit $u=0$, we readily obtain

$$
\begin{equation*}
\mathcal{I}_{1}=\sqrt{\frac{a^{3}}{\mu}}(u-e \sin u) \tag{4.28}
\end{equation*}
$$

Analogous computations making the change of variable

$$
\begin{equation*}
\frac{1}{r}=\frac{1+e \cos f}{p} \tag{4.29}
\end{equation*}
$$

and using Eq. (4.25), that is, $r(f=0)=r_{\mathrm{P}}$ and $r(f=\pi)=r_{\mathrm{A}}$, yield

$$
\begin{equation*}
R=\frac{G}{p} e \sin f \tag{4.30}
\end{equation*}
$$

Then $\mathrm{d} s=\mathrm{d}(1 / r)=-(e / p) \sin f \mathrm{~d} f$ is computed from Eq. (4.29) and replaced, together with Eq. (4.30), into Eq. (4.19), to obtain

$$
\begin{equation*}
\mathcal{I}_{2}=-\frac{1}{G} f \Rightarrow g=\theta-f+\frac{\partial \Phi}{\partial G} \sqrt{\frac{a^{3}}{\mu}}(u-e \sin u) \tag{4.31}
\end{equation*}
$$

That is, Eq. (4.18) turns into

$$
\begin{equation*}
\ell=\frac{\partial \Phi}{\partial L} \sqrt{\frac{a^{3}}{\mu}}(u-e \sin u), \quad g=\theta-f+\frac{\partial \Phi}{\partial G} \sqrt{\frac{a^{3}}{\mu}}(u-e \sin u), \tag{4.32}
\end{equation*}
$$

where we recall that $a=a(\Phi)$ and $e=e(G, \Phi)$, as given by their definitions in Eqs. (4.21) and (4.23), respectively. Therefore, Eqs. (4.14), (4.17), and (4.32) define a family of canonical transformations, parameterized by $\Phi=\Phi(L, G)$.

On the other hand, using the definitions of $a, p$, and $e$ in Eqs. (4.21)-(4.23), the totally reduced Hamiltonian can be written in the standard form

$$
\begin{equation*}
\Phi=-\frac{\mu^{2}}{2 G^{2}}\left(1-e^{2}\right) \tag{4.33}
\end{equation*}
$$

where, because $e=e(L, G)$ is nondimensional, we take $e=e(\eta)$ with

$$
\begin{equation*}
\eta=G / L . \tag{4.34}
\end{equation*}
$$

Then, by the chain rule,

$$
\begin{aligned}
& \frac{\partial \Phi}{\partial L}=\frac{\partial \Phi}{\partial e} \frac{\partial e}{\partial \eta} \frac{\partial \eta}{\partial L}=-\frac{\mu^{2}}{G^{3}} e \eta^{2} \frac{\mathrm{de}}{\mathrm{~d} \eta} \\
& \frac{\partial \Phi}{\partial G}=\frac{\mu^{2}}{G^{3}}\left(1-e^{2}\right)+\frac{\partial \Phi}{\partial e} \frac{\partial e}{\partial \eta} \frac{\partial \eta}{\partial G}=\frac{\mu^{2}}{G^{3}}\left(1-e^{2}+e \eta \frac{\mathrm{~d} e}{\mathrm{~d} \eta}\right)
\end{aligned}
$$

that are replaced in turn into Eq. (4.32), to give

$$
\begin{align*}
& \ell=-\frac{e}{\left(1-e^{2}\right)^{3 / 2}} \eta^{2} \frac{\mathrm{~d} e}{\mathrm{~d} \eta}(u-e \sin u)  \tag{4.35}\\
& g=\theta-f+\frac{1}{\left(1-e^{2}\right)^{3 / 2}}\left(1-e^{2}+e \eta \frac{\mathrm{~d} e}{\mathrm{~d} \eta}\right)(u-e \sin u), \tag{4.36}
\end{align*}
$$

which, jointly with Eqs. (4.14) and (4.30), now parameterize by $e=e(\eta)$ the family of transformations that reduce the Kepler Hamiltonian to the standard form (4.33).

### 4.4 Solution in Delaunay variables

Now, we impose the requirement that $\ell=\ell(r)$ be an angle, where we recall that $r=r(u)$ and the auxiliary variable $u$ is an angle. Therefore, the angle condition $\oint \mathrm{d} \ell=2 \pi$ implies that $\ell$ must increase by $2 \pi$ when $r$ varies from $r(u=0)$ to $r(u=2 \pi)$. When the angle condition is applied to Eq. (4.35), we obtain

$$
\begin{equation*}
\frac{\mathrm{d} e}{\mathrm{~d} \eta}=-\frac{\left(1-e^{2}\right)^{3 / 2}}{e \eta^{2}} \tag{4.37}
\end{equation*}
$$

which is in separate variables and, hence, is solved by indefinite integration to give

$$
\begin{equation*}
e=\sqrt{1-\eta^{2}}=\sqrt{1-(G / L)^{2}} . \tag{4.38}
\end{equation*}
$$

Alternatively, we could have applied the angle condition also to Eq. (4.36), and replace the derivative $\mathrm{d} e / \mathrm{d} \eta$ by Eq. (4.37) to obtain the solution (4.38) without need of integration-like we did in $\S 3.2 .5$ to compute Eq. (3.63).

After plugging Eq. (4.38) into Eqs. (4.35) and (4.36), we get

$$
\begin{align*}
& \ell=u-e \sin u,  \tag{4.39}\\
& g=\theta-f, \tag{4.40}
\end{align*}
$$

the first of which is the famous Kepler equation.

Therefore, the transformation to action-angle variables given by Eqs. (4.39), (4.40), (4.14), and (4.30), completely reduces the Kepler Hamiltonian in polar-nodal variables, given in Eq. (4.10), to

$$
\begin{equation*}
\Phi=\Phi(-,-,-, L,-,-) \equiv-\frac{1}{2} \mu^{2} / L^{2} \tag{4.41}
\end{equation*}
$$

whose Hamilton equations show that the only non-null frequency of the Kepler problem is

$$
\begin{equation*}
\frac{\mathrm{d} \ell}{\mathrm{~d} t}=\frac{\partial \Phi}{\partial L}=\frac{\mu^{2}}{L^{3}} . \tag{4.42}
\end{equation*}
$$

Then the solution of the Kepler problem in action-angle variables is simply

$$
\begin{equation*}
\ell=\ell_{0}+n t, \quad g=g_{0}, \quad h=h_{0}, \quad L=L_{0}, \quad G=G_{0}, \quad H=H_{0} \tag{4.43}
\end{equation*}
$$

where

$$
\begin{equation*}
n=\mu^{2} / L^{3} \tag{4.44}
\end{equation*}
$$

is the usual abbreviation for the Keplerian mean motion. Note that $a=L^{2} / \mu$, as follows from the definition of $a$ in Eq. (4.21) and Eq. (4.41). Then, from Eq. (4.44),

$$
\begin{equation*}
L=n a^{2} . \tag{4.45}
\end{equation*}
$$

The solution (4.43) shows that both $g$ and $L$ are integrals of the Kepler problem in addition to the previously computed $G, H$, and $h$.

The set $(\ell, g, h, L, G, H)$ of action-angle canonical variables is traditionally known as Delaunay variables. Note the dynamical constraint $|H| \leq G \leq L$.

In spite of the Delaunay variables having been derived in the traditional way from the Hamiltonian reduction of the Kepler problem (see Chapter VII of [631], for instance), alternative derivations can be made based on the properties of Lagrange brackets (cf. [78] Chapter XI, §4-§9), or directly from a generating function [154]. In particular, the latter derivation unambiguously shows that the transformation from polar variables to Delaunay canonical variables is a purely geometric operation. Thus, for instance, while $\mathrm{d} \ell / \mathrm{d} t=n=\mu^{2} / L^{3}$ in the case of Keplerian motion, this is no longer true for perturbed Keplerian motion, in which the variation of $\ell$ must be obtained from the corresponding Hamilton equation of the perturbed Keplerian Hamiltonian.

In the Keplerian case, the meaning of the Delaunay variables and the auxiliary variables introduced in their computation is easily identified. Thus, besides the trivial equivalence $G=\Theta$, for the total angular momentum, $H=N$, for the third component of the angular momentum vector, and $h=v$ for the argument of the node, the known relations on the ellipse show that $\ell, u$, and $f$, are the mean, eccentric, and true anomalies, respectively, and $g$ is the argument of the periapsis [42,582]. Hence, $n$ is the mean
motion, and Eqs. (4.26) and (4.29) identify $a$ with the semi-major axis of the ellipse, $e$ with the eccentricity, and $p$ with the conic parameter. Finally, $L$ is called the Delaunay action.

Delaunay variables are the canonical counterpart of the classic Keplerian elements

$$
\begin{equation*}
a=\frac{L^{2}}{\mu}, \quad e=\sqrt{1-\frac{G^{2}}{L^{2}}}, \quad I=\arccos \frac{H}{G}, \quad \Omega=h, \quad \omega=g, \quad M=\ell, \tag{4.46}
\end{equation*}
$$

where $\Omega$ stands for the longitude of the ascending node, $\omega$ for the argument of the periapsis, and $M$ for the mean anomaly. As such, they are flawed with the same singularities. Thus, the eccentricity vanishes when $G=L$, a case in which the periapsis is not defined. Besides, the case $H= \pm G$ implies that either $I=0$ or $I=\pi$ (equatorial orbits), and the node is not defined.

The complete Hamiltonian reduction process obviously provides the same results as the classical integration of the Newtonian equations (4.5); cf. [42, 139]. Indeed, starting from the Newtonian equations of motion, classical results demonstrate the conservation of the angular momentum vector

$$
\begin{equation*}
\boldsymbol{G}=\boldsymbol{x} \times \dot{\boldsymbol{x}}, \tag{4.47}
\end{equation*}
$$

of the eccentricity vector

$$
\begin{equation*}
\boldsymbol{e}=\frac{1}{\mu} \dot{\boldsymbol{x}} \times \boldsymbol{G}-\frac{\boldsymbol{x}}{r}, \tag{4.48}
\end{equation*}
$$

and of the energy

$$
\begin{equation*}
E=-\frac{\mu}{2 a} \tag{4.49}
\end{equation*}
$$

The first provides three integrals $\Omega, I$ and $\Theta$, which are equivalent to those $(\Theta, v=\Omega$, and $H=\Theta \cos I$ ) provided by the first Hamiltonian reduction from Cartesian to polarnodal variables carried out in §4.2, and which were explicitly written in Eq. (4.13). On the other hand, in view of $\boldsymbol{G} \cdot \boldsymbol{e}=0$, the eccentricity vector integral found in the classical approach only provides two new independent integrals, which are given by its components in the nodal frame ( $e \cos \omega, e \sin , \omega, 0$ ). That is, $e$ and $\omega$ are constant. The second Hamiltonian reduction, from polar-nodal to Delaunay variables, also shows that $g=\omega$ is an integral, but, instead of $e$, it introduces the integral $L$, which essentially shows the conservation of energy, as shown in Eq. (4.41). Conversely, the energy is a derived integral in the Newtonian approach $E=E(\boldsymbol{e}, \boldsymbol{G}) \equiv \frac{1}{2} \mu\left(1-e^{2}\right) / G^{2}$, whereas in the Hamiltonian reduction process the derived integral is the eccentricity $e=e(G, L) \equiv \sqrt{1-G^{2} / L^{2}}$.

Finally, it is worth noting that Kepler laws are easily identified in the HamiltonJacobi reduction process. The first one comes from the fact that the change of variable
in Eq. (4.29) is the equation of a conic. The law of areas is given by the differential relation (4.3) and the fact that $G$ is constant in the Kepler problem. The third Kepler law $T^{2} \propto a^{3}$ is derived by computing the orbital period $T=2 \pi / n$ from Eq. (4.44), in which $L$ is replaced by $\sqrt{\mu a}$, as follows from the elimination of $\Phi$ between Eqs. (4.21) and (4.41).

### 4.5 Useful relations for perturbed Keplerian motion

A series of relations that are of general application to perturbed Keplerian motion are readily derived from the integrable case of Keplerian motion. In particular, the redundant vectorial formulation of the perturbed Keplerian motion is of interest in the case of third-body perturbations, both of gravitational and of nongravitational origin, as will be shown in $\S 8.2$ and $\S 9.1$. Besides, since the Lie derivative constrains the variation of a given function to some integrable flow, we will show how standard differential relations between the different anomalies of the Keplerian motion help in solving the homological equation of perturbed Keplerian motion in closed form.

### 4.5.1 The apsidal frame. Fundamental vectors

The angular momentum vector and the eccentricity vector are fundamental vectors of the Keplerian motion that are used to define the apsidal frame ( $0, \hat{\boldsymbol{e}}, \hat{\boldsymbol{b}}, \boldsymbol{n}$ ), in which the unit vector $\hat{\boldsymbol{e}}=\boldsymbol{e} / e$ has the direction of the eccentricity vector (4.48), the unit vector $\boldsymbol{n}=\boldsymbol{G} / \boldsymbol{G}$ has the direction of the angular momentum vector (4.47), and the unit vector $\hat{\boldsymbol{b}}=\boldsymbol{n} \times \hat{\boldsymbol{e}}$ completes an orthonormal frame. This frame is fixed, contrary to the orbital frame introduced in §4.1, and hence is quite useful in isolating the contribution of short-period effects. In particular,

$$
\begin{equation*}
\boldsymbol{r}=(\hat{\boldsymbol{e}} \cdot \boldsymbol{r}) \hat{\boldsymbol{e}}+(\hat{\boldsymbol{b}} \cdot \boldsymbol{r}) \hat{\boldsymbol{b}}=(r \cos f) \hat{\boldsymbol{e}}+(r \sin f) \hat{\boldsymbol{b}} . \tag{4.50}
\end{equation*}
$$

The apsidal frame is also useful in the description of perturbed Keplerian motion, a case in which it is no longer a fixed frame, but evolves slowly. Therefore, it is worth to recall some basic properties of the Poisson brackets of the fundamental vectors $\boldsymbol{G}$ and $\boldsymbol{A}=L \boldsymbol{e}$, both having dimensions of angular momentum, which the apsidal frame is based upon. Namely, for $1 \leq i, j \leq 3$,

$$
\begin{equation*}
\left\{G_{i} ; G_{j}\right\}=\left\{A_{i} ; A_{j}\right\}=\sum_{k=1}^{3} \varepsilon_{i, j, k} G_{k}, \quad\left\{G_{i} ; A_{j}\right\}=\left\{A_{i} ; G_{j}\right\}=\sum_{k=1}^{3} \varepsilon_{i, j, k} A_{k}, \tag{4.51}
\end{equation*}
$$

where the Levi-Civita symbol $\varepsilon_{i, j, k}$ is the signature of the permutation of the set $(1,2,3)$. That is, $\varepsilon_{i, j, k}=1$ if the permutation is even, $\varepsilon_{i, j, k}=-1$ if the permutation is odd, and $\varepsilon_{i, j, k}=0$ otherwise.

These properties are easily checked by direct computation of the Poisson brackets in Delaunay variables using Eq. (4.13). That is,

$$
\begin{equation*}
\left(G_{1}, G_{2}, G_{3}\right)^{\tau}=R_{3}(-h) R_{1}(-I)(0,0, G)^{\tau} . \tag{4.52}
\end{equation*}
$$

Analogously, the components of the eccentricity vector are

$$
\begin{equation*}
\left(A_{1}, A_{2}, A_{3}\right)^{\tau}=R_{3}(-h) R_{1}(-I) R_{3}(-g)(L e, 0,0)^{\tau} . \tag{4.53}
\end{equation*}
$$

Linear combinations of these vectors are also useful in the description of perturbed Keplerian motion. In particular, calling

$$
\begin{equation*}
\boldsymbol{S}=\frac{1}{2}(\boldsymbol{G}+\boldsymbol{A}), \quad \boldsymbol{D}=\frac{1}{2}(\boldsymbol{G}-\boldsymbol{A}), \tag{4.54}
\end{equation*}
$$

which have dimensions of angular momentum, we readily obtain from Eq. (4.51)

$$
\begin{equation*}
\left\{S_{i} ; S_{j}\right\}=\sum_{k=1}^{3} \varepsilon_{i, j, k} S_{k}, \quad\left\{D_{i} ; D_{j}\right\}=\sum_{k=1}^{3} \varepsilon_{i, j, k} D_{k}, \quad\left\{S_{i} ; D_{j}\right\}=0 . \tag{4.55}
\end{equation*}
$$

The vectors $\boldsymbol{S}$ and $\boldsymbol{D}$, or scaled versions of them, are sometimes known as Moser elements, and enjoy the property $\boldsymbol{S} \cdot \boldsymbol{S}=\boldsymbol{D} \cdot \boldsymbol{D}=L^{2}$, which allows one to represent a Keplerian orbit by a point on the surface of two spheres of radius $L$. Particular applications of these vectors will be presented in §8.2.3 and §9.1.5.

### 4.5.2 Variation equations in vectorial elements

Let us assume that the disturbing function of perturbed Keplerian motion is written in terms of the fundamental vectors

$$
\mathcal{H}=-\frac{\mu}{2 a(L)}+\mathcal{P}(\boldsymbol{G}, \boldsymbol{A}, \ell, L),
$$

where $\boldsymbol{G}=\boldsymbol{G}(g, h, G, H)$ and $\boldsymbol{A}=\boldsymbol{A}(g, h, L, G, H)$, from Eqs. (4.52) and (4.53), respectively. Then, from the chain rule,

$$
\frac{\partial \mathcal{H}}{\partial \xi}=\frac{\partial \mathcal{P}}{\partial \xi}=\sum_{j=1}^{3}\left(\frac{\partial \mathcal{P}}{\partial G_{j}} \frac{\partial G_{j}}{\partial \xi}+\frac{\partial \mathcal{P}}{\partial A_{j}} \frac{\partial A_{j}}{\partial \xi}\right), \quad \xi \in(g, h, G, H)
$$

from which we readily obtain, $i=1,2,3$,

$$
\begin{aligned}
& \frac{\mathrm{d} A_{i}}{\mathrm{~d} t}=\left\{A_{i} ; \mathcal{P}\right\}=\sum_{j=1}^{3}\left(\left\{A_{i}, G_{j}\right\} \frac{\partial \mathcal{P}}{\partial G_{j}}+\left\{A_{i}, A_{j}\right\} \frac{\partial \mathcal{P}}{\partial A_{j}}\right)-\frac{\partial A_{i}}{\partial L} \frac{\partial \mathcal{P}}{\partial \ell}, \\
& \frac{\mathrm{~d} G_{i}}{\mathrm{~d} t}=\left\{G_{i} ; \mathcal{P}\right\}=\sum_{j=1}^{3}\left(\left\{G_{i}, G_{j}\right\} \frac{\partial \mathcal{P}}{\partial G_{j}}+\left\{G_{i}, A_{j}\right\} \frac{\partial \mathcal{P}}{\partial A_{j}}\right),
\end{aligned}
$$

$$
\frac{\mathrm{d} \ell}{\mathrm{~d} t}=\frac{\partial \mathcal{H}}{\partial L}+\sum_{j=1}^{3} \frac{\partial \mathcal{P}}{\partial A_{i}} \frac{\partial A_{i}}{\partial L}=n+\frac{\partial \mathcal{P}}{\partial L}+\frac{1}{L e^{2}} \sum_{j=1}^{3} A_{i} \frac{\partial \mathcal{P}}{\partial A_{i}},
$$

whereas the variation of $L$ does not need to be integrated because $L^{2}=\boldsymbol{A} \cdot \boldsymbol{A}+\boldsymbol{G} \cdot \boldsymbol{G}$. Now, using Eq. (4.51),

$$
\begin{aligned}
\frac{\mathrm{d} A_{i}}{\mathrm{~d} t} & =\sum_{k=1}^{3} G_{k} \sum_{j=1}^{3} \varepsilon_{i, j, k} \frac{\partial \mathcal{P}}{\partial A_{j}}-\sum_{k=1}^{3} A_{k} \sum_{j=1}^{3} \varepsilon_{i, j, k} \frac{\partial \mathcal{P}}{\partial G_{j}}-\frac{A_{i}}{L e^{2}} \frac{\partial \mathcal{P}}{\partial \ell}, \\
\frac{\mathrm{~d} G_{i}}{\mathrm{~d} t} & =\sum_{k=1}^{3} G_{k} \sum_{j=1}^{3} \varepsilon_{i, j, k} \frac{\partial \mathcal{P}}{\partial G_{j}}+\sum_{k=1}^{3} A_{k} \sum_{j=1}^{3} \varepsilon_{i, j, k} \frac{\partial \mathcal{P}}{\partial A_{j}},
\end{aligned}
$$

and hence the variation equations are written in vectorial notation like

$$
\begin{align*}
& \frac{\mathrm{d} \boldsymbol{G}}{\mathrm{~d} t}=-\boldsymbol{G} \times \nabla_{\boldsymbol{G}} \mathcal{P}-\boldsymbol{A} \times \nabla_{\boldsymbol{A}} \mathcal{P},  \tag{4.56}\\
& \frac{\mathrm{d} \boldsymbol{A}}{\mathrm{~d} t}=-\boldsymbol{G} \times \nabla_{\boldsymbol{A}} \mathcal{P}-\boldsymbol{A} \times \nabla_{\boldsymbol{G}} \mathcal{P}-\frac{1}{L e^{2}} \frac{\partial \mathcal{P}}{\partial \ell} \boldsymbol{A},  \tag{4.57}\\
& \frac{\mathrm{~d} \ell}{\mathrm{~d} t}=n+\frac{\partial \mathcal{P}}{\partial L}+\frac{1}{L e^{2}} \boldsymbol{A} \cdot \nabla_{\boldsymbol{A}} \mathcal{P} . \tag{4.58}
\end{align*}
$$

An alternative derivation is provided in [21].
When the long-term dynamics is investigated after removing the short-period terms from the disturbing function $\mathcal{P}^{*}=\mathcal{P}^{*}(\boldsymbol{G}, \boldsymbol{A},-, L)$, and $L$ becomes a formal integral. Then it is common to write the evolution equations in terms of the nondimensional angular momentum

$$
\begin{equation*}
\boldsymbol{\eta}=\eta \boldsymbol{n}=\boldsymbol{G} / L, \tag{4.59}
\end{equation*}
$$

and the (nondimensional) eccentricity vector $\boldsymbol{e}=\boldsymbol{A} / L$. Thus,

$$
\begin{align*}
& \frac{\mathrm{d} \boldsymbol{\eta}}{\mathrm{~d} t}=\boldsymbol{\eta} \times \nabla_{\boldsymbol{\eta}} \mathcal{Q}+\boldsymbol{e} \times \nabla_{\boldsymbol{e}} \mathcal{Q},  \tag{4.60}\\
& \frac{\mathrm{d} \boldsymbol{e}}{\mathrm{~d} t}=\boldsymbol{e} \times \nabla_{\boldsymbol{\eta}} \mathcal{Q}+\boldsymbol{\eta} \times \nabla_{\boldsymbol{e}} \mathcal{Q}, \tag{4.61}
\end{align*}
$$

in which we replaced $\mathcal{Q}=-(1 / L) \mathcal{P}^{*}(\boldsymbol{\eta}, \boldsymbol{e},-, L)$.

### 4.5.3 Differential relations and closed-form integration

By differentiation of both sides of Eq. (4.39), and using Eq. (4.26) we obtain the useful differential relation

$$
\begin{equation*}
\mathrm{d} \ell=(1-\cos u) \mathrm{d} u=(r / a) \mathrm{d} u \tag{4.62}
\end{equation*}
$$

between the mean and eccentric anomalies. Analogously, computing $\mathrm{d} \theta=\mathrm{d} f$ from Eq. (4.40), $\mathrm{d} t=(1 / n) \mathrm{d} \ell$ from the first of Eq. (4.43), plugging these values into Eq. (4.3), and taking into account that

$$
\begin{equation*}
G=n a^{2} \eta \tag{4.63}
\end{equation*}
$$

as follows from Eqs. (4.34) and (4.45), we obtain the differential relation between the mean and true anomalies,

$$
\begin{equation*}
\mathrm{d} \ell=\frac{n}{G} r^{2} \mathrm{~d} f=\frac{r^{2}}{a^{2} \eta} \mathrm{~d} f \tag{4.64}
\end{equation*}
$$

The differential relations (4.62) and (4.64) are crucial in the closed-form integration of the perturbed Keplerian problems that will be discussed in the following chapters. Besides, the difference between the true and mean anomalies,

$$
\begin{equation*}
\phi=f-\ell \tag{4.65}
\end{equation*}
$$

which is customary known as the equation of the center, is a purely periodic function of the mean anomaly that plays a fundamental role in the closed-form integration of perturbed Keplerian motion, as will be shown in the following chapters.

Finally, in view of Eq. (2.49), the Lie derivative when dealing with perturbed Keplerian motion, that is, the perturbation Hamiltonian (2.30) in which $\mathcal{H}_{0,0}=\Phi(L)$ is the Keplerian in Eq. (4.41), is simply

$$
\begin{equation*}
\mathcal{L}_{0}=\frac{\partial \mathcal{H}_{0,0}}{\partial L} \frac{\partial}{\partial \ell}=\frac{\mu^{2}}{L^{3}} \frac{\partial}{\partial \ell}=n \frac{\partial}{\partial \ell} \tag{4.66}
\end{equation*}
$$

Therefore, the homological equation (2.48) turns into

$$
\begin{equation*}
n \frac{\partial \mathcal{W}_{m}}{\partial \ell}=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m} \tag{4.67}
\end{equation*}
$$

which is solved by indefinite integration,

$$
\begin{equation*}
\mathcal{W}_{m}=\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right) \mathrm{d} \ell \tag{4.68}
\end{equation*}
$$

For perturbed Keplerian motion the disturbing function is commonly expressed in terms of the true, rather than the mean anomaly. The latter can always be made explicit from a usual expansion of the elliptic motion [78]. Nevertheless, the closedform integration of (4.68) is many times feasible in the perturbation approach, based on the differential relations (4.62) and (4.64).

Alternative forms of the homological equation may be useful when the perturbation approach is based on a normalization process in which the mean anomaly is removed from the new Hamiltonian. That is, $\partial \mathcal{H}_{0, m} / \partial \ell=0$. Thus, when the disturbing
function is given in terms of the true anomaly, as will be the case of zonal perturbations in Chapter 6, we use Eq. (4.64) to rewrite Eq. (4.68) in the form

$$
\mathcal{W}_{m}=\frac{1}{n}\left[-\mathcal{H}_{0, m} \ell+\int \widetilde{\mathcal{H}}_{0, m} \frac{n}{G} r^{2} \mathrm{~d} f\right],
$$

which, after adding and subtracting the term $\mathcal{H}_{0, m}$ to the integrand, is rearranged like

$$
\begin{equation*}
\mathcal{W}_{m}=\frac{1}{n} \mathcal{H}_{0, m} \phi+\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0, m} \frac{n}{G} r^{2}-\mathcal{H}_{0, m}\right) \mathrm{d} f, \tag{4.69}
\end{equation*}
$$

where the integrand is purely periodic in $f$. If, on the contrary, the perturbation is naturally expressed in terms of the eccentric anomaly, as is the case of third-body perturbations in Chapter 8, or radiation effects in §9.1, Eq. (4.62) is used to rewrite Eq. (4.68) in the form

$$
\mathcal{W}_{m}=\frac{1}{n}\left[-\mathcal{H}_{0, m} \ell+\int \widetilde{\mathcal{H}}_{0, m} \frac{r}{a} \mathrm{~d} u\right],
$$

which, after adding and subtracting the term $\mathcal{H}_{0, m}$ to the integrand, and replacing $u-\ell=e \sin u$ from the Kepler equation (4.39), is rearranged like

$$
\begin{equation*}
\mathcal{W}_{m}=\frac{1}{n} \mathcal{H}_{0, m} e \sin u+\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0, m} \frac{r}{a}-\mathcal{H}_{0, m}\right) \mathrm{d} u, \tag{4.70}
\end{equation*}
$$

in which the integrand is purely periodic in $u$.
Note that using the differential relations of the Keplerian motion, or any other relation, when dealing with perturbed Keplerian motion by Lie transforms is in no way an approximation; it is exact. This is because, different from a total derivative, the Lie derivative is constrained to the integrable flow, which in the case of perturbed Keplerian motion is the Kepler problem.

### 4.5.4 Principal relations of the ellipse

Useful relations between the true anomaly $f$ and the eccentric anomaly $u$ come from standard relations on the ellipse that are derived in textbooks (see [582] Section 4.5.4, or [42] Section 4.3, for instance). In particular, we borrow the following directly from Gauss' principal relations i-xii in [227]. Thus (viii and ix),

$$
\begin{equation*}
r \sin f=a \eta \sin u, \quad r \cos f=a \cos u-a e, \tag{4.71}
\end{equation*}
$$

with $r$ taken from Eq. (4.26) in the computation of $f$, and from Eq. (4.29) in the computation of $u$. Besides, we have (v and vi)

$$
\begin{equation*}
\sqrt{1+e} \sin \frac{1}{2} u=\sqrt{\frac{r}{a}} \sin \frac{1}{2} f, \quad \sqrt{1-e} \cos \frac{1}{2} u=\sqrt{\frac{r}{a}} \cos \frac{1}{2} f, \tag{4.72}
\end{equation*}
$$

from which the useful relation is readily derived between the eccentric and true anomalies (vii),

$$
\begin{equation*}
\sqrt{1-e} \tan \frac{1}{2} f=\sqrt{1+e} \tan \frac{1}{2} u . \tag{4.73}
\end{equation*}
$$

The numerical trouble that might happen to this equation when both tangents are close to the value $\infty$ is avoided using, for instance (x),

$$
\begin{equation*}
\sin \frac{1}{2}(f-u)=\sqrt{\frac{1}{2}(1-\eta)} \sqrt{(r / p)} \sin f=\sqrt{\frac{1}{2}(1-\eta)} \sqrt{(a / r)} \sin u \tag{4.74}
\end{equation*}
$$

which is also obtained from Eq. (4.72) replacing $\sqrt{2(1-\eta)}=\sqrt{1+e}-\sqrt{1-e}$.
The latter is useful too in expressing the equation of the center in terms of the eccentric anomaly (resp. true anomaly) in closed form. Indeed, using the Kepler equation (4.39),

$$
\begin{equation*}
\phi=f-\ell=e \sin u+2 \arcsin \sqrt{\frac{\frac{1}{2}(1-\eta)}{1-e \cos u}} \sin u \tag{4.75}
\end{equation*}
$$

which, while not listed among Gauss' principal relations, was, in fact, used by Gauss for computing the greatest equation of the center avoiding the customary expansions in the eccentricity.

If Eq. (4.75) is rather expressed in terms of the true anomaly, then

$$
\begin{equation*}
\phi=\frac{\sigma \eta}{1+\kappa}+2 \arcsin \frac{\sigma}{\sqrt{2(1+\eta)(1+\kappa)}} \tag{4.76}
\end{equation*}
$$

where $\sigma$ and $\kappa$ are the projections of the eccentricity vector in the orbital frame, as given in Eq. (5.21). Then, if $\sigma$ and $\kappa$ are written in polar variables, like in Eq. (5.42), the equation of the center is trivially expressed in polar variables.

The alternative relation to Eq. (4.74)

$$
\begin{equation*}
\tan \frac{1}{2}(f-u)=\frac{e \sin f}{1+\eta+e \cos f}=\frac{e \sin u}{1+\eta-e \cos u}, \tag{4.77}
\end{equation*}
$$

can be computed either from Eq. (4.74) or from direct trigonometric expansion of $\tan \frac{1}{2}(f-u)$ and the help of Eq. (4.73) after elementary trigonometric manipulations [73]. Then the alternative, equivalent formula to Eq. (4.75) is

$$
\begin{equation*}
\phi=e \sin u+2 \tan ^{-1} \frac{e \sin u}{\eta+1-e \cos u} \tag{4.78}
\end{equation*}
$$

and to Eq. (4.76)

$$
\begin{equation*}
\phi=\frac{\sigma \eta}{1+\kappa}+2 \tan ^{-1} \frac{\sigma}{1+\eta+\kappa} \tag{4.79}
\end{equation*}
$$

## 5 The main problem of the artificial satellite

However useful Kepler's laws were in the description of planetary motion, the mass points assumption soon became insufficient, and some observable effects on the motion of the moon were attributed to the flattened figure of the Earth as early as in Laplace's work [260]. The potential derived from Newton laws needs then to be applied to a mass distribution and is obtained from the integration of Laplace's equation, which gives rise to the expansion of the gravitational potential in spherical harmonics. In the case of the Earth, the expansion is dominated by the zonal harmonic of the second degree. For this reason, the truncation of the geopotential to this term alone is customarily called the main problem of artificial satellite theory.

The main problem is a suitable model for illustrating the more relevant effects of the dynamics of common low Earth orbits, like the secular precession of the line of nodes and the steady motion of the line apsides. This simplified model was useful for orbit prediction purposes at the beginning of the space era, where the geopotential was not well known. This fact motivated the intensive search for integrable approximations to the main problem dynamics based on the separability of the HamiltonJacobi equation, which are known as intermediary orbits [620]. Still, presently, the main problem intermediaries are advocated as useful approximations for onboard, short-term, orbit propagation purposes under limited computational resources, a case in which reducing computational time and memory allocation may be of concern [51, 259, 268].

On the other hand, all the integrable approximations of the main problem, even the more sophisticated ones [664], fail in describing the actual dynamics of critically inclined orbits [119]. Alternatively, the intrinsic nature of the critical inclination resonance, which involves the librational dynamics of the argument of the perigee, is clearly disclosed after removing the short-period effects using perturbation theory.

### 5.1 Geopotential Hamiltonian

Taking a reference frame with the origin at the center of mass of the Earth, the $x$ axis in the direction of the Greenwich meridian, the $z$ axis in the direction of the Earth's rotation axis, and the $y$ axis completing a direct orthogonal frame, the usual expansion of the geopotential in spherical harmonics is given in terms of the spherical coordinates $r, \lambda$, and $\varphi$, standing for radius, longitude and latitude, respectively. Thus,

$$
\begin{equation*}
V=-\frac{\mu}{r}+\mathcal{P}(r, \varphi, \lambda), \tag{5.1}
\end{equation*}
$$

in which $\mu$ is the Earth's gravitational parameter and

$$
\begin{equation*}
\mathcal{P}=-\frac{\mu}{r} \sum_{n \geq 2} \frac{R_{\oplus}^{n}}{r^{n}} \sum_{m=0}^{n}\left(C_{n, m} \cos m \lambda+S_{n, m} \sin m \lambda\right) P_{n, m}(\sin \varphi), \tag{5.2}
\end{equation*}
$$
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where $R_{\oplus}$ is the Earth's mean equatorial radius, $P_{n, m}$ are associated Legendre polynomials, and $C_{n, m}$ and $S_{n, m}$ are harmonic coefficients [341].

Recall the rule in Eq. (3.29) for differentiation of a vector in a rotating frame, and assume that the Earth's rotation rate $\boldsymbol{\omega}_{\oplus}$ takes place in the $z$ axis direction. Then the kinetic energy is

$$
T=\frac{1}{2} \frac{\mathrm{~d} \boldsymbol{x}}{\mathrm{~d} t} \cdot \frac{\mathrm{~d} \boldsymbol{x}}{\mathrm{~d} t}=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)+\omega_{\oplus}(x \dot{y}-y \dot{x})+\frac{1}{2} \omega^{2}\left(x^{2}+y^{2}\right),
$$

and the conjugate momenta to the Cartesian coordinates are computed from the Lagrangian $\mathfrak{L}=T-V$ like

$$
X=\frac{\partial \mathfrak{L}}{\partial \dot{x}}=\dot{x}-\omega_{\oplus} y, \quad Y=\frac{\partial \mathfrak{L}}{\partial \dot{y}}=\dot{y}+\omega_{\oplus} x, \quad Z=\frac{\partial \mathfrak{L}}{\partial \dot{z}}=\dot{z},
$$

which, as follows from Eq. (3.29), are the components of the velocity in the inertial frame. Then the usual construction of the Hamiltonian $\mathcal{H}=\boldsymbol{X} \cdot \dot{\boldsymbol{x}}-\mathfrak{L}$ yields

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(X^{2}+Y^{2}+Z^{2}\right)-\omega_{\oplus}(x Y-y X)+V \tag{5.3}
\end{equation*}
$$

It happens for the Earth that $C_{2,0}=\mathcal{O}\left(10^{-3}\right)$ whereas the other harmonic coefficients are $\mathcal{O}\left(C_{2,0}^{2}\right)$ or higher. Therefore, the main disturbance of the Keplerian motion affecting artificial satellites in the Earth's close space is due to the first term of the summation in Eq. (5.2). Then the motion in the simplified potential

$$
\begin{equation*}
V=-\frac{\mu}{r}-\frac{\mu}{r} C_{2,0} \frac{R_{\oplus}^{2}}{r^{2}} P_{2,0}(\sin \varphi)=-\frac{\mu}{r}\left[1+J_{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{1}{2}\left(1-3 \sin ^{2} \varphi\right)\right], \tag{5.4}
\end{equation*}
$$

in which $J_{2}=-C_{2,0}>0$, is called the main problem of artificial satellite theory, or the $J_{2}$ problem. Contrary to the Kepler problem the motion is no longer integrable [102, 312], yet we can obtain a lot of information on the dynamics of this simple model. Note that we can choose units of length and time such that $R_{\oplus}=1$ and $\mu=1$. Therefore, the only essential physical parameter of the main problem is the oblateness coefficient $J_{2}$. However, we keep all the parameters explicit in the following derivations because they provide immediate insight, on the one hand, and help in verifying the correctness of analytical derivations by checking dimensions, on the other.

The main problem does not depend on the geocentric longitude, which makes the body-fixed frame formulation unneeded. The Coriolis term $-\omega_{\oplus}(x Y-y X)$ is then removed from Eq. (5.3), in which the kinetic energy is $T=\frac{1}{2} \boldsymbol{X} \cdot \boldsymbol{X}$, and the right ascension of the ascending node $v=\Omega=\lambda-\omega_{\oplus} t$ becomes a cyclic variable. Therefore, the third component of the angular momentum vector $N$ is an integral of the main problem, whose Hamiltonian is thus of just two degrees of freedom.

### 5.2 Particular solutions

When the main problem Hamiltonian is written in Cartesian variables,

$$
\begin{equation*}
\mathcal{M}=\frac{1}{2}\left(X^{2}+Y^{2}+Z^{2}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{2} \frac{z^{2}}{r^{2}}\right), \tag{5.5}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}+z^{2}}$, the corresponding Hamilton equations provide a simple and efficient formulation for the numerical integration of the Hamiltonian flow. Thus,

$$
\begin{align*}
& \frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}=-x \frac{\mu}{r^{3}}\left[1+J_{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{2}\left(1-5 \frac{z^{2}}{r^{2}}\right)\right], \\
& \frac{\mathrm{d}^{2} y}{\mathrm{~d} t^{2}}=-y \frac{\mu}{r^{3}}\left[1+J_{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{2}\left(1-5 \frac{z^{2}}{r^{2}}\right)\right], \\
& \frac{\mathrm{d}^{2} z}{\mathrm{~d} t^{2}}=-z \frac{\mu}{r^{3}}\left[1+J_{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{2}\left(3-5 \frac{z^{2}}{r^{2}}\right)\right], \tag{5.6}
\end{align*}
$$

which, in addition, shows the existence of equatorial orbits as well as rectilinear solutions along the $x, y$, and $z$ axes.

In particular, the manifold of equatorial orbits can be studied from the simplified Hamiltonian obtained making $z=0$ and $Z=0$ in Eq. (5.5), which, besides, is written in polar variables

$$
\begin{equation*}
\mathcal{M}_{\text {equatorial }}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-\frac{1}{2} J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}, \tag{5.7}
\end{equation*}
$$

to show its radial, integrable character-whose analytical solution involves elliptic integrals and functions [141, 327]. In this particular manifold, $\mathrm{d} r / \mathrm{d} t=\partial \mathcal{M}_{\text {equatorial }} / \partial R=$ $R$ and $\mathrm{d} \theta / \mathrm{d} t=\partial \mathcal{M}_{\text {equatorial }} / \partial \Theta=\Theta / r^{2}$. The latter shows that rectilinear solutions $\Theta=0$ exist in the equatorial plane, whereas the former shows the existence of circular equatorial orbits.

On the other hand, the main problem Hamiltonian is written in polar variables without constraint to the equatorial case replacing $z / r=\sin I \sin \theta$, as obtained from Eq. (4.11), into Eq. (5.5). That is,

$$
\begin{equation*}
\mathcal{M}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{2} \sin ^{2} I \sin ^{2} \theta\right), \tag{5.8}
\end{equation*}
$$

where $\sin ^{2} I=1-N^{2} / \Theta^{2}$. The cyclic character of $v$ in Eq. (5.8) shows that its conjugate momentum $N$ is an integral of the main problem.

The integral $N$ decouples the Hamiltonian flow into the motion in the orbital plane,

$$
\begin{align*}
& \frac{\mathrm{d} r}{\mathrm{~d} t}=R,  \tag{5.9}\\
& \frac{\mathrm{~d} \theta}{\mathrm{~d} t}=\frac{\Theta}{r^{2}}+J_{2} \frac{3 \mu}{r \Theta} \frac{R_{\oplus}^{2}}{r^{2}} c^{2} \sin ^{2} \theta, \tag{5.10}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mathrm{d} R}{\mathrm{~d} t}=\frac{\Theta^{2}}{r^{3}}-\frac{\mu}{r^{2}}\left[1+J_{2} \frac{3}{2} \frac{R_{\oplus}^{2}}{r^{2}}\left(1-3 s^{2} \sin ^{2} \theta\right)\right],  \tag{5.11}\\
& \frac{\mathrm{d} \Theta}{\mathrm{~d} t}=-J_{2} \frac{3}{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} s^{2} \sin 2 \theta, \tag{5.12}
\end{align*}
$$

where we use the abbreviations $c=c(\Theta, N) \equiv \cos I$ and $s=s(\Theta, N) \equiv \sin I$, from the motion of the orbital plane

$$
\frac{\mathrm{d} v}{\mathrm{~d} t}=-\frac{3}{\Theta} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} J_{2} c \sin ^{2} \theta
$$

The latter is obtained by indefinite integration once the motion in the orbital plane has been solved. Namely,

$$
\begin{equation*}
v=v_{0}-3 \mu R_{\oplus}^{2} J_{2} N \int \frac{\sin ^{2} \theta(t)}{\Theta(t)^{2} r(t)^{3}} \mathrm{~d} t \tag{5.13}
\end{equation*}
$$

which also shows that the node remains fixed when $N=0$. That is, meridian planes are invariant manifolds of the main problem. Therefore, polar orbits can be investigated from the simplified Hamiltonian

$$
\begin{equation*}
\mathcal{M}_{\text {meridian }}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{2} \sin ^{2} \theta\right) \tag{5.14}
\end{equation*}
$$

### 5.3 Secular effects

The integrable cases and invariant manifolds of the main problem of AST discussed in $\S 5.2$ exist for any value of $J_{2}$. On the other hand, the value of the Earth's $J_{2}$ coefficient is very small, what makes the main problem to be naturally viewed as a perturbation of the Kepler problem, in which the elements are no longer constant but vary slowly. This behavior is more clearly seen when using Delaunay variables.

The two first summands on the right side of Eq. (5.8) correspond to the Kepler problem, whereas the last summand is the oblateness disturbing function. In Delaunay variables, the former takes the simple form of Eq. (4.41), while the latter is obtained replacing $\theta$ using Eq. (4.40), $r$ from Eq. (4.29), with $p$ given in Eq. (4.21) and $e$ in Eq. (4.38), and recalling that $c=H / G$. However, the true anomaly $f$ will remain an implicit function of $\ell$ unless we resort to the known expansions of the elliptic motion. In addition, writing the eccentricity in terms of Delaunay variables introduces square roots in the formulation. Moreover, Delaunay variables lack of the insight that is provided by classical orbital elements and usual functions of them.

For the reasons above, the following expressions throughout this monograph will be commonly written in terms of classical orbital elements, as well as in other usual quantities like $r$ or $p$, with the proviso that they are not to be taken as variables by
themselves, but rather as functions of some set of canonical variables. Having available a supplementary table of partial derivatives of these functions with respect to the canonical variables will be of definite help in carrying out the different computations required in the perturbation approach. They are readily obtained from total and logarithmic derivatives like those in the first book of Gauss' Theoria Motus [227]. Lists of partial derivatives can be found in [272, 435, 436, 538]. The most common of them are summarized in Table 5.1

Table 5.1: Partial derivatives of some orbital variables.

|  | $\partial / \partial \boldsymbol{L}$ | $\partial / \partial L$ | $\partial / \partial \boldsymbol{G}$ |
| :--- | :--- | :--- | :--- |
| $a$ | 0 | $2 /(n a)$ | 0 |
| $n$ | 0 | $-3 / a^{2}$ | 0 |
| $p$ | 0 | 0 | $2 \eta /(n a)$ |
| $e$ | 0 | $\eta^{2} /\left(n a^{2} e\right)$ | $-\eta /\left(n a^{2} e\right)$ |
| $\eta$ | 0 | $-\eta /\left(n a^{2}\right)$ | $1 /\left(n a^{2}\right)$ |
| $c$ | 0 | 0 | $-c /\left(n a^{2} \eta\right)$ |
| $s$ | 0 | 0 | $(c / s) c /\left(n a^{2} \eta\right)$ |
| $u$ | $a / r$ | $\eta \sigma /\left(n a^{2} e^{2}\right)$ | $-\sigma /\left(n a^{2} e^{2}\right)$ |
| $f$ | $(a / r)^{2} \eta$ | $(\kappa+2) \sigma /\left(n a^{2} e^{2}\right)$ | $-(\kappa+2) \sigma /\left(n a^{2} e^{2} \eta\right)$ |
| $r$ | $a \sigma / \eta$ | $\eta^{2}\left[2 e^{2}(r / p)-\kappa\right] /\left(n a e^{2}\right)$ | $\kappa \eta /\left(n a e^{2}\right)$ |
| $R$ | $(a / r)^{2} \kappa a n$ | $\left[(p / r)^{2}-e^{2}\right] \sigma /\left(a e^{2} \eta\right)$ | $-\eta^{3}(a / r)^{2} \sigma /\left(a e^{2} \eta\right)$ |
| $\kappa$ | $-(a / r)^{2} \sigma \eta$ | $\left[\kappa \eta^{2}-(\kappa+2) \sigma^{2}\right] /\left(n a^{2} e^{2}\right)$ | $-\left[\kappa \eta^{2}-(\kappa+2) \sigma^{2}\right] /\left(n a^{2} e^{2} \eta\right)$ |
| $\sigma$ | $(a / r)^{2} \kappa \eta$ | $\sigma\left[\eta^{2}+(\kappa+2) \kappa\right] /\left(n a^{2} e^{2}\right)$ | $-\sigma\left[\eta^{2}+(\kappa+2) \kappa\right] /\left(n a^{2} e^{2} \eta\right)$ |
|  |  |  |  |

Then we rewrite Eq. (5.8) in the compact, meaningful form

$$
\begin{equation*}
\mathcal{M}=-\frac{\mu}{2 a}-\frac{1}{4} J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}\left(2-3 s^{2}+3 s^{2} \cos 2 \theta\right) \tag{5.15}
\end{equation*}
$$

where we have the quantities $a \equiv a(L), r \equiv r(\ell, L, G), s \equiv s(G, H)$, and $\theta \equiv \theta(\ell, g, L, G)$, when using Delaunay canonical variables. The corresponding Hamilton equations are

$$
\begin{align*}
\frac{\mathrm{d} \ell}{\mathrm{~d} t}= & n+n J_{2} \frac{3}{4} \frac{R_{\oplus}^{2}}{r^{2}} \frac{p}{r} \frac{1}{\eta^{2} e^{2}}\left[2(2+\kappa) \sigma s^{2} \sin 2 \theta\right. \\
& \left.-\left(\kappa-\kappa^{2}-2 \sigma^{2}\right)\left(2-3 s^{2}+3 s^{2} \cos 2 \theta\right)\right]  \tag{5.16}\\
\frac{\mathrm{d} L}{\mathrm{~d} t}= & -L n J_{2} \frac{a^{2}}{r^{2}} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{4 \eta}\left[2 \frac{p}{r} s^{2} \sin 2 \theta+\left(2-3 s^{2}+3 s^{2} \cos 2 \theta\right) \sigma\right]  \tag{5.17}\\
\frac{\mathrm{d} g}{\mathrm{~d} t}= & n J_{2} \frac{3}{4} \frac{R_{\oplus}^{2}}{r^{2}} \frac{p}{r} \frac{1}{\eta^{3} e^{2}}\left\{2 \kappa \frac{p}{r}-2(2+\kappa) \sigma s^{2} \sin 2 \theta\right. \\
& \left.-\left[3 s^{2} \kappa+\left(3-5 c^{2}\right) \kappa^{2}-2 c^{2} \sigma^{2}\right](1-\cos 2 \theta)\right\} \tag{5.18}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mathrm{d} G}{\mathrm{~d} t}=-G n J_{2} \frac{a}{r} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{2 \eta} s^{2} \sin 2 \theta,  \tag{5.19}\\
& \frac{\mathrm{~d} h}{\mathrm{~d} t}=-n J_{2} \frac{3}{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{p}{r} \frac{c}{\eta^{3}}(1-\cos 2 \theta), \tag{5.20}
\end{align*}
$$

where we abbreviated

$$
\begin{equation*}
\kappa=e \cos f, \quad \sigma=e \sin f \tag{5.21}
\end{equation*}
$$

which are the projections of the eccentricity vector in the orbital frame.
As is obvious in Eq. (5.16), the mean motion $n$ is no longer the variation of the mean anomaly $\ell$. On the contrary, $n=\mu^{2} / L(t)^{3}$ as follows from its definition in Eq. (4.44). On the other hand, we must be aware of the appearance of the eccentricity in denominators of the variations of $\ell$ and $g$ given by Eqs. (5.16) and (5.18), respectively. In consequence, singularities could appear in the integration of almost circular orbits using these equations. However, one may check that the variation of the mean argument of the latitude $F=\ell+g$, which is given by the sum of Eqs. (5.16) and (5.18), removes the singularity. Therefore, alternative non-singular variables like the semi-equinoctial variables used in §5.7.2 are customarily used in this case, whose variation equations are readily obtained based on the chain rule, as we will do in §6.1.1 or §8.5.

Again, the integral $H$ of the main problem decouples the motion of the node, which is solved by indefinite integration once the reduced differential system given by Eqs. (5.16)-(5.19), is solved.

### 5.3.1 Picard iterations

Because the differential system (5.16)-(5.19) is of first order, its solution can be approached by Picard iterations [565]. We start the iterations from the Keplerian solution and limit the procedure to a single iteration. Therefore, the validity of the solution will be constrained to a small interval $\Delta t=t_{1}-t_{0}$.

For instance, when the method is applied to the variation equation of $h$, namely $\mathrm{d} h / \mathrm{d} t=\partial \mathcal{M} / \partial H$, we obtain

$$
h\left(t_{1}\right)-h\left(t_{0}\right)=\int_{t_{0}}^{t_{1}} \frac{\partial \mathcal{M}}{\partial H} \mathrm{~d} t=\frac{1}{n} \frac{\partial}{\partial H} \int_{\ell\left(t_{0}\right)}^{\ell\left(t_{1}\right)} \mathcal{M} \mathrm{d} \ell .
$$

We limit the time interval $\Delta t$ to the case in which $\ell$ advances by $2 \pi$, which in the Keplerian approximation is $\Delta t=2 \pi / n$. Then

$$
\begin{equation*}
\frac{\Delta h}{\Delta t}=\frac{\partial}{\partial H}\left(\frac{1}{2 \pi} \int_{\ell_{0}}^{\ell_{0}+2 \pi} \mathcal{M} \mathrm{~d} \ell\right)=\frac{\partial\langle\mathcal{M}\rangle_{\ell}}{\partial H} \tag{5.22}
\end{equation*}
$$

In the Keplerian motion assumption used for the first iteration of Picard method, from Eq. (5.15) we obtain

$$
\langle\mathcal{M}\rangle_{\ell}=-\frac{\mu}{2 a}-\frac{1}{2 \pi} \int_{0}^{2 \pi} J_{2} \frac{\mu}{2 p} \frac{R_{\oplus}^{2}}{r^{2}}(1+e \cos f)\left[1-3 s^{2} \sin ^{2}(f+\omega)\right] \mathrm{d} \ell,
$$

which is integrated in closed form with the help of the differential relation (4.64). We obtain

$$
\begin{equation*}
\langle\mathcal{M}\rangle_{\ell}=-\frac{\mu}{2 a}+J_{2} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{p^{2}} \eta^{3}\left(\frac{1}{4}-\frac{3}{4} c^{2}\right) . \tag{5.23}
\end{equation*}
$$

When this expression is replaced in Eq. (5.22), taking into account that $c=H / G$ is the only function that depends on $H$, we readily find that in the time in which the mean anomaly advances by $2 \pi$, the node evolves under the oblateness perturbation at an average rate

$$
\begin{equation*}
\frac{\overline{\mathrm{d} h}}{\mathrm{~d} t}=\frac{\Delta h}{\Delta t}=-\frac{3}{2} n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} c . \tag{5.24}
\end{equation*}
$$

The trend shown in Eq. (5.24) produces the regression of the nodes of direct inclination orbits ( $c>0$ ), and the advance of the nodes of retrograde inclination orbits ( $c<0$ ). Note that, beyond the approximate character of Eq. (5.24), the case $c=0$ is in agreement with the previously demonstrated fact from Eq. (5.13) that the nodes of polar orbits remain fixed.

Proceeding analogously with the other Hamilton equations, we see that the average variation of $L$ vanishes, which, from the first of Eq. (4.46), shows that, on average, the orbit semimajor axis remains constant. Besides, the average variation of $G$ also vanishes, which, shows that, on average, the orbit remains with constant inclination (because $H$ is an integral of the main problem) and constant eccentricity (because $L$ remains constant on average).

On the other hand, the average variation of the mean anomaly,

$$
\begin{equation*}
\frac{\overline{\mathrm{d} \ell}}{\mathrm{~d} t}=\frac{\partial\langle\mathcal{M}\rangle_{\ell}}{\partial L}=n-\frac{3}{4} n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \eta\left(1-3 c^{2}\right) \tag{5.25}
\end{equation*}
$$

shows that those orbits of the main problem with such inclination that $c= \pm \sqrt{1 / 3}(I \approx$ 54.7 deg for direct orbits) evolve, on average, with Keplerian mean motion. ${ }^{1}$ Finally,

$$
\begin{equation*}
\frac{\overline{\mathrm{dg}}}{\mathrm{~d} t}=\frac{\partial\langle\mathcal{M}\rangle_{\ell}}{\partial G}=-\frac{3}{4} n J_{2} \frac{R_{\oplus}^{2}}{p^{2}}\left(1-5 c^{2}\right) \tag{5.26}
\end{equation*}
$$

1 Remarkably, the popular GPS orbits are close to this configuration.
which vanishes when $c= \pm \sqrt{1 / 5}$, thus uncovering a "critical" inclination that "freezes" the periapsis. That is, the periapsis of direct (resp. retrograde) orbits remains fixed, on average, at the inclination $I \approx 63.4 \mathrm{deg}$ (resp. $I \approx 116.6 \mathrm{deg}$ ). The periapsis of an orbit closer to the equatorial plane than the critical cases advances, whereas the periapsis of an orbit with inclination closer to polar regresses.

### 5.3.2 Inclination resonances

Orbits that, on average, remain with constant eccentricity and fixed argument of periapsis are known as "frozen orbits" and have different applications for artificial satellite missions [60, 137, 543]. Due to the axial symmetry of the zonal harmonics potential, on average, a satellite on a frozen orbit always reaches the same altitude over the Earth's surface when the subsatellite point gets exactly the same latitude. In consequence, the satellite periodically undergoes the same gravitational pull from the zonal harmonics, which is precisely the description of a physical resonance.

From the dynamical point of view, the phenomenon is identified with a one-to-one commensurability between the draconitic period, the time between two consecutive passages of the satellite through the ascending node, and the anomalistic period, in which the satellite makes two consecutive perigee passages.

Indeed, on account of $g=\theta-f$ and, on average, the anomalies advance at the same rate, Eq. (5.26) is solved for the inclination to obtain

$$
\begin{equation*}
\cos ^{2} I=\frac{1}{5}\left[1+\frac{4}{3} \frac{p^{2}}{R_{\oplus}^{2}} \frac{1}{J_{2}}\left(\frac{n_{\theta}}{n_{f}}-1\right)\right], \tag{5.27}
\end{equation*}
$$

where $n_{\theta}=\Delta \theta /(2 \pi)$ and $n_{f}=\Delta f /(2 \pi)$, showing that the one-to-one resonance certainly occurs at the critical inclination. Other resonances $\Delta \theta / \Delta f=j / k$, with $k$ and $j$ integers, would produce different "critical" inclinations. However, the fact that the right side of Eq. (5.27) must be between zero and one imposes the condition

$$
\begin{equation*}
1+3 J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \geq \frac{\Delta f}{\Delta \theta} \geq 1-\frac{3}{4} J_{2} \frac{R_{\oplus}^{2}}{p^{2}} . \tag{5.28}
\end{equation*}
$$

Therefore, for the small value of the Earth's $J_{2}$ coefficient, other resonances than the one-to-one resonance that occurs at the critical inclination will be very shallow, as illustrated in Fig. 5.1 for direct inclination orbits when $J_{2}\left(R_{\oplus} / p\right)^{2}=10^{-3}$; cf. [216, 394].

The accuracy of the results obtained in §5.3.1 is limited to effects of first order of $J_{2}$, because we limited the integration of the variation equations to the first iteration of the Picard method, in which the Keplerian approximation is valid. In $\S 5.5$ we will show that higher-order effects produce important qualitative variations in the long-term dynamics of the main problem. Nevertheless, the first-order approximation that has been carried out uncovers by itself important relevant effects of the perturbed Keplerian dynamics in the artificial satellite theory. Moreover, the effects of other harmonic terms


Figure 5.1: Inclination resonances for the Earth, as given by Eqs. (5.27) and (5.28).
of the geopotential which are neglected in the main problem truncation may be comparable to the second-order effects induced by the second zonal harmonic. Their combined effect will be discussed in Chapter 6.

### 5.4 Intermediaries

Beyond the averaged dynamics discussed in §5.3, there exist a wealth of integrable approximations to the main problem dynamics that preserve its secular behavior. These are the so-called main problem intermediaries [154, 225, 532, 620]. The issue is easily illustrated expanding Eq. (5.8) in the form

$$
\mathcal{M}=\mathcal{K}+\mathcal{P}_{Q}+\mathcal{P}_{r}+\mathcal{P}_{\theta}
$$

where $\mathcal{K}$ is the Keplerian (4.10) in polar variables,

$$
\mathcal{P}_{Q}=-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} \frac{1}{2}, \quad \mathcal{P}_{r}=J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{4} s^{2}, \quad \mathcal{P}_{\theta}=-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} \frac{3}{4} s^{2} \cos 2 \theta .
$$

The first approximation to the main problem beyond the Keplerian one is the equatorial main problem $\mathcal{Q}=\mathcal{K}+\mathcal{P}_{Q}$, whose integrability was discussed in reference to Hamiltonian (5.7). However, simple computations show that $\langle\mathcal{M}\rangle_{\ell} \neq\langle\mathcal{Q}\rangle_{\ell}$. That is, the equatorial main problem differs from the full model in long-term effects, and hence is not an acceptable intermediary. Still, equatorial circular orbits have been successfully used as variation orbits in some studies [74].

On the other hand, the truncation $\mathcal{C}=\mathcal{K}+\mathcal{P}_{Q}+\mathcal{P}_{r}$ is also free from $\theta$, yet it now carries dependence on inclination. Since $\Theta$ is constant, the one-degree-of-freedom Hamiltonian $\mathcal{C}$ is integrable. At variance with the equatorial main problem, it can be checked that now $\langle\mathcal{M}-\mathcal{C}\rangle_{\ell}=\left\langle\mathcal{P}_{\theta}\right\rangle_{\ell}=0$. Therefore

$$
\begin{equation*}
\mathcal{C}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{4} s^{2}\right) \tag{5.29}
\end{equation*}
$$

is a good intermediary of the main problem Hamiltonian that admits a closed-form solution in terms of elliptic functions [193, 416]. It is known as Cid's radial intermediary [111, 165].

### 5.4.1 Common intermediaries

Thus, "common" intermediary solutions of the main problem are obtained by ignoring small effects of particular orbits, with the additional requirement that the ignored effects are purely periodic. This simplification of the main problem dynamics must be done skillfully in order to guarantee that the intermediary is integrable and still keeps the secular behavior of the full problem [194].

For instance, if we multiply the last summand of Eq. (5.29) by the unity function

$$
\begin{equation*}
\frac{r}{p}(1+e \cos f)=1, \tag{5.30}
\end{equation*}
$$

obtained from Eq. (4.29), then Cid's radial intermediary takes the form

$$
\mathcal{C}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{4} s^{2}\right)-J_{2} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}} e \cos f\left(\frac{1}{2}-\frac{3}{4} s^{2}\right),
$$

where it is easy to check that the last summand averages to zero in the mean anomaly. Therefore, the simpler radial Hamiltonian

$$
\begin{equation*}
\mathcal{D}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}-J_{2} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{4} s^{2}\right), \tag{5.31}
\end{equation*}
$$

is also a good intermediary-the "common" version of Deprit's radial intermediary [154]-that, while keeping all the secular terms of the main problem, accepts closedform integration in elementary functions. Indeed, from the definition of the orbit parameter in Eq. (4.21), we replace $\mu=\Theta^{2} / p$ in the last summand of Eq. (5.31), which is further reorganized in the form

$$
\begin{equation*}
\mathcal{D}=\frac{1}{2}\left(R^{2}+\frac{\tilde{\Theta}^{2}}{r^{2}}\right)-\frac{\mu}{r} \tag{5.32}
\end{equation*}
$$

of a quasi-Keplerian system with "varied angular momentum"

$$
\begin{equation*}
\tilde{\Theta}=\Theta \sqrt{1+\frac{1}{2} J_{2}\left(R_{\oplus} / p\right)^{2}\left(1-3 c^{2}\right)} \tag{5.33}
\end{equation*}
$$

which is constant because $N$ and $\Theta$ are integrals of $\mathcal{D}$. Deprit's radial intermediary is integrated like the Kepler problem, therefore involving the solution of the Kepler equation.

Radial Hamiltonians are of one degree of freedom due to the cyclic character of $\theta$. Therefore, radial intermediaries are the simplest intermediaries of the main problem. However, two-degrees-of-freedom intermediaries can be derived from the full main problem Hamiltonian using similar simplification procedures to those used in the radial case. For instance, if we multiply the whole disturbing function of the main problem Hamiltonian (5.8) by the unity function (5.30), we readily check that the term $-\frac{1}{2} J_{2}(\mu / p)\left(R_{\oplus} / r\right)^{2}\left(1-3 s^{2} \sin ^{2} \theta\right) e \cos f$ is purely periodic in the mean anomaly. Neglecting this term we obtain Aksnes' zonal intermediary [6],

$$
\begin{equation*}
\mathcal{A}=\frac{1}{2}\left(R^{2}+\frac{\Theta^{2}}{r^{2}}\right)-\frac{\mu}{r}+J_{2} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{3}{2} s^{2} \sin ^{2} \theta-\frac{1}{2}\right), \tag{5.34}
\end{equation*}
$$

which, in view of $\langle\mathcal{M}\rangle_{\ell}=\langle\mathcal{A}\rangle_{\ell}$, is also a good intermediary of the main problem that is integrable in elliptic functions [6, 170].

Finally, it is worth noting that there are intermediary solutions of the zonal gravitational potential, without constraint to the main problem, which retain some secondorder effects that include the full contribution of $J_{2}$. More precisely, solutions of the Laplace equation in oblate spheroidal coordinates derived by Vinti [662-666] admit separability of the Hamilton-Jacobi equation for exact values of $J_{2}$ and $J_{3}$, and for a value $J_{4}=-J_{2}^{2}$ that is close to the actual $J_{4}$ of the geopotential. As shown in [78], Vinti's problem is equivalent to the generalized problem of two fixed centers [5, 466]-the latter still remaining as the integrable kernel in the core of successful orbit propagation programs [244].

### 5.4.2 Natural intermediaries

Replacing the main problem Hamiltonian by a different system obtained by neglecting some effects is only justified by the results. Rather, we proceed analytically and look for an infinitesimal contact transformation $(r, \theta, v, R, \Theta, N, \epsilon) \mapsto\left(r^{\prime}, \theta^{\prime}, \nu^{\prime}, R^{\prime}, \Theta^{\prime}, N^{\prime}\right)$, such that when applied to the main problem it yields a good intermediary in the new variables up to first-order effects of $J_{2}$. In this way the intermediary solution is more effective than common intermediaries because it takes account of all the main problem effects, secular and periodic, up to the first order of $J_{2}$. This kind of intermediary was called natural by Deprit [154], who, in addition, showed that common intermediaries in polar variables can be reset as natural intermediaries.

The naturalization of common intermediaries is achieved by standard application of the Lie transforms method, in which the main problem is the original perturbation Hamiltonian $\mathcal{M}=\mathcal{H}_{0,0}+\epsilon \mathcal{H}_{1,0}$, the intermediary is the new, simplified Hamiltonian $\mathcal{M}^{\prime}=\mathcal{H}_{0,0}+\epsilon \mathcal{H}_{0,1}$, and $\epsilon=J_{2}$ is a physical small parameter. Then we only need to solve the first order of the homological equation (2.48).

The solution is most easily obtained in Delaunay variables, in which the Lie derivative is Eq. (4.66), and the homological equation is Eq. (4.67) with $m=1$, in which both $\widetilde{\mathcal{H}}_{0,1} \equiv \mathcal{H}_{1,0}$ and $\mathcal{H}_{0,1}$ are known.

The naturalization procedure is illustrated for Deprit's radial intermediary, for which we want to compute the infinitesimal contact transformation that, after neglecting effects of order of $J_{2}^{2}$, converts the main problem Hamiltonian (5.8) into the radial Hamiltonian (5.31). In Delaunay variables, the main problem takes the form of Eq. (5.15). Therefore,

$$
\begin{align*}
& \mathcal{H}_{0,0}=-\frac{\mu}{2 a},  \tag{5.35}\\
& \mathcal{H}_{1,0}=-\frac{\mu}{r} \frac{R_{\oplus}^{2}}{r^{2}} \frac{1}{2}\left[1-3 s^{2} \sin ^{2}(f+\omega)\right], \tag{5.36}
\end{align*}
$$

where $a, r, s, f$, and $\omega$ are functions of the Delaunay variables. The new Hamiltonian is $\mathcal{K}=\mathcal{H}_{0,0}+J_{2} \mathcal{H}_{0,1}+\mathcal{O}\left(J_{2}^{2}\right)$ in which, from Eq. (5.31),

$$
\begin{equation*}
\mathcal{H}_{0,1}=-\frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{1}{2}-\frac{3}{4} s^{2}\right) \tag{5.37}
\end{equation*}
$$

The form of Eqs. (5.36) and (5.37) shows that the difference $\mathcal{H}_{1,0}-\mathcal{H}_{0,1}$ that enters the right side of Eq. (4.68), is made only of periodic terms of the true anomaly. Therefore, we reformulate the Lie derivative (4.66) in terms of $f$ using the differential relation (4.64), to obtain

$$
\begin{equation*}
\mathcal{L}_{0}=\frac{G}{r^{2}} \frac{\partial}{\partial f} \tag{5.38}
\end{equation*}
$$

In consequence, the homological equation (4.68) turns into

$$
\begin{equation*}
\mathcal{W}_{m}=\int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right) \frac{r^{2}}{G} \mathrm{~d} f \tag{5.39}
\end{equation*}
$$

Then, from Eq. (4.21), we replace $\mu=G^{2} / p$ into Eqs. (5.36) and (5.37), which in turn are replaced into Eq. (5.39) to trivially yield

$$
\begin{align*}
\mathcal{W}_{1}= & -\frac{1}{8} G \frac{R_{\oplus}^{2}}{p^{2}}\left\{\left(4-6 s^{2}\right) e \sin f\right. \\
& \left.+s^{2}[3 e \sin (f+2 \omega)+3 \sin (2 f+2 \omega)+e \sin (3 f+2 \omega)]\right\} \tag{5.40}
\end{align*}
$$

or

$$
\begin{equation*}
\mathcal{W}_{1}=-\frac{\Theta}{8} \frac{R_{\oplus}^{2}}{p^{2}}\left[2 \sigma\left(2-3 s^{2}-s^{2} \cos 2 \theta\right)+(3+4 \kappa) s^{2} \sin 2 \theta\right], \tag{5.41}
\end{equation*}
$$

in polar variables, in which $s^{2}=1-N^{2} / \Theta^{2}, p=\Theta^{2} / \mu$, and the projections of the eccentricity vector in the orbital frame, previously defined in Eq. (5.21), are now

$$
\begin{equation*}
\sigma=\frac{R p}{\Theta}, \quad \kappa=-1+\frac{r}{p} \tag{5.42}
\end{equation*}
$$

The transformation equations are limited to the first relation in Eq. (2.17) for the current case. Then the direct transformation

$$
\xi=\xi^{\prime}-\frac{1}{2} J_{2}\left(R_{\oplus} / p\right)^{2} \Delta \xi+\mathcal{O}\left(J_{2}^{2}\right),
$$

with $\xi \in(r, \theta, v, R, \Theta, N)$, is given by the first-order corrections,

$$
\begin{align*}
\Delta r= & p\left(1-\frac{3}{2} s^{2}-\frac{1}{2} s^{2} \cos 2 \theta\right),  \tag{5.43}\\
\Delta \theta= & {\left[\frac{3}{2}-\frac{7}{4} s^{2}+\left(2-3 s^{2}\right) \kappa\right] \sin 2 \theta } \\
& -\sigma\left[5-6 s^{2}+\left(1-2 s^{2}\right) \cos 2 \theta\right]  \tag{5.44}\\
\Delta v= & c\left[\sigma(3+\cos 2 \theta)-\left(\frac{3}{2}+2 \kappa\right) \sin 2 \theta\right],  \tag{5.45}\\
\Delta R= & \frac{p \Theta}{r^{2}} s^{2} \sin 2 \theta,  \tag{5.46}\\
\Delta \Theta= & -\Theta s^{2}\left[\left(\frac{3}{2}+2 \kappa\right) \cos 2 \theta+\sigma \sin 2 \theta\right],  \tag{5.47}\\
\Delta N= & 0 \tag{5.48}
\end{align*}
$$

in which all the entities are functions of the polar-nodal prime variables. Since the transformation is limited to first-order effects, the same corrections $\Delta \xi$ apply to the inverse transformation

$$
\xi^{\prime}=\xi+\frac{1}{2} J_{2}\left(R_{\oplus} / p\right)^{2} \Delta \xi+\mathcal{O}\left(J_{2}^{2}\right),
$$

but now the right sides of Eqs. (5.43)-(5.48) must be evaluated in the original polar variables.

The attentive reader will have noticed that in this particular case

$$
\mathcal{H}_{0,1} \neq\left\langle\mathcal{H}_{1,0}\right\rangle_{\ell} \equiv \frac{\mu}{p} \frac{R_{\oplus}^{2}}{p^{2}} \eta^{3} \frac{1}{4}\left(3 s^{2}-2\right)
$$

and, therefore, $\mathcal{H}_{0,1}$ is not constrained to belong to the kernel of the Lie derivative. Still, $\mathcal{H}_{0,1}$ holds all the terms of $\mathcal{H}_{1,0}$ pertaining to the kernel of the Lie derivative, and hence $\left\langle\mathcal{H}_{1,0}\right\rangle_{\ell}=\left\langle\mathcal{H}_{0,1}\right\rangle_{\ell}$. It is precisely because of that, that the integrand of Eq. (5.39) is made only of terms pertaining to the image of the Lie derivative, and hence the homological equation was solved without difficulty.

The solution of the quasi-Keplerian Hamiltonian (5.32)-(5.33), which is now written in prime variables, can be approached by a complete Hamiltonian reduction following exactly the same steps as carried out in $\S 4.3$ and $\S 4.4$ for the solution of the Kepler problem [259]. Alternatively, this quasi-Keplerian Hamiltonian can be reduced to a pure Keplerian system by means of a torsion transformation [154, 155].

### 5.4.3 Torsions for quasi-Keplerian systems

The torsion $\left(r^{\prime}, \theta^{\prime}, v^{\prime}, R^{\prime}, \Theta^{\prime}, N^{\prime}\right) \mapsto\left(r^{*}, \theta^{*}, v^{*}, R^{*}, \Theta^{*}, N^{*}\right)$ is a canonical transformation

$$
\begin{equation*}
\left(r^{\prime}, \theta^{\prime}, v^{\prime}\right)=\frac{\partial T}{\partial\left(R^{\prime}, \Theta^{\prime}, N^{\prime}\right)}, \quad\left(R^{*}, \Theta^{*}, N^{*}\right)=\frac{\partial T}{\partial\left(r^{*}, \theta^{*}, v^{*}\right)}, \tag{5.49}
\end{equation*}
$$

derived from a generator in mixed variables,

$$
T=T\left(r^{*}, \theta^{*}, v^{*}, R^{\prime}, \Theta^{\prime}, N^{\prime}\right) \equiv r^{*} R^{\prime}+W\left(\theta^{*}, v^{*}, \Theta^{\prime}, N^{\prime}\right)
$$

that modifies the angular variables while leaving untouched the radial ones.
Because the node is ignorable in Deprit's radial intermediary we choose $W=$ $v^{*} N^{\prime}+\tilde{W}\left(\theta^{*}, \Theta^{\prime}, N^{\prime}\right)$. Also, because we want to convert the function $\tilde{\Theta}=\tilde{\Theta}\left(\Theta^{\prime}, N^{\prime}\right)$ in Eq. (5.32) into a single variable (the true angular momentum $\Theta^{*}=\tilde{\Theta}$ ), we choose $\tilde{W}=\theta^{*} \tilde{\Theta}\left(\Theta^{\prime}, N^{\prime}\right)$. Hence,

$$
\begin{equation*}
T=r^{*} R^{\prime}+v^{*} N^{\prime}+\theta^{*} \tilde{\Theta}\left(\Theta^{\prime}, N^{\prime}\right) \tag{5.50}
\end{equation*}
$$

in which $\tilde{\Theta}\left(\Theta^{\prime}, N^{\prime}\right)$ must be replaced by Eq. (5.33) written in the prime variables. Then the torsion transformation Eq. (5.49) is

$$
\begin{align*}
r^{\prime} & =r^{*}  \tag{5.51}\\
\theta^{\prime} & =\theta^{*} \frac{\partial \tilde{\Theta}}{\partial \Theta^{\prime}}=\theta^{*}\left[\frac{\tilde{\Theta}}{\Theta^{\prime}}-\tilde{J}_{2} \frac{\Theta^{\prime}}{\tilde{\Theta}}\left(2-9 c^{2}\right)\right]  \tag{5.52}\\
v^{\prime} & =v^{*}+\theta^{*} \frac{\partial \tilde{\Theta}}{\partial N^{\prime}}=v^{*}-3 c \tilde{J}_{2} \frac{\Theta^{\prime}}{\tilde{\Theta}} \theta^{*},  \tag{5.53}\\
R^{*} & =R^{\prime},  \tag{5.54}\\
\Theta^{*} & =\tilde{\Theta}=\Theta^{\prime} \sqrt{1+\tilde{J}_{2}\left(1-3 c^{2}\right)},  \tag{5.55}\\
N^{*} & =N^{\prime}, \tag{5.56}
\end{align*}
$$

in which we abbreviate $\tilde{J}_{2}=\tilde{J}_{2}\left(\Theta^{\prime}\right) \equiv \frac{1}{2} J_{2}\left(R_{\oplus} / p\right)^{2}$.
Note that the new, asterisk variables are easily solved from Eqs. (5.52) and (5.53) as explicit functions of the old, prime variables. Conversely, the inverse transformation requires root-finding procedures to solve $\Theta^{\prime}$ from Eq. (5.55), who therefore must remain implicit. Alternatively, since the transformation only needs to be accurate to the first order of $J_{2}$, series expansions in powers of $J_{2}$ can be made in order to make both transformations explicit. That is, neglecting terms $\mathcal{O}\left(J_{2}^{2}\right)$ and higher, we obtain

$$
\Theta^{\prime}=\Theta^{*}\left[1-\frac{1}{4} J_{2} \frac{R_{\oplus}^{2}}{p^{2}}\left(1-3 c^{2}\right)\right]
$$

in which, now, $p=\left(\Theta^{*}\right)^{2} / \mu$ and $c=N^{*} / \Theta^{*}$.

The final Hamiltonian

$$
\begin{equation*}
T: \mathcal{D}=\frac{1}{2}\left(R^{* 2}+\frac{\Theta^{* 2}}{r^{* 2}}\right)-\frac{\mu}{r^{* 2}} \tag{5.57}
\end{equation*}
$$

is purely Keplerian in the chart $\left(r^{*}, \theta^{*}, v^{*}, R^{*}, \Theta^{*}, N^{*}\right)$, and hence is solved like in $\S 4.4$.
In summary, the corrections (5.43)-(5.48) remove non-essential periodic effects from the main problem to find an integrable approximation-Deprit's radial interme-diary-that keeps all the main problem dynamics up to the first order of $J_{2}$, without restriction to the secular terms. In particular, essential periodic effects, which are related to the equation of the center, remain in the intermediary problem.

### 5.5 Discretization of the flow

Beyond the general behavior predicted by the secular terms discussed in §5.3, or the intermediary solutions in $\S 5.4$, other facts of the main problem dynamics must be investigated through numerical explorations, which are local in nature. Still, because the integral provided by the third component of the angular momentum vector decouples the motion, global facts of the reduced dynamics in the instantaneous orbital plane can be obtained with the usual tools of non-linear dynamics, like Poincaré surfaces of section or the continuation of periodic orbits [449].

Indeed, Eqs. (5.9)-(5.12) define a two degrees of freedom, conservative flow in which the integral $N$ plays the role of a simple parameter. Then the dynamics in the parametric plane $\left(N, J_{2}\right)$ can be discussed through propagations of different sets $\left(r_{0}, \theta_{0}, R_{0}, \Theta_{0}\right)$ of initial conditions. In particular, for given values of the parameters, the trajectory in the orbital plane corresponding to a specific energy manifold $\mathcal{M}\left(r_{0}, \theta_{0}, R_{0}, \Theta_{0}\right)=E$ of the Hamiltonian (5.8) is implicitly defined as

$$
\begin{equation*}
F_{1}(r, \theta, R, \Theta ; E) \equiv \mathcal{M}-E=0 . \tag{5.58}
\end{equation*}
$$

If we constrain ourselves to the case of bounded motion, this three-dimensional curve intersects the surface $\theta(\bmod 2 \pi)=0$ at a given point $\left(r_{k}, R_{k}\right)$ each time $\theta$ advances by $2 \pi$-the corresponding value of $\Theta=\Theta\left(r_{k}, 0, R_{k} ; E\right)$ been determined from Eq. (5.58).

In general, consecutive intersections, $k=1,2, \ldots$, of the trajectory with the surface of section can occur at any place on the $(r, R)$ plane, but for a $2 \pi$-periodic orbit they will always happen exactly at the same point-or at a discrete number $n$ of fixed points if the orbit were $2 n \pi$-periodic. On the other hand, if the motion in the orbital plane were integrable, then another integral, say $\mathcal{J}=\mathcal{J}(r, \theta, R, \Theta)$, would exist in addition to the Hamiltonian and independent of it. Then, for the same initial conditions as those that determine the energy manifold $E$ we will get $\mathcal{J}\left(r_{0}, \theta_{0}, R_{0}, \Theta_{0}\right)=J$. Therefore, the trajectory in the orbital plane will be also determined as an implicit function of $J$, say

$$
\begin{equation*}
F_{2}(r, \theta, R, \Theta ; J) \equiv \mathcal{J}-J=0 . \tag{5.59}
\end{equation*}
$$

Elimination of $\Theta$ between Eqs. (5.59) and (5.58) will give $F_{3}(r, \theta, R ; E, J)=0$, which shows that points ( $r_{k}, R_{k}$ ) on the surface of section will pertain to the curve implicitly determined by $F_{3}\left(r_{k}, 0, R_{k} ; E, J\right)=0$. Conversely, identification of such curves in the surface of section provide hints on integrability [280]. On the other hand, even though the main problem does not accept the third integral $\mathcal{J}$ these invariant curves seem to exist in some regions of phase space, at least for the values of $J_{2}$ of interest in astrodynamics [70, 138].

It is worth mentioning that the intersection with the surface of section $\theta=0$ occurs in the ascending node of the orbit, when it crosses the equatorial plane in the upwards direction. Analogously, intersections with the section $\theta=\pi$ occur in the descending node of the orbit. That is, in both cases $z=0$ and

$$
r_{k}=\rho_{k}=\sqrt{x_{k}^{2}+y_{k}^{2}}, \quad R_{k}=P_{k}=\frac{x_{k} \dot{x}_{k}+y_{k} \dot{y}_{k}}{\rho_{k}} .
$$

Therefore, the surface of section $\theta=0$ in polar variables is the same as the surface of section $z=0(Z>0)$ in cylindrical variables $(\rho, z, \lambda, P, Z, \Lambda)$, where $\lambda$ is longitude and its conjugate momentum is $\Lambda=N$, which, since the seminal work of Hénon and Heiles [280] are typical variables used in the representation of surfaces of section of problems with axial symmetry [70, 138, 201, 310, 385]. In consequence, periodic orbits of the main problem in the orbital plane map onto periodic orbits in the rotating meridian plane of the satellite.

On the other hand, while periodic orbits in the orbital plane are not generally periodic in three-dimensional space, a subset of them are certainly periodic. More specifically, when the rate of variation of the node becomes commensurate with the frequency of the periodic orbit in the orbital plane, the orbits become truly periodic in three-dimensional space. Notably, this match occurs more easily when the motion is measured in a frame rotating with the Earth's rotation rate, a case in which three-dimensional periodic orbits repeat their ground trace on the surface of the Earth [137, 386-388, 428, 604].

The discretization of the four-dimensional flow stemming from the main problem Hamiltonian is carried out by numerically propagating Eqs. (5.9)-(5.12), which are sampled each time $\theta$ advances by $2 \pi$, for different energy manifolds. The reduced flow in the orbital plane is then visualized by means of an atlas of phase portraits, each one corresponding to a different point of the parameter space ( $N, J_{2}$ ). An example is presented in Fig. 5.2, where a sequence of phase portraits for different values of the third component of the angular momentum vector is shown. We fixed $J_{2}=0.1$ in order to reduce the integration time needed to visualize long tracks of invariant curves in the computed surfaces. Nevertheless, equivalent figures will be obtained from different $J_{2}$ values due to the scale invariance of the main problem [70]. Units of length and time such that $R_{\oplus}=1$ and $\mu=1$ have been chosen, meaning that length is measured in units of the equatorial radius and that one orbital period is traversed in roughly $2 \pi$ units of time. The energy is fixed to $E=-0.5$ in all cases, which would correspond


Figure 5.2: Phase portraits $(r, R)$ of the section $\theta(\bmod 2 \pi)=0$ for $J_{2}=0.1, E=-0.5$, and $N=0.45$ (upper), 0.44 (center) and 0.43 (lower). Units of length such that $R_{\oplus}=1$ and time such that $\mu=1$.
to orbits with semimajor axes slightly longer than the equatorial radius of the oblate body. This is done to enhance the effect of the perturbation on the massless body for illustrative purposes, yet most elliptic orbits corresponding to this case would not be realistic because of their early impact on the surface of the oblate body.

The upper plot of Fig. 5.2 corresponds to the value $N=0.45$ in the units chosen, and shows a fixed point of the elliptic type $r \approx 1.03, R=0$, corresponding to a stable, circular orbit which is periodic in the (instantaneous) orbital plane. The radii with which other orbits intersect the surface of section $\theta=0$ vary with time, and shows the advance of the line of apsides, in agreement with the secular motion predicted by

Eq. (5.26). The maximum (resp. minimum) value of $r$ of orbits with rotating periapsis occurs when $R=0$, that is, when the orbit intersects the section in the apoapsis (resp. periapsis).

The surface of section in the center plot of Fig. 5.2, corresponds to $N=0.44$, and uncovers important changes in the dynamics. Thus, circular orbits, which now have a slightly higher inclination than in the previous case, are represented by a fixed point of the hyperbolic type with coordinates $r \approx 1.03, R=0$. Besides, two fixed points of the elliptic type exist with $r \approx 1.85, R=0$, and $r \approx 0.97, R=0$. That is, a bifurcation phenomenon happened in which the stability of the circular orbits turned into instability, and two stable elliptic orbits that are periodic in the orbital plane emerged from the bifurcation. These eccentric periodic orbits intersect the surface of section $\theta=0$ when $R=0$, and hence their lines of apsides lie on the equatorial plane. Besides, the homoclinic trajectory stemming from the unstable equilibrium separates two regions of librating perigee about the elliptic stable equilibria from the general advance of the perigee outside these libration regions.

Finally, the surface of section corresponding to $N=0.43$, in which the inclination of the circular orbits is still higher, is presented in the lower plot of Fig. 5.2. Now, five fixed points are clearly noticed in the figure. In particular, circular orbits come back to stability in a new bifurcation phenomenon that produces two new unstable elliptic periodic orbits $r \approx 1.02, R \approx \pm 0.08$. That is, each of them crosses the equator $(\theta=0)$ upwards and downwards at the same distance but opposite radial velocity, meaning that the lines of apsides of these unstable periodic orbits lie in the direction $\theta= \pm \frac{\pi}{2}$. Now, the perigees of elliptic orbits evolve with retrograde motion in the region of lower eccentricities, the two regions of perigee libration remain, and the perigees of elliptic orbits with higher eccentricity advance.

The qualitative dynamics remain the same when $J_{2}$ is of the order of one thousandth, but then the double bifurcation sequence happens within a very small variation of $N$ in the close vicinity of the critical inclination. The libration region is very thin in that case, and the eccentricity of librating-perigee orbits increases very fast for decreasing values of $N$.

In summary, the true, numerically propagated dynamics of the main problem exposes important qualitative differences with respect to the predicted behavior of intermediary approximations, yet the differences are bounded to a narrow region in phase space. Indeed, while integrable approximations obtained from separable Hamiltonians are able to detect the existence of orbits with constant eccentricity and fixed argument of the perigee close to the critical inclination, they predict that all of them have the perigee frozen irrespective of their eccentricity. This is not the case, however, as the direct integration of the problem has shown by means of the construction of the Poincaré surfaces of section in Fig. 5.2. Indeed, second-order terms missed by the intermediaries limit radically the number of orbits exhibiting frozen perigee dynamics. In Chapter 6, we will learn how other second-order effects of the geopotential may further change this picture.

### 5.6 The critical inclination

Beyond the first order of $J_{2}$ secular effects computed analytically in §5.3, which miss important features of the real main problem dynamics, we can take advantage of the techniques described in Chapter 2 and apply perturbation theory by Lie transforms to get a higher-order approximation of the main problem dynamics. In view of the simplicity of the Lie derivative and the homological equation in Eqs. (4.66) and (4.67), respectively, the perturbation solution will be approached in Delaunay variables.

To begin with, we write Eq. (5.8) like the usual perturbation Hamiltonian (2.30), in which $\mathcal{H}_{0,0}$ and $\mathcal{H}_{1,0}$ are given by Eqs. (5.35) and (5.36), respectively, $\mathcal{H}_{m, 0}=0$ for $m \geq 2$, and $\varepsilon=J_{2}$. Once more, we recall that the entities $a, r, s, \omega$, and $f$ are not variables in themselves, but functions of some set of canonical variables, which in the current case are the Delaunay variables.

### 5.6.1 First order

The procedure starts solving Eq. (4.68) for $m=1$. The term $\widetilde{\mathcal{H}}_{0,1}$ is the same as $\mathcal{H}_{1,0}$, and the term $\mathcal{H}_{0,1}$ is chosen in such a way that it cancels the terms of $\mathcal{H}_{1,0}$ pertaining to the kernel of the Lie derivative (4.66). These terms are easily identified after expanding Eq. (5.36) like a Fourier series of the mean anomaly [78, 171]. However, to avoid restrictions related to the size of the obtained series, or limitations of the solution to small or moderate values of the eccentricity, $\mathcal{H}_{0,1}$ is more suitably computed in closed form of the eccentricity by direct averaging.

That is, $\mathcal{H}_{0,1}=\left\langle\mathcal{H}_{1,0}\right\rangle_{\ell}$, where, on account of the Lie derivative being constrained by definition to the Keplerian flow, we are free to use the differential relation (4.64) to replace the mean anomaly by the true anomaly like the integration variable. In this way, the averaging is readily solved in closed form of the eccentricity. Namely,

$$
\begin{equation*}
\mathcal{H}_{0,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{H}_{1,0} \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f=\frac{1}{4} \frac{\mu}{a} \frac{R_{\oplus}^{2}}{p^{2}} \eta\left(3 s^{2}-2\right), \tag{5.60}
\end{equation*}
$$

which, as expected, is the same as the disturbing term of the secular Hamiltonian (5.23), except for the coefficient $J_{2}$ which is taken here as the small parameter of the Lie transforms method.

By the same token, the homological equation becomes Eq. (4.69). Replacing $\widetilde{\mathcal{H}}_{0, m}=\mathcal{H}_{1,0}$ by Eq. (5.36) and $\mathcal{H}_{0, m}=\mathcal{H}_{0,1}$ by (5.60), the first-order term of the generating function is readily solved, also in closed form of the eccentricity, to obtain

$$
\begin{align*}
\mathcal{W}_{1}= & -\frac{1}{8} G \frac{R_{\oplus}^{2}}{p^{2}}\left[\left(4-6 s^{2}\right)(\phi+e \sin f)+3 e s^{2} \sin (f+2 \omega)\right. \\
& \left.+3 s^{2} \sin (2 f+2 \omega)+e s^{2} \sin (3 f+2 \omega)\right]+A_{1} \tag{5.61}
\end{align*}
$$

in which $A_{1}$ is an arbitrary integration "constant" meeting the only condition of being independent of the mean anomaly. That is, $\mathrm{d} A_{1} / \mathrm{d} \ell=0$ and $A_{1}$ is a function of $g, G$, and $L$ when expressed in Delaunay variables. While the equation of the center $\phi$ is a purely periodic function of the mean anomaly, given in Eq. (4.65), the fact that it is not a trigonometric function complicates its closed-form treatment in the computation of higher orders of the perturbation solution, as we will see immediately.

For simplicity in the following computations, we choose here $A_{1}=0$, in this way keeping the number of terms of the generating function at a minimum. However, we highlight that this selection of the arbitrary constant makes $\mathcal{W}_{1}$ to be made of both long- and short-period terms. Indeed [342, 362, 631],

$$
\begin{equation*}
\langle\sin m f\rangle_{\ell}=0, \quad\langle\cos m f\rangle_{\ell}=(-\beta)^{m}(1+m \eta), \tag{5.62}
\end{equation*}
$$

where we used the usual definition

$$
\begin{equation*}
\beta=\frac{e}{1+\eta}=\sqrt{\frac{1-\eta}{1+\eta}} \tag{5.63}
\end{equation*}
$$

Then Eq. (5.61) is readily averaged over the mean anomaly, to obtain [363]

$$
\begin{equation*}
\left\langle\mathcal{W}_{1}\right\rangle_{\ell}=A_{1}-\frac{1}{8} G \frac{R_{\oplus}^{2}}{p^{2}}(1+2 \eta) \beta^{2} s^{2} \sin 2 \omega \tag{5.64}
\end{equation*}
$$

Therefore, unless $A_{1}$ be chosen so that the right side of Eq. (5.64) vanishes, $\mathcal{W}_{1}$ will depend on hidden long-period terms of the order of $e^{2}$ driven by the perigee dynamics. This issue, which is a consequence of the closed-form integration and does not occur when the mean anomaly appears explicitly in the Hamiltonian, will be tackled in more detail in §6.7.

### 5.6.2 Second order

At second order, the known terms $\widetilde{\mathcal{H}}_{0,2}$ of the homological equation are those of Eq. (2.37), in which $\mathcal{H}_{2,0} \equiv 0$ in the current case. Hence,

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2}=\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\}, \tag{5.65}
\end{equation*}
$$

which bears terms of both the kernel and the image of the Lie derivative (4.66). The former are canceled out of the homological equation (4.68) when choosing $\mathcal{H}_{0,2}=$ $\left\langle\widetilde{\mathcal{H}}_{0,2}\right\rangle_{\ell}$.

After evaluating the Poisson brackets in Eq. (5.65), we identify three types of terms of a different nature. Thus, $\widetilde{\mathcal{H}}_{0,2}=\widetilde{\mathcal{H}}_{0,2,1}+\widetilde{\mathcal{H}}_{0,2,2}+\widetilde{\mathcal{H}}_{0,2,3}$, where

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2,1}=-\frac{9}{8} \frac{\mu}{r} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} s^{2}\left(5 s^{2}-4\right) \phi \sin (2 f+2 \omega) \tag{5.66}
\end{equation*}
$$

$$
\begin{align*}
\widetilde{\mathcal{H}}_{0,2,2}= & \frac{3}{16} \frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \eta^{3}\left\{-\eta\left(2-3 s^{2}\right)^{2}+s^{2}\left(4-5 s^{2}\right)[3 e \cos (f+2 \omega)\right. \\
& +3 \cos (2 f+2 \omega)+e \cos (3 f+2 \omega)]\}  \tag{5.67}\\
\widetilde{\mathcal{H}}_{0,2,3}= & \frac{3}{128} \frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \sum_{j=0}^{2} \sum_{i=-3}^{3} q_{2 j, i} s^{2 j} \cos [(2 j+i) f+2 j g] \tag{5.68}
\end{align*}
$$

with the coefficients $q_{2 j, i}$ found in Table 5.2.

Table 5.2: Coefficients $q_{2 j, i}$ in Eq. (5.68); $q_{4,-3}=q_{4,3}=0$.

| $\boldsymbol{j}$ | $\boldsymbol{i}$ | $\boldsymbol{q}_{2 j, i}$ |
| :--- | :--- | :--- |
| 0 | 0 | $-16\left(4-9 s^{2}+5 s^{4}\right)-2\left(8-8 s^{2}-5 s^{4}\right) e^{2}$ |
|  | $\pm 1$ | $-\beta\left[60-124 s^{2}+57 s^{4}+\left(48-88 s^{2}+30 s^{4}\right) \eta+\left(2-3 s^{2}\right)^{2} \eta^{2}\right]$ |
|  | $\pm 2$ | $-e \beta\left[24-56 s^{2}+31 s^{4}+\left(8-8 s^{2}-5 s^{4}\right) \eta\right]$ |
|  | $\pm 3$ | $-e^{2}\left(2-3 s^{2}\right)^{2} \beta$ |
| 1 | -3 | $e^{2}\left(-2+3 s^{2}\right) \beta$ |
|  | -2 | $4 e^{2}\left(14-15 s^{2}\right)$ |
|  | -1 | $\beta\left[3\left(38-37 s^{2}\right)+12\left(8-7 s^{2}\right) \eta-5\left(2-3 s^{2}\right) \eta^{2}\right]$ |
|  | 0 | $-8\left[4-9 s^{2}-\left(2-s^{2}\right) e^{2}\right]$ |
|  | 1 | $-\beta\left[150-221 s^{2}+4\left(24-35 s^{2}\right) \eta+\left(2-3 s^{2}\right) \eta^{2}\right]$ |
|  | 2 | $-4 e \beta\left[22-31 s^{2}+\left(10-13 s^{2}\right) \eta\right]$ |
| 2 | $-5 e^{2}\left(2-3 s^{2}\right) \beta$ |  |
| 2 | $-5 e^{2}$ |  |
|  | -1 | $-6 e$ |
|  | 0 | $8-2 e^{2}$ |
|  | 1 | $10 e$ |
|  | 3 | $3 e^{2}$ |
|  |  |  |

After replacing the inverse of the radius in Eq. (5.66) using Eq. (4.29), we check that $\widetilde{\mathcal{H}}_{0,2,1}$ depends on the mean anomaly through terms of the form $\phi \sin m f$, and $\phi \cos m f$, $m=0,1, \ldots, 5$, from which we must identify those pertaining to the kernel of the Lie derivative (4.66). Formulas for the definite integration of these kinds of terms are given in [487]. In particular,

$$
\begin{equation*}
\langle\phi \cos m f\rangle_{\ell}=0, \quad\langle\phi \sin m f\rangle_{\ell}=\frac{\eta}{e^{m}} Q_{m}(\eta), \quad m \geq 0 \tag{5.69}
\end{equation*}
$$

where the coefficients $Q_{m}$ related to terms stemming from Eq. (5.66) are detailed in Table 5.3. Note that the apparent singularity for circular orbits is just virtual, as checked when $Q_{m}$ is expanded in powers of the eccentricity. In the current case the expansions are unnecessary because the troublesome denominators cancel out when the different integrals are grouped together.

Table 5.3: From top to bottom, terms $Q_{1}, \ldots Q_{5}$ in Eq. (5.69), cf. [437].

```
\(\frac{3}{2}-\eta-\frac{1}{2} \eta^{2}\)
\(-3+2 \eta+3 \eta^{2}-2 \eta^{3}-4 \eta^{2} \log \frac{2 \eta}{1+\eta}\)
\(\frac{9}{2}-3 \eta-4 \eta^{2}+7 \eta^{3}-\frac{9}{2} \eta^{4}+16 \eta^{2} \log \frac{2 \eta}{1+\eta}\)
\(-6+4 \eta-2 \eta^{2}-16 \eta^{3}+28 \eta^{4}-8 \eta^{5}-8 \eta^{2}\left(\eta^{2}+5\right) \log \frac{2 \eta}{1+\eta}\)
\(\frac{15}{2}-5 \eta+\frac{131}{6} \eta^{2}+30 \eta^{3}-\frac{183}{2} \eta^{4}+\frac{149}{3} \eta^{5}-\frac{25}{2} \eta^{6}+16 \eta^{2}\left(3 \eta^{2}+5\right) \log \frac{2 \eta}{1+\eta}\)
```

Terms of $\widetilde{\mathcal{H}}_{0,2,2}$ are free from the radius. They only involve trigonometric factors of the form $\cos (m f \pm 2 \omega)$, with $m$ integer, whose averaging over the mean anomaly is carried out using Eq. (5.62).

Finally, the coefficient $1 / r^{2}$ in $\widetilde{\mathcal{H}}_{0,2,3}$ makes its averaging elementary with the help of the differential relation between the true and mean anomalies in Eq. (4.64).

After carrying out the required operations, we obtain

$$
\begin{align*}
\mathcal{H}_{0,2}= & -\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{64} \eta\left[5\left(8-16 s^{2}+7 s^{4}\right)+4\left(2-3 s^{2}\right)^{2} \eta\right. \\
& \left.+\left(5 s^{4}+8 s^{2}-8\right) \eta^{2}+2\left(15 s^{2}-14\right) s^{2} e^{2} \cos 2 \omega\right] \tag{5.70}
\end{align*}
$$

which reveals that the long-term dynamics of the main problem is driven by terms of second order of $J_{2}$ in the argument of the perigee. This important qualitative effect is missed in the first-order secular Hamiltonian (5.23).

Because we only focus on the contribution of second-order effects of $J_{2}$ to the longterm dynamics, we do not deal here with the computation of second-order periodic corrections, which is feasible in closed form, yet nontrivial [363, 407]. On the other hand, the difficulty is easily overcome with the help of Hamiltonian simplification techniques that will be thoroughly discussed in §6.2.1.

### 5.6.3 The reduced phase space. Frozen orbits

Once the terms $\mathcal{H}_{0, m}$ of the new Hamiltonian have been written in the new, prime variables, after neglecting terms of $\mathcal{O}\left(J_{2}^{3}\right)$ and higher, we get the new Hamiltonian

$$
\begin{equation*}
\widetilde{\mathcal{M}}=\widetilde{\mathcal{M}}\left(-, g^{\prime},-, L^{\prime}, G^{\prime}, H^{\prime}\right) \equiv \mathcal{H}_{0,0}+J_{2} \mathcal{H}_{0,1}+\frac{1}{2} J_{2}^{2} \mathcal{H}_{0,2}, \tag{5.71}
\end{equation*}
$$

with $\mathcal{H}_{0,1}$ and $\mathcal{H}_{0,2}$ given by Eqs. (5.60), and (5.70), respectively, which is only of one degree of freedom in $\left(g^{\prime}, G^{\prime}\right)$. Then orbits of the reduced phase space can be represented either by making $g^{\prime}$ explicit from $\widetilde{\mathcal{M}}=E$ in Eq. (5.71), or with simple contour plots of this reduced Hamiltonian [559, 600]. Moreover, for a given point $\left(L^{\prime}, H^{\prime}\right)$ in the parameter space, the description of the reduced flow is simpler when discussed in terms of
the non-dimensional Hamiltonian

$$
\begin{equation*}
\mathcal{M}^{*}=\frac{\widetilde{\mathcal{M}}-\mathcal{H}_{0,0}}{J_{2} \mathcal{H}_{0,0}}=\frac{\mathcal{H}_{0,1}}{\mathcal{H}_{0,0}}+\frac{1}{2} J_{2} \frac{\mathcal{H}_{0,2}}{\mathcal{H}_{0,0}}, \tag{5.72}
\end{equation*}
$$

in which the energy has been displaced by a constant quantity and the time evolves in the slow scale $\tau=J_{2} \mathcal{H}_{0,0} t$, which has units of angular momentum.

A sample of the reduced phase space is presented in Fig. 5.3. Besides, for illustration purposes, $L^{\prime}$ has been chosen such that $a=R_{\oplus}$ in which case the effect of the perturbation is magnified, although this choice would make orbits impact the surface of the Earth save the circular case. Moreover, instead of depicting the total angular momentum $G^{\prime}=G^{\prime}\left(g^{\prime} ; H^{\prime} ; L^{\prime}\right)$ we get more insight by representing the eccentricity $e=e\left(G^{\prime} ; L^{\prime}\right)$ as a function of the dynamical parameter

$$
\begin{equation*}
\gamma=H^{\prime} / L^{\prime}, \quad 0 \leq \gamma \leq \eta \leq 1 . \tag{5.73}
\end{equation*}
$$

Note that $\gamma=\eta \cos I$. Therefore, $\gamma$ coincides with the cosine of the inclination of circular orbits, a case in which $G^{\prime}=L^{\prime}$.


Figure 5.3: Contour plots of the long-term main problem Hamiltonian (5.72) for $L^{\prime}=\sqrt{\mu R_{\oplus}}$ and different values $H^{\prime}=L^{\prime} \gamma$. Fixed points are frozen orbits.

Thus, the upper-left plot of Fig. 5.3 shows that for large enough values of $y$ the periapsis of elliptic orbits rotates. When $\gamma$ decreases to a certain value, two fixed points of the elliptic type appear with abscissas $\omega=0$ and 180 deg (upper-right and lowerleft plots of Fig. 5.3). An additional small decrease of $y$ results in the appearance of two new fixed points, now of the hyperbolic type, with abscissas $\omega=90$ and 270 deg (lower-right plot of Fig. 5.3). In the latter plot, the horizontal dashed line displays the value $e=\left(1-5 y^{2}\right)^{1 / 2}$, corresponding to the (mean) eccentricity of an eccentric orbit with the critical inclination $I=\arccos \left(5^{-1 / 2}\right)$. Orbits below this line have higher inclinations than the critical one, whereas orbits above this line have lower inclinations.

While the behavior depicted in Fig. 5.3 is in general agreement with the real one obtained by the discretization of the flow illustrated in Fig. 5.2, the cylindrical map ( $g^{\prime} G^{\prime}$ ) is not suitable for the correct representation of the flow because the argument of the perigee is not defined for circular orbits. Therefore, the bifurcation process that happens when the third component of the angular momentum vector varies is not well perceived in Fig. 5.3. This flaw is normally amended by representing the flow of low eccentricity orbits in the so-called semi-equinoctial variables [354], provided by the projections of the eccentricity vector in the nodal frame

$$
\begin{equation*}
C=e \cos \omega, \quad S=e \sin \omega \tag{5.74}
\end{equation*}
$$

which are free from singularities in the case of circular orbits [130, 171, 355]. The reduced Hamiltonian (5.71) is readily reformulated in these variables by replacing $e^{2} \cos 2 \omega=C^{2}-S^{2}, \eta=\left(1-C^{2}-S^{2}\right)^{1 / 2}$, and $c=\gamma / \eta$ in Eq. (5.72). Corresponding contour plots are presented in Fig. 5.4. Now, the two consecutive bifurcations of the circular orbits, which are represented by the point at the origin, are clearly apparent. Moreover, the contour plots in Fig. 5.4 are similar to the ( $J_{2}$-scaled) phase portraits in Fig. 5.2, although contrary to the discretization process, here they are rendered almost instantaneously because there is no need of carrying out any numerical integration. The plot in the lower-right corner of Fig. 5.4 shows a dashed circle superimposed, which corresponds to the value $e=\left(1-5 y^{2}\right)^{1 / 2}$ highlighted previously in Fig.5.3. Orbits inside this circle have higher inclinations than the critical one, whereas orbits out of the circle have lower inclinations.

Lower values of $y$ than those in Fig. 5.4 make the eccentricity of the frozen orbits to grow fast with almost constant inclination. Still, the region of perigee libration is concentrated in a thin strip of eccentricities in which the perigee evolves at a slow rate that only includes second order of $J_{2}$ effects at the critical inclination; cf. Eq. (5.83) below. In that case, the eccentricity-vector representation does not provide a clear figure, which, on the contrary is better appreciated in the cylindrical map representation, as illustrated in Fig. 5.5.


Figure 5.4: Same as Fig. 5.3 in the eccentricity-vector representation.


Figure 5.5: Reduced phase space of the main problem for $\gamma=\cos 64.8^{\circ}$.

### 5.6.4 Reduced dynamics on the sphere

In fact, the reduced phase space is neither the cylinder $\left(g^{\prime}, G^{\prime}\right)$ nor the plane $(C, S)$, but a two-dimensional compact manifold [120, 135]. Disregarding the case of rectilinear
orbits, which are not of interest for Earth artificial satellite applications, the flow is properly represented with the non-dimensional coordinates ${ }^{2}$ [119, 411, 433]

$$
\begin{align*}
& \chi_{1}=e \eta s \cos g=\sqrt{1-\eta^{2}} \sqrt{\eta^{2}-\gamma^{2}} \cos g \\
& \chi_{2}=e \eta s \sin g=\sqrt{1-\eta^{2}} \sqrt{\eta^{2}-\gamma^{2}} \sin g \\
& \chi_{3}=\eta^{2}-\frac{1}{2}\left(1+\gamma^{2}\right) \tag{5.75}
\end{align*}
$$

on the sphere of radius $\rho=\rho\left(H / L^{\prime}\right) \equiv \sqrt{\chi_{1}^{2}+\chi_{2}^{2}+\chi_{3}^{2}}=\frac{1}{2}\left(1-\gamma^{2}\right)$. The north pole of the sphere $\chi_{1}=\chi_{2}=0, \chi_{3}=\rho$, implies $\eta=1$ and, therefore, represents a circular orbit. Conversely, the south pole $\chi_{1}=\chi_{2}=0, \chi_{3}=-\rho$ yields $\eta^{2}=\gamma^{2}$, or $G^{\prime}=|H|$, corresponding to an equatorial elliptic orbit. Other points on the sphere represent families of ellipses with different arguments of the node, whose eccentricity and pericenter evolution is represented by a closed curve.

Noting that $\chi_{2}^{2}=\frac{1}{2} \eta^{2} s^{2} e^{2}(1-\cos 2 \omega)$, and replacing $s=\sqrt{1-(\gamma / \eta)^{2}}$, Hamiltonian (5.72) is conveniently written in the form $\mathcal{M}^{*}=\mathcal{M}^{*}\left(\chi_{2}, \eta ; \gamma\right)$. Namely,

$$
\begin{aligned}
\mathcal{M}^{*}= & \frac{1}{4 \eta^{5}}\left(\eta^{2}-3 \gamma^{2}\right)+J_{2} \frac{3 R_{\oplus}^{2}}{32 a^{2}}\left[\chi_{2}^{2}\left(\eta^{2}-15 \gamma^{2}\right)+\left(\frac{3}{4}-\eta-\frac{3}{4} \eta^{2}\right) \eta^{4}\right. \\
& \left.+\gamma^{2}\left(\frac{11}{2}+6 \eta-\frac{7}{2} \eta^{2}\right) \eta^{2}-\gamma^{4}\left(\frac{65}{4}+9 \eta-\frac{25}{4} \eta^{2}\right)\right] \frac{1}{\eta^{11}} .
\end{aligned}
$$

Then the differential equations of the flow on the sphere are

$$
\begin{equation*}
\frac{\mathrm{d} \chi_{i}}{\mathrm{~d} \tau}=\left\{\chi_{i} ; \mathcal{M}^{*}\right\}=\left\{\chi_{i} ; \eta\right\} \frac{\partial \mathcal{M}^{*}}{\partial \eta}+\left\{\chi_{i} ; \chi_{2}\right\} \frac{\partial \mathcal{M}^{*}}{\partial \chi_{2}}, \quad i=1,2,3, \tag{5.76}
\end{equation*}
$$

in which $\left\{\chi_{1} ; \eta\right\}=-\chi_{2} / L^{\prime},\left\{\chi_{2} ; \eta\right\}=\chi_{1} / L^{\prime},\left\{\chi_{3} ; \eta\right\}=0,\left\{\chi_{1} ; \chi_{2}\right\}=2 \eta \chi_{3} / L^{\prime},\left\{\chi_{3} ; \chi_{2}\right\}=$ $-2 \eta \chi_{1} / L^{\prime}$, and

$$
\begin{align*}
\frac{\partial \mathcal{M}^{*}}{\partial \chi_{2}}= & J_{2} \frac{3 R_{\oplus}^{2}}{16 a^{2}}\left(\eta^{2}-15 \gamma^{2}\right) \chi_{2} \frac{1}{\eta^{11}}  \tag{5.77}\\
\frac{\partial \mathcal{M}^{*}}{\partial \eta}= & \frac{3}{4 \eta^{6}}\left(5 \gamma^{2}-\eta^{2}\right)-J_{2} \frac{9 R_{\oplus}^{2}}{32 a^{2} \eta^{12}}\left[\left(3 \eta^{2}-55 \gamma^{2}\right) \chi_{2}^{2}+\frac{7}{4} \eta^{4}-2 \eta^{5}-\frac{5}{4} \eta^{6}\right. \\
& \left.+\gamma^{2}\left(\frac{33}{2} \eta^{2}+16 \eta^{3}-\frac{49}{6} \eta^{4}\right)-\gamma^{4}\left(\frac{715}{12}+30 \eta-\frac{75}{4} \eta^{2}\right)\right] \tag{5.78}
\end{align*}
$$

Particularization of Eq. (5.76) for these values yields

$$
\begin{equation*}
L^{\prime} \frac{\mathrm{d} \chi_{1}}{\mathrm{~d} \tau}=-\chi_{2}\left[\frac{\partial \mathcal{M}^{*}}{\partial \eta}-\chi_{3} J_{2} \frac{R_{\oplus}^{2}}{a^{2}} \frac{3}{8 \eta^{10}}\left(\eta^{2}-15 \gamma^{2}\right)\right] \tag{5.79}
\end{equation*}
$$

[^11]\[

$$
\begin{align*}
& L^{\prime} \frac{\mathrm{d} \chi_{2}}{\mathrm{~d} \tau}=\chi_{1} \frac{\partial \mathcal{M}^{*}}{\partial \eta}  \tag{5.80}\\
& L^{\prime} \frac{\mathrm{d} \chi_{3}}{\mathrm{~d} \tau}=-\chi_{1} \chi_{2} J_{2} \frac{R_{\oplus}^{2}}{a^{2}} \frac{3}{8 \eta^{10}}\left(\eta^{2}-15 \gamma^{2}\right) \tag{5.81}
\end{align*}
$$
\]

from which it is readily checked that $\chi_{1} \mathrm{~d} \chi_{1} / \mathrm{d} \tau+\chi_{2} \mathrm{~d} \chi_{2} / \mathrm{d} \tau=-\chi_{3} \mathrm{~d} \chi_{3} / \mathrm{d} \tau$, as it must be from the constraint $\rho \mathrm{d} \rho=0$ derived from the constancy of the radius. Therefore, if two of the differential equations are satisfied, then the other one is automatically satisfied.

Replacing $\chi_{1}=\chi_{2}=0$ in Eqs. (5.79)-(5.81) shows that circular orbits are always equilibria. Besides, the case $\chi_{2}=0, \chi_{1} \neq 0$, corresponds to equilibria with $g^{\prime}=0$, $\pi$, for those values of $\eta$ satisfying simultaneously the condition $\partial \mathcal{M}^{*} / \partial \eta=0$, derived from Eq. (5.80). Thus, from Eq. (5.78),

$$
\begin{aligned}
32 \eta^{6}\left(\eta^{2}-5 \gamma^{2}\right)= & J_{2}\left(R_{\oplus} / a\right)^{2}\left[15 \eta^{6}+24 \eta^{5}+7\left(14 \gamma^{2}-3\right) \eta^{4}\right. \\
& \left.-192 y^{2} \eta^{3}-9 \gamma^{2}\left(25 \gamma^{2}+22\right) \eta^{2}+360 \gamma^{4} \eta+715 \gamma^{4}\right],
\end{aligned}
$$

which is solved by the Newton-Raphson method starting from the critical inclination $\eta^{2}=5 \gamma^{2}$. The first iteration of the method yields

$$
\eta=\sqrt{5} \gamma\left(1-J_{2} \frac{R_{\oplus}^{2}}{a^{2}} \frac{1-4 \gamma^{2}}{50 y^{4}}\right),
$$

from which $G^{\prime}<\sqrt{5} H$, showing that the bifurcation of the equilibria with $g^{\prime}=0, \pi$ happen from a circular orbit with an inclination slightly closer to the equator than the critical inclination.

Analogously, the case $\chi_{1}=0, \chi_{2} \neq 0$, corresponds to equilibria with $g^{\prime}= \pm \frac{\pi}{2}$ for values of $\eta$ that satisfy the condition

$$
\frac{\partial \mathcal{M}^{*}}{\partial \eta}=\left[\eta^{2}-\frac{1}{2}\left(1+\gamma^{2}\right)\right] J_{2} \frac{R_{\oplus}^{2}}{a^{2}} \frac{3}{8 \eta^{10}}\left(\eta^{2}-15 \gamma^{2}\right)
$$

derived from Eq. (5.79), where $\gamma_{3}$ has been replaced from its definition in Eq. (5.75) and the left side must be replaced by Eq. (5.78) with $\chi_{1}=0$. That is,

$$
\begin{aligned}
32 \eta^{6}\left(\eta^{2}-5 \gamma^{2}\right)= & J_{2}\left(R_{\oplus} / a\right)^{2}\left[35 \eta^{6}+24 \eta^{5}-7\left(50 \gamma^{2}+7\right) \eta^{4}\right. \\
& \left.-192 \gamma^{2} \eta^{3}+63 \gamma^{2}\left(5 \gamma^{2}+6\right) \eta^{2}+360 \gamma^{4} \eta+55 \gamma^{4}\right]
\end{aligned}
$$

which is solved for $\eta$ by the Newton-Raphson method starting from the critical inclination $\eta^{2}=5 \gamma^{2}$. The first iteration of the method gives

$$
\eta=\sqrt{5} \gamma\left(1+J_{2} \frac{R_{\oplus}^{2}}{a^{2}} \frac{9-35 \gamma^{2}}{500 \gamma^{4}}\right),
$$

from which $G^{\prime}>\sqrt{5} H$, showing that the bifurcation of the equilibria at $g^{\prime}= \pm \pi / 2$ happens from a circular orbit whose inclination is slightly closer to polar than the critical inclination case.

The stability character of the equilibria, which is guessed from the contour plots in Fig. 5.4, can be computed from the usual linearization of the flow. However, the incorporation of additional effects to the perturbation model introduces drastic changes in the stability, as will be shown in §6.1.3. Therefore, it is not discussed here. The interested reader can find the required details in [120].

The reduced flow on the sphere is readily depicted with standard graphic tools, by assigning colors to the different levels of the (reduced) Hamiltonian integral. Still, refinements in the technique, such as the automatic selection of colors, may be required to ensure enough contrast around isolated but close singularities [116]. This technique is sometimes dubbed "painting" Hamiltonians [270, 546]. An example of this illustrative kind of portrait is presented in Fig. 5.6.


Figure 5.6: Painting the phase space of the main problem.

Finally, it is worth noting that, up to the truncation order, orbits that are frozen in the mean-elements space correspond to orbits of the original space that are periodic in the orbital plane. Indeed, as will be checked in §5.7.1, the short-period corrections needed to recover the original variables take the same value each time the mean anomaly advances by $2 \pi$, thus meaning that, save for the argument of the node, the osculating orbital elements of a frozen orbit are repeated periodically.

### 5.7 Semi-analytical integration

The convenience of removing short-period terms goes beyond the qualitative exploration of the reduced flow and allows for the integration of the main problem in a very
efficient semi-analytical way. Indeed, the Hamilton equations of the reduced Hamiltonian (5.71) are

$$
\begin{align*}
\frac{\mathrm{d} \ell^{\prime}}{\mathrm{d} t}= & n+n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{4} \eta\left(2-3 s^{2}\right)+n J^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{128} \eta\left[15\left(8-16 s^{2}+7 s^{4}\right)\right. \\
& +16\left(2-3 s^{2}\right)^{2} \eta-5\left(8-8 s^{2}-5 s^{4}\right) \eta^{2} \\
& \left.-\left(28-30 s^{2}\right)\left(3-5 \eta^{2}\right) s^{2} \cos 2 \omega\right],  \tag{5.82}\\
\frac{\mathrm{d} g^{\prime}}{\mathrm{d} t}= & n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{4}\left(4-5 s^{2}\right)+n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{128} \\
& \times\left[y_{0,0}+y_{0,1} \eta+\gamma_{0,2} \eta^{2}+\left(y_{1,0}+\gamma_{1,2} \eta^{2}\right) \cos 2 \omega\right],  \tag{5.83}\\
\frac{\mathrm{d} h^{\prime}}{\mathrm{d} t}= & -n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{2} c-n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{32} c\left[5\left(8-7 s^{2}\right)\right. \\
& \left.+12\left(2-3 s^{2}\right) \eta-\left(4+5 s^{2}\right) \eta^{2}+2\left(7-15 s^{2}\right) e^{2} \cos 2 \omega\right],  \tag{5.84}\\
\frac{\mathrm{d} G^{\prime}}{\mathrm{d} t}= & G^{\prime} n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{32} s^{2}\left(14-15 s^{2}\right) e^{2} \sin 2 \omega, \tag{5.85}
\end{align*}
$$

where the inclination polynomials $\gamma_{i, j}$ in Eq. (5.83) are given in Table 5.4, and the quantities $n, p, s, \eta, e$, and $\omega$, are functions of the prime variables.

Table 5.4: Inclination polynomials $\gamma_{i, j}$ in Eq. (5.83).

| $\gamma_{0,0}=440-860 s^{2}+385 s^{4}$ |  |
| :--- | :--- |
| $\gamma_{0,1}=192-528 s^{2}+360 s^{4}$ | $\gamma_{1,0}=56-372 s^{2}+330 s^{4}$ |
| $\gamma_{0,2}=-56+36 s^{2}+45 s^{4}$ | $\gamma_{1,2}=-56+316 s^{2}-270 s^{4}$ |

Because Eqs. (5.82)-(5.85) are free from short-period effects, which are related to the mean anomaly, their numerical integration proceeds with very large step sizes. At each step of the numerical integration, the short-period effects are recovered by analytical evaluation of the first-order corrections computed from Eq. (2.17). To the first order, we get $x=x^{\prime}+J_{2} x_{0,1}$ where $x_{0,1}=\left\{x ; \mathcal{W}_{1}\right\}$, and $x$ denotes a particular variable. For direct corrections $x_{0,1}$ must be written in prime variables, whereas for the inverse transformation $x^{\prime}=x-J_{2} x_{0,1}$ the corrections $x_{0,1}$ must be written in original variables.

### 5.7.1 Short-period corrections in Delaunay variables

In the case of the Delaunay variables, $\mathcal{W}_{1}$ is replaced by Eq. (5.61). When we choose $A_{1}=0$ the corrections to the Delaunay variables are $H_{0,1}=0$ and

$$
\begin{aligned}
\ell_{0,1}= & -\frac{R_{\oplus}^{2}}{p^{2}} \frac{\eta}{32}\left[6\left(\frac{4}{e}-e\right)\left(2-3 s^{2}\right) \sin f+12\left(2-3 s^{2}\right) \sin 2 f\right. \\
& +2 e\left(2-3 s^{2}\right) \sin 3 f-3 e s^{2} \sin (-f+2 \omega)-18 s^{2} \sin 2 \omega
\end{aligned}
$$

$$
\begin{align*}
& -3\left(5 e+\frac{4}{e}\right) s^{2} \sin (f+2 \omega)-\left(e-\frac{28}{e}\right) s^{2} \sin (3 f+2 \omega) \\
& \left.+18 s^{2} \sin (4 f+2 \omega)+3 e s^{2} \sin (5 f+2 \omega)\right],  \tag{5.86}\\
g_{0,1}= & \frac{R_{\oplus}^{2}}{p^{2}} \frac{1}{32}\left\{24\left(4-5 s^{2}\right) \phi+6\left[\frac{4}{e}\left(2-3 s^{2}\right)+e\left(14-17 s^{2}\right)\right] \sin f\right. \\
& +12\left(2-3 s^{2}\right) \sin 2 f+2 e\left(2-3 s^{2}\right) \sin 3 f+3 e s^{2} \sin (f-2 \omega) \\
& -18 s^{2} \sin 2 \omega-3\left[\frac{4}{e} s^{2}+e\left(8-15 s^{2}\right)\right] \sin (f+2 \omega) \\
& -12\left(2-5 s^{2}\right) \sin (2 f+2 \omega)+\left[\frac{28}{e} s^{2}-e\left(8-19 s^{2}\right)\right] \sin (3 f+2 \omega) \\
& \left.+18 s^{2} \sin (4 f+2 \omega)+3 e s^{2} \sin (5 f+2 \omega)\right\},  \tag{5.87}\\
h_{0,1}= & -\frac{R_{\oplus}^{2}}{p^{2}} \frac{c}{4}[6(\phi+e \sin f)-3 e \sin (f+2 \omega)-3 \sin (2 f+2 \omega) \\
& -e \sin (3 f+2 \omega)],  \tag{5.88}\\
L_{0,1}= & L \frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} \frac{1}{8 \eta^{2}}\left\{( 4 - 6 s ^ { 2 } ) \left[2\left(5-3 \eta^{2}-2 \eta^{3}\right)+3\left(4+e^{2}\right) e \cos f\right.\right. \\
& \left.+6 e^{2} \cos 2 f+e^{3} \cos 3 f\right]+3 s^{2}\left[e^{3} \cos (-f+2 \omega)+6 e^{2} \cos 2 \omega\right. \\
& +3\left(4+e^{2}\right) e \cos (f+2 \omega)+4\left(2+3 e^{2}\right) \cos (2 f+2 \omega)+\left(4+e^{2}\right) \\
& \left.\left.\times 3 e \cos (3 f+2 \omega)+6 e^{2} \cos (4 f+2 \omega)+e^{3} \cos (5 f+2 \omega)\right]\right\},  \tag{5.89}\\
G_{0,1}= & G \frac{R_{\oplus}^{2}}{p^{2}} \frac{s^{2}}{4}[3 e \cos (f+2 \omega)+3 \cos (2 f+2 \omega)+e \cos (3 f+2 \omega)] . \tag{5.90}
\end{align*}
$$

The inverse corrections are given by Eqs. (5.86)-(5.90) too, but now the quantities in the equations are functions of the original Delaunay variables.

Periodic corrections to the usual orbital elements are sometimes preferred. Because these elements are particular functions of the Delaunay variables, their osculating values are obtained from the mean Delaunay variables using Deprit's recursion (2.15), as described in §2.1. Thus, $\Phi_{0,1}=\Phi_{1,0}+J_{2}\left\{\Phi_{0,0} ; \mathcal{W}_{1}\right\}$ where $\Phi_{0,0}$ is replaced by each orbital element written as a function of the Delaunay variables, and $\Phi_{1,0}=0$. From Eq. (4.46), it is readily found that

$$
\left\{a ; \mathcal{W}_{1}\right\}=2 \frac{L_{0,1}}{L} a, \quad\left\{e ; \mathcal{W}_{1}\right\}=\frac{\eta^{2}}{e}\left(\frac{L_{0,1}}{L}-\frac{G_{0,1}}{G}\right), \quad\left\{I ; \mathcal{W}_{1}\right\}=\frac{G_{0,1}}{G} \frac{c}{s},
$$

whereas $\left\{\Omega ; \mathcal{W}_{1}\right\}=h_{0,1},\left\{\omega ; \mathcal{W}_{1}\right\}=g_{0,1},\left\{M ; \mathcal{W}_{1}\right\}=\ell_{0,1}$.

### 5.7.2 Short-period corrections in non-singular variables

We note that eccentricity appears in the denominators of Eqs. (5.86) and (5.87), making the periodic corrections $\ell_{0,1}$ and $g_{0,1}$ singular in the case of circular orbits. However,
the singularity is of the virtual type [284] and is easily avoided by a simple change of variables.

On the other hand, the fact that $\ell_{0,1}+g_{0,1}$ is free from singularities makes customary the use of the (non-canonical) non-singular variables for zero-eccentricity orbits given by $L, h, H$, the mean longitude $F=\ell+g$, and the semi-equinoctial variables defined in Eq. (5.74). The needed first-order corrections are

$$
\begin{aligned}
F_{0,1}= & \frac{R_{\oplus}^{2}}{p^{2}} \frac{1}{32}\left\{24\left(4-5 s^{2}\right) \phi+6 \beta\left[22-29 s^{2}+4\left(4-5 s^{2}\right) \eta\right.\right. \\
& \left.+\left(2-3 s^{2}\right) \eta^{2}\right] \sin f+12 e \beta\left(2-3 s^{2}\right) \sin 2 f+2 e^{2} \beta\left(2-3 s^{2}\right) \\
& \times \sin 3 f+3 e^{2} \beta s^{2} \sin (f-2 \omega)-18 e \beta s^{2} \sin 2 \omega-3 \beta\left[8-11 s^{2}\right. \\
& \left.+4\left(2-5 s^{2}\right) \eta-5 s^{2} \eta^{2}\right] \sin (f+2 \omega)-12\left(2-5 s^{2}\right) \sin (2 f+2 \omega) \\
& -\beta\left[8-47 s^{2}+4\left(2-5 s^{2}\right) \eta-s^{2} \eta^{2}\right] \sin (3 f+2 \omega) \\
& \left.+18 s^{2} e \beta \sin (4 f+2 \omega)+3 s^{2} e^{2} \beta \sin (5 f+2 \omega)\right\}, \\
C_{0,1}= & -\frac{R_{\oplus}^{2}}{p^{2}} \frac{1}{32}\left\{24\left(4-5 s^{2}\right) e \phi \sin \omega+9 e^{2}\left(4-5 s^{2}\right) \cos (f-\omega)\right. \\
& -2 \beta\left[\left(20-21 s^{2}\right)(1+\eta)+\left(8-12 s^{2}\right) \eta^{2}\right] \cos \omega \\
& -6\left[8-10 s^{2}+\left(10-11 s^{2}\right) e^{2}\right] \cos (f+\omega)-36 c^{2} e \cos (2 f+\omega) \\
& -\left(8-7 s^{2}\right) e^{2} \cos (3 f+\omega)+3\left(4-13 s^{2}\right) e^{2} \cos (f+3 \omega) \\
& +12\left(1-5 s^{2}\right) e \cos (2 f+3 \omega)-2\left[14 s^{2}-\left(2-9 s^{2}\right) e^{2}\right] \\
& \left.\times \cos (3 f+3 \omega)-18 s^{2} e \cos (4 f+3 \omega)-3 s^{2} e^{2} \cos (5 f+3 \omega)\right\}, \\
R_{0,1}^{2}= & \frac{1}{p^{2}} \frac{1}{32}\left\{24\left(4-5 s^{2}\right) e \phi \cos \omega+3 e^{2}\left(12-13 s^{2}\right) \sin (f-\omega)\right. \\
& +2 \beta\left[\left(20-39 s^{2}\right)(1+\eta)+4\left(2-3 s^{2}\right) \eta^{2}\right] \sin \omega+6\left[8-14 s^{2}\right. \\
& \left.+\left(6-9 s^{2}\right) e^{2}\right] \sin (f+\omega)+12\left(1-3 s^{2}\right) e \sin (2 f+\omega)-5 s^{2} e^{2} \\
& \times \sin (3 f+\omega)-3\left(4-13 s^{2}\right) e^{2} \sin (f+3 \omega)-12\left(1-5 s^{2}\right) e \\
& \times \sin (2 f+3 \omega)+2\left[14 s^{2}-\left(2-9 s^{2}\right) e^{2}\right] \sin (3 f+3 \omega) \\
& \left.+18 s^{2} e \sin (4 f+3 \omega)+3 s^{2} e^{2} \sin (5 f+3 \omega)\right\} .
\end{aligned}
$$

Note that series expansions are mandatory if we want to write explicitly the right sides of these corrections in the non-singular variables $F, C$, and $S$.

Alternatively, non-singular first-order corrections to the polar canonical variables can be derived after rewriting the generating function (5.61) in polar variables [317]. Thus,

$$
\mathcal{W}_{1}=-\Theta \frac{1}{8} \frac{R_{\oplus}^{2}}{p^{2}}\left[\left(4-6 s^{2}\right) \phi+2 \sigma\left(2-3 s^{2}-s^{2} \cos 2 \theta\right)+(3+4 \kappa) s^{2} \sin 2 \theta\right]
$$

in which the projections of the eccentricity vector in the orbital frame $\kappa$ and $\sigma$ are now those in Eq. (5.42). We obtain $N_{0,1}=0$ and

$$
\begin{aligned}
r_{0,1}= & -\frac{r}{4} \frac{R_{\oplus}^{2}}{p^{2}}(1+\kappa)\left[\left(2-3 s^{2}\right)\left(1+\frac{2 \eta}{1+\kappa}+\frac{\kappa}{1+\eta}\right)-s^{2} \cos 2 \theta\right], \\
\theta_{0,1}= & \frac{1}{8} \frac{R_{\oplus}^{2}}{p^{2}}\left\{6\left(4-5 s^{2}\right) \phi-\left[6-7 s^{2}+2\left(4-6 s^{2}\right) \kappa\right] \sin 2 \theta\right. \\
& \left.+\left[20-24 s^{2}+\left(4-6 s^{2}\right) \frac{2+\kappa}{1+\eta}+\left(4-8 s^{2}\right) \cos 2 \theta\right] \sigma\right\}, \\
v_{0,1}= & -\frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} c[6 \phi+2 \sigma(3+\cos 2 \theta)-(3+4 \kappa) \sin 2 \theta], \\
R_{0,1}= & \frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} \frac{\Theta}{p}\left\{\left(2-3 s^{2}\right)\left[\eta+\frac{(1+\kappa)^{2}}{1+\eta}\right] \sigma-2(1+\kappa)^{2} s^{2} \sin 2 \theta\right\}, \\
\Theta_{0,1}= & \frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} \Theta s^{2}[(3+4 \kappa) \cos 2 \theta+2 \sigma \sin 2 \theta] .
\end{aligned}
$$

## 6 Zonal perturbations

The main problem reveals the most relevant features of the artificial satellite problem, and shows the need of taking second-order effects of $J_{2}$ into account to get a correct description of qualitative aspects of the long-term dynamics. However, other second-order effects of the geopotential have analogous importance to the terms factored by $J_{2}^{2}$, and, therefore, cannot be neglected in the description of the dynamics of low-Earth orbits. This is the case of the zonal harmonics. More specifically, even zonal harmonics drive secular effects whereas odd zonal harmonics introduce long-period oscillations [130, 341]. This fact was well known, and the triplet papers by Garfinkel, Kozai, and Brouwer in the acclaimed November 1959 issue of the Astronomical Journal provided independent solutions that took the effects of the first few zonal harmonics into account [75, 217, 360].

The effects of zonal harmonics of higher degree than the second are clearly observed in the evolution of low-Earth orbits, and their inclusion in the propagation model extends the time validity of orbit predictions. But beyond these quantitative refinements, they also produce qualitative changes with respect to the main problem dynamics. In particular, they modify the frozen orbits' geometry with respect to the simpler $J_{2}$ case, and, therefore, are mandatorily used in the preliminary design of frozen orbits [119, 137, 400]. On the other hand, the effects of the coupling of $J_{2}$ with higher-degree zonal harmonics is very small and is customarily neglected in a perturbation approach. In that case, most of the expanded expressions that are typical of perturbation solutions based on the brute-force approach can be avoided. Indeed, up to the order of $J_{2}^{2}$, one can take full benefit in the construction of the perturbation solution from different recursions in the literature [229, 431, 589], and, in particular, from Kaula's seminal recursions [341, 351, 417, 691]. The latter approach is discussed in the reconstruction of Brouwer's completely reduced Hamiltonian from the point of view of the Lie transform approach.

The use of Hamiltonian simplification procedures is also discussed in the computation of second-order periodic corrections of Brouwer's theory, yet these corrections are dispensable in most cases-assumed, of course, that the constants of Brouwer's theory can be properly initialized with a different method [63]. It is shown in this chapter too how the difficulties in the computation of higher orders of the analytical solution in closed form, which are inherent to Brouwer's approach, are avoided when the solution is computed by reverse normalization.

### 6.1 Zonal problem in mean elements

The disturbing zonal potential is obtained by making $m=0$ in Eq. (5.2). That is,

$$
\begin{equation*}
\mathcal{P}=\frac{\mu}{r} \sum_{n \geq 2} \frac{R_{\oplus}^{n}}{r^{n}} J_{n} P_{n, 0}(\sin \varphi), \tag{6.1}
\end{equation*}
$$
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where $J_{n}=-C_{n, 0}$. Like in the main problem, the zonal potential does not depend on the geocentric longitude, thus accepting the third component of the angular momentum vector as an integral. Therefore, the zonal problem Hamiltonian is obtained by replacing Eq. (6.1) into Eq. (5.3), from which the Coriolis term is removed.

The disturbing potential (6.1) is written in orbital elements following Kaula's approach [339, 341]. That is,

$$
\begin{equation*}
\mathcal{P}=\frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) \sum_{i \geq 2} J_{i} V_{i} \tag{6.2}
\end{equation*}
$$

in which

$$
\begin{equation*}
V_{i}=\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{j=0}^{i} \mathcal{F}_{i, j}(s) \sum_{k=0}^{i-1}\binom{i-1}{k} e^{k} \cos ^{k} f \cos \left[(i-2 j)(f+\omega)-i_{\pi}\right] \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{i, j}=\sum_{l=0}^{\min \left(j, i_{0}\right)} \frac{(-1)^{j-l-i_{0}}}{2^{2 i-2 l}}\binom{2 i-2 l}{i}\binom{i}{l}\binom{i-2 l}{j-l} s^{i-2 l, \quad i \geq 2 l, \quad j \geq l, ~} \tag{6.4}
\end{equation*}
$$

are particularizations for the zonal problem of Kaula inclination functions, whose efficient recursive evaluation has motivated a wealth of research as well as some controversy [232, 251]. The symbol $i_{0}$ in Eq. (6.4) and the parity correction $i_{\pi}$ in Eq. (6.3) adhere to the index notation convention in [400, 417]. Thus,

$$
\begin{equation*}
i^{\star}=i \bmod 2, \quad i_{\pi}=\frac{1}{2} \pi i^{\star}, \quad i_{m}=\left\lfloor\frac{1}{2}(i-m)\right\rfloor, \tag{6.5}
\end{equation*}
$$

where $i, m$, are integer numbers and $\lfloor x\rfloor$ is the greatest integer $\leq x$.
Different from the analogous equations in [341, 574], we left the factor $(a / r)^{2} \eta$ out of the summation in Eq. (6.2) in preparation of a following closed-form integration based on the differential relation between the true and mean anomalies in Eq. (4.64).

Next, the Hamiltonian of the zonal problem is written in the usual form of a perturbation Hamiltonian (2.30). That is,

$$
\begin{equation*}
\mathcal{H}=\sum_{m \geq 0} \frac{\epsilon^{m}}{m!} \mathcal{H}_{m, 0} \tag{6.6}
\end{equation*}
$$

in which the small parameter is $\epsilon=J_{2}$,

$$
\begin{align*}
& \mathcal{H}_{0,0}=-\frac{\mu}{2 a},  \tag{6.7}\\
& \mathcal{H}_{1,0}=\frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) V_{2},  \tag{6.8}\\
& \mathcal{H}_{2,0}=2 \frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) \sum_{i \geq 3} \tilde{J}_{i} V_{i}, \tag{6.9}
\end{align*}
$$

and $\mathcal{H}_{m, 0}=0$ for $m \geq 3$. The terms $V_{i}$ are given in Eq. (6.3) and $\tilde{J}_{i}=J_{i} / J_{2}^{2}$ are numeric coefficients of order one. As usual, orbital elements and related quantities are functions of the Delaunay canonical variables.

Like we did in $\S 5.6$ with the main problem, the relevant effects of the dynamics of the zonal problem are obtained by reducing the zonal Hamiltonian to a one-degree-offreedom Hamiltonian in which the short-period effects have been removed up to some truncation order. Because Eq. (6.6) remains as a perturbed Keplerian problem, the Lie derivative and the homological equation are Eq. (4.66) and Eq. (4.68), respectively. In addition, the term $\mathcal{H}_{1,0}$ is the same as Eq. (5.36) for the main problem. Therefore, $\mathcal{H}_{0,1}$ is given by Eq. (5.60) and $\mathcal{W}_{1}$ is given by Eq. (5.61).

At second order, the known terms of the homological equation are computed from Eq. (2.37), and differ from those in Eq. (5.65) in the term $\mathcal{H}_{2,0}$ given by Eq. (6.9). Therefore, terms of Eq. (6.9) pertaining to the kernel of the Lie derivative (4.66) must be added to those previously computed in Eq. (5.70). These terms are computed in closed form of the eccentricity using the differential relation (4.64). Namely,

$$
\begin{equation*}
\left\langle\mathcal{H}_{2,0}\right\rangle_{\ell}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{H}_{2,0} \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f=2 \frac{\mu}{a} \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f} . \tag{6.10}
\end{equation*}
$$

Averaging $V_{i}$ over the true anomaly is most easily achieved when Eq. (6.3) is expanded as a Fourier series in $f$. Following [417], we first expand

$$
\begin{equation*}
\cos ^{k} f \cos (\iota f+\alpha)=\cos ^{k} f \cos \iota f \cos \alpha-\cos ^{k} f \sin \text { if } \sin \alpha, \tag{6.11}
\end{equation*}
$$

where we abbreviate $t \equiv i-2 j, \alpha=n \omega-i_{\pi}$. Then we iterate

$$
\begin{aligned}
& \cos ^{k} f \cos t f=\frac{1}{2}[\cos (t+1) f+\cos (t-1) f] \cos ^{k-1} f, \\
& \cos ^{k} f \sin \iota f=\frac{1}{2}[\sin (t+1) f+\sin (t-1) f] \cos ^{k-1} f,
\end{aligned}
$$

to obtain

$$
\begin{align*}
& \cos ^{k} f \cos (i-2 j) f=\frac{1}{2^{k}} \sum_{l=0}^{k}\binom{k}{k-l} \cos (i-2 j-k+2 l) f,  \tag{6.12}\\
& \cos ^{k} f \sin (i-2 j) f=\frac{1}{2^{k}} \sum_{l=0}^{k}\binom{k}{k-l} \sin (i-2 j-k+2 l) f, \tag{6.13}
\end{align*}
$$

from which we note that terms in Eq. (6.12) such that $i-2 j-k+2 l=0$ are the only ones of Eq. (6.3) that are free from the true anomaly. They only occur when $k-i$, and hence $k+i$, are even.

Then, replacing $l=\frac{1}{2}(k-i)+j$ in Eq. (6.12), which in turn is plugged into Eq. (6.3), we obtain

$$
\begin{equation*}
\left\langle V_{i}\right\rangle_{f}=\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{j=1}^{i-1} \mathcal{F}_{i, j}(s) \mathcal{G}_{i, j}^{*}(e) \cos \left[(i-2 j) \omega-i_{\pi}\right] \tag{6.14}
\end{equation*}
$$

in which

$$
\begin{equation*}
\mathcal{G}_{i, j}^{*}=\sum_{k=0}^{i-1}\binom{i-1}{k}\binom{k}{\frac{k+i}{2}-j} \frac{e^{k}}{2^{k}} \tag{6.15}
\end{equation*}
$$

are particularizations of Kaula eccentricity functions for the zonal problem multiplied by $\eta^{2 i-1}$, which in turn are specific cases of Hansen's coefficients [231, 234, 263, 557, 562, 631]. Therefore, Eq. (6.15) is written in Kaula's efficient form,

$$
\mathcal{G}_{i, j}^{*}=\sum_{l=0}^{\tilde{j}-1}\binom{i-1}{q}\binom{q}{l} \frac{e^{q}}{2^{q}}, \quad q=2 l+i-2 \tilde{\jmath}, \quad\left\{\begin{array}{l}
i \geq 2 j \Rightarrow \tilde{\jmath}=j,  \tag{6.16}\\
i<2 j \Rightarrow \tilde{j}=i-j .
\end{array}\right.
$$

In summary, up to the second order of $J_{2}$, the mean-element Hamiltonian, with short-period effects removed, is

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{0,0}+\epsilon \mathcal{H}_{0,1}+\frac{1}{2} \epsilon^{2} \mathcal{H}_{0,2}, \tag{6.17}
\end{equation*}
$$

in which $\mathcal{H}_{0,0}$ is the Keplerian (6.7), $\mathcal{H}_{0,1}$ is the same of the main problem in Eq. (5.60), $\mathcal{H}_{0,2}$ is obtained adding Eqs. (5.70) and (6.10), and all the quantities in these expressions are functions of the prime Delaunay variables.

The Hamiltonian (6.17) is partially normalized because, up to the truncation order, it is cyclic in the mean anomaly $\ell^{\prime}$ and, in consequence, the Delaunay action $L^{\prime}$ is a formal integral of the zonal problem in mean elements. Remarkably, the use of Kaula's recursions allows us to replace the expanded Hamiltonian $\mathcal{H}=\mathcal{Q}_{1,0}+\frac{1}{2} \epsilon \mathcal{Q}_{2,0}$ in Appendix A of [119]-which was computed by brute force and fills two quarto-size pages-by the compact expression, cf. [400, 417],

$$
\begin{align*}
& \mathcal{H}= J_{2} \\
& \frac{\mu}{a} \sum_{i \geq 2} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f}-J_{2} \frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3 \eta}{128}\left[5\left(8-16 s^{2}+7 s^{4}\right)+4\left(2-3 s^{2}\right)^{2} \eta\right.  \tag{6.18}\\
&\left.-\left(8-8 s^{2}-5 s^{4}\right) \eta^{2}-2\left(14-15 s^{2}\right) s^{2} e^{2} \cos 2 \omega\right],
\end{align*}
$$

where $\mu / a=\left(G^{\prime} \eta / p\right)^{2},\left\langle V_{i}\right\rangle_{f}$ is given in Eq. (6.14), and the summation starts now from $i=2$. Moreover, the zonal Hamiltonian in terms of mean elements, either given by Eq. (6.17) or Eq. (6.18), is easily computed for any number of zonal harmonics using Kaula's recursions, without constraint to the $J_{2}-J_{9}$ model computed in [119].

### 6.1.1 Averaged flow

Equation (6.18) is a one-degree-of-freedom integrable Hamiltonian. Since $H=H_{0}$ and $L^{\prime}=L_{0}^{\prime}$ due to the symmetries of the zonal problem and the averaging carried out,
respectively, the motions of $h^{\prime}$ and $\ell^{\prime}$ decouple from the reduced $\left(g^{\prime}, G^{\prime}\right)$ system. That is, $\mathrm{d} G^{\prime} / \mathrm{d} t=-\partial \mathcal{H} / \partial g^{\prime}, \mathrm{d} g^{\prime} / \mathrm{d} t=\partial \mathcal{H} / \partial G^{\prime}$, from which

$$
\begin{align*}
\frac{\mathrm{d} G^{\prime}}{\mathrm{d} t}= & G^{\prime} J_{2} n \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{32}\left(14-15 s^{2}\right) s^{2} e^{2} \sin 2 \omega-L^{\prime} n \sum_{i \geq 3} \frac{J_{i}}{J_{2}} \frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial \omega},  \tag{6.19}\\
\frac{\mathrm{~d} g^{\prime}}{\mathrm{d} t}= & n \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{4}\left(4-5 s^{2}\right)+n \sum_{i \geq 3} \frac{J_{i}}{J_{2}}\left(\frac{1-2 i}{\eta}\left\langle V_{i}\right\rangle_{f}-\frac{\eta}{e} \frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial e}+\frac{c^{2}}{s \eta} \frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial s}\right) \\
& +n \frac{R_{\oplus}^{4}}{p^{4}} \frac{3 J_{2}}{128}\left[\gamma_{0,0}+\gamma_{0,1} \eta+y_{0,2} \eta^{2}+\left(y_{1,0}+y_{1,2} \eta^{2}\right) \cos 2 \omega\right], \tag{6.20}
\end{align*}
$$

where the inclination polynomials $y_{i, j}$ were previously given in Table 5.4, and

$$
\begin{align*}
\frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial \omega} & =-\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{j=1}^{i-1}(i-2 j) \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \sin \left[(i-2 j) \omega-i_{\pi}\right],  \tag{6.21}\\
\frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial e} & =\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{j=1}^{i-1} \mathcal{F}_{i, j} \frac{\partial \mathcal{G}_{i, j}^{*}}{\partial e} \cos \left[(i-2 j) \omega-i_{\pi}\right],  \tag{6.22}\\
\frac{\partial\left\langle V_{i}\right\rangle_{f}}{\partial s} & =\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{j=1}^{i-1} \frac{\partial \mathcal{F}_{i, j}}{\partial s} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right] . \tag{6.23}
\end{align*}
$$

Available recursion formulas expedite the computation of the partial derivatives of Kaula's inclination [232, 251] and eccentricity functions [231, 661]. For the lower eccentricities, simplifications in $[128,574,604]$ can replace Eqs. (6.19) and (6.20).

Comparison of Eqs. (6.19) and (6.20) with Eqs. (5.83) and (5.85) shows the differences with respect to the main problem dynamics introduced by the Earth's zonal harmonics of higher degree. These additional terms permit one to foresee qualitative changes of the reduced, long-term dynamics. Indeed, different from the main problem alone, the condition $\mathrm{d} G^{\prime} / \mathrm{d} t=0$ is no longer achieved, in general, when $\omega=0, \pi$. On the contrary, the variation of $G^{\prime}$ vanishes, on average, when $\omega= \pm \frac{1}{2} \pi$, as checked from Eq. (6.21), a case in which $\sin \left[(i-2 j) \omega-i_{\pi}\right]$ turns into $\sin 2 k \omega$ with $k \in \mathbb{N}$ for $i$ even, and into $\cos (2 k+1) \omega$ in the odd case. For the argument of the perigee to remain frozen Eq. (6.20) must vanish too. That is,

$$
\begin{align*}
0= & \frac{3}{4}\left(4-5 s^{2}\right)+\frac{R_{\oplus}^{2}}{p^{2}} \frac{3 J_{2}}{128}\left[y_{0,0}-\gamma_{1,0}+\gamma_{0,1} \eta+\left(y_{0,2}-\gamma_{1,2}\right) \eta^{2}\right] \\
& +\sum_{i \geq 3} \frac{J_{i}}{J_{2}} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{j=0}^{i}\left[(1-2 i) \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*}-\mathcal{F}_{i, j} \frac{\eta^{2}}{e} \frac{\partial \mathcal{G}_{i, j}^{*}}{\partial e}+\frac{c^{2}}{s} \frac{\partial \mathcal{F}_{i, j}}{\partial s} \mathcal{G}_{i, j}^{*}\right] \\
& \times \cos \frac{\pi}{2}\left(i \mp i^{\star}-2 j\right), \tag{6.24}
\end{align*}
$$

where the cosine term evaluates to $\pm 1$ depending on the parity of the integer number $i \mp i^{\star}-2 j$, in which the minus sign corresponds to the case $\omega=+\frac{\pi}{2}$ and the plus sign to the opposite.

Therefore, the eccentricity of a frozen orbit of the zonal problem with $g^{\prime}= \pm \pi / 2$ is computed from the condition equation (6.24) using root-finding procedures to obtain $\eta$. Previously, we must replace $s=\left(1-c^{2}\right)^{1 / 2}$ and $c=\gamma / \eta$, where the dynamical parameter $\gamma=H^{\prime} / L^{\prime}$ is the same as previously given in Eq. (5.73). Other equilibria of the reduced dynamics that may exist with different arguments of the frozen perigee are not discussed here.

From Eq. (6.15) we check that $\partial \mathcal{G}_{i, j}^{*} / \partial e$ in Eq. (6.22) does not introduce divisions by $e$, and from Eq. (6.4) that $\partial \mathcal{F}_{i, j} / \partial s$ in Eq. (6.23) does not introduce divisions by $s$. However, these undesired divisors do appear in Eq. (6.20) for the variation of $g^{\prime}$. Singularities related to circular orbits can be avoided using the nonsingular, semiequinoctial variables defined in Eq. (5.74). Thus,

$$
\begin{aligned}
& \frac{\mathrm{d} C}{\mathrm{~d} t}=-\frac{\eta}{L^{\prime}}\left(\frac{1}{e} \frac{\mathrm{~d} G^{\prime}}{\mathrm{d} t}\right) \cos \omega-\left(e \frac{\mathrm{~d} g^{\prime}}{\mathrm{d} t}\right) \sin \omega \\
& \frac{\mathrm{d} S}{\mathrm{~d} t}=-\frac{\eta}{L^{\prime}}\left(\frac{1}{e} \frac{\mathrm{~d} G^{\prime}}{\mathrm{d} t}\right) \sin \omega+\left(e \frac{\mathrm{~d} g^{\prime}}{\mathrm{d} t}\right) \cos \omega
\end{aligned}
$$

which, in view of $\mathrm{d} G^{\prime} / \mathrm{d} t=\mathcal{O}(e)$, are free from the eccentricity in denominators. Moreover, when $\omega= \pm \pi / 2$

$$
\frac{\mathrm{d} C}{\mathrm{~d} t}=\left.\mp\left(e \frac{\mathrm{~d} g}{\mathrm{~d} t}\right)\right|_{\omega= \pm \frac{\pi}{2}}, \quad \frac{\mathrm{~d} S}{\mathrm{~d} t}=\left.\mp \frac{\eta}{L}\left(\frac{1}{e} \frac{\mathrm{~d} G}{\mathrm{~d} t}\right)\right|_{\omega= \pm \frac{\pi}{2}} \equiv 0
$$

Therefore, the constraint equation for the frozen orbit geometry is obtained multiplying the right side of Eq. (6.24) by the eccentricity, in this way removing the undesired division by the eccentricity.

On the other hand, at difference from the main problem, the odd zonal harmonics introduce singularities for equatorial orbits. If required, both kinds of singularities can be removed using Poincaré nonsingular variables [468],

$$
\begin{array}{ll}
x_{1}=L, & y_{1}=\ell+g+h, \\
x_{2}=\sqrt{2} \sqrt{L-G} \cos (g+h), & y_{2}=-\sqrt{2} \sqrt{L-G} \sin (g+h), \\
x_{3}=\sqrt{2} \sqrt{G-H} \cos h, & y_{3}=-\sqrt{2} \sqrt{G-H} \sin h . \tag{6.25}
\end{array}
$$

### 6.1.2 Inclination-eccentricity diagrams of frozen orbits

Rather than looking at the frozen orbits constraint like a polynomial equation in $G^{\prime}$ for given values $L^{\prime}, H^{\prime}$ and $g^{\prime}= \pm \frac{\pi}{2}$, we can view Eq. (6.24) like the curve $e=e(I)$ given by the implicit equation

$$
\begin{equation*}
\dot{\omega}\left(e, I ; \omega= \pm \frac{1}{2} \pi, a\right)=0 . \tag{6.26}
\end{equation*}
$$

Then, for given mean semimajor axis $a$ and frozen argument of the perigee $\omega= \pm \frac{\pi}{2}$, the eccentricity of the frozen orbit is determined as a function of the inclination. Therefore, inclination-eccentricity diagrams of frozen orbits with $\omega= \pm \frac{\pi}{2}$ are depicted like contour plots of Eq. (6.26) for given values of $a$. These kinds of diagrams help in locating frozen orbits and disclose the existence of different families of frozen orbits [119]. On the other hand, they provide the analytic analog to the families of periodic orbits that are customarily computed in osculating variables using numerical continuation methods, either in the orbital plane [385, 409, 423] or under the more strict condition of repeating their ground traces [387, 390, 428, 586]. Inclination-eccentricity diagrams provide also an expedite way of exploring the sensitivity of the dynamics with respect to different truncations of the gravitational potential [400].

An example is shown in Fig. 6.1 for the $J_{2}-J_{9}$ truncation of the geopotential. Curves of retrograde-inclination orbits are reflections of the direct-inclination case and are not presented. The semimajor axes have been chosen with the same value as the Earth's equatorial radius to enhance the effect of the perturbations for illustration purposes, although most orbits would impact the surface of the Earth in that case. Numerical values of the zonal harmonic coefficients were taken from the GRACE gravity model [630].


Figure 6.1: Inclination-eccentricity diagram of frozen orbits with $a=R_{\oplus}\left(I_{2}-J_{9}\right.$ truncation). Full lines refer to $\omega=90^{\circ}$ and dashed lines to $\omega=270^{\circ}$. Right: magnification in the vicinity of the critical inclination [400].

The inclination-eccentricity diagram of frozen orbits in Fig. 6.1 illustrates the existence of low-eccentricity Earth frozen orbits in all the range of inclinations save for a narrow region about the critical inclination. Frozen orbits still exist in this small area, but their eccentricities may grow high. For a given semimajor axis (or $L^{\prime}$ ) the frozen orbits are grouped in different families parameterized by the third component of the angular momentum vector $H$. The first family starts with a very low-eccentricity orbit in the equatorial plane $\left(H=G^{\prime}\right)$ with the perigee frozen at $\omega=90^{\circ}$. Decreasing values of $H$ have the effect of increasing the inclination of the frozen orbits, which undergo
small variations of the eccentricity. Eventually, the eccentricity grows high with almost fixed inclination, which happens close to the critical inclination value. We will see later that the orbits of this family are stable. At a certain value $H / L^{\prime} \approx \cos 63.5^{\circ}$, which is marked with an arrow in the right plot of Fig. 6.1, two new families of frozen orbits appear with the perigee frozen at $\omega=270^{\circ}$. They exist for decreasing values of $H$, whose effect is to increase the eccentricity of the frozen orbits of one of the bifurcated families with almost fixed inclination, and to increase gradually the inclination of the frozen orbits of the other bifurcated family with decreasing values of the eccentricity. Close to $I \approx 68^{\circ}$, the orbits of the latter family have very low eccentricities, and, eventually, the frozen perigee turns to $\omega=90^{\circ}$. For decreasing values of $H$ the inclination of the frozen orbits continues to increase whereas their eccentricities grow slightly with the perigee frozen at $\omega=90^{\circ}$. We will see later that the bifurcated family of low-eccentricity frozen orbits is composed of stable orbits, whereas higheccentricity frozen orbits with $\omega=270^{\circ}$ are unstable. We remark that we intentionally avoided to talk about circular orbits because the perigee is not defined in this case and, in consequence, they are excluded from the condition equation used in the construction of the inclination-eccentricity diagrams.

On the other hand, the characteristics of the curves of frozen orbits vary slightly with the degree of the geopotential truncation. In particular, the inclination where the frozen perigee flips by $180^{\circ}$ may change by several degrees. This fact is illustrated in Fig. 6.2, where inclination-eccentricity curves corresponding to different truncations of the zonal problem are superimposed in the same diagram. It is also shown in the figure that high-inclination frozen orbits have similar low eccentricities irrespective of the degree of the model, which justifies the use of the simpler $J_{2}-J_{3}$ truncation in the preliminary design of typical missions requiring high-inclination frozen orbits [137, 258]. Therefore, the inexpensive construction of inclination-eccentricity diagrams for different truncations of the zonal potential has been suggested as an alternative criterion to assess the sensitivity of the propagation model for a particular class of orbits [400].

Highly-eccentric non-impact frozen orbits make sense only for large semimajor axis. They concentrate in the close proximity of the critical inclination for any truncation of the gravitational model, because second-order effects are further mitigated by the magnitude of the coefficients $\left(R_{\oplus} / a\right)^{m}$, which take small values when $m>2$ and $a \gg R_{\oplus}$.

### 6.1.3 Local dynamics: eccentricity-vector diagrams

Relevant differences with respect to the reduced dynamics of the main problem discussed in $\S 5.6 .3$ are also evident from eccentricity-vector diagrams. They are rendered like contour plots of the mean-element Hamiltonian (6.18), which is readily reformu-


Figure 6.2: Inclination-eccentricity diagram of non-impact frozen orbits ( $a=1.1 R_{\oplus}$ ) with $\omega=90^{\circ}$ (full lines) and $\omega=270^{\circ}$ (dashed); cf. [400].
lated in the semi-equinoctial $C$ and $S$ variables using the relations

$$
e^{j} \cos j \omega=\frac{1}{2}\left[(C-\mathbf{i} S)^{j}+(C+\mathbf{i} S)^{j}\right], \quad e^{j} \sin j \omega=\frac{1}{2} \mathbf{i}\left[(C-\mathbf{i} S)^{j}-(C+\mathbf{i} S)^{j}\right],
$$

with $\mathbf{i}=\sqrt{-1}$ and $j$ integer.
Thus, as shown in the first row of Fig. 6.3, the $J_{2}-J_{3}$ truncation of the zonal potential breaks the equatorial symmetry of the main problem. Still, the initial bifurcation happens again close to the critical inclination with the change to instability of the circular orbits, and the bifurcated stable eccentric frozen orbits have the perigee at 0 and $\pi$. However, the second bifurcation is of a different nature and now happens from a low-eccentricity, unstable orbit with the perigee frozen at $90^{\circ}$. This fact yields subtle differences with respect to the $J_{2}$ case in Fig. 5.4, and, contrary to it, we can find long excursions of the eccentricity vector without completing circulatory behavior; while the orbits may reach moderate eccentricities, they eventually approach closely to the circular case. Inclusion of $J_{4}$ changes radically the bifurcation geometry, as illustrated in the sequence of plots in the second row of Fig. 6.3. In this case, all the bifurcations happen from orbits with the perigee frozen at $270^{\circ}$. Nevertheless, the perigees of the unstable eccentric orbits that stem from the low-eccentricity unstable orbit at the second bifurcation of the $J_{2}-J_{4}$ case migrate fast from the argument $270^{\circ}$ towards $0^{\circ}$ and $180^{\circ}$, in the end yielding a picture similar to the main problem case rotated by $90^{\circ}$.

When more zonal harmonics are taken into account, the second bifurcation from a low-eccentricity orbit no longer exists, as shown in the third and fourth rows of Fig. 6.3 for the $J_{2}-J_{5}$ and $J_{2}-J_{7}$ truncations, respectively. Adding more zonal harmonics only produces quantitative variations with respect to the phase portraits in the last row of Fig. 6.3. The number of families of frozen orbits as well as their stability is thus in agreement with the behavior anticipated in §6.1.2.


Figure 6.3: Eccentricity-vector plots of low-Earth orbits ( $a=1.1 R_{\oplus}$ ) for, from top to bottom, the $J_{2}-J_{3}$, $J_{2}-J_{4}, J_{2}-J_{5}$, and $J_{2}-J_{7}$ truncations. Note the different scales. The dashed circle $e=\left(1-5 \gamma^{2}\right)^{1 / 2}$ marks the critical inclination.

### 6.2 Hamiltonian simplification

The computation of second-order short-period corrections requires the explicit computation of the second-order term of the generating function from the second-order
homological equation. The fact that the equation of the center does not accept a closed-form primitive within the algebra of trigonometric functions [324] generated some controversy around the closed-form solution of $\mathcal{W}_{2}$. Indeed, the indefinite integration of the equation of the center in closed form relies on the algebraic decomposition of functions of the elliptic motion and the use of the dilogarithmic function [536, 537], a procedure that complicates the perturbation approach. However, the difficulty was only apparent, and it was derived from the particular programming strategies used by researchers involved in the automatization of celestial mechanics computations [171]. In fact, the difficulty had been easily sidestepped by researchers relying on traditional hand computations [8, 363].

Indeed, the known second-order terms involving the equation of the center are those in Eq. (5.66). If it is arranged in the form of a Fourier series,

$$
\widetilde{\mathcal{H}}_{0,2,1}=-\frac{\mu}{2 a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{9}{8}\left(5 s^{2}-4\right) s^{2} \phi \sum_{j=-1}^{5} q_{|j-2|} e^{|j-2|} \sin (j f+2 g),
$$

where $q_{0}=3 e^{2}+2, q_{1}=\frac{3}{4}\left(e^{2}+4\right), q_{2}=\frac{3}{2}$, and $q_{3}=\frac{1}{4}$, then $\phi$ shows alone for $j=0$, thus rendering apparent the difficulty. However, the alternative arrangement

$$
\widetilde{\mathcal{H}}_{0,2,1}=-\frac{\mu}{2 a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{9}{8}\left(5 s^{2}-4\right) s^{2} \frac{p^{2}}{r^{2}} \frac{\phi}{\eta^{2}} \sum_{j=1}^{3}\left(2-j^{\star}\right) e^{j^{\star}} \sin (j f+2 g),
$$

where $j^{\star} \equiv j \bmod 2$ from the index notation convention in Eq. (6.5), shows that, in fact, we only need to deal with the indefinite integration of functions of the mean anomaly of the form $(p / r)^{2} \phi \sin (j f+\alpha)$, which are readily integrated by parts [407].

That the terms containing the equation of the center arise in the generating function from the elimination of factors $1 / r^{2}$, becomes clear from the identity $\mathcal{L}_{0}(\phi / G)+$ $\eta^{3} / p^{2}=1 / r^{2}[155,156,271]$. That is the reason why the generating function (5.40) of Deprit’s radial intermediary in $\S 5.4 .2$ is free from the equation of the center. In the process of reducing the main problem Hamiltonian to a quasi-Keplerian system the term $1 / r^{2}$ was not removed, thus keeping the essential short-period effects related to the equation of the center in the transformed Hamiltonian. Comparison of the first-order generating functions in Eqs. (5.61) and (5.40) makes this fact evident. Then there naturally emerges the question of whether extending the computations in §5.4.2 to second order may be beneficial in the elimination of short-period terms from the zonal Hamiltonian.

### 6.2.1 Deprit's elimination of the parallax

In the attempt to transform the zonal Hamiltonian into a quasi-Keplerian system, it is essential that parallactic factors $R_{\oplus}^{m} / r^{m}$ in Eq. (6.1) with $m>2$ be reduced to the power $m=2$. After removing other short-period terms, the desirable result would be
to join the disturbing effect on the Keplerian motion of the remaining terms in $R_{\oplus}^{2} / r^{2}$ with the total angular momentum in order to obtain a varied angular momentum-as it was already done in Eqs. (5.32) and (5.33) of Deprit's radial intermediary. While this is not feasible, we will see that the procedure furnishes the perturbation approach with notable simplifications.

The formal reduction of parallactic terms has already been achieved with the formulation in Eq. (6.2). Indeed, the short-period terms involved in the parallactic factors of the first-order Hamiltonian (6.8) have already been incorporated to $V_{2}$, which, from Eq. (6.3), reads

$$
V_{2}=\left(R_{\oplus} / p\right)^{2} \eta\left[\mathcal{F}_{2,1}+\left(\mathcal{F}_{2,0}+\mathcal{F}_{2,2}\right) \cos (2 f+2 \omega)\right](1+e \cos f),
$$

where, from Eq. (6.4), $\mathcal{F}_{2,0}=\mathcal{F}_{2,2}=-\frac{3}{8} s^{2}, \mathcal{F}_{2,1}=-\frac{1}{2}+\frac{3}{4} s^{2}$. After carrying out the pertinent trigonometric reductions, we obtain

$$
\begin{align*}
V_{2}= & -\frac{1}{8} \frac{R_{\oplus}^{2}}{p^{2}} \eta\left\{\left(4-6 s^{2}\right)(1+e \cos f)+3 s^{2}\right. \\
& \times[e \cos (f+2 \omega)+2 \cos (2 f+2 \omega)+e \cos (3 f+2 \omega)]\} . \tag{6.27}
\end{align*}
$$

Therefore, Eq. (6.8) turns into

$$
\begin{aligned}
\mathcal{H}_{1,0}= & -\frac{1}{8} \frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left\{\left(4-6 s^{2}\right)(1+e \cos f)\right. \\
& \left.+3 s^{2}[e \cos (f+2 \omega)+2 \cos (2 f+2 \omega)+e \cos (3 f+2 \omega)]\right\},
\end{aligned}
$$

from which the new Hamiltonian term is now chosen in such a way that the only shortperiod effects that remain are those related to the occurrence of $1 / r^{2}$. That is to say, the explicit appearance of the true anomaly is removed by choosing

$$
\begin{equation*}
\mathcal{H}_{0,1}=\frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right)\left\langle V_{2}\right\rangle_{f}, \tag{6.28}
\end{equation*}
$$

where, from Eq. (6.14), $\left\langle V_{2}\right\rangle_{f}=\left(R_{\oplus} / p\right)^{2} \eta\left[\mathcal{F}_{2,0} \mathcal{G}_{2,0}^{*} \cos 2 \omega+\mathcal{F}_{2, \mathcal{G}} \mathcal{G}_{2,1}^{*}\right]$, in which, from Eq. (6.16), $\mathcal{G}_{2,0}^{*}=0$ and $\mathcal{G}_{2,1}^{*}=1$. Hence,

$$
\begin{equation*}
\left\langle V_{2}\right\rangle_{f}=\frac{R_{\oplus}^{2}}{p^{2}} \eta\left(\frac{3}{4} s^{2}-\frac{1}{2}\right) \tag{6.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}_{0,1}=\frac{\mu}{p} \frac{R_{\oplus}^{2}}{r^{2}}\left(\frac{3}{4} s^{2}-\frac{1}{2}\right) \tag{6.30}
\end{equation*}
$$

which is precisely the first-order term of Deprit's radial intermediary in Eq. (5.37). In consequence, up to an arbitrary integration "constant" that does not depend on $\ell$, the
first-order term of the generating function is obviously given by Eq. (5.40), which is rewritten in the more compact form

$$
\begin{equation*}
\mathcal{W}_{1}=\frac{G}{8} \frac{R_{\oplus}^{2}}{p^{2}}\left[\left(6 s^{2}-4\right) e \sin f-s^{2} \sum_{j=1}^{3} 3^{\lfloor(4-j) / 2\rfloor} e^{|j-2|} \sin (j f+2 \omega)\right] . \tag{6.31}
\end{equation*}
$$

At second order, the known terms on the right side of the homological equation are computed from Eq. (2.37). After evaluation of the involved Poisson brackets we obtain

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2}=\frac{\mu}{a}\left(\frac{a}{r}\right)^{2} \eta\left[\frac{R_{\oplus}^{4}}{p^{4}} \eta \sum_{j=0}^{6} \sum_{l=j_{1}}^{2} q_{j, l} s^{|2 l|} \cos (j f+2 l \omega)+2 \sum_{i \geq 3} \tilde{J}_{i} V_{i}\right], \tag{6.32}
\end{equation*}
$$

of which the needed coefficients $q_{j, l} \equiv q_{j, l}(s, e)$ are presented in Table 6.1; cf. [417]. Recall that $j_{1}=\left\lfloor\frac{1}{2}(j-1)\right\rfloor$ according to the index notation convention in Eq. (6.5).

Table 6.1: Coefficients $q_{j, l}=q_{j,-l}$ in Eq. (6.32).

| $\boldsymbol{j}$ | $\boldsymbol{l}=\mathbf{0}$ | $\boldsymbol{l}=\mathbf{1}$ | $\boldsymbol{l}=\mathbf{2}$ |
| :--- | :--- | :--- | :--- |
| 0 | $q_{2,0}-\frac{1}{16}\left(21 s^{4}-42 s^{2}+20\right)$ | $\frac{3}{64} e^{2}\left(14-15 s^{2}\right)$ | 0 |
| 1 | $-\frac{1}{32} e\left(27 s^{4}-108 s^{2}+64\right)$ | $\frac{7}{16} e\left(11-12 s^{2}\right)$ | 0 |
| 2 | $\frac{3}{64} e^{2}\left(5 s^{4}+8 s^{2}-8\right)$ | $\frac{3}{16} e^{2}\left(2-s^{2}\right)+\frac{1}{8}\left(20-21 s^{2}\right)$ | $-\frac{15}{128} e^{2}$ |
| 3 |  | $\frac{3}{16} e\left(8 s^{2}-5\right)$ | $-\frac{9}{64} e$ |
| 4 |  | $\frac{3}{32} e^{2}\left(13 s^{2}-10\right)$ | $\frac{3}{64}\left(4-e^{2}\right)$ |
| 5 |  |  | $\frac{15}{64} e$ |
| 6 |  | $\frac{9}{128} e^{2}$ |  |

In the same way as we did at the first order, the new Hamiltonian term $\mathcal{H}_{0,2}$ is chosen to be composed of those terms of $\widetilde{\mathcal{H}}_{0,2}$ that are free from the explicit appearance of $f$ yet leave untouched the explicit appearance of $1 / r^{2}$ in Eq. (6.32). That is, $\mathcal{H}_{0,2}$ keeps all the terms of $\widetilde{\mathcal{H}}_{0,2}$ pertaining to the kernel of the Lie derivative (4.66), which is now better set in the form of Eq. (5.38), in addition to some additional terms pertaining to its image. This choice is easily made by neglecting all coefficients $q_{j, l}$ in Eq. (6.32) except those with $j=0$. Namely,

$$
\begin{equation*}
\mathcal{H}_{0,2}=\frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right)\left[\frac{R_{\oplus}^{4}}{p^{4}} \eta\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)+2 \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f}\right], \tag{6.33}
\end{equation*}
$$

where terms $\left\langle V_{i}\right\rangle_{f}$ were already computed in Eq. (6.14).
The homological equation (5.39) is next solved for $m=2$. In view of Eqs. (6.32) and (6.33), we obtain

$$
\begin{equation*}
\mathcal{W}_{2}=G \frac{R_{\oplus}^{4}}{p^{4}} \sum_{j=1}^{6} \frac{1}{j} \sum_{l=j_{1}}^{2} q_{j, l} s^{|2| \mid} \sin (j f+2 l \omega)+2 G \sum_{i \geq 3} \tilde{J}_{i} W_{2, i}, \tag{6.34}
\end{equation*}
$$

where the integrand of

$$
\begin{equation*}
W_{2, i}=\frac{1}{\eta} \int\left(V_{i}-\left\langle V_{i}\right\rangle_{f}\right) \mathrm{d} f, \quad i \geq 3, \tag{6.35}
\end{equation*}
$$

is made only of periodic terms in $f$. Replacing Eqs. (6.3) and (6.14) into Eq. (6.35), we obtain

$$
\begin{equation*}
W_{2, i}=\frac{R_{\oplus}^{i}}{p^{i}} \sum_{j=0}^{i} \mathcal{F}_{i, j}(s) \sum_{k=0}^{i-1}\binom{i-1}{k} e^{k} \mathcal{I}_{i, j, k}(f, \omega), \tag{6.36}
\end{equation*}
$$

where the integrals

$$
\begin{equation*}
\mathcal{I}_{i, j, k}=\int\left\{\cos ^{k} f \cos \left[\iota(f+\omega)-i_{\pi}\right]-\frac{1}{2^{k}}\binom{k}{\frac{k+l}{2}} \cos \left(\iota \omega-i_{\pi}\right)\right\} \mathrm{d} f, \tag{6.37}
\end{equation*}
$$

with $\iota=i-2 j$, are purely periodic functions of $f$. Thus, Eq. (6.37) is integrated using Eqs. (6.12) and (6.13) to give

$$
\begin{equation*}
\mathcal{I}_{i, j, k}=\frac{1}{2^{k}} \sum_{\substack{l=0 \\ l \neq l^{*}}}^{k}\binom{k}{l} \frac{1}{2\left(l-l^{*}\right)} \sin \left[2\left(l-l^{*}\right) f+(i-2 j) \omega-i_{\pi}\right], \tag{6.38}
\end{equation*}
$$

where the term $l=l^{*} \equiv j+\frac{1}{2}(k-i)$ is absent from the summation because it is precisely the one that has canceled out the term $\left\langle V_{i}\right\rangle_{f}$ in Eq. (6.37).

Regrettably, our initial plan of transforming the zonal problem into a quasiKeplerian system fails clamorously at the second order of the elimination of the parallax because the appearance of $\omega=g^{\prime}$ in Eq. (6.33) prevents $G^{\prime}$ from becoming an integral. However, the procedure is still successful because it radically simplifies the zonal problem Hamiltonian by removing non-essential short-period terms. Moreover, the elimination of the parallax can be carried out to any order of the Lie transforms procedure avoiding the appearance of the equation of the center in the generating function, and, in consequence, without leaving the algebra of trigonometric functions [154, 442].

### 6.2.2 Delaunay normalization

Up to second-order effects, we obtained the simplified Hamiltonian after the elimination of the parallax $\mathcal{K}=\mathcal{K}_{0,0}+\epsilon \mathcal{K}_{1,0}+\frac{1}{2} \epsilon^{2} \mathcal{K}_{2,0}$, in which $\mathcal{K}_{0,0}=\mathcal{H}_{0,0}, \mathcal{K}_{1,0}=\mathcal{H}_{0,1}$, and $\mathcal{K}_{2,0}=\mathcal{H}_{0,2}$, are given in Eqs. (6.7), (6.28), and (6.33), respectively, where all the quantities related to the elliptic motion are now assumed to be functions of the prime Delaunay variables $\ell^{\prime}, g^{\prime}, L^{\prime}, G^{\prime}$, and $H^{\prime}=H$.

Now, the elimination of the remaining short-period terms from the Hamiltonian is straightforward by means of a Delaunay normalization [156]. At first order, we choose $\mathcal{K}_{0,1}=\left\langle\mathcal{K}_{1,0}\right\rangle_{\ell^{\prime}}$, namely

$$
\begin{equation*}
\mathcal{K}_{0,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{K}_{1,0} \mathrm{~d} \ell^{\prime}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{K}_{1,0} \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f=\frac{\mu}{a}\left\langle V_{2}\right\rangle_{f} \tag{6.39}
\end{equation*}
$$

where $\left\langle V_{2}\right\rangle_{f}$ is given in Eq. (6.29). Because $\widetilde{\mathcal{K}}_{0,1}=\mathcal{K}_{1,0}=\mathcal{K}_{0,1}(a / r)^{2} \eta$, the integrand in the homological equation (4.69) cancels out and the term $\mathcal{V}_{1}$ is trivially solved. Hence,

$$
\begin{equation*}
\mathcal{V}_{1}=\frac{\phi}{n} \mathcal{K}_{0,1}=L \phi\left\langle V_{2}\right\rangle_{f} . \tag{6.40}
\end{equation*}
$$

The known terms at second order are computed from Eq. (2.37) with $\mathcal{H}$ replaced by $\mathcal{K}$. We obtain

$$
\begin{align*}
\widetilde{\mathcal{K}}_{0,2}= & -\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{1}{16} \eta^{2}\left(2-3 s^{2}\right)^{2}\left[3+\frac{a^{2}}{r^{2}}(1+2 \beta \cos f+e \beta \cos 2 f)\right]+\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \\
& \times\left(\frac{a^{2}}{r^{2}} \eta\right) \eta\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)+2 \frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f} . \tag{6.41}
\end{align*}
$$

Then we choose $\mathcal{K}_{0,2}=\left\langle\widetilde{\mathcal{K}}_{0,2}\right\rangle_{\ell^{\prime}}$, which is averaged with the help of the differential relation (4.64) to obtain

$$
\begin{equation*}
\mathcal{K}_{0,2}=\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \eta\left[q_{0,0}-\frac{1+3 \eta}{16}\left(3 s^{2}-2\right)^{2}+2 q_{0,1} s^{2} \cos 2 \omega\right]+2 \frac{\mu}{a} \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f} . \tag{6.42}
\end{equation*}
$$

That is, up to the second order of $J_{2}$, the new Hamiltonian in mean elements, with short-period effects removed, is

$$
\begin{equation*}
\mathcal{Q}=\mathcal{Q}_{0,0}+J_{2} \mathcal{Q}_{1,0}+\frac{1}{2} J_{2}^{2} \mathcal{Q}_{2,0}, \tag{6.43}
\end{equation*}
$$

where $\mathcal{Q}_{0,0}$ is the Keplerian (6.7) in double-prime variables, the term $\mathcal{Q}_{1,0}=\mathcal{K}_{0,1}\left(G^{\prime \prime}\right.$, $L^{\prime \prime} ; H$ ) is given in Eq. (6.39), and $\mathcal{Q}_{2,0}=\mathcal{K}_{0,2}\left(g^{\prime \prime}, G^{\prime \prime}, L^{\prime \prime} ; H\right)$ is obtained from Eq. (6.42).

As expected, the partially normalized Hamiltonian (6.43) is formally the same as the mean-element Hamiltonian in prime variables previously obtained in Eq. (6.17). The benefit of the detour taken with the preliminary elimination of the parallax is that the computation of $\mathcal{V}_{2}$ from Eq. (4.69) is now straightforward, yielding

$$
\begin{align*}
\mathcal{V}_{2}= & \phi\left[G^{\prime} \frac{R_{\oplus}^{4}}{p^{4}}\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)-\frac{L^{\prime}}{\eta}\left\langle V_{2}\right\rangle_{f}^{2}+2 L^{\prime} \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f}\right] \\
& -G^{\prime} \frac{R_{\oplus}^{4}}{p^{4}} \frac{\beta}{32}\left(2-3 s^{2}\right)^{2}(4 \sin f+e \sin 2 f) . \tag{6.44}
\end{align*}
$$

### 6.2.3 Short-period corrections

The first-order corrections of the elimination of the parallax are exactly the same as those of Deprit's radial intermediary given in Eqs. (5.43)-(5.48). As we will discuss later in $\S 6.6$, the most relevant second-order terms are those related to the initialization of the constants of a perturbation theory, and, in particular, the computation of the mean semimajor axis [469]. Then we limit ourselves here to the computation of the periodic corrections of the inverse transformation up to second order in the case of the Delaunay action $L=\sqrt{\mu a}$.

In the case of the elimination of the parallax, $L^{\prime}=L+J_{2} L_{0,1}+\frac{1}{2} J_{2}^{2} L_{0,2}$, where, from Eqs. (2.17) and (2.27), $L_{0,1}=\partial \mathcal{W}_{1} / \partial \ell, L_{0,2}=\partial \mathcal{W}_{2} / \partial \ell-\left\{L_{0,1} ; \mathcal{W}_{1}\right\}$, with $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$ given by Eqs. (6.31) and (6.34), respectively. The partial derivatives with respect to the mean anomaly are readily computed using the differential relation (4.64). Hence,

$$
L_{0,1}=\frac{1}{8} L \frac{R_{\oplus}^{2}}{r^{2}} \frac{1}{\eta^{2}}\left[\left(4-6 s^{2}\right) e \cos f+s^{2} \sum_{j=1}^{3} 3^{[2-j / 2\rfloor} j e^{|j-2|} \cos (j f+2 \omega)\right],
$$

from which

$$
\begin{equation*}
\left\{L_{0,1} ; \mathcal{W}_{1}\right\}=L \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \frac{1}{\eta^{4}} \sum_{i=0}^{2} \sum_{j=0}^{8} \sum_{k=0}^{2} q_{2 i, j, k} s^{2 i} e^{2 k+j^{*}} \cos [(2 i+j-4) f+2 i \omega] \tag{6.45}
\end{equation*}
$$

where $j^{\star}=j \bmod 2$, from Eq. (6.5), and $q_{2 i, j, k}$ are the inclination polynomials in Table 6.2. Finally,

$$
\begin{aligned}
\frac{\partial \mathcal{W}_{2}}{\partial \ell}= & G \frac{a^{2}}{r^{2}} \eta\left\{\frac{R_{\oplus}^{4}}{p^{4}} \sum_{j=1}^{6} \sum_{l=j_{1}}^{2} q_{j, l} s^{|2 l|} \cos (j f+2 l \omega)+2 \sum_{i \geq 3} \sum_{j=0}^{i} \sum_{k=0}^{i-1} \tilde{J}_{i} \frac{R_{\oplus}^{i}}{p^{i}} \mathcal{F}_{i, j}\right. \\
& \left.\times\binom{ i-1}{k} \frac{e^{k}}{2^{k}} \sum_{\substack{l=0 \\
l \neq l^{*}}}^{k}\binom{k}{l} \cos \left[2\left(l-l^{*}\right) f+(i-2 j) \omega-i_{\pi}\right]\right\},
\end{aligned}
$$

where the coefficients $q_{j, l}$ are given in Table 6.1, and we recall from Eq. (6.38) that $l^{*} \equiv$ $j+(k-i) / 2$.

As regards the Delaunay normalization, the generating function of the first order is $\mathcal{V}_{1}=\frac{1}{4} G^{\prime}\left(R_{\oplus} / p\right)^{2}\left(3 s^{2}-2\right) \phi$, as follows from Eqs. (6.40) and (6.29), from which Eq. (2.17) yields the first-order corrections to the polar-nodal variables. Namely, $\Theta_{0,1}=0, N_{0,1}=0$, and

$$
\begin{aligned}
r_{0,1} & =-\frac{1}{2} r\left(3 s^{2}-2\right)[2 \eta+\kappa(1+\kappa) /(1+\eta)], \\
\theta_{0,1} & =\frac{1}{2}\left[3\left(5 s^{2}-4\right) \phi+\left(3 s^{2}-2\right)(2+\kappa) \sigma /(1+\eta)\right], \\
v_{0,1} & =3 c \phi, \\
R_{0,1} & =\frac{1}{2}(\Theta / p) \sigma\left(3 s^{2}-2\right)\left[\eta+(1+\kappa)^{2} /(1+\eta)\right],
\end{aligned}
$$

Table 6.2: Non-null coefficients $q_{2 i, j, k}$ in Eq. (6.45).

| $(\boldsymbol{i}, \boldsymbol{k})$ | $\boldsymbol{i}=\mathbf{0}$ | $\boldsymbol{i}=\mathbf{1}$ | $\boldsymbol{i}=\mathbf{2}$ |
| :--- | :--- | :--- | :--- |
| 0,2 | $q_{0,8,2}$ | $q_{2,8,2}$ | $q_{4,8,2}$ |
| 1,1 | $q_{0,7,1}$ | $q_{2,7,1}$ | $q_{4,7,1}$ |
| 2,1 | $q_{0,6,1}$ | $\frac{3}{8}\left(1-3 s^{2}\right)$ | $\frac{177}{128}$ |
| 2,2 | $q_{0,6,2}$ | $\frac{3}{8}\left(5-6 s^{2}\right)$ | $\frac{3}{32}$ |
| 3,0 | $q_{0,5,0}$ | $\frac{1}{16}\left(5-21 s^{2}\right)$ | $\frac{117}{64}$ |
| 3,1 | $q_{0,5,1}$ | $\frac{1}{64}\left(214-267 s^{2}\right)$ | $\frac{9}{8}$ |
| 4,0 | $\frac{1}{32}\left(-3 s^{4}+12 s^{2}+8\right)$ | $\frac{7}{8}\left(2-3 s^{2}\right)$ | $\frac{21}{32}$ |
| 4,1 | $\frac{1}{64}\left(261 s^{4}-120 s^{2}+32\right)$ | $\frac{1}{4}\left(5-9 s^{2}\right)$ | $\frac{177}{64}$ |
| 4,2 | $\frac{3}{256}\left(101 s^{4}-40 s^{2}-8\right)$ | $-\frac{3}{64}\left(31 s^{2}-26\right)$ | $\frac{69}{256}$ |
| 5,0 | $\frac{1}{64}\left(63 s^{4}-12 s^{2}+32\right)$ | $-\frac{3}{16}\left(27 s^{2}-19\right)$ | $\frac{93}{64}$ |
| 5,1 | $\frac{1}{64}\left(207 s^{4}-96 s^{2}+4\right)$ | $-\frac{3}{64}\left(9 s^{2}-2\right)$ | $\frac{3}{2}$ |
| 6,1 | $\frac{3}{128}\left(67 s^{4}-32 s^{2}+16\right)$ | $-\frac{3}{8}\left(10 s^{2}-7\right)$ | $\frac{153}{128}$ |
| 6,2 | $\frac{3}{8} s^{2}\left(2 s^{2}-1\right)$ | $\frac{3}{8}\left(s^{2}-1\right)$ | $\frac{9}{32}$ |
| 7,1 | $\frac{3}{32}\left(9 s^{4}-6 s^{2}+2\right)$ | $-\frac{27}{64}\left(3 s^{2}-2\right)$ | $\frac{27}{64}$ |
| 8,2 | $\frac{3}{512}\left(27 s^{4}-24 s^{2}+8\right)$ | $-\frac{9}{128}\left(3 s^{2}-2\right)$ | $\frac{27}{512}$ |

where the right sides are in double-prime variables for direct corrections, and in prime variables for inverse corrections. Recall that the latter must be subtracted according to Eq. (2.27).

Finally, we compute $L^{\prime \prime}=L^{\prime}+J_{2} L_{0,1}^{\prime}+\frac{1}{2} J_{2}^{2} L_{0,2}^{\prime}$, in which $L_{0,1}^{\prime}=\partial \mathcal{V}_{1} / \partial \ell^{\prime}$, and $L_{0,2}^{\prime}=$ $\partial \mathcal{V}_{2} / \partial \ell^{\prime}-\left\{L_{0,1}^{\prime} ; \mathcal{V}_{1}\right\}$, using the generating function terms given in Eqs. (6.40) and (6.44). Once more, the partial derivatives with respect to the mean anomaly are computed using the differential relation (4.64), to obtain

$$
\begin{aligned}
L_{0,1}^{\prime}= & \frac{1}{4} L^{\prime} \frac{R_{\oplus}^{2}}{p^{2}} \eta\left(3 s^{2}-2\right)\left(\frac{a^{2}}{r^{2}} \eta-1\right), \\
\left\{L_{0,1}^{\prime} ; \mathcal{V}_{1}\right\}= & -L^{\prime} \frac{R_{\oplus}^{4}}{p^{4}}\left(2-3 s^{2}\right)^{2} \frac{1}{128 \eta^{4}} \sum_{j=0}^{4} Q_{j}^{\prime}(e) \cos j f, \\
\frac{\partial \mathcal{V}_{2}}{\partial \ell^{\prime}}= & -L^{\prime} \frac{R_{\oplus}^{4}}{p^{4}} \frac{a^{2}}{r^{2}} \frac{\beta \eta^{2}}{16}\left(2-3 s^{2}\right)^{2}(2 \cos f+e \cos 2 f)+\left(\frac{a^{2}}{r^{2}} \eta-1\right) \\
& \times L^{\prime}\left[\eta \frac{R_{\oplus}^{4}}{p^{4}}\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)-\frac{1}{\eta}\left\langle V_{2}\right\rangle_{f}^{2}+2 \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{f}\right],
\end{aligned}
$$

in which the terms $Q_{j}^{\prime}$ are given in Table 6.3 and the $q_{0, j}$ in Table 6.1.

Table 6.3: Coefficients $Q^{\prime}$ of the Delaunay transformation of $L^{\prime}$.

| $Q_{0}^{\prime}=105-60 \eta^{2}-18 \eta^{3}+3 \eta^{4}+2 \eta^{5}$ | $Q_{3}^{\prime}=12 e\left(2-\eta^{2}-\eta^{3}\right)$ |
| :--- | :--- |
| $Q_{1}^{\prime}=4 \beta\left(42+42 \eta-5 \eta^{2}-14 \eta^{3}-5 \eta^{4}\right)$ | $Q_{4}^{\prime}=(1-\eta)^{2}\left(3+6 \eta+5 \eta^{2}+2 \eta^{3}\right)$ |
| $Q_{2}^{\prime}=4\left(21-16 \eta^{2}-7 \eta^{3}+\eta^{4}+\eta^{5}\right)$ |  |

### 6.3 Brouwer's solution by complete reduction

As we already discussed in §6.1.1, the long-term Hamiltonian (6.43), or the one in Eq. (6.17), is integrable. Still, it is not separable and, in the style of Brouwer [75], we compute an additional Lie transformation in order to remove the long-period terms, in this way obtaining a completely reduced Hamiltonian.

### 6.3.1 Secular terms

The removal of long-period terms from Eq. (6.43), which are related to the perigee dynamics, will be achieved by a new Lie transformation to triple-prime variables. Because the problem is now independent of $\ell^{\prime \prime}$, the generating function of the new Lie transformation is also chosen independent of it, say $\mathcal{U}=\sum_{m \geq 0}\left(J_{2}^{m} / m!\right) \mathcal{U}_{m+1}$ with $\mathcal{U}_{m+1} \equiv \mathcal{U}_{m+1}\left(-, g^{\prime \prime},-, L^{\prime \prime}, G^{\prime \prime}, H^{\prime \prime}\right)$. As a consequence, it is immediately checked from Eq. (4.66) that the Lie derivative $\mathcal{L}_{0}\left(\mathcal{U}_{m}\right)$ always vanishes along the Keplerian flow stemming from $\mathcal{Q}_{0,0}$. Therefore, the homological equation (4.67) becomes

$$
\begin{equation*}
0=\widetilde{\mathcal{Q}}_{0, m}-\mathcal{Q}_{0, m}, \tag{6.46}
\end{equation*}
$$

and $\mathcal{U}_{m}$ cannot be computed at the step $m$.
However, since $\mathcal{Q}_{1,0}$ is already free from $\omega=g^{\prime \prime}$, there is no difficulty in choosing $\mathcal{Q}_{0,1}=\mathcal{Q}_{1,0}$ at first order, and proceed to the second order leaving $\mathcal{U}_{1}$ undetermined. At second order, after computing $\widetilde{\mathcal{Q}}_{0,2}$ from Eq. (2.37), we rewrite Eq. (6.46) in the form $\left\{\mathcal{U}_{1} ; \mathcal{Q}_{1,0}\right\}=\frac{1}{2}\left(\mathcal{Q}_{0,2}^{*}-\mathcal{Q}_{0,2}\right)$ with $\mathcal{Q}_{2,0}^{*}=\mathcal{Q}_{2,0}$. Analogously, at third order, from repeated applications of Deprit's fundamental recursion (2.15) we obtain $\left\{\mathcal{U}_{2} ; \mathcal{Q}_{1,0}\right\}=\frac{1}{2}\left(\mathcal{Q}_{0,3}^{*}-\right.$ $\left.\mathcal{Q}_{0,3}\right)$, in which $\mathcal{Q}_{0,3}^{*}=\left\{\mathcal{Q}_{0,2} ; \mathcal{U}_{1}\right\}+\left\{\mathcal{Q}_{1,1} ; \mathcal{U}_{1}\right\}+\left\{\mathcal{Q}_{2,0} ; \mathcal{U}_{1}\right\}+\mathcal{Q}_{3,0}$.

In this way, we obtain the new homological equation

$$
\begin{equation*}
\mathcal{L}_{1}\left(\mathcal{U}_{m-1}\right) \equiv\left\{\mathcal{U}_{m-1} ; \mathcal{Q}_{1,0}\right\}=\frac{1}{m}\left(\mathcal{Q}_{0, m}^{*}-\mathcal{Q}_{0, m}\right), \tag{6.47}
\end{equation*}
$$

where $\mathcal{Q}_{0, m}^{*}$ stands for the computable terms up to the step $m$ of the procedure, and

$$
\begin{equation*}
\mathcal{L}_{1}\left(\mathcal{U}_{m-1}\right) \equiv \frac{3}{4} n \frac{R_{\oplus}^{2}}{p^{2}}\left(4-5 s^{2}\right) \frac{\partial \mathcal{U}_{m-1}}{\partial g^{\prime \prime}}, \tag{6.48}
\end{equation*}
$$

thus shifting by one the actual order of the perturbation approach with respect to the order at which the generating function of the elimination of the periapsis can be determined. Because the right hand of Eq. (6.47) is a trigonometric polynomial in $g^{\prime \prime}$, the kernel of the Lie operator $\mathcal{L}_{1}$ is composed of terms that are free from $g^{\prime \prime} .{ }^{1}$

Once more, the homological equation is conveniently solved by indefinite integration, yet, regrettably, the divisor $\Delta=4-5 s^{2}$ harms the transformation equations of the long-period elimination and prevents one from application of the solution to orbits in the close vicinity of the critical inclination. One way of avoiding computer overflow during runtime when propagating critically-inclined orbits with analytical solutions of this kind, is to replace the critical divisor $\Delta$ by the alternative form: $1 / \Delta=0$ when $\Delta=0$, and $1 / \Delta=\left[1-\exp \left(-100 \Delta^{2}\right)\right] / \Delta$ otherwise, which provides the correct value out of the critical inclination and never becomes singular [121, 299]. ${ }^{2}$

Thus, at second order we obtain

$$
\begin{equation*}
\mathcal{U}_{1}=\frac{2}{3} \frac{p^{2}}{R_{\oplus}^{2}} \frac{1}{n\left(4-5 s^{2}\right)} \int\left(\mathcal{Q}_{2,0}-\mathcal{Q}_{0,2}\right) \mathrm{d} g^{\prime \prime}, \tag{6.49}
\end{equation*}
$$

where the new Hamiltonian term $\mathcal{Q}_{0,2}$ is composed of those terms of $\mathcal{Q}_{2,0}$ pertaining to the kernel of $\mathcal{L}_{1}$. That is, $\mathcal{Q}_{0,2}=\left\langle\mathcal{Q}_{2,0}\right\rangle_{\omega}$. In view of Eq. (6.42), we obtain

$$
\begin{equation*}
\mathcal{Q}_{0,2}=\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \eta\left[q_{0,0}-\frac{1+3 \eta}{16}\left(3 s^{2}-2\right)^{2}\right]+2 \frac{\mu}{a} \sum_{k \geq 2} \tilde{J}_{2 k}\left\langle\left\langle V_{2 k}\right\rangle_{f}\right\rangle_{\omega^{\prime}} \tag{6.50}
\end{equation*}
$$

in which the coefficient $q_{0,0}$ is given in Table 6.1, and, from Eq. (6.14), we obtain

$$
\begin{equation*}
\left\langle\left\langle V_{2 k}\right\rangle_{f}\right\rangle_{\omega}=\left(R_{\oplus} / p\right)^{2 k} \eta \mathcal{F}_{2 k, k}(s) \mathcal{G}_{2 k, k}^{*}(e), \tag{6.51}
\end{equation*}
$$

where $i^{\star}=i \bmod 2$, and $i_{0}=\left\lfloor\frac{1}{2} i\right\rfloor$ from the index convention in Eq. (6.5), which shows that only the even zonal harmonics $-i=2 k, i_{\pi}=0$ in Eq. (6.14)-can have terms belonging to the kernel of the Lie derivative (6.48). In consequence, they are the only terms of the potential contributing secular effects.

After expressing $\mathcal{Q}_{0, i}, i=0,1,2$ in triple-prime variables, up to $\mathcal{O}\left(J_{2}^{2}\right)$, we obtain the secular, completely reduced Hamiltonian

$$
\mathcal{S}=\mathcal{S}\left(-,-,-, L^{\prime \prime \prime}, G^{\prime \prime \prime}, H^{\prime \prime \prime}\right) \equiv \mathcal{Q}_{0,0}+J_{2} \mathcal{Q}_{0,1}+\frac{1}{2} J_{2}^{2} \mathcal{Q}_{0,2}
$$

whose Hamilton equations are trivially integrable. Indeed, the momenta are constant, $L^{\prime \prime \prime}=L_{0}^{\prime \prime}, G^{\prime \prime \prime}=G_{0}^{\prime \prime \prime}, H^{\prime \prime \prime}=H_{0}$, whereas their conjugate angles evolve linearly with

[^12]time,
$$
\ell^{\prime \prime \prime}=\ell_{0}^{\prime \prime \prime}+\frac{\partial \mathcal{S}}{\partial L^{\prime \prime \prime}} t, \quad g^{\prime \prime \prime}=g_{0}^{\prime \prime \prime}+\frac{\partial \mathcal{S}}{\partial G^{\prime \prime \prime}} t, \quad h^{\prime \prime \prime}=h_{0}^{\prime \prime \prime}+\frac{\partial \mathcal{S}}{\partial H^{\prime \prime \prime}} t
$$
with the constant, secular frequencies
\[

$$
\begin{aligned}
\frac{\partial \mathcal{S}}{\partial L^{\prime \prime \prime}}= & n+n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{4} \eta\left(2-3 s^{2}\right)+n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{8} \eta \\
& \times\left[\frac{5}{16} \eta^{2}\left(5 s^{4}+8 s^{2}-8\right)+\eta\left(2-3 s^{2}\right)^{2}+\frac{15}{16}\left(7 s^{4}-16 s^{2}+8\right)\right] \\
& -n J_{2}^{2} \sum_{i \geq 3} \tilde{J}_{i}\left(1-i^{\star}\right) \frac{R_{\oplus}^{i}}{p^{i}} \eta \mathcal{F}_{i, i_{0}}\left[3 \mathcal{G}_{i, i_{0}}^{*}-\frac{\eta^{2}}{e} \frac{\partial \mathcal{G}_{i, i_{0}}^{*}}{\partial e}\right], \\
\frac{\partial \mathcal{S}}{\partial G^{\prime \prime \prime}}= & n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{4}\left(4-5 s^{2}\right)+\frac{3}{128} n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}}\left[\eta^{2}\left(45 s^{4}+36 s^{2}-56\right)\right. \\
& \left.+24 \eta\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)+5\left(77 s^{4}-172 s^{2}+88\right)\right]+n J_{2}^{2} \sum_{i \geq 3}^{\tilde{J}_{i}} \\
& \times\left(1-i^{\star}\right) \frac{R_{\oplus}^{i}}{p^{i}}\left[(1-2 i) \mathcal{F}_{i, i_{0}} \mathcal{G}_{i, i_{0}}^{*}+\frac{c^{2}}{s} \frac{\partial \mathcal{F}_{i, i_{0}}}{\partial s} \mathcal{G}_{i, i_{0}}^{*}-\mathcal{F}_{i, i_{0}} \frac{\eta^{2}}{e} \frac{\partial \mathcal{G}_{i, i_{0}}^{*}}{\partial e}\right], \\
\frac{\partial \mathcal{S}}{\partial H^{\prime \prime \prime}=} & -n J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{2} c+n J_{2}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3 c}{32}\left[\eta^{2}\left(5 s^{2}+4\right)+12 \eta\left(3 s^{2}-2\right)\right. \\
& \left.+5\left(7 s^{2}-8\right)\right]-n J_{2}^{2} \sum_{i \geq 3} \tilde{J}_{i}\left(1-i^{\star}\right) \frac{R_{\oplus}^{i}}{p^{i}} \frac{c}{s} \frac{\partial \mathcal{F}_{i, i_{0}}}{\partial s} \mathcal{G}_{i, i_{0}}^{*} .
\end{aligned}
$$
\]

The osculating solution is obtained after applying the long-period corrections to the secular terms, thus obtaining mean elements, which in turn must be modulated with the short-period corrections computed in §6.2.3.

### 6.3.2 Long-period corrections

The integrand of Eq. (6.49) is composed of the periodic terms

$$
\mathcal{Q}_{2,0}-\left\langle\mathcal{Q}_{2,0}\right\rangle_{\omega}=2 \frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \eta q_{0,1} s^{2} \cos 2 \omega+2 \frac{\mu}{a} \sum_{i \geq 3} \tilde{J}_{i}\left(\left\langle V_{i}\right\rangle_{f}-\left\langle\left\langle V_{i}\right\rangle_{f}\right\rangle_{\omega}\right),
$$

in which the coefficient $q_{0,1}$ is given in Table 6.1 and, from Eqs. (6.14) and (6.51),

$$
\left\langle V_{i}\right\rangle_{f}-\left\langle\left\langle V_{i}\right\rangle_{f}\right\rangle_{\omega}=\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{\substack{j=0 \\ j \neq i / 2}}^{i-1} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right] .
$$

Hence,

$$
\begin{equation*}
\mathcal{U}_{1}=\frac{(4 / 3) G}{4-5 s^{2}}\left[\frac{R_{\oplus}^{2}}{p^{2}} \frac{q_{0,1}}{2} s^{2} \sin 2 \omega+\sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\ j \neq i / 2}}^{i-1} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}\right] \tag{6.52}
\end{equation*}
$$

The transformation from secular to mean elements $x^{\prime \prime}=x^{\prime \prime \prime}+J_{2} x_{0,1}^{\prime \prime}+\mathcal{O}\left(J_{2}^{2}\right), x \in$ $(\ell, g, h, L, G, H)$ is obtained as usual, computing the long-period corrections $x_{0,1}^{\prime \prime}$ from the first row of Eq. (2.17). In particular, $L_{0,1}^{\prime \prime}=0, H_{0,1}^{\prime \prime}=0$, and

$$
\begin{aligned}
\ell_{0,1}^{\prime \prime}= & \frac{\partial \mathcal{U}_{1}}{\partial L^{\prime \prime}}=\frac{1}{16} \frac{R_{\oplus}^{2}}{p^{2}} \eta^{3} \frac{14-15 s^{2}}{4-5 s^{2}} s^{2} \sin 2 \omega \\
& +\frac{4}{3\left(4-5 s^{2}\right)} \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \frac{\eta^{3}}{e} \frac{\partial \mathcal{G}_{i, j}^{*}}{\partial e} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}, \\
g_{0,1}^{\prime \prime}= & \frac{\partial \mathcal{U}_{1}}{\partial G^{\prime \prime}}=\frac{1}{16} \frac{R_{\oplus}^{2}}{p^{2}}\left[\frac{112-408 s^{2}+520 s^{4}-225 s^{6}}{2\left(4-5 s^{2}\right)^{2}} e^{2}-\frac{14-15 s^{2}}{4-5 s^{2}} s^{2}\right] \\
& \times \sin 2 \omega+\frac{4}{3\left(4-5 s^{2}\right)} \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i}\left[\frac{c^{2}}{s} \frac{\partial \mathcal{F}_{i, j}}{\partial s} \mathcal{G}_{i, j}^{*}-\mathcal{F}_{i, j} \frac{\eta^{2}}{e} \frac{\partial \mathcal{G}_{i, j}^{*}}{\partial e}\right. \\
& \left.+\left(\frac{14-15 s^{2}}{4-5 s^{2}}+4-2 i\right) \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*}\right] \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}, \\
h_{0,1}^{\prime \prime}= & \frac{\partial \mathcal{U}_{1}}{\partial H}=-\frac{1}{16} \frac{R_{\oplus}^{2}}{p^{2}} \frac{56-120 s^{2}+75 s^{4}}{\left(4-5 s^{2}\right)^{2}} c e^{2} \sin 2 \omega-\frac{4 c}{3\left(4-5 s^{2}\right)} \\
& \times \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i}\left(\frac{10 \mathcal{F}_{i, j}}{4-5 s^{2}}+\frac{1}{s} \frac{\partial \mathcal{F}_{i, j}}{\partial s}\right) \mathcal{G}_{i, j}^{*} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}, \\
G_{0,1}^{\prime \prime}= & -\frac{\partial \mathcal{U}_{1}}{\partial g^{\prime \prime}}=-\frac{4 G^{\prime \prime}}{3\left(4-5 s^{2}\right)}\left[\frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{64} e^{2}\left(14-15 s^{2}\right) s^{2} \cos 2 \omega\right. \\
& \left.+\sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right]\right],
\end{aligned}
$$

where the entities on the right sides are functions of the secular (triple-prime) Delaunay variables. The inverse corrections, $x^{\prime \prime \prime}=x^{\prime \prime}-J_{2} x_{0,1}^{\prime \prime}+\mathcal{O}\left(J_{2}^{2}\right)$, are computed analogously expressing the quantities on the right sides of the long-period corrections $x_{0,1}^{\prime \prime}$ as functions of the double-prime Delaunay variables.

### 6.4 Reverse normalization. Long periods removed first

Alternatively to Brouwer's approach to compute a completely reduced Hamiltonian by sequentially eliminating the short- and long-period terms, one can reverse the sequence and remove first the long-period terms. This approach may seem unnatural, for the Lie derivative (4.66) does not depend on the argument of the perigee. However, because the disturbing potential of the zonal problem (6.2) only depends on $g$ through $\theta=f+g$, as clearly noticed from Eq. (6.3), a smart choice of the new Hamiltonian
terms, as well as proper selection of the arbitrary integration constants in which the generating function depends upon, allows the reverse approach not only to be feasible, but advantageous when one pursues a higher-order normalization of the zonal Hamiltonian in closed form of the eccentricity [408].

### 6.4.1 Normalization of the total angular momentum

We start from the original zonal Hamiltonian (6.6). New terms $\mathcal{H}_{0, m}$ are chosen in such a way that not only they cancel out the terms of the homological equation pertaining to the kernel of the Lie derivative, as is mandatory, but they also cancel the additional terms, if any, that are not purely periodic on $g$. That is, $\partial \mathcal{H}_{0, m} / \partial g=0$. In this way $g$ is made cyclic, up to the truncation order, and, in consequence, $G$ is turned into a formal integral of the new, partially normalized Hamiltonian.

Therefore, at first order, we choose $\mathcal{H}_{0,1}$ to be composed of the terms of $\mathcal{H}_{1,0}$ that are free from $g$. Thus, from Eq. (6.8),

$$
\begin{equation*}
\mathcal{H}_{0,1}=\frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right)\left\langle V_{2}\right\rangle_{g}, \tag{6.53}
\end{equation*}
$$

where, on account of Eq. (6.27),

$$
\begin{equation*}
\left\langle V_{2}\right\rangle_{g}=\frac{R_{\oplus}^{2}}{p^{2}} \eta \frac{1}{4}\left(3 s^{2}-2\right)+\frac{R_{\oplus}^{2}}{p^{2}} \eta \frac{1}{4}\left(3 s^{2}-2\right) e \cos f . \tag{6.54}
\end{equation*}
$$

Comparison with Eq. (6.30) shows that the new Hamiltonian term (6.53) certainly carries all the terms pertaining to the kernel of the Lie derivative. In particular, it is composed of the same terms as the first-order Hamiltonian of the elimination of the parallax in addition to one term of the image-the one factored by $\cos f$.

The homological equation is then solved using Eq. (5.39), from which we readily obtain

$$
\begin{equation*}
\mathcal{W}_{1}=-\frac{1}{8} G \frac{R_{\oplus}^{2}}{p^{2}} s^{2} \sum_{i=1}^{3} 3^{[2-i / 2\rfloor} e^{[i-2 \mid} \sin (i f+2 \omega)+C_{1} . \tag{6.55}
\end{equation*}
$$

The first-order term of the generating function is now simpler than Eq. (6.31) although it carries an additional, "constant" term $C_{1} \equiv C_{1}(g, L, G, H)$. Incidentally, except for the term $C_{1}$, Eq. (6.55) is precisely the generating function of Cid's radial intermediary (5.29); cf. [111, 154].

At second order $\mathcal{L}_{0}\left(\mathcal{W}_{2}\right)=\widetilde{\mathcal{H}}_{0,2}-\mathcal{H}_{0,2}$, in which the computable terms $\widetilde{\mathcal{H}}_{0,2}$ are given in Eq. (2.37). Namely,

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}+\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\}, \tag{6.56}
\end{equation*}
$$

where $\mathcal{H}_{2,0}$ is given in Eq. (6.9) and the computation of the Poisson brackets now involves the partial derivatives of the still unknown function $C_{1}$.

We want $\mathcal{H}_{0,2}$ to cancel the terms of $\widetilde{\mathcal{H}}_{0,2}$ that are free from $g$. As regards $\mathcal{H}_{2,0}$, they are simply

$$
\left\langle\mathcal{H}_{2,0}\right\rangle_{g}=2 \frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) \sum_{i \geq 3} \tilde{J}_{i}\left\langle V_{i}\right\rangle_{g} .
$$

We readily check from Eq. (6.3) that odd terms $\left\langle V_{2 i-1}\right\rangle_{g}$ always vanish, and even terms $\left\langle V_{2 i}\right\rangle_{g}$ stem from the values of the summation index $j=\frac{1}{2} i$. Hence,

$$
\begin{equation*}
\left\langle\mathcal{H}_{2,0}\right\rangle_{g}=2 \frac{\mu}{a}\left(\frac{a^{2}}{r^{2}} \eta\right) \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \eta \mathcal{F}_{2 i, i} \sum_{k=0}^{2 i-1}\binom{2 i-1}{k} e^{k} \cos ^{k} f . \tag{6.57}
\end{equation*}
$$

Still, $\left\langle\mathcal{H}_{2,0}\right\rangle_{g}$ does not carry all the terms of the kernel contributed by $\mathcal{H}_{2,0}$. To check that, we compute

$$
\begin{equation*}
\mathcal{H}_{2,0}-\left\langle\mathcal{H}_{2,0}\right\rangle_{g}=2 n G \frac{a^{2}}{r^{2}} \sum_{i \geq 3} \tilde{J}_{i}\left(V_{i}-\left\langle V_{i}\right\rangle_{g}\right), \tag{6.58}
\end{equation*}
$$

where $V_{i}-\left\langle V_{i}\right\rangle_{g}$ is obtained by simply avoiding the value $j=\frac{1}{2} i$. Then, making use of the differential relation (4.64), we readily obtain

$$
\left\langle\mathcal{H}_{2,0}-\left\langle\mathcal{H}_{2,0}\right\rangle_{g}\right\rangle_{\ell}=\sum_{i \geq 3} K_{i}, \quad K_{i}=2 \frac{\mu}{a} \tilde{J}_{i}\left\langle V_{i}-\left\langle V_{i}\right\rangle_{g}\right\rangle_{f},
$$

where, analogously to Eq. (6.14),

$$
\begin{equation*}
K_{i}=2 \frac{\mu}{a} \tilde{J}_{i} \frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{\substack{j=1 \\ j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right], \quad i \geq 3 \tag{6.59}
\end{equation*}
$$

Terms $K_{i}$, of this type must be nullified in the homological equation with a proper choice of the arbitrary function $C_{1}$.

These kinds of offending terms also stem from the evaluation of the Poisson brackets in Eq. (6.56). Indeed, after identifying the terms of $\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\}$ that are free from $g$, which will be left in the new Hamiltonian, the remaining terms, which do depend on $g$, take the form of a trigonometric polynomial in $f$ factored by $1 / r^{2}$. The term of zeroth degree of this trigonometric polynomial takes the particular form

$$
K_{2}=n \frac{a^{2}}{r^{2}} \eta\left[\frac{3}{2} \frac{R_{\oplus}^{2}}{p^{2}}\left(5 s^{2}-4\right) \frac{\partial C_{1}}{\partial g}-G \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{32}\left(15 s^{2}-14\right) s^{2} e^{2} \cos 2 g\right],
$$

and must be canceled out to avoid the appearance of non-periodic terms in $f$ in the generating function.

All the offending terms $K_{i}, i \geq 2$, are easily nullified by properly choosing

$$
\begin{align*}
C_{1}= & \frac{4 G}{3\left(5 s^{2}-4\right)} \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j} \\
& +G \frac{R_{\oplus}^{2}}{p^{2}} \frac{1}{32} \frac{15 s^{2}-14}{5 s^{2}-4} s^{2} e^{2} \sin 2 g . \tag{6.60}
\end{align*}
$$

When we do that, the first-order term of the generating function in Eq. (6.55) becomes completely defined, and the known terms $\widetilde{\mathcal{H}}_{0,2}$ in Eq. (6.56) can be recomputed. We find $\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{1}\right\}+\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{1}\right\}=\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}+\widetilde{\mathcal{H}}_{0,2, \mathrm{I}}$, where

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,2, \mathrm{I}}=\frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \frac{1}{512} \sum_{i=1}^{2} \sum_{j=-1}^{4}\left(j+i_{0}\right) Q_{i, j} \mathrm{~s}^{2 i} \cos \left[\left(j+i_{0}\right) f+2 i g\right] \tag{6.61}
\end{equation*}
$$

$i_{0}=\left\lfloor\frac{1}{2} i\right\rfloor$ from Eq. (6.5), and the coefficients $Q_{i, j}$ are given in Table 6.4. Then $\widetilde{\mathcal{H}}_{0,2, \mathrm{I}}$ is composed only of terms pertaining to the image of the Lie derivative. On the other hand,

$$
\begin{align*}
\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}= & \frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \frac{3}{64} s^{2}\left[8\left(4 s^{2}-3\right)+\left(23 s^{2}-16\right) e^{2}\right]-\frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \frac{s^{2}}{\left(5 s^{2}-4\right)^{2}} \\
& \times \frac{3}{512}\left\{\left[\left(975 s^{6}-2250 s^{4}+1728 s^{2}-448\right) e^{2}-4\left(5 s^{2}-4\right)\left(795 s^{4}\right.\right.\right. \\
& \left.\left.-1198 s^{2}+448\right)\right] e \cos f-4 e^{2}\left(775 s^{6}-1710 s^{4}+1236 s^{2}-288\right) \\
& \left.\times \cos 2 f+e^{3}\left(825 s^{6}-1990 s^{4}+1616 s^{2}-448\right) \cos 3 f\right\}, \tag{6.62}
\end{align*}
$$

which is free from the argument of the periapsis, is composed of terms of both the kernel and the image of the Lie derivative.

Table 6.4: Coefficients $Q_{i, j}$ in Eqs. (6.61) and (6.64).

| $\boldsymbol{j}$ | $\boldsymbol{i}=\mathbf{1}$ | $\boldsymbol{i}=\mathbf{2}$ |
| :--- | :--- | :--- |
| -1 | $12 \frac{84-188 s^{2}+105 s^{4}}{4-5 s^{2}} e^{3}$ | $-3 \frac{208-430 s^{2}+225 s^{4}}{\left(4-5 s^{2}\right)^{2}} e^{3}$ |
| 0 | 0 | $-60 \frac{38-87 s^{2}+50 s^{4}}{\left(4-5 s^{2}\right)^{2}} e^{2}$ |
| 1 | $48 \frac{148-340 s^{2}+195 s^{4}}{4-5 s^{2}} e-24\left(14-15 s^{2}\right) e^{3}$ | $-4 \frac{122-135 s^{2}}{4-5 s^{2}} e-8 \frac{61-135 s^{2}+75 s^{4}}{\left(4-5 s^{2}\right)^{2}} e^{3}$ |
| 2 | $96\left(8-9 s^{2}\right)+24 \frac{52-116 s^{2}+65 s^{4}}{4-5 s^{2}} e^{2}$ | $24-12 \frac{23-25 s^{2}}{4-5 s^{2}} e^{2}$ |
| 3 | $64\left(7-8 s^{2}\right) e-4\left(2-3 s^{2}\right) \frac{14-15 s^{2}}{4-5 s^{2}} e^{3}$ | $24 e-3 \frac{14-15 s^{2}}{4-5 s^{2}} e^{3}$ |
| 4 | $12\left(6-7 s^{2}\right) e^{2}$ | $6 e^{2}$ |

Then we can safely choose

$$
\begin{equation*}
\mathcal{H}_{0,2}=\left\langle\widetilde{\mathcal{H}}_{0,2}\right\rangle_{g}=\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}+\left\langle\mathcal{H}_{2,0}\right\rangle_{g} \tag{6.63}
\end{equation*}
$$

from Eqs. (6.62) and (6.57), and solve $\mathcal{L}_{0}\left(\mathcal{W}_{2}\right)=\mathcal{H}_{2,0}+\widetilde{\mathcal{H}}_{0,2, \mathrm{I}}-\left\langle\mathcal{H}_{2,0}\right\rangle_{g}$, in closed form of the eccentricity, using Eq. (5.39). We obtain

$$
\mathcal{W}_{2}=\frac{1}{n} \int \widetilde{\mathcal{H}}_{0,2, \mathrm{I}} \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f+\frac{1}{n} \int\left(\mathcal{H}_{2,0}-\left\langle\mathcal{H}_{2,0}\right\rangle_{g}-\sum_{i \geq 3} K_{i}\right) \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f,
$$

into which we plug Eqs. (6.61), (6.58), and (6.59), to obtain

$$
\begin{align*}
\mathcal{W}_{2}= & G \frac{R_{\oplus}^{4}}{p^{4}} \frac{1}{512} \sum_{i=1}^{2} \sum_{j=-1}^{4} Q_{i, j} \mathrm{~s}^{2 i} \sin \left[\left(j+i_{0}\right) f+2 i g\right] \\
& +2 G \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i}}{p^{i}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \sum_{k=0}^{i-1}\binom{i-1}{k} e^{k} \mathcal{J}_{k}+C_{2} . \tag{6.64}
\end{align*}
$$

The integrals $\mathcal{J}_{k}=\int \cos ^{k} f \cos \left[(i-2 j)(f+g)-i_{\pi}\right] \mathrm{d} f$ are solved with the help of Eqs. (6.11)-(6.13), to obtain

$$
\begin{equation*}
\mathcal{J}_{k}=\frac{1}{2^{k}} \sum_{l=0}^{k}\binom{k}{k-l} \frac{\sin \left[(i-2 j) \theta-(k-2 l) f-i_{\pi}\right]}{i-2 j-k+2 l}, \tag{6.65}
\end{equation*}
$$

but the integration "constant" $C_{2} \equiv C_{2}(g, L, G, H)$ will remain undetermined until the next order of the perturbation approach. That is, like we did with $C_{1}, C_{2}$ will be determined by imposing the requirement that the third-order term of the generating function be free from secular or mixed terms in the true anomaly.

It is worth checking that the choices $\mathcal{H}_{0,1}$ and $\mathcal{H}_{0,2}$ we made in Eqs. (6.53) and (6.63), respectively, are not the unique ones that satisfy the purpose of eliminating $g$ from the original Hamiltonian. Indeed, as checked in Eqs. (6.53) and (6.54), the term $\left\langle\mathcal{H}_{1,0}\right\rangle_{g}$ still carries terms of the image of the Lie derivative that can be pruned away. Thus, the alternative selection of $\mathcal{H}_{0,1}$ in the form of Eq. (6.30), like in the elimination of the parallax, also fulfills our requirements. In that case, the generating function is obviously the one of the elimination of the parallax in Eq. (6.31), which has one more trigonometric term than Eq. (6.55).

The second-order term of the new Hamiltonian can be analogously simplified. In particular, as checked in Eq. (6.57), the term $\left\langle\mathcal{H}_{2,0}\right\rangle_{g}$ still carries different terms of the image of the Lie derivative that can be pruned away. Thus, we use Eq. (6.12) to write

$$
\begin{equation*}
\cos ^{k} f=\frac{1-k^{\star}}{2^{k}}\binom{k}{k_{0}}+\frac{1}{2^{k-1}} \sum_{j=0}^{k_{1}}\binom{k}{k-j} \cos (k-2 j) f, \tag{6.66}
\end{equation*}
$$

where $k_{0}=\left\lfloor\frac{1}{2} k\right\rfloor, k_{1}=\left\lfloor\frac{1}{2}(k-1)\right\rfloor$ and $k^{\star}=k \bmod 2$, from Eq. (6.5). Then odd $k$ values always kill the first term on the right side of Eq. (6.66), thus yielding trigonometric terms
in $f$, which pertain to the image of the Lie derivative. On the contrary, after rearranging the summation, even values $k=2 n$ yield

$$
\begin{equation*}
\cos ^{2 n} f=\frac{1}{2^{2 n}}\binom{2 n}{n}+\frac{1}{2^{2 n-1}} \sum_{j=1}^{n}\binom{2 n}{n-j} \cos 2 j f, \tag{6.67}
\end{equation*}
$$

which always carries one term pertaining to the kernel. Therefore, $\left\langle\mathcal{H}_{2,0}\right\rangle_{g}$ is replaced by

$$
\begin{equation*}
\left\langle\mathcal{H}_{2,0}\right\rangle_{g}^{\prime}=2 \frac{\mu}{p} \frac{p^{2}}{r^{2}} \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i} \mathcal{G}_{2 i, i}^{*}, \tag{6.68}
\end{equation*}
$$

where, from Eq. (6.16),

$$
\begin{equation*}
\mathcal{G}_{2 i, i}^{*}=\sum_{j=0}^{i-1}\binom{2 i-1}{2 j}\binom{2 j}{j} \frac{e^{2 j}}{2^{2 j}} . \tag{6.69}
\end{equation*}
$$

On the other hand, terms of $\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}$ pertaining to the image of the Lie derivative can be removed analogously, replacing Eq. (6.62) by

$$
\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}^{\prime}=-\frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{p^{2}}{r^{2}} \frac{3}{8}\left[3-4 s^{2}+\left(2-\frac{23}{8} s^{2}\right) e^{2}\right] s^{2} .
$$

The new selection $\mathcal{H}_{0,2}=\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}^{\prime}+\left\langle\mathcal{H}_{2,0}\right\rangle_{g}^{\prime}$, namely

$$
\begin{equation*}
\mathcal{H}_{0,2}=\frac{\mu}{p} \frac{p^{2}}{r^{2}}\left\{2 \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i} \mathcal{G}_{2 i, i}^{*}-\frac{R_{\oplus}^{4}}{p^{4}}\left[\frac{9}{8}-\frac{3}{2} s^{2}+\left(\frac{3}{4}-\frac{69}{64} s^{2}\right) e^{2}\right] s^{2}\right\}, \tag{6.70}
\end{equation*}
$$

clearly fulfills the requisites of having eliminated the perigee while keeping all the terms of the kernel of the Lie derivative, and is much simpler than Eq. (6.63).

The simplicity of Eq. (6.70) is not, of course, for free and it is handicapped with a concomitant generating function much more involved than Eq. (6.64). Intermediate Hamiltonians between Eqs. (6.63) and (6.70) give rise to a whole family of radial intermediaries. The radial character of these partially normalized Hamiltonians is immediately seen when they are reformulated in polar variables replacing e $\cos f=p / r$ and $e=\sqrt{\kappa^{2}+\sigma^{2}}$, with $\kappa$ and $\sigma$ given in Eq. (5.42), and recalling that $p=\Theta^{2} / \mu$.

### 6.4.2 Normalization of the semimajor axis

The short-period elimination after the periapsis has been removed becomes now a quite simple operation. The short-period Hamiltonian $\mathcal{K}=\mathcal{K}_{0,0}+J_{2} \mathcal{K}_{1,0}+\frac{1}{2} J_{2}^{2} \mathcal{K}_{2,0}$ is composed of the Keplerian $\mathcal{K}_{0,0}=\mathcal{H}_{0,0}$, the first-order term $\mathcal{K}_{1,0}=\mathcal{H}_{0,1}$ given by Eq. (6.53),
and the second-order term $\mathcal{K}_{2,0}=\mathcal{H}_{0,2}$ given by Eq. (6.63). All the quantities are now functions of the prime Delaunay variables.

Then, at first order, the homological equation (4.68) is solved by choosing

$$
\begin{equation*}
\mathcal{K}_{0,1}=\frac{\mu}{p} \eta^{3} \frac{R_{\oplus}^{2}}{p^{2}}\left(-\frac{1}{2}+\frac{3}{4} s^{2}\right) \tag{6.71}
\end{equation*}
$$

and computing $\mathcal{U}_{1}=(1 / n) \mathcal{K}_{0,1}(\phi+e \sin f)$.
At second order, the known terms $\widetilde{\mathcal{K}}_{0,2}$ are given by Eq. (6.56), which in addition to the term $\mathcal{K}_{2,0}$ needs the computation of the Poisson brackets,

$$
\begin{align*}
\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{1}\right\}+\left\{\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}= & -\frac{3}{16} \frac{R_{\oplus}^{4}}{p^{4}} \frac{G^{2}}{p^{2}}\left(2-3 s^{2}\right)^{2} \eta^{4}-\frac{3}{64} \frac{R_{\oplus}^{4}}{p^{4}} \frac{G^{2}}{r^{2}}\left(2-3 s^{2}\right)^{2} \\
& \times\left[2\left(4+e^{2}\right)+\beta\left(15+12 \eta+\eta^{2}\right) \cos f\right. \\
& \left.+2\left(3-2 \eta-\eta^{2}\right) \cos 2 f+\beta e^{2} \cos 3 f\right] . \tag{6.72}
\end{align*}
$$

The term $\mathcal{K}_{0,2}$ is chosen by removing the short-period effects from $\widetilde{\mathcal{K}}_{0,2}$. That is, $\mathcal{K}_{0,2}=$ $\left\langle\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}+\left\langle\left\{\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}+\left\langle\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}\right\rangle_{\ell}+\left\langle\left\langle\mathcal{H}_{2,0}\right\rangle_{g}\right\rangle_{\ell}$. The averaging is once more carried out in closed form of the eccentricity using the differential relation (4.64). Thus, from Eq. (6.57),

$$
\left\langle\left\langle\mathcal{H}_{2,0}\right\rangle_{g}\right\rangle_{\ell}=2 \frac{\mu}{a} \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \eta \mathcal{F}_{2 i, i}^{2 i-1} \sum_{k=0}^{2 i-1}\binom{2 i}{k} e^{k} \frac{1}{2 \pi} \int_{0}^{2 \pi} \cos ^{k} f \mathrm{~d} f,
$$

which, on account of Eqs. (6.66)-(6.67) and (6.16), yields

$$
\begin{equation*}
\left\langle\left\langle\mathcal{K}_{2,0}\right\rangle_{g}\right\rangle_{\ell}=2 \frac{\mu}{a} \eta \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i} \mathcal{G}_{2 i, i}^{*} . \tag{6.73}
\end{equation*}
$$

Analogously, from Eqs. (6.62) and (6.72), we obtain

$$
\begin{align*}
\left\langle\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}\right\rangle_{\ell} & =\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3 \eta}{64} s^{2}\left[8\left(4 s^{2}-3\right)+\left(23 s^{2}-16\right) e^{2}\right],  \tag{6.74}\\
\left\langle\left\{\mathcal{K}_{1,0}+\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell} & =-\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3 \eta}{32}\left(2-3 s^{2}\right)^{2}\left(5+2 \eta-\eta^{2}\right) . \tag{6.75}
\end{align*}
$$

Hence,

$$
\begin{align*}
\mathcal{K}_{0,2}= & -\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \eta \frac{3}{64}\left[5\left(7 s^{4}-16 s^{2}+8\right)+4\left(3 s^{2}-2\right)^{2} \eta\right. \\
& \left.+\left(5 s^{4}+8 s^{2}-8\right) \eta^{2}\right]+2 \frac{\mu}{a} \eta \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i} \mathcal{G}_{2 i, i}^{*}, \tag{6.76}
\end{align*}
$$

which, as expected, is the same completely reduced Hamiltonian term previously obtained in Eq. (6.50).

The homological equation (4.68) is then solved to give the second-order term of the generating function,

$$
\begin{align*}
\mathcal{U}_{2}= & \frac{1}{n}\left(\left\langle\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}\right\rangle_{\ell}+\left\langle\left\langle\mathcal{H}_{2,0}\right\rangle_{g}\right\rangle_{\ell}+\left\langle\left\{\mathcal{K}_{1,0}+\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}\right) \phi \\
& +\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}} \frac{r^{2}}{a^{2} \eta}-\left\langle\widetilde{\mathcal{H}}_{0,2, \mathrm{~K}}\right\rangle_{\ell}\right) \mathrm{d} f \\
& +\frac{1}{n} \int\left(\left\langle\mathcal{H}_{2,0}\right\rangle_{g} \frac{r^{2}}{a^{2} \eta}-\left\langle\left\langle\mathcal{H}_{2,0}\right\rangle_{g}\right\rangle_{\ell}\right) \mathrm{d} f \\
& +\frac{1}{n} \int\left(\left\{\mathcal{K}_{1,0}+\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\} \frac{r^{2}}{a^{2} \eta}-\left\langle\left\{\mathcal{K}_{1,0}+\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}\right) \mathrm{d} f, \tag{6.77}
\end{align*}
$$

which in view of Eqs. (6.62) and (6.74), (6.57) and (6.73), and (6.72) and (6.75), is integrated without difficulty in closed form of the eccentricity.

### 6.4.3 Alfriend and Coffey's elimination of the perigee

Rather than starting from a standard normalization of the total angular momentum, Alfriend and Coffey took the approach of eliminating the perigee from the simplified Hamiltonian obtained after the elimination of the parallax [14]. That is,

$$
\mathcal{H}=\mathcal{H}_{0,0}+J_{2} \mathcal{H}_{1,0}+\frac{1}{2} J_{2}^{2} \mathcal{H}_{2,0}+\mathcal{O}\left(J_{2}^{3}\right),
$$

where $\mathcal{H}_{0,0}$ is the Keplerian, $\mathcal{H}_{1,0}$ is given in Eq. (6.30), and $\mathcal{H}_{2,0}$ is given in Eq. (6.33). Namely,

$$
\begin{aligned}
\mathcal{H}_{2,0}= & \frac{\mu}{p} \frac{p^{2}}{r^{2}}\left[\frac{R_{\oplus}^{4}}{p^{4}}\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)\right. \\
& \left.+2 \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i}}{p^{i}} \sum_{j=0}^{i} \mathcal{F}_{i, j}(s) \mathcal{G}_{i, j}^{*}(e) \cos \left[(i-2 j) \omega-i_{\pi}\right]\right],
\end{aligned}
$$

where $q_{0,0}$ and $q_{0,1}$ are given in Table 6.1.
Now, $\mathcal{H}_{1,0}$ is already free from the argument of the periapsis. Therefore, $\mathcal{H}_{0,1}=\mathcal{H}_{1,0}$ and $\mathcal{W}_{1}=C_{1}$. At second order, the computable terms $\widetilde{\mathcal{H}}_{0,2}$ in Eq. (2.37) that enter the homological equation are $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}+2\left\{\mathcal{H}_{1,0} ; C_{1}\right\}$, in which the evaluation of the involved Poisson bracket yields

$$
\begin{aligned}
\left\{\mathcal{H}_{1,0} ; C_{1}\right\}= & \frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} \frac{G^{2}}{r^{2}}\left(2-3 s^{2}\right)\left(2 e \sin f+e^{2} \sin 2 f\right) \frac{1}{\eta^{2}} \frac{\partial C_{1}}{\partial L} \\
& +\frac{1}{4} \frac{R_{\oplus}^{2}}{p^{2}} \frac{G}{r^{2}}\left[3\left(4-5 s^{2}\right)+\left(2-3 s^{2}\right)\left(\frac{2}{e} \cos f+\cos 2 f\right)\right] \frac{\partial C_{1}}{\partial g} .
\end{aligned}
$$

Alfriend and Coffee impose the condition that the new Hamiltonian be free from long-period effects. In view of $C_{1}$ going to be a periodic function of $g$, the partial derivatives $\partial C_{1} / \partial L$ and $\partial C_{1} / \partial g$ will be also periodic in $g$, and hence $\left\langle\left\{\mathcal{H}_{1,0} ; C_{1}\right\}\right\rangle_{g}=0$. Then

$$
\begin{equation*}
\mathcal{H}_{0,2}=\left\langle\mathcal{H}_{2,0}\right\rangle_{g}=\frac{\mu}{p} \frac{p^{2}}{r^{2}}\left[\frac{R_{\oplus}^{4}}{p^{4}} q_{0,0}+2 \sum_{i \geq 2} \tilde{\partial}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i}(s) \mathcal{G}_{2 i, i}^{*}(e)\right], \tag{6.78}
\end{equation*}
$$

which is of similar complexity to that of Eq. (6.70). Then

$$
\begin{align*}
\widetilde{\mathcal{H}}_{0,2}-\mathcal{H}_{0,2}= & \frac{1}{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{G^{2}}{r^{2}}\left(2-3 s^{2}\right)\left(2 e \sin f+e^{2} \sin 2 f\right) \frac{1}{\eta^{3}} \frac{\partial C_{1}}{\partial L} \\
& +\frac{1}{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{G}{r^{2}}\left(2-3 s^{2}\right)\left(\frac{2}{e} \cos f+\cos 2 f\right) \frac{\partial C_{1}}{\partial g} \\
& +\frac{G}{r^{2}} \frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{2}\left(4-5 s^{2}\right) \frac{\partial C_{1}}{\partial g}+2 \frac{G^{2}}{r^{2}} \frac{R_{\oplus}^{4}}{p^{4}} q_{0,1} s^{2} \cos 2 \omega \\
& +2 \frac{G^{2}}{r^{2}} \sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i}}{p^{i}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right], \tag{6.79}
\end{align*}
$$

where the partial derivative of the integration constant with respect to $g$ has been intentionally split into two parts to show that the last three terms must mutually cancel to prevent the appearance of offending secular terms in the generating function. The canceling is effectively achieved with the choice

$$
\begin{align*}
C_{1}= & -\frac{4 G}{3\left(4-5 s^{2}\right)}\left\{\frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{64}\left(14-15 s^{2}\right) s^{2} e^{2} \frac{\sin 2 \omega}{2}\right. \\
& \left.+\sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}\right\} . \tag{6.80}
\end{align*}
$$

After replacing Eq. (6.80) into Eq. (6.79), the homological equation (5.39) is integrated to give

$$
\begin{equation*}
\mathcal{W}_{2}=\frac{R_{\oplus}^{2}}{p^{2}} \frac{2-3 s^{2}}{4}\left[\left(\frac{4}{e} \sin f+\sin 2 f\right) \frac{\partial C_{1}}{\partial g}-\left(4 e \cos f+e^{2} \cos 2 f\right) \frac{G}{\eta^{3}} \frac{\partial C_{1}}{\partial L}\right] \tag{6.81}
\end{equation*}
$$

in which

$$
\begin{aligned}
\frac{\partial C_{1}}{\partial g}= & -\frac{4 G}{3\left(4-5 s^{2}\right)}\left\{\frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{64}\left(14-15 s^{2}\right) s^{2} e^{2} \cos 2 \omega\right. \\
& \left.+\sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \mathcal{G}_{i, j}^{*} \cos \left[(i-2 j) \omega-i_{\pi}\right]\right\},
\end{aligned}
$$

$$
\begin{aligned}
\frac{\partial C_{1}}{\partial L}= & -\frac{4 \eta}{3\left(4-5 s^{2}\right)}\left\{\frac{R_{\oplus}^{2}}{p^{2}} \frac{3}{32}\left(14-15 s^{2}\right) s^{2} \eta^{2} \frac{\sin 2 \omega}{2}\right. \\
& \left.+\sum_{i \geq 3} \tilde{J}_{i} \frac{R_{\oplus}^{i-2}}{p^{i-2}} \sum_{\substack{j=0 \\
j \neq i / 2}}^{i} \mathcal{F}_{i, j} \frac{\eta^{2}}{e} \frac{\partial \mathcal{G}_{i, j}^{*}}{\partial e} \frac{\sin \left[(i-2 j) \omega-i_{\pi}\right]}{i-2 j}\right\} .
\end{aligned}
$$

The consequent elimination of short-period terms in a Delaunay normalization follows the same steps as in $\S 6.4 .2$, producing the same first-order Hamiltonian as the one in Eq. (6.71); yet we have the simpler first-order generating function

$$
\begin{equation*}
\mathcal{U}_{1}=\frac{1}{n} \mathcal{K}_{0,1} \phi \tag{6.82}
\end{equation*}
$$

At second order $\widetilde{\mathcal{K}}_{0,2}$ is given in Eq. (2.37), and we choose the new Hamiltonian term $\mathcal{K}_{0,2}=\left\langle\widetilde{\mathcal{K}}_{0,2}\right\rangle_{\ell}=\left\langle\mathcal{K}_{2,0}\right\rangle_{\ell}+\left\langle\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}+\left\langle\left\{\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}$, where

$$
\left\langle\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}+\left\langle\left\{\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}\right\rangle_{\ell}=-\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \eta \frac{1}{16}\left(2-3 s^{2}\right)^{2}(1+3 \eta)
$$

and

$$
\begin{aligned}
\left\langle\mathcal{K}_{2,0}\right\rangle_{\ell}= & -\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{\eta}{16}\left[20-42 s^{2}+21 s^{4}+\frac{3}{4}\left(8-8 s^{2}-5 s^{4}\right) e^{2}\right] \\
& +2 \frac{\mu}{a} \eta \sum_{i \geq 2} \tilde{J}_{2 i} \frac{R_{\oplus}^{2 i}}{p^{2 i}} \mathcal{F}_{2 i, i}(s) \mathcal{G}_{2 i, i}^{*}(e),
\end{aligned}
$$

the addition of both terms providing the same $\mathcal{K}_{0,2}$ first obtained in Eq. (6.50), with the standard Brouwer approach, and then in Eq. (6.76) without the need of resorting to the elimination of the parallax simplification.

### 6.5 Higher orders of the perturbation solution. A test case

To illustrate how the use of canonical simplifications help to disentangle the computations required in higher-order solutions, and how these higher orders refine the accuracy of an analytical solution computed in Brouwer's style, we focus now on the $J_{2}$ problem alone and extend Brouwer's perturbation solution to higher orders. Due to the particular value of the Earth's $J_{2}$ coefficient, working in standard floating-point arithmetic [332] the analytical solution reaches the numerical precision at order five, which means neglecting terms of $\mathcal{O}\left(10^{-18}\right)$ and higher in the perturbation approach [408]. To avoid long listings, we only present explicit expressions up to order three for the generating function, from which the computation of the periodic corrections only involves the evaluation of Poisson brackets, as described in §2.1.3. Still, since the elimination of the perigee is affected by an offset between the orders with which the Hamiltonian and the generating function are fully determined, we provide also explicit expressions of the fourth-order Hamiltonian terms of each transformation.

### 6.5.1 Preliminary simplification. Elimination of the parallax

The first two orders already have been computed in §6.2.1. Instead of the physical small parameter $J_{2}$, we use now a formal small parameter $\varepsilon$ and abbreviate, for convenience,

$$
\begin{equation*}
\tilde{\epsilon} \equiv-\frac{1}{4} C_{2,0} \frac{R_{\oplus}^{2}}{p^{2}}, \tag{6.83}
\end{equation*}
$$

which is not constant as far as $p=p(G)$ and $g$ is not yet a cyclic variable. Thus, Eq. (6.30) turns into

$$
\begin{equation*}
\mathcal{H}_{0,1}=\tilde{\epsilon} \frac{\mu}{r} \frac{p}{r}\left(3 s^{2}-2\right), \tag{6.84}
\end{equation*}
$$

and Eq. (6.31) into

$$
\begin{equation*}
\mathcal{W}_{1}=G \tilde{\epsilon} \sum_{l=0}^{1} \sum_{k=1}^{2 l+1} P_{1, l, k}(s) e^{k^{\star}} s^{2 l} \sin (k f+2 l \omega) \tag{6.85}
\end{equation*}
$$

where $P_{1,0,1}=3 s^{2}-2, P_{1,1,1}=P_{1,1,2}=-\frac{3}{2}, P_{1,1,3}=-\frac{1}{2}$, and $k^{\star}=k \bmod 2$ from the index convention in Eq. (6.5).

At second order, after neglecting higher-order zonal harmonics from Eq. (6.33) we arrange the Hamiltonian in the general form

$$
\begin{equation*}
\mathcal{H}_{0, i}=\tilde{\epsilon} \frac{\mu}{r} \frac{p}{r} \sum_{j=0}^{i_{0}} \sum_{k=0}^{i_{0}-j} e^{2 k+2 j} \rho_{i, j, k}(s) s^{2 j} \cos 2 j \omega, \tag{6.86}
\end{equation*}
$$

with $i_{0}=\left\lfloor\frac{1}{2} i\right\rfloor$ from the index convention in Eq. (6.5). The coefficients $\rho_{2, j, k}$ are provided in Table 6.5, jointly with the inclination polynomials of previous and following orders.

Proceeding analogously, we rearrange Eq. (6.34) in the general form

$$
\begin{equation*}
\mathcal{W}_{i}=G \tilde{\epsilon}^{i} \sum_{l=0}^{i} \sum_{k=2 l-i}^{2 l+i} \sum_{j=0}^{i_{0}} P_{i, l, k, j}(s) e^{2 j+k^{*}} s^{2 l} \sin (k f+2 l \omega), \tag{6.87}
\end{equation*}
$$

where the inclination polynomials $P_{2, l, k, j}$ are given in Table 6.6.
At third order, Deprit's recursion (2.15) yields the computable terms

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0,3}=\left\{\mathcal{H}_{0,1}+2 \mathcal{H}_{1,0}, \mathcal{W}_{2}\right\}+\left\{\mathcal{H}_{0,2}+\mathcal{H}_{1,1}+\mathcal{H}_{2,0}, \mathcal{W}_{1}\right\}+\mathcal{H}_{3,0}, \tag{6.88}
\end{equation*}
$$

where $\mathcal{H}_{3,0}=0$ for the main problem. Terms $1 / r^{m}$ with $m>2$ are rewritten using the identity (5.30). Then, after expressing $\widetilde{\mathcal{H}}_{0,3}$ in the form of a Fourier series in $f$, we choose the simplified Hamiltonian by removing the trigonometric terms that depend explicitly on the true anomaly. The new Hamiltonian term is obtained from Eq. (6.86), in which, now, $i=3$, and the inclination polynomials $\rho_{3, j, k}$ are provided in Table 6.5;

Table 6.5: Inclination polynomials $\rho_{i, j, k}$ in Eq. (6.86) up to $i=4$. Adapted by permission from Springer [440].

$$
\begin{aligned}
& 1,0,0: 3 s^{2}-2 \\
& 2,0,0:-21 s^{4}+42 s^{2}-20 \\
& 2,0,1: \frac{3}{4}\left(5 s^{4}+8 s^{2}-8\right) \\
& 2,1,0:-\frac{3}{2}\left(15 s^{2}-14\right) \\
& 3,0,0: 3\left(420 s^{6}-987 s^{4}+756 s^{2}-208\right) \\
& 3,0,1: \frac{3}{4}\left(2715 s^{6}-4542 s^{4}+2232 s^{2}-464\right) \\
& 3,1,0:-\frac{9}{8}\left(285 s^{4}-208 s^{2}-32\right) \\
& 4,0,0:-6\left(9210 s^{8}-33366 s^{6}+43719 s^{4}-25212 s^{2}+5344\right) \\
& 4,0,1: \frac{3}{16}\left(865425 s^{8}-1315296 s^{6}+120048 s^{4}+510336 s^{2}-155008\right) \\
& 4,0,2:-\frac{27}{64}\left(65985 s^{8}-164400 s^{6}+125824 s^{4}-32960 s^{2}+3712\right) \\
& 4,1,0:-\frac{3}{8}\left(786705 s^{6}-1970794 s^{4}+1602800 s^{2}-432480\right) \\
& 4,1,1:-\frac{27}{16}\left(5045 s^{6}-3734 s^{4}-4464 s^{2}+2688\right) \\
& 4,2,0: \frac{27}{32}\left(14235 s^{4}-25280 s^{2}+11144\right)
\end{aligned}
$$

Table 6.6: Non-zero coefficients $P_{2, l, k, j}$ in Eq. (6.87); $P_{2,2,5,0}=P_{2,2,4,0}$.

| $0,1,0:-\frac{1}{4}\left(27 s^{4}-108 s^{2}+64\right)$ | $1,2,0: 20-21 s^{2}$ | $1,4,1: \frac{3}{8}\left(13 s^{2}-10\right)$ | $2,4,0: \frac{3}{4}$ |
| :--- | :--- | :--- | :--- |
| $0,2,1: \frac{3}{16}\left(5 s^{4}+8 s^{2}-8\right)$ | $1,2,1:-\frac{3}{2}\left(s^{2}-2\right)$ | $2,2,1:-\frac{15}{16}$ | $2,4,1:-\frac{3}{16}$ |
| $1,1,0:-7\left(12 s^{2}-11\right)$ | $1,3,0: 8 s^{2}-5$ | $2,3,0:-\frac{3}{4}$ | $2,6,1: \frac{3}{16}$ |

cf. [118, 440]. The homological equation (5.39) gives $\mathcal{W}_{3}$ in the form of Eq. (6.87) with $i=3$, with the inclination polynomials $P_{3, l, k, j}$ provided in Table 6.7.

From Deprit's recursion (2.15), the known terms at fourth order are

$$
\begin{align*}
\widetilde{\mathcal{H}}_{0,4}= & \left\{\mathcal{H}_{0,1}+3 \mathcal{H}_{1,0}, \mathcal{W}_{3}\right\}+\left\{\mathcal{H}_{0,2}+2 \mathcal{H}_{1,1}+3 \mathcal{H}_{2,0}, \mathcal{W}_{2}\right\} \\
& +\left\{\mathcal{H}_{0,3}+\mathcal{H}_{1,2}+\mathcal{H}_{2,1}+\mathcal{H}_{3,0}, \mathcal{W}_{1}\right\}+\mathcal{H}_{4,0}, \tag{6.89}
\end{align*}
$$

in which $\mathcal{H}_{4,0}=0$ for the $J_{2}$-problem. After evaluation, the inverse powers of $r$ with exponents higher than 2 are reduced to $1 / r^{2}$ using Eq. (5.30). Then the usual trigonometric reduction is carried out to cast $\widetilde{\mathcal{H}}_{0,4}$ in the form of a multivariate Fourier series in the true anomaly and the argument of the periapsis, from which the new Hamiltonian term $\mathcal{H}_{0,4}$ is chosen by removing from $\widetilde{\mathcal{H}}_{0,4}$ the terms that depend explicitly on the true anomaly $f$. The result is also arranged in the general form of Eq. (6.86), with corresponding coefficients on Table 6.5.

The procedure ends changing osculating by prime variables in the terms $\mathcal{H}_{0, m}$. However, we avoid the prime notation in what follows for brevity except when there may be risk of confusion.

Table 6.7: Non-zero coefficients $P_{3, l, k, j}$ in Eq. (6.87); $P_{3,3,7,0}=P_{3,3,5,0}$.

| $0,1,0: \frac{1}{8}\left(23523 s^{6}-39174 s^{4}+20128 s^{2}-4416\right)$ | $2,3,1:-\frac{3}{32}\left(73 s^{2}-126\right)$ |
| :--- | :--- |
| $0,1,1: \frac{3}{32}\left(3393 s^{6}-6222 s^{4}+3328 s^{2}-736\right)$ | $2,4,0: \frac{1}{4}\left(276 s^{2}-233\right)$ |
| $0,2,1: \frac{1}{8}\left(5790 s^{6}-8549 s^{4}+3448 s^{2}-600\right)$ | $2,4,1: \frac{1}{16}\left(6704-6951 s^{2}\right)$ |
| $0,3,1: \frac{1}{32}\left(543 s^{6}-1018 s^{4}+608 s^{2}-160\right)$ | $2,5,0: \frac{1}{20}\left(4455 s^{2}-3934\right)$ |
| $1,-1,1: \frac{3}{64}\left(6921 s^{4}-12384 s^{2}+5408\right)$ | $2,5,1: \frac{9}{160}\left(175 s^{2}-82\right)$ |
| $1,1,0: \frac{1}{16}\left(-74025 s^{4}+111232 s^{2}-40992\right)$ | $2,6,1: \frac{1}{32}\left(3813 s^{2}-3398\right)$ |
| $1,1,1: \frac{3}{64}\left(13043 s^{4}-30208 s^{2}+16064\right)$ | $2,7,1: \frac{9}{224}\left(417 s^{2}-374\right)$ |
| $1,2,0: \frac{1}{2}\left(-3069 s^{4}+4976 s^{2}-1952\right)$ | $3,3,1:-\frac{153}{64}$ |
| $1,2,1:-\frac{3}{4}\left(1833 s^{4}-3326 s^{2}+1462\right)$ | $3,4,1:-\frac{9}{8}$ |
| $1,3,0: \frac{1}{16}\left(-21289 s^{4}+44928 s^{2}-21856\right)$ | $3,5,0: \frac{135}{16}$ |
| $1,3,1: \frac{3}{64}\left(263 s^{4}+224 s^{2}-288\right)$ | $3,5,1:-\frac{27}{64}$ |
| $1,4,1: \frac{1}{8}\left(-2076 s^{4}+5763 s^{2}-3208\right)$ | $3,6,0: \frac{15}{2}$ |
| $1,5,1: \frac{9}{320}\left(435 s^{4}+256 s^{2}-448\right)$ | $3,6,1: \frac{51}{8}$ |
| $2,1,1: \frac{3}{32}\left(2427 s^{2}-2354\right)$ | $3,7,1: \frac{81}{64}$ |
| $2,2,1: \frac{1}{32}\left(31226-33783 s^{2}\right)$ | $3,8,1: \frac{207}{64}$ |
| $2,3,0:-2\left(699 s^{2}-652\right)$ | $3,9,1: \frac{27}{64}$ |

### 6.5.2 Partial normalization. Long-period elimination

Up to fourth order, the Hamiltonian after the elimination of the parallax is

$$
\begin{equation*}
\mathcal{K}=\sum_{i=0}^{4} \frac{\varepsilon^{i}}{i!} \mathcal{K}_{i, 0} \tag{6.90}
\end{equation*}
$$

where $\mathcal{K}_{0,0}$ is the Keplerian term, and, for $i>0$ the Hamiltonian terms adopt the general, compact form of Eq. (6.86). That is, $\mathcal{K}_{i, 0}=\mathcal{H}_{0, i}$ in which, now, the quantities $p, r$, $e, s$, and $\omega$ are functions of the prime Delaunay variables.

Next, the long-period terms are eliminated like in [14]. The two first orders of Alfriend and Coffey's elimination the perigee have already been computed in §6.4.3. Thus, Eq. (6.84) remains unaltered while $\mathcal{U}_{1} \equiv C_{1}$ is obtained by dropping the contribution of the zonal harmonics of higher degree from Eq. (6.80). In the new scale due to the current use of a formal small parameter $\varepsilon$, opposite to the physical parameter $J_{2}$, we obtain

$$
\begin{equation*}
\mathcal{U}_{1}=G \tilde{\epsilon} \frac{15 s^{2}-14}{8\left(5 s^{2}-4\right)} s^{2} e^{2} \sin 2 \omega \tag{6.91}
\end{equation*}
$$

Analogously, from Eq. (6.78),

$$
\begin{equation*}
\mathcal{K}_{0,2}=\tilde{\epsilon}^{2} \frac{\mu}{r} \frac{p}{r}\left[\frac{3}{4} e^{2}\left(5 s^{4}+8 s^{2}-8\right)-21 s^{4}+42 s^{2}-20\right], \tag{6.92}
\end{equation*}
$$

and from Eq. (6.81), up to an integration constant,

$$
\begin{equation*}
\mathcal{U}_{2}=\tilde{\epsilon}^{2} G \frac{15 s^{2}-14}{4\left(5 s^{2}-4\right)}\left(3 s^{2}-2\right) s^{2}\left[4 e \sin (f+2 \omega)+e^{2} \sin (2 f+2 \omega)\right]+C_{2}, \tag{6.93}
\end{equation*}
$$

where $C_{2} \equiv C_{2}(g, L, G, H)$ will be determined at the next order by imposing the necessary conditions to get a generating function purely periodic in $f$.

The computable terms $\widetilde{\mathcal{K}}_{0,3}$ of the third order of the perturbation approach are the same as those of Eq. (6.88), rewritten in $\mathcal{K}$ instead of $\mathcal{H}$, in which the intermediate term of Deprit's triangle (2.16) $\mathcal{K}_{1,1}=\mathcal{K}_{0,2}-\left\{\mathcal{K}_{0,1} ; \mathcal{U}_{1}\right\}$ needs to be computed first. Then, after evaluation of the involved Poisson brackets and the consequent use of Eq. (5.30) to reduce the exponents of the radius to only the case $1 / r^{2}, \widetilde{\mathcal{K}}_{0,3}$ is reformulated as a Fourier series in $f$, from which the new Hamiltonian term $\mathcal{K}_{0,3}$ is obtained by selecting those terms that are free from both $f$ and $g$.

In this process we need to evaluate the Poisson bracket $\left\{3 \mathcal{K}_{1,0}, \mathcal{U}_{2}\right\}$, as follows from Eq. (6.88). On account of $\mathcal{K}_{1,0} \equiv \mathcal{K}_{1,0}(\ell,-,-, L, G, H)$ and $C_{2} \equiv C_{2}(-, g,-, L, G, H)$, the Poisson bracket involves partial differentiation of the yet undetermined integration "constant" $C_{2}$, on which $\mathcal{U}_{2}$ depends upon, with respect to the Delaunay variables $g$ and $L$.

Once $\widetilde{\mathcal{K}}_{0,3}$ is computed, we proceed first by identifying the terms $T_{3, l}$ pertaining to the kernel of the Lie derivative. That is, $\partial T_{3, l} / \partial \ell=0$. We find

$$
\begin{equation*}
\sum_{l=0}^{3} T_{3, l}=\tilde{\epsilon}^{3} \frac{G^{2}}{r^{2}} \sum_{l=0}^{2} \sum_{j=0}^{2-l} \frac{\gamma_{3, j, l}(s) e^{2 j+2 l}}{\left(5 s^{2}-4\right)^{j+2 l_{0}}} s^{2 l} \cos 2 l \omega+9 \tilde{\epsilon} \frac{G}{r^{2}} \frac{\partial C_{2}}{\partial g}\left(5 s^{2}-4\right), \tag{6.94}
\end{equation*}
$$

where the inclination polynomials $\gamma_{3, j l}$ are given in Table 6.8; cf. [440]. The term $T_{3,0}$, the first of the summation in Eq. (6.94), will be canceled of the homological equation out by making the new Hamiltonian to have an analogous term. On the contrary, as far as the new Hamiltonian must not depend on $g$, the other terms of the kernel of the Lie derivative cannot be canceled with this artifact. Nevertheless, in view of $C_{2}$ being yet formal, these terms of the kernel are removed from the homological equation by choosing $C_{2}$ in such a way that $T_{3,1}+T_{3,2}+T_{3,3}\left(C_{2}\right)=0$. Straightforward integration yields

$$
\begin{equation*}
C_{2}=-\tilde{\epsilon}^{2} G \sum_{l=1}^{2} \sum_{j=0}^{2-l} \frac{\gamma_{3, j, l}(s)}{18 l\left(5 s^{2}-4\right)^{j+2 l-1}} e^{2 j+2 l} s^{2 l} \sin 2 l \omega, \tag{6.95}
\end{equation*}
$$

which resolves the arbitrariness in the definition of the second-order term of the generating function of the long-period elimination in Eq. (6.93).

Now, we can compute the partial derivatives of $C_{2}$ involved in $\widetilde{\mathcal{K}}_{0,3}$, which is in this way fully materialized, and solve the homological equation

$$
\begin{equation*}
\mathcal{U}_{i}=\frac{1}{n} \int\left(\widetilde{\mathcal{K}}_{0, i}-\mathcal{K}_{0, i}\right) \mathrm{d} \ell=\frac{1}{n} \int\left(\widetilde{\mathcal{K}}_{0, i}-\mathcal{K}_{0, i}\right) \frac{r^{2}}{a^{2} \eta} \mathrm{~d} f, \tag{6.96}
\end{equation*}
$$

Table 6.8: Inclination polynomials $\gamma_{i, j, l}$. Terms $\gamma_{i, 0,0}=\rho_{i, 0,0}$ are in Table 6.5.

```
\(2,1,0: \quad \frac{3}{4}\left(5 s^{4}+8 s^{2}-8\right)\)
\(3,1,0: \quad \frac{3}{8}\left(26475 s^{8}-65880 s^{6}+58068 s^{4}-22496 s^{2}+3712\right)\)
\(3,2,0: \quad-\frac{9}{16} s^{2}\left(15 s^{2}-14\right)\left(450 s^{6}-925 s^{4}+590 s^{2}-112\right)\)
\(3,0,1: \quad-\frac{27}{4}\left(125 s^{4}-207 s^{2}+88\right)\)
\(3,1,1: \frac{9}{16}\left(15 s^{2}-14\right)\left(45 s^{4}+36 s^{2}-56\right)\)
\(3,0,2:-\frac{9}{16}\left(15 s^{2}-14\right)^{2}\left(15 s^{2}-13\right)\)
\(4,1,0: \quad \frac{3}{16}\left(4298775 s^{10}-9984900 s^{8}+5832072 s^{6}+2075520 s^{4}-2816384 s^{2}+620032\right)\)
\(4,2,0: \quad-\frac{9}{64}\left(7601625 s^{12}-29437800 s^{10}+44628520 s^{8}-33274368 s^{6}+12549504 s^{4}-2249728 s^{2}\right.\)
    + 178176)
\(4,3,0: \quad \frac{9}{8} s^{2}\left(15 s^{2}-14\right)\left(6750 s^{10}-10125 s^{8}-5670 s^{6}+17078 s^{4}-9576 s^{2}+1568\right)\)
\(4,0,1: \quad-\frac{3}{8}\left(16407375 s^{10}-68238100 s^{8}+112604400 s^{6}-92289344 s^{4}+37587200 s^{2}-6084096\right)\)
\(4,1,1: \quad \frac{3}{8}\left(28676250 s^{12}-126428625 s^{10}+227723100 s^{8}-213964120 s^{6}+110351824 s^{4}\right.\)
    \(\left.-29582080 s^{2}+3225600\right)\)
\(4,2,1: \quad-\frac{3}{32}\left(15 s^{2}-14\right)\left(2328750 s^{12}-8703375 s^{10}+13317150 s^{8}-10848180 s^{6}+5157560 s^{4}\right.\)
    \(\left.-1450624 s^{2}+200704\right)\)
\(4,0,2: \quad \frac{3}{16}\left(1235250 s^{8}-4334325 s^{6}+5686350 s^{4}-3304956 s^{2}+717728\right)\)
\(4,1,2: \quad \frac{3}{32}\left(15 s^{2}-14\right)^{2}\left(1800 s^{6}+2655 s^{4}-8208 s^{2}+3928\right)\)
\(4,0,3:-\frac{3}{32}\left(15 s^{2}-14\right)^{3}\left(825 s^{4}-1445 s^{2}+634\right)\)
```

in which $\mathcal{K}_{0,3}=T_{3,0}$ takes the general form

$$
\begin{equation*}
\mathcal{K}_{0, i}=\tilde{\epsilon}^{i} \frac{\mu}{r} \frac{p}{r} \sum_{j=0}^{i-1} \frac{\gamma_{i, j, 0}(s)}{\left(5 s^{2}-4\right)^{j}} e^{2 j}, \tag{6.97}
\end{equation*}
$$

with $i=3$ in the current case. We obtain

$$
\begin{equation*}
\mathcal{U}_{3}=\frac{G \tilde{\epsilon}^{3}}{\left(5 s^{2}-4\right)^{3}} \sum_{j=0}^{2} \sum_{l=0}^{2} \sum_{\substack{k=2 l_{0}-2 \\ k \neq 0}}^{2 l_{-1}+2} \Gamma_{3, l, k, j} e^{2 j-k^{\star}} s^{2 l} \sin (k f+2 l \omega)+C_{3}, \tag{6.98}
\end{equation*}
$$

with $l_{-1} \equiv\left\lfloor\frac{1}{2}(l+1)\right\rfloor$ and $l_{0} \equiv\left\lfloor\frac{1}{2} l\right\rfloor$ from Eq. (6.5), and the 18 non-zero inclination polynomials $\Gamma_{3, l, k, j}$ are listed in Table 6.9. Once again, the integration constant $C_{3} \equiv C_{3}(g, L, G)$ will remain undetermined until the next order.

At fourth order, the procedure starts again filling Deprit's triangle (2.16) with the computable terms $\mathcal{K}_{1,2}=\mathcal{K}_{0,3}-\left\{\mathcal{K}_{0,2} ; \mathcal{U}_{1}\right\}$, and $\mathcal{K}_{2,1}=\mathcal{K}_{1,2}-\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{2}\right\}-\left\{\mathcal{K}_{1,1} ; \mathcal{U}_{1}\right\}$, which are needed in the computation of $\widetilde{\mathcal{K}}_{0,4}$ from Eq. (6.89), where $\mathcal{H}$ is replaced by $\mathcal{K}$. Again, this process involves partial differentiation of $C_{3}$ with respect to the Delaunay variables $g$ and $L$. After reducing the inverse powers of the radius to coefficients $1 / r^{2}$ with the

Table 6.9: Non-zero inclination polynomials $\Gamma_{3, l, k, j}$ in Eq. (6.98). $\Gamma_{3,0,2,1}=\frac{1}{4} \Gamma_{3,0,1,1}, \Gamma_{3,1,-1,2}=4 \Gamma_{3,1,-2,2}$, $4 \Gamma_{3,1,2,2}=\Gamma_{3,1,1,2}, 16 \Gamma_{3,1,4,1}=2 \Gamma_{3,1,3,1}=\Gamma_{3,1,2,0}$, and $30 \Gamma_{3,2,4,2}=5 \Gamma_{3,2,3,2}=3 \Gamma_{3,2,2,1}$.

```
\(0,1,1:-\frac{1}{16} s^{4}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)\left(15 s^{2}-14\right)^{2}\)
\(0,1,2:-\frac{1}{32} s^{2}\left(15 s^{2}-14\right)\left(6075 s^{8}-15960 s^{6}+14556 s^{4}-5104 s^{2}+448\right)\)
\(0,2,2:-\frac{1}{64} s^{2}\left(15 s^{2}-14\right)\left(2925 s^{8}-7710 s^{6}+7064 s^{4}-2496 s^{2}+224\right)\)
\(1,-2,2:-\frac{3}{64}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)\left(15 s^{2}-14\right)\left(45 s^{4}+36 s^{2}-56\right)\)
\(1,1,1: \frac{3}{2}\left(5 s^{2}-4\right)^{2}\left(3105 s^{6}-7251 s^{4}+5598 s^{2}-1424\right)\)
\(1,1,2:-\frac{9}{16}\left(5 s^{2}-4\right)\left(15 s^{2}-14\right)\left(85 s^{6}-22 s^{4}-96 s^{2}+48\right)\)
\(1,2,0: 3\left(3 s^{2}-2\right)^{2}\left(5 s^{2}-4\right)^{2}\left(15 s^{2}-14\right)\)
\(1,2,1: \frac{3}{8}\left(5 s^{2}-4\right)^{2}\left(1890 s^{6}-4317 s^{4}+3258 s^{2}-808\right)\)
\(2,1,2:-\frac{1}{32}\left(15 s^{2}-14\right)^{2}\left(135 s^{4}-242 s^{2}+112\right)\)
\(2,2,1:-\frac{5}{32}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)\left(15 s^{2}-14\right)^{2}\)
\(2,2,2:-\frac{1}{32}\left(15 s^{2}-14\right)^{2}\left(30 s^{4}-55 s^{2}+26\right)\)
```

help of Eq. (5.30), and carrying out the usual trigonometric reduction, we identify five terms of $\widetilde{\mathcal{K}}_{0,4}$ pertaining to the kernel of the Lie derivative. Namely,

$$
\sum_{l=0}^{4} T_{4, l}=\tilde{\epsilon}^{4} \frac{G^{2}}{r^{2}} \sum_{l=0}^{3} \sum_{j=0}^{3-l} \frac{e^{2 j+2 l} \gamma_{4, j, l} l^{2 l}}{\left(5 s^{2}-4\right)^{j+2 l-1}} \cos 2 l \omega+\tilde{\epsilon} \frac{G}{r^{2}} 12\left(5 s^{2}-4\right) \frac{\partial C_{3}}{\partial g},
$$

where the inclination polynomials $\gamma_{4, j, l}$ are also displayed in Table 6.8.
The term $T_{4,0}$ of the summation does not depend on $g$ and is easily nullified with an equivalent term of the new Hamiltonian, which takes again the form of Eq. (6.97). The remaining terms of the kernel are removed from the homological equation by choosing $C_{3}$ in such a way that $T_{4,1}+T_{4,2}+T_{4,3}+T_{4,4}\left(C_{3}\right)=0$. We readily obtain

$$
\begin{equation*}
C_{3}=-\tilde{\epsilon}^{3} G \sum_{l=1}^{3} \sum_{j=0}^{3-l} \frac{\gamma_{4, j, l}}{24\left(5 s^{2}-4\right)^{j+1+2 l_{-1}}} e^{2 j+2 l} s^{2 l} \sin 2 l \omega . \tag{6.99}
\end{equation*}
$$

The procedure ends replacing prime by double-prime Delaunay variables in the new Hamiltonian terms $\mathcal{K}_{0, i}, i=0, \ldots, 4$, which are free from long-period effects and only depend on short-period effects through the coefficient $1 / r^{2}$.

### 6.5.3 Complete Hamiltonian reduction. Short-period elimination

Because the argument of the perigee is cyclic in the Hamiltonian in double-prime variables, up to the truncation order, $G^{\prime \prime}$ is constant and so it is $p$ in Eq. (6.83). Therefore,
$\tilde{\epsilon}$ is constant in the double-prime variables and is taken hereafter as the small parameter of the perturbation approach. Then the Hamiltonian after the long-period elimination is written like $\mathcal{Q}=\sum_{i=0}^{4}\left(\tilde{\epsilon}^{i} / i!\right) \mathcal{Q}_{i, 0}$, where $\mathcal{Q}_{0,0}$ is the Keplerian term, and, from Eq. (6.97),

$$
\mathcal{Q}_{i, 0}=\frac{\mu}{p} \frac{p^{2}}{r^{2}} \sum_{j=0}^{i-1}\left(\frac{e^{2}}{5 s^{2}-4}\right)^{j} \gamma_{i, j, 0}(s), \quad i>0,
$$

where $p, r, e$, and $s$ are now functions of the double-prime Delaunay variables, and the inclination polynomials $\gamma_{i, j, 0}$ were previously given in Tables 6.8 and 6.5 up to the fourth order of $J_{2}$.

The first order of the Delaunay normalization has already been computed, and is obtained by rescaling Eq. (6.71), for the Hamiltonian, and Eq. (6.82) for the generating function, taking into account that now we are using $\tilde{\epsilon}$ as the small parameter of the perturbation arrangement. Namely,

$$
\begin{equation*}
\mathcal{Q}_{0,1}=\frac{\mu}{p} \eta^{3}\left(3 s^{2}-2\right), \quad \mathcal{V}_{1}=G\left(3 s^{2}-2\right) \phi \tag{6.100}
\end{equation*}
$$

At second order, after reducing as usual the exponents of the inverse powers of $r$, the computable terms yield

$$
\begin{aligned}
\widetilde{\mathcal{Q}}_{0,2}= & -3 \frac{\mu}{p}\left(3 s^{2}-2\right)^{2} \eta^{4}-\frac{\mu}{p} \frac{p^{2}}{r^{2}}\left[6\left(s^{2}-1\right)\left(5 s^{2}-4\right)\right. \\
& \left.-\frac{3}{4}\left(5 s^{4}+8 s^{2}-8\right) e^{2}+\beta\left(3 s^{2}-2\right)^{2}\left(2 e \cos f+e^{2} \cos 2 f\right)\right],
\end{aligned}
$$

from which the new Hamiltonian is chosen by averaging short-period terms. Thus, $\mathcal{Q}_{0,2}=\left\langle\widetilde{\mathcal{Q}}_{0,2}\right\rangle_{\ell}$. The averaging is carried out in closed form with the help of the differential relation (4.64), and is rearranged in the general form

$$
\begin{equation*}
\mathcal{Q}_{0, i}=\frac{\mu}{p} \frac{\eta^{3}}{\left(5 s^{2}-4\right)^{i-1}} \sum_{j=0}^{2 i-2} \eta^{j} \lambda_{i, j}, \tag{6.101}
\end{equation*}
$$

where division by $5 s^{2}-4$ does not happen in this particular case $(i=2)$ due to analogous factors in the inclination polynomials $\lambda_{2, j}$, as checked in Table 6.10; cf. [440]. As expected, the term $\mathcal{Q}_{0,2}$ is the same as $\mathcal{K}_{0,2}$ in Eq. (6.76) after removing zonal harmonics of higher degree than 2 , and making a rescaling due to the different small parameter.

The homological equation takes the form of (4.69), where $\mathcal{H}$ is replaced by $\mathcal{Q}$ and $\mathcal{W}$ by $\mathcal{V}$, in which the integrand is purely periodic in $f$. Therefore, it is readily solved in closed form of the eccentricity. At second order we obtain

$$
\mathcal{V}_{2}=G \phi \sum_{j=0}^{1} \Phi_{2, j} e^{2 j}-G \beta\left(3 s^{2}-2\right)^{2} \sum_{j=1}^{2} \Lambda_{2, j} e^{j} \sin j f,
$$

with $\Phi_{2,0}=6\left(1-s^{2}\right)\left(5 s^{2}-4\right), \Phi_{2,1}=\frac{3}{4}\left(5 s^{4}+8 s^{2}-8\right), \Lambda_{2,1}=2$, and $\Lambda_{2,2}=\frac{1}{2}$.

Table 6.10: Inclination polynomials $\lambda_{i, j}$ in Eq. (6.101).

```
\(2,0: \quad-\frac{15}{4}\left(7 s^{4}-16 s^{2}+8\right)\left(5 s^{2}-4\right)\)
2,1: \(-3\left(3 s^{2}-2\right)^{2}\left(5 s^{2}-4\right)\)
\(2,2:-\frac{3}{4}\left(5 s^{4}+8 s^{2}-8\right)\left(5 s^{2}-4\right)\)
\(3,0: \quad \frac{45}{16}\left(28700 s^{10}-107205 s^{8}+158960 s^{6}-118492 s^{4}+45152 s^{2}-7168\right)\)
\(3,1: \frac{135}{4}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)^{2}\left(7 s^{4}-16 s^{2}+8\right)\)
\(3,2:-\frac{9}{8}\left(28675 s^{10}-98005 s^{8}+130852 s^{6}-87164 s^{4}+30176 s^{2}-4608\right)\)
\(3,3: \quad \frac{45}{4}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)^{2}\left(5 s^{4}+8 s^{2}-8\right)\)
\(3,4:-\frac{9}{16} s^{2}\left(15 s^{2}-14\right)\left(450 s^{6}-925 s^{4}+590 s^{2}-112\right)\)
\(4,0: \quad \frac{9}{64}\left(27768125 s^{14}-347238500 s^{12}+1247118600 s^{10}-2156830160 s^{8}+2074755680 s^{6}\right.\)
    \(\left.-1140109440 s^{4}+335476224 s^{2}-41000960\right)\)
\(4,1: \quad \frac{135}{16}\left(5 s^{2}-4\right)\left(362775 s^{12}-1629460 s^{10}+3049320 s^{8}-3064144 s^{6}+1755680 s^{4}\right.\)
    \(\left.-547072 s^{2}+72704\right)\)
\(4,2: \quad \frac{45}{32}\left(6075125 s^{14}-18069200 s^{12}+9483000 s^{10}+26897576 s^{8}-48702032 s^{6}+34262976 s^{4}\right.\)
    \(\left.-11442432 s^{2}+1499136\right)\)
\(4,3:-\frac{45}{8}\left(5 s^{2}-4\right)\left(395775 s^{12}-1651940 s^{10}+2876216 s^{8}-2709296 s^{6}+1479456 s^{4}\right.\)
    \(\left.-450816 s^{2}+60416\right)\)
\(4,4: \quad \frac{45}{64}\left(7246125 s^{14}-32291700 s^{12}+57674440 s^{10}-51359984 s^{8}+22168224 s^{6}-2743168 s^{4}\right.\)
    \(\left.-914944 s^{2}+221184\right)\)
\(4,5:-\frac{63}{16}\left(5 s^{2}-4\right)\left(79125 s^{12}-299100 s^{10}+432600 s^{8}-289840 s^{6}+78944 s^{4}+1280 s^{2}-3072\right)\)
\(4,6: \quad \frac{9}{8} s^{2}\left(15 s^{2}-14\right)\left(6750 s^{10}-10125 s^{8}-5670 s^{6}+17078 s^{4}-9576 s^{2}+1568\right)\)
```

At third order, the computable terms $\widetilde{\mathcal{Q}}_{0,3}$ are those in Eq. (6.88) with $\mathcal{H}$ replaced by $\mathcal{Q}$. After the usual reduction to powers of $1 / r^{2}$, we find terms that depend on the equation of the center and terms that do not. The first are

$$
\begin{equation*}
T_{\phi}=-3 \frac{\mu}{p}\left(3 s^{2}-2\right)\left(5 s^{4}+8 s^{2}-8\right) \frac{p^{2}}{r^{2}}\left(2 e \sin f+e^{2} \sin 2 f\right) \phi \tag{6.102}
\end{equation*}
$$

where $p^{2} / r^{2}=(1+e \cos f)^{2}$ from Eq. (4.29). Then, after carrying out the usual trigonometric reduction, we find that these terms give rise to terms exactly of the same type as those that were first found in §5.6.2. They are analogously averaged, to obtain

$$
\left\langle T_{\phi}\right\rangle_{\ell}=\frac{\mu}{p} \frac{3}{2}\left(3 s^{2}-2\right)\left(5 s^{4}+8 s^{2}-8\right) \eta^{3}\left(2 \eta^{3}+\eta^{2}-3\right)
$$

Among the remaining terms we find terms that are free from short-period effects and terms with coefficients $1 / r^{2}$. The former are directly incorporated into the new Hamiltonian, and the latter are trivially averaged with the help of the differential relation (4.64). The new Hamiltonian term $\mathcal{Q}_{0,3}$ is then obtained by adding the partial results and takes the general form of Eq. (6.101) with the coefficients $\lambda_{3, j}$ in Table 6.10.

The integration of the homological equation (4.69) is standard except for the term $T_{\phi}$ in Eq. (6.102), which needs integration by parts. The final combination of the integrals of the different types of terms yields the solution

$$
\begin{align*}
\mathcal{V}_{3}= & \frac{G \phi}{\left(5 s^{2}-4\right)^{2}} \sum_{j=0}^{2} \sum_{k=0}^{-4 j_{1}} \Phi_{3, j, k} \eta^{k} e^{j} \cos j f \\
& +G\left(3 s^{2}-2\right) \beta^{2} \sum_{j=1}^{4} \sum_{k=0}^{4-4 j_{1}} \Lambda_{3, j, k} \eta^{k-1} e^{j} \sin j f \tag{6.103}
\end{align*}
$$

with the inclination polynomials $\Phi_{3, j, k}$ and $\Lambda_{3, j, k}$ of Table 6.11.

Table 6.11: Non-vanishing inclination polynomials $\Phi_{3, j, k}$ (upper) and $\Lambda_{3, j, k}$ (lower) in Eq. (6.103).

$$
\begin{aligned}
& \Phi_{3,0,1}=0, \Phi_{3,2,0}=\frac{1}{4} \Phi_{3,1,0}=\Phi_{3,0,3}, \Lambda_{3,1,4}=4 \Lambda_{3,2,4}=-\Lambda_{3,1,3}, \text { and } \frac{4}{11} \Lambda_{3,2,0}=8 \Lambda_{3,4,0}=\Lambda_{3,3,0}=\frac{1}{3} \Lambda_{3,1,0} . \\
& \hline 0,0: \frac{9}{16}\left(146500 s^{10}-538025 s^{8}+784240 s^{6}-574668 s^{4}+215520 s^{2}-33792\right) \\
& 0,2:-\frac{3}{8}\left(109125 s^{10}-372775 s^{8}+499020 s^{6}-332724 s^{4}+114080 s^{2}-16896\right) \\
& 0,3: \frac{3}{2}\left(3 s^{2}-2\right)\left(5 s^{2}-4\right)^{2}\left(5 s^{4}+8 s^{2}-8\right) \\
& 0,4:-\frac{9}{16} s^{2}\left(15 s^{2}-14\right)\left(450 s^{6}-925 s^{4}+590 s^{2}-112\right) \\
& \\
& \begin{array}{ll}
1,0:-3\left(3 s^{2}-2\right)^{2} & 1,3:-\frac{9}{2}\left(5 s^{4}+8 s^{2}-8\right) \\
1,1: \frac{1}{2}\left(189 s^{4}-816 s^{2}+488\right) & 2,1: \frac{1}{4}\left(99 s^{4}-348 s^{2}+200\right) \\
1,2: \frac{1}{2}\left(153 s^{4}-1032 s^{2}+656\right) & 2,2: \frac{1}{8}\left(207 s^{4}-840 s^{2}+496\right) \\
\hline
\end{array}
\end{aligned}
$$

At fourth order, the computable terms are those of Eq. (6.89), and need the previous computation of the intermediate terms $\mathcal{Q}_{1,2}$ and $\mathcal{Q}_{2,1}$ from Deprit's triangle (2.16). Terms of $\widetilde{\mathcal{Q}}_{0,4}$ depending on the equation of the center are of the same types as those found at third order and, therefore, are analogously integrated.

The new Hamiltonian term $\mathcal{Q}_{0,4}=\left\langle\widetilde{\mathcal{Q}}_{0,4}\right\rangle_{\ell}$ is also arranged in the general form of Eq. (6.101) with corresponding inclination polynomials $\lambda_{4, j}$ in Table 6.10.

### 6.5.4 Secular frequencies

Thus, up to the truncation order, we have the completely reduced Hamiltonian

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}\left(-,-,-, L^{\prime \prime \prime}, G^{\prime \prime \prime}, H^{\prime \prime \prime}\right) \equiv \sum_{m \geq 0} \frac{\epsilon^{m}}{m!} \mathcal{S}_{m} \tag{6.104}
\end{equation*}
$$

in which the terms $\mathcal{S}_{m}, m=0,1, \ldots$, are obtained from corresponding terms $\mathcal{Q}_{0, m}$ after changing double-prime by triple-prime variables, and we removed the tilde from the
small parameter for brevity. The trivial integration of Hamilton equations yields the analytical solution for the secular terms

$$
\ell^{\prime \prime \prime}=\ell_{0}^{\prime \prime \prime}+n_{M} t, \quad g^{\prime \prime \prime}=g_{0}^{\prime \prime \prime}+n_{\omega} t \quad h^{\prime \prime \prime}=h_{0}^{\prime \prime \prime}+n_{\Omega} t,
$$

where $n_{M}=\partial \mathcal{S} / \partial L^{\prime \prime \prime}, n_{\omega}=\partial \mathcal{S} / \partial G^{\prime \prime \prime}, n_{\Omega}=\mathcal{S} / \partial H^{\prime \prime \prime}, L^{\prime \prime \prime}=L_{0}^{\prime \prime \prime}, G^{\prime \prime \prime}=G_{0}^{\prime \prime \prime}, H^{\prime \prime \prime}=H_{0}^{\prime \prime \prime}$, and the initialization constants ( $\ell_{0}^{\prime \prime \prime}, g_{0}^{\prime \prime \prime}, h_{0}^{\prime \prime \prime}, L_{0}^{\prime \prime \prime}, G_{0}^{\prime \prime \prime}, H_{0}^{\prime \prime \prime}$ ) of the analytical theory are computed from corresponding initial conditions after carrying out the different inverse transformations. Details on the particular form taken by the frequencies $n_{M}, n_{\omega}$, and $n_{\Omega}$, can be found in [405].

On the other hand, as mentioned in §5.3, the singularities of Delaunay variables may make the analytical perturbation solution unsuitable in different cases, and a perturbation solution in a set of nonsingular variables may then be preferred. If that is the case, we only need to reformulate the perturbation solution in the desired set of variables without need of computing it from the original Hamiltonian written in the non-singular variables [171, 468].

For instance, the non-canonical set of variables $(F, C, S, h, L, H)$ discussed in §5.7.2, avoids singularity issues related to low-eccentricity orbits, and is customarily used in different applications. In these variables, the secular terms of the main problem are given by $H=H_{0}, L=L_{0}$, and

$$
\begin{align*}
& F=F_{0}+n_{F} t, \\
& C=e \cos \left(g_{0}+n_{\omega} t\right)=C_{0} \cos n_{\omega} t-S_{0} \sin n_{\omega} t, \\
& S=e \sin \left(g_{0}+n_{\omega} t\right)=S_{0} \cos n_{\omega} t+C_{0} \sin n_{\omega} t, \\
& h=h_{0}+n_{\Omega} t, \tag{6.105}
\end{align*}
$$

where $F_{0}=\ell_{0}+g_{0}, C_{0}=e \cos g_{0}, S_{0}=e \sin g_{0}, e=\left(1-G_{0}^{2} / L_{0}^{2}\right)^{1 / 2}, n_{F}=n_{M}+n_{\omega}$, and the triple-prime notation has been omitted for simplicity.

After standard partial derivation, we arrange the secular frequencies in the compact form

$$
\begin{align*}
& n_{F}=n+n \sum_{m=1}^{\tilde{m}} \frac{\epsilon^{m}}{\left(5 s^{2}-4\right)^{m}} \sum_{i=0}^{2 m-1} \Psi_{m, i}(s) \eta^{i},  \tag{6.106}\\
& n_{\omega}=n \sum_{m=1}^{\tilde{m}} \frac{\epsilon^{m}}{\left(5 s^{2}-4\right)^{m}} \sum_{i=0}^{2 m-2} \omega_{m, i}(s) \eta^{i},  \tag{6.107}\\
& n_{\Omega}=n c \sum_{m=1}^{\tilde{m}} \frac{\epsilon^{m}}{\left(5 s^{2}-4\right)^{m}} \sum_{i=0}^{2 m-2} \Omega_{m, i}(s) \eta^{i}, \tag{6.108}
\end{align*}
$$

where $n=\mu^{2} / L_{0}^{3}$, from Eq. (4.44), and the inclination polynomials $\Psi_{m, i}, \omega_{m, i}$, and $\Omega_{m, i}$ are provided in Table 6.12 up to the third order of the perturbation approach. We remark that divisors $5 s^{2}-4$ cancel out for the two first orders, as checked in Table 6.12, and only appear starting from the third order [408].

Table 6.12: From top to bottom, inclination polynomials $\Psi_{i, j}, \omega_{i, j}$, and $\Omega_{i, j}$ in Eqs. (6.106)-(6.108). The coefficients $\omega_{i, 0}$ are the same as $\Psi_{i, 0}$ and are not shown. After [408].

```
1,0: -3(5s' 2-4)
1,1: - -3(3\mp@subsup{s}{}{2}-2)(5\mp@subsup{s}{}{2}-4)
2,0: }\quad\frac{15}{8}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(77\mp@subsup{s}{}{4}-172\mp@subsup{s}{}{2}+88
2,1: }\quad\frac{9}{8}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(155\mp@subsup{s}{}{4}-256\mp@subsup{s}{}{2}+104
2,2: }\quad\frac{3}{8}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(189\mp@subsup{s}{}{4}-156\mp@subsup{s}{}{2}+8
2,3: }\quad\frac{15}{8}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(5\mp@subsup{s}{}{4}+8\mp@subsup{s}{}{2}-8
```



```
3,1: - - 45 (52 s
```



```
        + 192256)
3,3: 六
3,4: }\quad\frac{3}{32}(213750\mp@subsup{s}{}{12}-1441125\mp@subsup{s}{}{10}+3537000\mp@subsup{s}{}{8}-4313100\mp@subsup{s}{}{6}+2835280\mp@subsup{s}{}{4}-967808\mp@subsup{s}{}{2}+135424
3,5: }\quad\frac{21}{32}\mp@subsup{s}{}{2}(5\mp@subsup{s}{}{2}-4)(15\mp@subsup{s}{}{2}-14)(450\mp@subsup{s}{}{6}-925\mp@subsup{s}{}{4}+590\mp@subsup{s}{}{2}-112
2,1: 9(3s2-2)(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{3}
2,2:
3,1: }\quad-\frac{45}{4}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{3}(168\mp@subsup{s}{}{6}-497\mp@subsup{s}{}{4}+460\mp@subsup{s}{}{2}-136
3,2: }\frac{3}{16}(2150625\mp@subsup{s}{}{12}-9409875\mp@subsup{s}{}{10}+16968300\mp@subsup{s}{}{8}-16218180\mp@subsup{s}{}{6}+8729136\mp@subsup{s}{}{4}-2535808\mp@subsup{s}{}{2
    + 315136)
3,3: - - 15 4}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{3}(105\mp@subsup{s}{}{6}+39\mp@subsup{s}{}{4}-228\mp@subsup{s}{}{2}+104
3,4: 咅 (438750s }\mp@subsup{}{}{12}-1771125\mp@subsup{s}{}{10}+2865000\mp@subsup{s}{}{8}-2345100\mp@subsup{s}{}{6}+999760\mp@subsup{s}{}{4}-199808\mp@subsup{s}{}{2}+12544
1,0: -6(5s}\mp@subsup{}{2}{2}-4
2,0: }\quad\frac{15}{2}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(7\mp@subsup{s}{}{2}-8
2,1: 18(3\mp@subsup{s}{}{2}-2)(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}
2,2: }\quad\frac{3}{2}(5\mp@subsup{s}{}{2}-4\mp@subsup{)}{}{2}(5\mp@subsup{s}{}{2}+4
3,0: - - 15 (215250s }\mp@subsup{}{}{10}-823025\mp@subsup{s}{}{8}+1255040\mp@subsup{s}{}{6}-953760\mp@subsup{s}{}{4}+361088\mp@subsup{s}{}{2}-54464
3,1: - -45
3,2: \frac{3}{8}}(430125\mp@subsup{s}{}{10}-1553550\mp@subsup{s}{}{8}+2222340\mp@subsup{s}{}{6}-1570224\mp@subsup{s}{}{4}+546432\mp@subsup{s}{}{2}-74624
3,3: - - < 
3,4: }\quad\frac{3}{8}(50625\mp@subsup{s}{}{10}-168375\mp@subsup{s}{}{8}+215900\mp@subsup{s}{}{6}-130800\mp@subsup{s}{}{4}+35840\mp@subsup{s}{}{2}-3136
```


### 6.5.5 Sample application. The PRISMA orbit

We present a test of the analytical solution for a low-eccentricity orbit at 500 km of altitude and in sun-synchronous configuration, in agreement with the mission requisites of the PRISMA mission [553]. In particular, the following initial conditions in Cartesian coordinates are chosen ( km for position and $\mathrm{km} / \mathrm{s}$ for velocity):

$$
\begin{array}{ll}
x_{0}=-4178.63775517221, & \dot{x}_{0}=5.84458519389825 \\
y_{0}=1571.13919300305, & \dot{y}_{0}=-0.579214366053911 \\
z_{0}=5224.69084171088, & \dot{z}_{0}=4.85361424021968 \tag{6.109}
\end{array}
$$

For the gravitational model we take the values $\mu=398600.4415 \mathrm{~km}^{3} / \mathrm{s}^{2}, R_{\oplus}=$ 6378.1363 km , and $J_{2}=0.001082634$. The reference orbit is then computed by numerical integration of the equations of motion in Cartesian coordinates in Eq. (5.6), which is carried out in extended precision to guarantee that all the figures remaining after truncation to double precision are exact.

The time history of the orbital elements is shown in the following figures for an interval of 3 days, in which the satellite orbits the Earth about 45.6 times. As shown in Fig. 6.4, the semimajor axis $a$ experiences small oscillations of $\sim 10 \mathrm{~km}$ amplitude with half the orbital period about its average value of $\sim 6880 \mathrm{~km}$ (left plot), while the inclination of the orbital plane $I \approx 97.42$ deg remains almost constant, with small oscillations of less than 20 arc seconds of amplitude and the same period as the semimajor axis (right plot).


Figure 6.4: Time histories of the semimajor axis (left plot) and inclination (right plot) of the true PRISMA orbit. Abscissas are in days.

The behavior of the eccentricity $e$ is quite similar, as shown in Fig. 6.5, with small periodic oscillations of variable amplitude with respect to its average value $\sim 2 \times 10^{3}$. On the contrary, the instantaneous argument of the perigee $\omega$ undergoes notable oscillations of variable amplitude that may reach about 50 degree. These periodic oscillations modulate a linear decreasing trend of about 1 deg/day, which is colored in white superimposed to the time history of the argument of the perigee. The right plot of Fig. 6.5 shows the evolution of the eccentricity vector, where the arrow marks the point corresponding to the initial conditions. The dashed circle in this last plot illustrates the long-period circulatory motion of the average eccentricity vector, which is in full agreement with the long-term behavior of high-inclination orbits previously discussed in §5.6.3.


Figure 6.5: Eccentricity vector of the true PRISMA orbit along 3 days.

The right ascension of the ascending node of the PRISMA orbit grows almost linearly at the Sun-synchronous rate $\sim 1$ deg/day that is modulated with small periodic oscillations of similar amplitude to those observed in the inclination. The same behavior is observed in the mean distance to the node $F=M+\omega$, yet its rate is notably faster, by more than 15 orbits per day, and the amplitude of the periodic oscillations is about 3.6 arc minutes in this case.

The reference orbit is now compared with those provided by different truncations of the analytical solution. To begin with, we illustrate the importance of making an accurate initialization of the constants of the perturbation theory.

### 6.5.5.1 Initialization of the constants

First of all, we completely disregard the periodic corrections and take the secular terms of the analytical solution like if they where osculating elements. Then, transforming the initial conditions in Eq. (6.109) into semi-equinoctial variables, we obtain

$$
\begin{array}{ll}
F_{0}=0.8726646200250181, & L_{0}=52360.56175616003, \\
C_{0}=0.9396928336552479 \times 10^{-3}, & S_{0}=0.3420158197412482 \times 10^{-3}, \\
h_{0}=2.9349734000392003, & H_{0}=-6762.329846647862, \tag{6.110}
\end{array}
$$

were $F_{0}$ and $h_{0}$ are given in radians, $C_{0}$ and $S_{0}$ are non-dimensional, and $L_{0}$ and $H_{0}$ have dimensions $\mathrm{km}^{2} / \mathrm{s}$. Next, the secular frequencies of the motion are computed up to the second order of $J_{2}$ using Eqs. (6.106)-(6.108), to get

$$
\begin{align*}
& n_{F}=1.105341787346819 \times 10^{-3}, \\
& n_{\omega}=-7.080920112885583 \times 10^{-7}, \\
& n_{\Omega}=1.994353947362547 \times 10^{-7}, \tag{6.111}
\end{align*}
$$

in radians per second, producing an anomalistic period (from perigee to perigee) $T=$ $2 \pi /\left(n_{F}-n_{\omega}\right)=94.68 \mathrm{~min}$. With these values, the evolution of the secular terms is computed by simple evaluation of Eq. (6.105) at the desired output time $t$.

The errors of the solution in triple-prime variables are depicted in Fig. 6.6, where, in addition to the expected periodic errors (of the same amplitude as the periodic oscillations of the orbital elements of the true orbit), a general shift of the errors of any orbital element from the zero average is apparent. On the other hand, as it is checked by visual inspection of Fig. 6.6, the initial error is zero in all cases due to the use of the same initial conditions both in the true, numerically integrated solution and in the analytical propagation of the secular terms.


Figure 6.6: Errors of the secular solution when the initial conditions are not converted to secular values. Abscissas are in days.

Moreover, in addition to the general shift form the zero average, the errors of $F$ and $\Omega$ undergo a secular drift which is evident in their time histories in Fig. 6.7. This is mainly due to the inaccurate computation $L^{\prime \prime \prime}=L$, which corrupts the accuracy of all the secular frequencies, most notably of $n_{M}$ and, in consequence, $n_{F}$. The latter produces an important linear growth of the error of the mean distance to the node of about 2 deg/day that is predominant over the periodic perturbations since the beginning of the propagation, as clearly observed in the upper plot of Fig. 6.7. The secular increase of the errors of $\Omega$ is also evident in the lower plot of Fig. 6.7. However, on account of $n_{\Omega}$ being only $\mathcal{O}\left(J_{2}\right)$, its effect is less harmful than in the case of $n_{F}$, which is $\mathcal{O}(1)$, and the errors of $\Omega$ grow only at a the small rate of about $3.5 \mathrm{as} /$ day. Along the short propagation interval shown in Fig. 6.7 the errors of $\Omega$ are dominated by the periodic terms, but the secular component of the errors will prevail in longer intervals.

Both types of effects in the errors, the shift from the zero average and the secular increase, are obvious consequences of the fact that, because the initial conditions were not transformed into secular elements, we are actually comparing two different orbits, and hence the secular terms do not reflect the average behavior of the true solution. Because of that, the position predicted by the secular solution can differ from the actual one in hundreds of kilometers after just one-day propagation. This is illustrated in Fig. 6.8, where the norm of the position error-root-sum-square (RSS) of the


Figure 6.7: Errors of the secular propagation of $F$ and $\Omega$ when the initial conditions are not converted to secular values. Abscissas are in days.


Figure 6.8: Root-sum-square error of the Cartesian coordinates of the secular approximation with no conversion of the initial conditions. Abscissas are in days.
difference between the position of the integrated exact equations (5.6) and the position obtained from the analytical propagation of the secular terms with Eq. (6.105)-is displayed.

The next step is to transform the osculating initial conditions in Eq. (6.110) consecutively to prime, double-prime, and triple-prime variables to obtain the correct values of the constants (initial elements and frequencies) that initialize the secular solution. That is, the inverse transformations of the elimination of the parallax, the elimination of the perigee, and the Delaunay normalization, are applied sequentially, up to the first order of $J_{2}$, to obtain

$$
\begin{array}{ll}
F_{1}=0.8716628560891988, & L_{1}=52366.94663215522, \\
C_{1}=0.1841678296708005 \times 10^{-2}, & S_{1}=0.7152507807642872 \times 10^{-3}, \\
h_{1}=2.935061847045128, & H_{1}=H_{0}, \tag{6.112}
\end{array}
$$

from which we compute the secular frequencies

$$
\begin{align*}
& n_{F}=1.104938198224251 \times 10^{-3}, \\
& n_{\omega}=-7.075076094488982 \times 10^{-7}, \\
& n_{\Omega}=1.992424728390034 \times 10^{-7} \tag{6.113}
\end{align*}
$$

Relative differences with the values in Eqs. (6.110) and (6.111) are $\mathcal{O}\left(J_{2}\right)$. In this case also we do not recover the periodic effects after the analytical propagation of the secular terms, and just compare the secular propagation with the true orbit. Therefore, the
periodic errors are expected to oscillate with the same amplitude as before. However, the secular solution gets now much closer to the average values of the actual orbit.

The beneficial effect of transforming osculating variables into secular elements is illustrated in Fig. 6.9 for the eccentricity vector. Now, the initial errors no longer vanish, as it correctly must happen because we are comparing osculating elements with secular elements. The amplitude of the periodic errors remain similar in the two cases, as expected. This behavior is also checked, of course, with the other orbital elements. In addition, the secular components of the errors are now mostly eliminated. This is illustrated for the right ascension of the ascending node and the mean longitude in Fig. 6.10, where the errors of the secular propagation with and without conversion from osculating to secular elements are superimposed. Again, we note that the amplitudes of the periodic components of the errors remain unaltered.


Figure 6.9: Errors of the eccentricity vector computed from the secular terms with (black curve), and without conversion of the initial conditions (gray curve).


Figure 6.10: Errors of $\Omega$ and $F$ with proper initialization (black curves), superimposed to analogous graphics in Fig. 6.7 (gray curves). Abscissas are in days.

The radical improvements obtained in the secular propagation by the proper computation of the secular frequencies is illustrated in Fig. 6.11, where the time history


Figure 6.11: RSS errors when the initial conditions are properly initialized (black curve) superimposed to the results in Fig. 6.8 (gray curve). Abscissas are in days.
of the RSS errors of the Cartesian coordinates is superimposed to the previous case. Now, the errors of the secular terms enjoy periodic nature, with amplitudes that remain bounded along the whole propagation interval to just a few km .

### 6.5.5.2 Accuracy of the periodic corrections

Once it has been illustrated the importance of properly transforming the osculating initial conditions into triple-prime variables, we check that the periodic corrections provide the expected accuracy from the truncation order of the perturbation solution. The test consists in computing the initialization constants of the analytical solution for different states of the true solution. If the theory were exact, every point along the whole propagation interval would produce exactly the same constant values for each of the three integrals of the secular problem $L^{\prime \prime \prime}$ and $G^{\prime \prime \prime}$, and $H^{\prime \prime \prime}$, as well as for the secular frequencies $n_{F}, n_{\omega}$ and $n_{\Omega}$. However, the perturbation solution only retains the periodic corrections up to the truncation order of the small parameter $-J_{2}$ in the current case. Then it would be expected that the values of the formal integrals may oscillate within the accuracy of the neglected terms.

For instance, if we use the printed expressions in §6.5, which are accurate up to the third order of $J_{2}$, we would expect oscillations of $\mathcal{O}\left(J_{2}^{4}\right) \approx 10^{-12}$ relative to the values of the initialization constants. And this is exactly what we find, as illustrated with Fig. 6.12, where the relative errors of $L_{0}^{\prime \prime \prime}\left(t_{i}\right)$ as computed with respect to their arithmetic mean along the three-days interval are depicted in the upper plot. The lower plot shows the relative errors of the secular values $h_{0}^{\prime \prime \prime}\left(t_{i}\right)$ with respect to their linear fit $h^{\prime \prime \prime}=2.93506+0.000717275 t$. Only the first three orbits of the three-days interval are presented in the figure for clarity.

When the conversion from osculating to secular elements is applied to other elements, like the classical Keplerian set, the accuracy obtained may be different from that expected from the truncation order of the perturbation solution. This is due to the error propagation through the operations needed to compute the desired variable as a function of the Delaunay canonical variables. Thus, for instance, because $\Delta a=\mathcal{O}(\Delta L)$, as readily obtained from the first of Eq. (4.46), the accuracy in the computation of the secular semi-major axis should be the same as expected from the truncation order of the perturbation solution. On the contrary the propagation of the truncation errors of $G$ and $L$ in the computation of the secular eccentricity from the second equation of


Figure 6.12: Relative errors of the secular elements $L_{0}^{\prime \prime \prime}$ (upper) and $h_{0}^{\prime \prime \prime}$ (lower) when the inverse corrections are accurate to $\mathcal{O}\left(\int_{2}^{3}\right)$. Abscissas are in hours.

Eq. (4.46) would divide the error by the eccentricity value. In fact, this would be equivalent to having computed directly the periodic corrections to the orbital elements using analogous equations to Eq. (2.17). For instance, the Poisson bracket $\{e, \mathcal{W}\}$, which would be needed in the computation of the secular value of the eccentricity, involves the computation $\partial e / \partial G=-\eta /(e L)$, showing the magnification of the eccentricity errors for low-eccentricity orbits.

The improvements obtained in the computation of the secular terms for increasing truncation orders of the perturbation solution is further illustrated in Fig. 6.13 for the semimajor axis, where the errors obtained with the fourth- and fifth-order truncations of the periodic corrections are displayed together-the latter amounting to thousandths of a micrometer for a PRISMA orbit and reaching the numerical accuracy of the computer [408].


Figure 6.13: Relative errors of $a\left(L_{0}^{\prime \prime \prime}\right)$ when using the fourth- (gray line) and fifth-order truncation (black dots) of the inverse transformation. Abscissas are in hours.

### 6.5.5.3 Long-term performance

Lastly we assess the performance of the analytical solution in a long-term propagation. That is, after the proper initialization of the constants of the perturbation solution, each time $t=t_{i}$ the secular terms are evaluated, they are sequentially corrected with the direct periodic corrections of the Delaunay normalization, to get double-prime variables, of the elimination of the perigee, to get prime variables, and of the elimination of the parallax, to finally get osculating variables. The latter are compared with
the corresponding ephemeris of the reference orbit to get the RSS errors. The propagation interval encompasses one year, which amounts to more than 5500 PRISMA orbits. For comparison, we label the different solutions by ( $i: s: d$ ), with $i$ standing for the order of the inverse transformation, $s$ that of the secular terms, and $d$ the order of the direct transformation.

When the ( $1: 2: 1$ ) solution is used-the first-order periodic correction and secondorder secular terms, like in Brouwer's original case-the RSS errors caused by the truncation of the secular terms dominate the propagation in the long term. They grow at a linear rate of about half a km per day from the initial error of one meter, which is due to the truncation to the first order of the periodic corrections, up to a RSS error of about 160 km at the end of the propagation interval. Things improve notably with the second order of the inverse transformation-the (2:2:1) solution-in which case the upgraded secular frequencies reduce the rate of the RSS errors to $\sim 1.1 \mathrm{~m} /$ day. At the end of the propagation, the error is now about half a km, showing once again the importance of the accurate initialization of the constants of the analytical theory. The second order of the direct transformation-the (2:2:2) solution-does not show improvements over the ( $2: 2: 1$ ) case in the long term due to the fast growth of the secular errors. On the contrary, the solution is penalized with increased computational burden at each step of the output.

Additional benefits are observed when the secular frequencies are computed up to the third order-the (2:3:1) solution-which reduces the secular rate of the RSS errors to $\sim 14 \mathrm{~cm}$ /day with a negligible increase of the computational burden because the improved, third-order frequencies are evaluated just once. For the same reason, the solution is not penalized when initializing the constants with third-order corrections-the (3:3:1) solution. In that case, the RSS errors grow at the slow rate of just a few mm/day, whose accumulation only reaches a couple of meters after one year. Since the direct periodic corrections are still computed from the first-order truncation, the amplitude of the periodic oscillations of the RSS errors of the (3:3:1) solution is of about one meter, and hence the errors remain of similar magnitude along the one-year propagation. The (4:4:1) solution completely buries the secular trend of the RSS errors under the periodic components, and they only start to show up when the second-order direct corrections are taken into account-the (4:4:2) solution. The secular trend becomes dominant again, yet at a tiny rate of just a few $\mu \mathrm{m} /$ day, when the direct corrections are truncated at the third order-the (4:4:3) solution. The RSS errors remain bounded at the micrometer level along the one-year interval with the (5:5:3) solution, in which the constants of the analytical solution are initialized to the numerical precision of the computer. Finally, we found that while some improvements are achieved beyond that truncation of the direct periodic corrections, they are only apparent at the beginning of the propagation and do not have observable effects in the long term. Figure 6.14 illustrates the improvements in accuracy achieved with different truncations of the analytical perturbation solution. The plots are rendered in a logarithmic scale to enhance comparison.


Figure 6.14: Root-sum-square error of different truncations of the main problem solution. Abscissas are in days.

On the other hand, the size of the trigonometric series representing the periodic corrections grows notably with the order of the perturbation approach. This means that the evaluation time of the analytical solution grows correspondingly. In the current test case, we found that the time spent in the evaluation of the third-order corrections is one order of magnitude larger than in the evaluation of the much simpler first-order corrections. We must note, however, that the application of optimization strategies for the evaluation of the periodic corrections [115, 272, 407], which has not been carried out here, might bias the comparisons towards more benign figures.

### 6.6 Initialization issues. Breakwell and Vagners' approach

It is worth to remark that a characteristic feature of perturbation solutions is that they always leave in error, however small, the frequencies of the angle variables. For instance, the mean anomalistic motion $n_{M} \approx 1.1 \times 10^{-3} \mathrm{rad} / \mathrm{s}$ of the PRISMA orbit discussed in $\S 6.5 .5$, will unavoidably bear an error of $\sim 10^{-19} \mathrm{~s}^{-1}$ due to the number representation in double-precision floating-point arithmetic [332]. In consequence, the linear growth of the (secular) mean anomaly along the $\approx 3 \times 10^{7}$ s that comprise a year would yield an error of the order of $10^{-12}$ radians, which for the PRISMA semimajor axis of 6878.137 km would produce a concomitant in-track error of several micrometers. These figures are in perfect agreement with the results obtained with the (5:5:3) truncation of the analytical solution, and they grow accordingly for lower-order truncations of the perturbation solution.

On the other hand, initializing the constants of the analytical solution from a given truncation of the periodic corrections is inconsistent with the propagation of the secular terms obtained from a higher-order truncation. This was soon noticed in the case of Brouwer's (1:2:1) solution [75], and errors in the in-track direction that were unexpected from the second-order truncation of the secular terms were repeatedly reported in the literature [57, 252, 469]. The difficulty, of course, disappears when the inverse
periodic corrections are computed up to the same order as the secular terms. Alternatively, since the most sensible constant to be initialized is the secular mean motion, as already discussed in §1.2.1, different strategies were proposed to avoid the tiresome computation of the generating function term up to the same order as the secular terms [ $63,90,469,675$ ]. We only describe the smart, inexpensive procedure pointed out by Breakwell and Vagners [63], which is specially useful in the computation of a secondorder solution to the artificial satellite problem when other perturbations in addition to the oblateness are taken into account.

Thus, for given initial conditions $\left(\boldsymbol{x}_{0}, \boldsymbol{X}_{0}\right)$ the energy of the corresponding orbit is computed exactly from the original Hamiltonian $E_{0}=\mathcal{H}\left(\boldsymbol{x}_{0}, \boldsymbol{X}_{0}\right)$. This value of the energy differs from the value of the Hamiltonian in the triple-prime variables by a remainder $\mathcal{R}$ which is due to the truncation order of the secular Hamiltonian (6.104). Namely,

$$
\begin{equation*}
E_{0}=-\frac{\mu^{2}}{2 L_{0}^{\prime 2}}+\sum_{m=1}^{k} \frac{\epsilon^{m}}{m!} \mathcal{S}_{m}\left(L_{0}^{\prime \prime \prime}, G_{0}^{\prime \prime \prime}, H\right)+\mathcal{R}\left(\ell_{0}^{\prime \prime \prime}, g_{0}^{\prime \prime \prime}, L_{0}^{\prime \prime \prime}, G_{0}^{\prime \prime \prime}, H\right), \tag{6.114}
\end{equation*}
$$

where $\mathcal{R}=\mathcal{O}\left(\epsilon^{k+1}\right)$ when the transformation from original to primed variables is carried out up to the order $m=k$. If this transformation is computed only to the order $m=k-1$, then, while the terms of the summation in Eq. (6.114) will not degrade the order of the remainder, because they are multiplied by $\epsilon^{m}$ with $m \geq 1$, the Keplerian term certainly will. This fact can be used to improve the initial value of the Delaunay action in the triple-prime variables by computing $\widehat{L}_{0}$ from

$$
\begin{equation*}
\frac{\mu^{2}}{2 \widehat{L}_{0}^{2}}=-E_{0}+\sum_{m=1}^{k} \frac{\epsilon^{m}}{m!} \mathcal{S}_{0, m}\left(L_{0}^{\prime \prime \prime}, G_{0}^{\prime \prime}, H\right) . \tag{6.115}
\end{equation*}
$$

After replacing $L_{0}^{\prime \prime \prime}=\widehat{L}_{0}$ in Eq. (6.114) the remainder will certainly be $\mathcal{O}\left(\epsilon^{k+1}\right)$. When the constants of the analytical solution are initialized using the improved value $\widehat{L}_{0}$, it can be checked that solutions ( $k-1: k: k-1$ ) enjoy comparable accuracy to the more rigorous solutions ( $k: k: k-1$ ).

### 6.7 Centered elements

As mentioned in §5.6.1, when the perturbation solution is approached in closed form, the generating function of the short-period elimination can bear long-period effects related to the arbitrary integration constant that appears in its computation. If this happens, the next order of the Hamiltonian in mean elements will be deprived of some long-period terms. While this is irrelevant in a semi-analytical approach in which the osculating elements are recovered at each step of the numerical integration by applying the short-period corrections, there are different applications in which the evolution of the mean elements is significative by itself. In those cases, it is important that the
computed values of the mean elements be as close as possible to the average values of the osculating elements. To achieve that, the mean-element Hamiltonian must bear all the long-period terms of the solution. That is, the first-order term of the generating function, which enters in the computations of the second-order term of the meanelement Hamiltonian through Deprit's recursion (2.15), must be completely free from hidden long-period terms. Note that this condition is not sufficient when the perturbation theory is extended to higher orders, a case in which additional considerations must be made to obtain the desired "centered" elements [197, 488].

Hidden long-period terms are carried, in particular, by the first-order term of the generating function of the elimination of the parallax in Eq. (6.31). Indeed, on account of the equation of the center averaging to zero, we immediately find that the average of $\mathcal{W}_{1}$ in Eq. (6.31) or, equivalently, in Eq. (5.40) over the mean anomaly is exactly the same as the average over the mean anomaly of the first term of the generating function of the removal of short-period effects in Eq. (5.61). Then we directly choose from Eq. (5.64)

$$
\begin{equation*}
A_{1}=\frac{1}{8} G \frac{R_{\oplus}^{2}}{p^{2}}(1+2 \eta) \beta^{2} s^{2} \sin 2 \omega, \tag{6.116}
\end{equation*}
$$

like the arbitrary "constant" that must be added to Eq. (6.31) in order to release $\mathcal{W}_{1}$ from hidden long-period terms. This additional term contributes 18 new trigonometric terms to Eq. (6.32), all of which pertain to the image of the Lie derivative save for the term

$$
\begin{equation*}
\Delta \mathcal{H}_{0,2}=\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{a^{2}}{r^{2}} \frac{3}{16}\left(4-5 s^{2}\right)(1+2 \eta) \eta^{2} \beta^{2} s^{2} \cos 2 \omega, \tag{6.117}
\end{equation*}
$$

which pertains to the kernel of the Lie derivative. It must be added to Eq. (6.33) in order to keep all the long-period effects in the simplified Hamiltonian after the elimination of the parallax [442].

On the other hand, the first-order term of the generating function of the Delaunay normalization is free from long-period terms, as readily checked in Eq. (6.40). Therefore, the only new second-order Hamiltonian term is (6.117), which, after having averaged over the mean anomaly,

$$
\begin{equation*}
\Delta \mathcal{K}_{0,2}=\left\langle\Delta \mathcal{H}_{0,2}\right\rangle_{\ell}=\frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{16}\left(4-5 s^{2}\right)(1+2 \eta) \eta \beta^{2} s^{2} \cos 2 \omega, \tag{6.118}
\end{equation*}
$$

where all the entities are now functions of the double-prime Delaunay variables, is directly added to Eq. (6.42).

## 7 Tesseral perturbations

While secular and long-period perturbations are associated with the effects of zonal harmonics, the effects of sectorial and tesseral harmonics are generally limited to short-period perturbations of small amplitude. The time dependency introduced by the tesseral harmonics into the Hamiltonian is customarily removed by the simple expedient of moving to a rotating frame. However, the problem no longer enjoys symmetry with respect to the Earth's rotation axis, and the number of degrees of freedom is increased by one with respect to the zonal case. Still, for low-Earth orbits the Keplerian remains as the zeroth order of the Hamiltonian, and hence tesseral effects are easily removed in closed form of the eccentricity in this particular case [220]. On the contrary, the homological equation becomes a partial differential equation for a general orbit. Closed-form normalization is also feasible, yet it may require the use of numerical averaging techniques [471, 540]. Alternatively, closed-form normalization of the tesseral harmonics can be achieved by analytical relegation techniques [169, 538]. However, at least for sub-synchronous orbits, the relegation of tesseral harmonics exhibits a dependency on the eccentricity [602] that may make the closed-form relegation of tesseral terms vacuous. In that case, the standard normalization of tesseral terms expanded in powers of the eccentricity is definitely simpler than computing a higher order of the relegation algorithm and may well be also more effective [438].

On the other hand, tesseral terms can induce long-period effects in resonant configurations in which the mean motion of the satellite is commensurate with the Earth's rotation rate. Then the tesseral potential needs to be unavoidably expanded in powers of the eccentricity to identify the resonant terms that must remain in the simplified long-term Hamiltonian. In that case, the mean semimajor axis is no longer an integral, and, on the contrary, undergoes long-period oscillations of moderate amplitude.

### 7.1 Tesseral potential in orbital elements

The disturbing part of the geopotential (5.2) is written in orbital elements like

$$
\begin{equation*}
\mathcal{P}=-\frac{\mu}{a} \frac{a^{2} \eta}{r^{2}} \sum_{i \geq 2} \sum_{j=0}^{i} V_{i, j}(p, e, f, \omega, v, I) \tag{7.1}
\end{equation*}
$$

where

$$
\begin{align*}
V_{i, j}=\eta & \eta \frac{R_{\oplus}^{i}}{p^{i}}(1+e \cos f)^{i-1} \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \\
& \times\left\{S_{i, j} \sin \left[(i-2 k) f+\psi_{i, j, k}\right]+C_{i, j} \cos \left[(i-2 k) f+\psi_{i, j, k}\right]\right\}, \tag{7.2}
\end{align*}
$$

with

$$
\begin{equation*}
\psi_{i, j, k}=(i-2 k) \omega+j v-(i-j)_{\pi} \tag{7.3}
\end{equation*}
$$
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in which $v=\Omega-\omega_{\oplus} t$ is the longitude of the node in the rotating frame, $(i-j)_{\pi}=$ $\frac{\pi}{2}[(i-j) \bmod 2]$, following the index convention in Eq. (6.5), and, as follows from the original definition of Kaula inclination functions [341],

$$
\begin{align*}
\mathcal{F}_{i, j, k}= & \sum_{l=0}^{\min \left(k, i_{j}\right)} \sum_{m=0}^{j} \sum_{q=\min (i-j-2 l+m, k-l)}^{i}\binom{j}{m}\binom{i-j-2 l+m}{q} \\
& \times\binom{ j-m}{k-l-q} \frac{(-1)^{q-i_{j}}}{2^{2 i-2 l}} \frac{(2 i-2 l)!}{l!(i-l)!(i-j-2 l)!} c^{m} s^{i-j-2 l}, \tag{7.4}
\end{align*}
$$

with $i_{j}=\left\lfloor\frac{1}{2}(i-j)\right\rfloor$. We recall that $c \equiv \cos I, s \equiv \sin I$. Taking $j=0$ in Eq. (7.4) we recover the particularization in Eq. (6.4) for the zonal problem. The efficient evaluation of the inclination functions as well as their derivatives can be achieved with different procedures [251].

After replacing the binomial expansion of $(1+e \cos f)^{i-1}$ in Eq. (7.2), and making additional rearrangements using Eqs. (6.12) and (6.13), we obtain

$$
\begin{align*}
V_{i, j}= & \frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{m=0}^{i-1}\binom{i-1}{m} \frac{e^{m}}{2^{m}} \sum_{l=0}^{m}\binom{m}{l} \\
& \times\left[\left(S_{i, j} \cos \psi_{i, j, k}-C_{i, j} \sin \psi_{i, j, k}\right) \sin (i-2 k-m+2 l) f\right. \\
& \left.+\left(C_{i, j} \cos \psi_{i, j, k}+S_{i, j} \sin \psi_{i, j, k}\right) \cos (i-2 k-m+2 l) f\right] . \tag{7.5}
\end{align*}
$$

### 7.2 Low-Earth orbits. Garfinkel's perturbation approach

The time dependency of the tesseral terms of the geopotential is masked in Eq. (7.3) by the use of the longitude of the node in the rotating frame $v$. This time dependency is also avoided in Hamiltonian (5.3) when using a modified set of Delaunay variables in which $h=v \equiv \Omega-\omega_{\oplus} t$, whereas $H=x Y-y X=(\mu / a) \eta c / n$ still remains as te conjugate momentum to $h$. Using these canonical variables and with the previous definition of $V_{i, j}$ in Eq. (7.5), the Hamiltonian (5.3) is written in the form

$$
\begin{equation*}
\mathcal{H}=-\frac{\mu}{2 a}-\frac{\mu}{a} \frac{\omega_{\oplus}}{n} \eta c-\frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left(V_{2,0}+\sum_{j=1}^{2} V_{2, j}+\sum_{i \geq 3} \sum_{j=0}^{i} V_{i, j}\right) . \tag{7.6}
\end{equation*}
$$

The period of common low-Earth orbits is about an hour and a half, while the Earth needs $\approx 24$ hours to complete a rotation about its polar axis. In consequence, $\omega_{\oplus} / n=\mathcal{O}\left(J_{2}^{1 / 2}\right)$, whereas, for $i>2, C_{i, j}$ and $S_{i, j}$ are $\mathcal{O}\left(J_{2}^{2}\right)$ or smaller. In this particular case Eq. (7.6) can be rearranged as the usual perturbation Hamiltonian (2.30) in which, now, $\varepsilon \sim \omega_{\oplus} / n \sim J_{2}^{1 / 2}$ is a formal, rather than a physical small parameter, and, cf. [220, 221, 539],

$$
\begin{equation*}
\mathcal{H}_{0,0}=-\frac{\mu}{2 a}, \tag{7.7}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{H}_{1,0}=-H \omega_{\oplus},  \tag{7.8}\\
& \mathcal{H}_{2,0}=-(2!) \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}} V_{2,0},  \tag{7.9}\\
& \mathcal{H}_{3,0}=0,  \tag{7.10}\\
& \mathcal{H}_{4,0}=-(4!) \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left(\sum_{j=1}^{2} V_{2, j}+\sum_{i \geq 3} \sum_{j=0}^{i} V_{i, j}\right), \tag{7.11}
\end{align*}
$$

and $\mathcal{H}_{m, 0}=0, m \geq 5$.

### 7.2.1 Elimination of the parallax of tesseral terms

As has been done with the zonal problem, non-essential short-period tesseral effects are first removed using the elimination of the parallax simplification. Again, the Lie derivative is given by Eq. (4.66), and the alternative expression in Eq. (5.38) will be used when found convenient.

On account of $\mathcal{H}_{1,0}$ being free from the mean anomaly, the first-order homological equation $\mathcal{L}_{0}\left(\mathcal{W}_{1}\right)=\mathcal{H}_{1,0}-\mathcal{H}_{0,1}$ is solved by choosing $\mathcal{H}_{0,1}=\mathcal{H}_{1,0}$ and $\mathcal{W}_{1}=0$. At second order $\mathcal{L}_{0}\left(\mathcal{W}_{2}\right)=\widetilde{\mathcal{H}}_{0,2}-\mathcal{H}_{0,2}$, where, from Eq. (2.37), $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}$. Then we choose $\mathcal{H}_{0,2}$ such that it cancels the terms of Eq. (7.9) that do not depend explicitly on the true anomaly. Namely,

$$
\begin{equation*}
\mathcal{H}_{0,2}=-(2!) \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left\langle V_{2,0}\right\rangle_{f} . \tag{7.12}
\end{equation*}
$$

Because $\left\langle V_{i, j}\right\rangle_{f}$ terms are those with $l=k+\frac{1}{2}(m-i)$ in Eq. (7.5), we obtain

$$
\begin{equation*}
\left\langle V_{i, j}\right\rangle_{f}=\frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{k=0}^{i-1} \mathcal{F}_{i, j, k}(I) \mathcal{G}_{i, k}^{*}(e)\left(C_{i, j} \cos \psi_{i, j, k}+S_{i, j} \sin \psi_{i, j, k}\right), \tag{7.13}
\end{equation*}
$$

where $\mathcal{G}_{i, k}^{*}$ was defined in Eq. (6.15), from which

$$
\begin{equation*}
\left\langle V_{2,0}\right\rangle_{f}=C_{2,0} \frac{R_{\oplus}^{2}}{p^{2}} \eta\left(\frac{3}{4} s^{2}-\frac{1}{2}\right) . \tag{7.14}
\end{equation*}
$$

As expected from the formal nature of the small parameter in the current approach, this result differs from Eq. (6.29)-in the same way as Eq. (7.12) differs from Eq. (6.30)in the coefficient $C_{2,0}$. Like in the zonal case, the homological equation is solved from (5.39), to give $\mathcal{W}_{2}=-(2!) G W_{2,0}$, where integration of the terms

$$
W_{i, j}=\frac{1}{\eta} \int\left(V_{i, j}-\left\langle V_{i, j}\right\rangle_{f}\right) \mathrm{d} f,
$$

is approached following analogous steps as we did when integrating Eq. (6.35). We obtain

$$
\begin{equation*}
W_{i, j}=\frac{R_{\oplus}^{i}}{p^{i}} \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{m=0}^{i-1}\binom{i-1}{m} e^{m} \mathcal{I}_{i, j, k, m}(f, v, \omega) \tag{7.15}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{I}_{i, j, k, m}= & \frac{1}{2^{m}} \sum_{\substack{l=0 \\
l \neq l^{*}}}^{m}\binom{m}{l}\left[\left(C_{i, j} \sin \psi_{i, j, k}-S_{i, j} \cos \psi_{i, j, k} \frac{\cos 2\left(l-l^{*}\right) f}{2\left(l-l^{*}\right)}\right.\right. \\
& +\left(C_{i, j} \cos \psi_{i, j, k}+S_{i, j} \sin \psi_{i, j, k} \frac{\sin 2\left(l-l^{*}\right) f}{2\left(l-l^{*}\right)}\right]
\end{aligned}
$$

and $l^{*}=k+\frac{1}{2}(m-i)$. It can be checked that $\mathcal{I}_{i, 0, k, m}$ matches $\mathcal{I}_{i, k, m}$ in Eq. (6.38), as expected, save for the appearance of the harmonic coefficients $C_{i, 0}$ due to the use of a formal small parameter in the current approach.

In particular, we find that $\mathcal{W}_{2}$ is the same as $\mathcal{W}_{1}$ in Eq. (6.31), except for the factorial 2 derived from the different perturbation arrangement, and the coefficient $-C_{2,0}$ stemming from the use of a formal small parameter. That is,

$$
\begin{equation*}
\mathcal{W}_{2}=C_{2,0} \frac{G}{4} \frac{R_{\oplus}^{2}}{p^{2}}\left[\left(4-6 s^{2}\right) e \sin f+s^{2} \sum_{i=1}^{3} 3^{[2-i / 2]} e^{|i-2|} \sin (i f+2 \omega)\right], \tag{7.16}
\end{equation*}
$$

which is free from the longitude of the node in the rotating frame $h$. Next, we take $\mathcal{H}_{1,1}=\mathcal{H}_{0,2}$, from Deprit's recursion (2.15), and proceed to the third order of the perturbation approach.

The known terms $\widetilde{\mathcal{H}}_{0,3}$ are those of Eq. (6.88), which, since $\mathcal{W}_{1}=0, \mathcal{H}_{0,1}=\mathcal{H}_{1,0}$, and $\mathcal{H}_{3,0}$ vanishes from its definition in Eq. (7.10), yields

$$
\widetilde{\mathcal{H}}_{0,3}=3\left\{\mathcal{H}_{1,0}, \mathcal{W}_{2}\right\}=3 \omega_{\oplus} \frac{\partial \mathcal{W}_{2}}{\partial h}=0
$$

Hence, $\mathcal{H}_{0,3}=\mathcal{H}_{1,2}=\mathcal{H}_{2,1}=0, \mathcal{W}_{3}=0$, and we proceed to the fourth order.
From Eq. (6.89), we obtain $\widetilde{\mathcal{H}}_{0,4}=3\left\{\mathcal{H}_{0,2}+\mathcal{H}_{2,0}, \mathcal{W}_{2}\right\}+\mathcal{H}_{4,0}$, where the terms obtained from the evaluation of the Poisson brackets are the same as those obtained in the second order of $\$ 6.2 .1$ except for a scaling factor $4!/ 2!=12$ derived from the different perturbation arrangement. Thus,

$$
\begin{align*}
\widetilde{\mathcal{H}}_{0,4}= & \frac{4!}{2!} \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left[C_{2,0}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \eta \sum_{j=0}^{6} \sum_{l=j_{1}}^{2} q_{j, l} s^{|2 l|} \cos (j f+2 l \omega)\right. \\
& \left.+2 \sum_{i \geq 3} V_{i, 0}+2 \sum_{i \geq 2} \sum_{j=1}^{i} V_{i, j}\right] \tag{7.17}
\end{align*}
$$

where $j_{1}=\left\lfloor\frac{1}{2}(j-1)\right\rfloor$ from Eq. (6.5), and $\mathcal{H}_{0,4}$ is chosen to be made of those terms of $\widetilde{\mathcal{H}}_{0,4}$ that are free from the explicit appearance of $f$. That is,

$$
\begin{align*}
\mathcal{H}_{0,4}= & \frac{4!}{2!} \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left[C_{2,0}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \eta\left(q_{0,0}+2 q_{0,1} s^{2} \cos 2 \omega\right)\right. \\
& \left.+2 \sum_{i \geq 3}\left\langle V_{i, 0}\right\rangle_{f}+2 \sum_{i \geq 2} \sum_{j=1}^{i}\left\langle V_{i, j}\right\rangle_{f}\right], \tag{7.18}
\end{align*}
$$

thus adding the tesseral contribution to the equivalent term of the zonal problem in Eq. (6.33). Next, from (5.39) we obtain

$$
\mathcal{W}_{4}=4!G\left(\frac{C_{2,0}^{2}}{2!} \frac{R_{\oplus}^{4}}{p^{4}} \sum_{j=1}^{6} \sum_{l=j_{1}}^{2} \frac{q_{j, l}}{j} s^{|2 l|} \sin (j f+2 l \omega)+\sum_{i \geq 3} W_{i, 0}+\sum_{i \geq 2} \sum_{j=1}^{i} W_{i, j}\right),
$$

where $W_{i, j}$ is given by Eq. (7.15).
At fifth order, the only non-vanishing term obtained from Deprit's recursion (2.15) is

$$
\widetilde{\mathcal{H}}_{0,5}=5\left\{\mathcal{H}_{1,0}, \mathcal{W}_{4}\right\}=5 \omega_{\oplus} \frac{\partial \mathcal{W}_{4}}{\partial h}=5!\omega_{\oplus} G \sum_{i \geq 2} \sum_{j=1}^{i} \frac{\partial W_{i, j}}{\partial h},
$$

whose terms are all periodic in $f$, as follows from Eq. (7.15). Then we choose $\mathcal{H}_{0,5}=0$.
As usual, the periodic corrections to obtain osculating elements from prime elements and vice versa are derived from the generating function using Eq. (2.17).

### 7.2.2 Delaunay normalization. $m$-daily terms

After the Hamiltonian simplification process we have $\mathcal{K}=\sum_{m \geq 0}\left(\varepsilon^{m} / m!\right) \mathcal{K}_{m, 0}$, in which $\mathcal{K}_{0,0}$ and $\mathcal{K}_{1,0}$ continue to be the Keplerian and Coriolis terms in Eqs. (7.7) and (7.8), respectively, $\mathcal{K}_{2,0}=\mathcal{H}_{0,2}$ is given by Eq. (7.12), $\mathcal{K}_{3,0}=0, \mathcal{K}_{4,0}=\mathcal{H}_{0,4}$ is given by Eq. (7.18), and $\mathcal{K}_{5,0}=0$. The quantities $a, r, \eta \ldots$, in the new Hamiltonian terms are functions of the prime Delaunay variables.

The removal of short-period terms still remaining in the simplified Hamiltonian $\mathcal{K}$ is readily achieved by means of the Delaunay normalization. At first order,

$$
\begin{equation*}
\mathcal{K}_{0,1}=\mathcal{K}_{1,0}=-H^{\prime} \omega_{\oplus}, \tag{7.19}
\end{equation*}
$$

and $\mathcal{U}_{1}$ is chosen null like in the previous simplification. At second order $\widetilde{\mathcal{K}}_{0,2}=\mathcal{K}_{2,0}$, from which we choose $\mathcal{K}_{0,2}=\left\langle\mathcal{K}_{2,0}\right\rangle_{\ell}=-(2!)(\mu / a)\left\langle V_{2,0}\right\rangle_{f}$. Namely,

$$
\begin{equation*}
\mathcal{K}_{0,2}=2!\frac{\mu}{a}\left(-C_{2,0}\right) \frac{R_{\oplus}^{2}}{p^{2}} \eta\left(\frac{3}{4} s^{2}-\frac{1}{2}\right), \tag{7.20}
\end{equation*}
$$

which is the same as Eq. (6.39) except for the 2 factorial, stemming from the different arrangement of the perturbation Hamiltonian, and the explicit appearance of the harmonic coefficient $-C_{2,0}=J_{2}$ due to the current use of a formal small parameter. Then we compute $\mathcal{U}_{2}$ from Eq. (4.69), which yields $\mathcal{U}_{2}=(\phi / n) \mathcal{K}_{0,2}$, which is equivalent to Eq. (6.40) by the same considerations as above.

At third order all the computable terms vanish, $\widetilde{\mathcal{K}}_{0,3}=0$. Hence, $\mathcal{K}_{0,3}=0$ and $\mathcal{U}_{3}=0$.

At fourth order we obtain $\widetilde{\mathcal{K}}_{0,4}=\left\{\mathcal{K}_{2,0}+\mathcal{K}_{0,2} ; \mathcal{U}_{2}\right\}+\mathcal{K}_{4,0}$, where

$$
\begin{align*}
\left\{\mathcal{K}_{2,0}+\mathcal{K}_{0,2} ; \mathcal{U}_{2}\right\}= & C_{2,0}^{2} \frac{4!}{2!} \frac{\mu}{a} \frac{R_{\oplus}^{4}}{p^{4}} \frac{\eta^{2}}{16}\left(2-3 s^{2}\right)^{2} \\
& \times\left[3+\frac{a^{2}}{r^{2}}(1+2 \beta \cos f+e \beta \cos 2 f)\right] \tag{7.21}
\end{align*}
$$

is the same as the corresponding term in Eq. (6.41) except for a scale factor. Then we choose $\mathcal{K}_{0,4}=\left\langle\widetilde{\mathcal{K}}_{0,4}\right\rangle_{\ell}$, to obtain

$$
\begin{align*}
\mathcal{K}_{0,4}= & \frac{4!}{2!} \frac{\mu}{a} C_{2,0}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \eta\left[q_{0,0}-\frac{1+3 \eta}{16}\left(2-3 s^{2}\right)^{2}+2 q_{0,1} s^{2} \cos 2 \omega\right] \\
& +4!\frac{\mu}{a} \sum_{i \geq 3}\left\langle V_{i, 0}\right\rangle_{f}+4!\frac{\mu}{a} \sum_{i \geq 2} \sum_{j=1}^{i}\left\langle V_{i, j}\right\rangle_{f} \tag{7.22}
\end{align*}
$$

which adds the tesseral perturbations to its equivalent term of the zonal problem in Eq. (6.42). The homological equation is trivially solved to give $\mathcal{U}_{4}=(\phi / n) \mathcal{K}_{0,4}$.

At fifth order, the computable terms are

$$
\widetilde{\mathcal{K}}_{0,5}=5\left\{\mathcal{K}_{1,0} ; \mathcal{U}_{4}\right\}=-5 \omega_{\oplus}\left\{H^{\prime} ; \mathcal{U}_{4}\right\}=5!\frac{\omega_{\oplus}}{n} \frac{\mu}{a} \phi \sum_{i \geq 2} \sum_{j=1}^{i} \frac{\partial\left\langle V_{i, j}\right\rangle_{f}}{\partial h^{\prime}},
$$

which only depend on the mean anomaly through $\phi$, and, therefore, are purely periodic in $\ell$. Hence, we choose $\mathcal{K}_{0,5}=0$ like we did in the previous simplification.

Up to the truncation order of the theory, the transformation equations from mean to prime elements and vice versa are derived as usual from the generating function using Eq. (2.17). Alternative short-period corrections can be found, for instance, in [256] for the classical set of orbital elements.

The procedure ends by replacing prime by double-prime variables in Eqs. (7.19), (7.20), and (7.22), to get

$$
\begin{equation*}
\mathcal{Q}=\sum_{m \geq 0}^{5} \frac{\varepsilon^{m}}{m!} \mathcal{K}_{0, m}+\mathcal{O}\left(J_{2}^{3}\right) \tag{7.23}
\end{equation*}
$$

Therefore, up to the second order of $J_{2}$, the only difference between the Hamiltonian (7.23) and the zonal problem Hamiltonian (6.43) in mean elements, arises from the
terms contributed by the double summation in Eq. (7.22). On account of Eq. (7.13), these additional periodic terms take the form

$$
\begin{equation*}
\mathcal{P}_{g^{\prime \prime}, h^{\prime \prime}}=\frac{\mu}{a} \eta \sum_{i \geq 2} \frac{R_{\oplus}^{i}}{p^{i}} \sum_{j=1}^{i} \sum_{k=0}^{i-1} \mathcal{F}_{i, j, k} \mathcal{G}_{i, k}^{*}\left(C_{i, j} \cos \psi_{i, j, k}+S_{i, j} \sin \psi_{i, j, k}\right), \tag{7.24}
\end{equation*}
$$

where, because $j \neq 0$, all the arguments $\psi_{i, j, k}$ are related to the rotation of the Earth, as checked in Eq. (7.3).

In particular, taking $i=2 k$ in Eq. (7.3) we obtain $\psi_{2 k, j, k}=j v-(2 k-j)_{\pi}$, which shows that even-degree tesseral harmonics yield periodic terms that depend exclusively on some integer multiple of the longitude of the node in the rotating frame. Moreover, writing the eccentricity polynomials $\mathcal{G}_{i, k}^{*}(e)$ defined in Eq. (6.15) in the more detailed form

$$
\begin{aligned}
\mathcal{G}_{i \text { even }, k}^{*} & =\binom{0}{\frac{i}{2}-k}+\sum_{l=1}^{i / 2}\binom{i-1}{2 l}\binom{2 l}{l+\frac{i}{2}-k} \frac{e^{2 l}}{2^{2 l}}, \\
\mathcal{G}_{i \text { odd }, k}^{*} & =\sum_{l=1}^{(i-1) / 2}\binom{i-1}{2 l-1}\binom{2 l-1}{l+\frac{i-1}{2}-k} \frac{e^{2 l-1}}{2^{2 l-1}},
\end{aligned}
$$

we immediately see that the only eccentricity polynomials having terms independent of the eccentricity are those $\mathcal{G}_{2 k, k}^{*}$. These terms cause the most relevant tesseral effects on low-Earth orbits [339]. Namely,

$$
\begin{equation*}
\widetilde{\mathcal{P}}_{g^{\prime \prime}, h^{\prime \prime}}=\frac{\mu}{a} \eta \sum_{k \geq 1} \frac{R_{\oplus}^{2 k}}{p^{2 k}} \sum_{j=1}^{2 k} \mathcal{F}_{2 k, j, k}\left(C_{2 k, j} \cos \psi_{2 k, j, k}+S_{2 k, j} \sin \psi_{2 k, j, k}\right) . \tag{7.25}
\end{equation*}
$$

For $k=1, j=2$, Kaula [341] talked about a semi-daily perturbation due to the equatorial ellipticity, and, by extension, other authors name these kinds of terms $m$-daily terms [99, 335].

### 7.2.3 Elimination of the node. Long-term Hamiltonian

The tesseral Hamiltonian with short-period effects removed is still of two degrees of freedom. However, since it is referred to the rotating frame, the longitude of the node $v$ evolves much faster than the argument of the perigee $\omega$, whose evolution will determine the long-term dynamics. Therefore, a new Lie transformation is applied to further reduce the Hamiltonian in double-prime variables by removing $v=h^{\prime \prime}$, up to the truncation order. Thus, renaming $\mathcal{Q}_{m, 0}=\mathcal{K}_{0, m}$ in Eq. (7.23), we start from the perturbation Hamiltonian $\mathcal{Q}=\sum_{m \geq 0}\left(\varepsilon^{m} / m!\right) \mathcal{Q}_{m, 0}$.

Like when dealing with the removal of long-period terms in §6.3.1, the generating function $\mathcal{V}$ of the transformation that removes the node does not depend on the mean
anomaly. Therefore, $\mathcal{L}_{0}\left(\mathcal{V}_{m}\right)=0$ and the computation of $\mathcal{V}$ is delayed by one order from the computation of the new Hamiltonian. Since, besides, none of the terms $\mathcal{Q}_{m, 0}$ depends on $v$ except $\mathcal{Q}_{4,0}$, we take $Q_{0, i}=Q_{i, 0}$ for $i=1,2,3$, and $\mathcal{V}_{1}=\mathcal{V}_{2}=0$. At fourth order, we find that the computable terms are $\widetilde{\mathcal{Q}}_{0,4}=4\left\{\mathcal{Q}_{1,0}, \mathcal{V}_{3}\right\}+\mathcal{Q}_{4,0}$, and we choose $\mathcal{Q}_{0,4}=\left\langle\mathcal{Q}_{4,0}\right\rangle_{h^{\prime \prime}}$. Thus,

$$
\begin{align*}
\mathcal{Q}_{0,4}= & -\frac{4!}{2!} \frac{\mu}{a} C_{2,0}^{2} \frac{R_{\oplus}^{4}}{p^{4}} \eta\left[q_{0,0}-\frac{1+3 \eta}{16}\left(2-3 s^{2}\right)^{2}+2 q_{0,1} s^{2} \cos 2 \omega\right] \\
& +4!\frac{\mu}{a} \sum_{i \geq 3}\left\langle V_{i, 0}\right\rangle_{f}, \tag{7.26}
\end{align*}
$$

which, save for scaling factors, is the same as the second-order term (6.42) of the meanelement Hamiltonian of the zonal problem-yet in different variables.

Then the homological equation $\mathcal{L}_{0}\left(\mathcal{V}_{4}\right) \equiv 0=4\left\{\mathcal{Q}_{1,0}, \mathcal{V}_{3}\right\}+\mathcal{Q}_{4,0}-\mathcal{Q}_{0,4}$ is solved for $\mathcal{V}_{3}$, to obtain

$$
\mathcal{V}_{3}=\frac{1}{4 \omega_{\oplus}} \int\left(\mathcal{Q}_{0,4}-\mathcal{Q}_{4,0}\right) \mathrm{d} h^{\prime \prime}=-\frac{3!}{\omega_{\oplus} / n} \frac{G}{\eta} \sum_{i \geq 2} \sum_{j=1}^{i} \int\left\langle V_{i, j}\right\rangle_{f} \mathrm{~d} v
$$

which, from Eq. (7.13), yields

$$
\begin{equation*}
\mathcal{V}_{3}=\frac{3!G}{\omega_{\oplus} / n} \sum_{i \geq 2} \sum_{j=1}^{i} \frac{R_{\oplus}^{i}}{p^{i}} \sum_{k=0}^{i-1} \mathcal{F}_{i, j, k} \mathcal{G}_{i, k}^{*}\left(S_{i, j} \frac{\cos \psi_{i, j, k}}{j}-C_{i, j} \frac{\sin \psi_{i, j, k}}{j}\right) . \tag{7.27}
\end{equation*}
$$

The periodic corrections stemming from Eq. (7.27) are third-order corrections as far as the divisor $\omega_{\oplus} / n \sim \varepsilon$ and tesseral harmonic coefficients are $\mathcal{O}\left(\varepsilon^{4}\right)$.

At fifth order, the computable terms are $\widetilde{\mathcal{Q}}_{0,5}=5\left\{\mathcal{Q}_{1,0}, \mathcal{V}_{4}\right\}+10\left\{\mathcal{Q}_{2,0}, \mathcal{V}_{3}\right\}$, and, analogously to the previous case, the fifth-order homological equation is solved for $\mathcal{V}_{4}$, to yield

$$
\mathcal{V}_{4}=\frac{1}{5 \omega_{\oplus}} \int\left(\mathcal{Q}_{0,5}-10\left\{\mathcal{Q}_{2,0}, \mathcal{V}_{3}\right\}\right) \mathrm{d} h^{\prime \prime}
$$

where, because $\left\{\mathcal{Q}_{2,0}, \mathcal{V}_{3}\right\}$ only contributes periodic terms in $h^{\prime \prime}$, we choose $\mathcal{Q}_{0,5}=$ $\left\langle\left\{\mathcal{Q}_{2,0}, \mathcal{V}_{3}\right\}\right\rangle_{h^{\prime \prime}}=0$.

The transformation equations of the elimination of the node are then computed as usual from the formulas in §2.1.3.

### 7.3 Exact integration to the second order of $J_{2}$

The assumption $\omega_{\oplus} / n=\mathcal{O}\left(J_{2}^{1 / 2}\right)$ does not apply in the general case. Garfinkel's approach might still be used for sub-synchronous nonresonant motion, but it would need to be extended to much higher orders, thus making the perturbation procedure
impractical. Indeed, save for low-Earth orbits, the ratio $\omega_{\oplus} / n$ will be commonly $\mathcal{O}(1)$, being exactly one at the geosynchronous regime. Then the zeroth-order Hamiltonian cannot be taken in general as the Keplerian term alone, but the Keplerian in the rotating frame. That is, in Delaunay variables,

$$
\mathcal{H}_{0,0}=-\frac{\mu^{2}}{2 L^{2}}-\omega_{\oplus} H .
$$

In consequence, the Lie derivative (2.49) is $\mathcal{L}_{0}=n \partial / \partial \ell-\omega_{\oplus} \partial / \partial h$, from which the homological equation (2.48) becomes

$$
\begin{equation*}
n \frac{\partial \mathcal{W}_{m}}{\partial \ell}-\omega_{\oplus} \frac{\partial \mathcal{W}_{m}}{\partial h}=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}, \tag{7.28}
\end{equation*}
$$

now involving the solution of partial differential equations, contrary to plain integrals.
In spite of the apparent simplicity of Eq. (7.28), the fact that the dependency of the geopotential on the mean anomaly is not explicit, but implicit through the true anomaly, complicates finding a closed-form solution to the homological equation. Therefore, expansions of the elliptic motion are customarily carried out to make explicit the mean anomaly in the tesseral Hamiltonian. Once the mean anomaly shows in the geopotential, the solution of Eq. (7.28) is straightforward, allowing for the elimination of periodic terms related to tesseral harmonics [256, 489] without limitation to the case of nonresonant motion [434].

On the other hand, the homological equation can be reduced to integrals [540]. Indeed, Eq. (7.28) is a first-order linear partial differential equation that, at least for a perturbation solution that neglects third-order effects of $J_{2}$ and higher, can be solved by the method of characteristics [147,565]. Moreover, up to $\mathcal{O}\left(J_{2}^{2}\right)$ there is no coupling between zonal and tesseral harmonics, and the elimination of tesseral effects can be approached separately in a preliminary step [121].

Thus, we write the geopotential Hamiltonian $\mathcal{H}=\mathcal{H}_{0,0}+\varepsilon \mathcal{H}_{1,0}+\frac{1}{2} \varepsilon^{2} \mathcal{H}_{2,0}$, with the small parameter formal, and

$$
\begin{align*}
\mathcal{H}_{0,0} & =-\frac{\mu}{2 a}-\omega_{\oplus} H,  \tag{7.29}\\
\mathcal{H}_{1,0} & =-\frac{\mu}{a} \frac{a^{2} \eta}{r^{2}} V_{2,0},  \tag{7.30}\\
\mathcal{H}_{2,0} & =-2 \frac{\mu}{a} \frac{a^{2} \eta}{r^{2}}\left(\sum_{i \geq 3} V_{i, 0}+\sum_{i \geq 2} \sum_{j=1}^{i} V_{i, j}\right), \tag{7.31}
\end{align*}
$$

where the functions $V_{i, j}$ are those previously defined in Eq. (7.5).
At the first order of the perturbation approach we left the Hamiltonian unaltered by choosing $\mathcal{H}_{0,1}=\mathcal{H}_{1,0}$ and $\mathcal{W}_{1}=0$. At second order, $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}$, and we remove the tesseral effects by choosing $\mathcal{H}_{0,2}=\left\langle\mathcal{H}_{2,0}\right\rangle_{h}$. That is, the new Hamiltonian term limits to the zonal harmonics contribution.

In order to solve the homological equation (7.28) for $m=2$, we transform the partial differential equation into the Lagrange-Charpit equations,

$$
\begin{equation*}
\frac{\mathrm{d} h}{-\omega_{\oplus}}=\frac{\mathrm{d} \ell}{n}=\frac{\mathrm{d} \mathcal{W}_{2}}{-2 n G(a / r)^{2} \sum_{i \geq 2} \sum_{j=1}^{i} V_{i, j}} \tag{7.32}
\end{equation*}
$$

We first solve the ordinary differential equation formed by the first two terms of Eq. (7.32), $n \mathrm{~d} h=-\omega_{\oplus} \mathrm{d} \ell$, whose solution is given by the characteristic curves

$$
\begin{equation*}
h=h_{0}-\left(\omega_{\oplus} / n\right) \ell . \tag{7.33}
\end{equation*}
$$

Next, $v=h$ is replaced in Eq. (7.3) by the characteristic curves to obtain $\psi_{i, j, k}=(i-$ $2 k) \omega+j h_{0}-j\left(\omega_{\oplus} / n\right) \ell-(i-j)_{\pi}$, and Eq. (7.5) is rearranged in the form

$$
\begin{aligned}
V_{i, j}= & \frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{m=0}^{i-1}\binom{i-1}{m} \frac{e^{m}}{2^{m}} \sum_{l=0}^{m}\binom{m}{l} \\
& \times\left[S_{i, j} \sin \left(\alpha_{i, j, k, l, m}+\beta_{i, j, k}\right)+C_{i, j} \cos \left(\alpha_{i, j, k, l, m}+\beta_{i, j, k}\right)\right],
\end{aligned}
$$

in which $\alpha_{i, j, k, l, m}=(i-2 k-m+2 l) f-j\left(\omega_{\oplus} / n\right) \ell$ is the only argument that depends on the mean anomaly, whereas $\beta_{i, j, k}=(i-2 k) \omega+j h_{0}-(i-j)_{\pi}$.

Finally, $\mathcal{W}_{2}$ is solved from the last two terms of Eq. (7.32) by indefinite integration along the characteristic curves. Replacing $\mathrm{d} \ell$ from Eq. (4.64), we obtain

$$
\begin{align*}
\mathcal{W}_{2}= & -2 L \sum_{i \geq 2} \sum_{j=1}^{i} \frac{R_{\oplus}^{i}}{p^{i}} \eta \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{m=0}^{i-1}\binom{i-1}{m} \frac{e^{m}}{2^{m}} \sum_{l=0}^{m}\binom{m}{l} \\
& \times\left\{\left[S_{i, j} \cos \beta_{i, j, k}-C_{i, j} \sin \beta_{i, j, k}\right] \int \sin \alpha_{i, j, k, l, m} \mathrm{~d} f\right. \\
& \left.+\left[S_{i, j} \sin \beta_{i, j, k}+C_{i, j} \cos \beta_{i, j, k}\right] \int \cos \alpha_{i, j, k, l, m} \mathrm{~d} f\right\}, \tag{7.34}
\end{align*}
$$

where $h_{0}$ is replaced in $\beta_{i, j, k}$ after having been solved from Eq. (7.33).
The periodic corrections $\Delta x=\frac{1}{2}\left\{x ; \mathcal{W}_{2}\right\}$, in which $x$ denotes each of the Delaunay variables, are then obtained from Eq. (2.17). They also involve the integrals $I_{\sin }=$ $\int \sin \alpha_{i, j, k, l, m} \mathrm{~d} f, I_{\cos }=\int \cos \alpha_{i, j, k, l, m} \mathrm{~d} f$, which depend simultaneously on the mean and true anomalies, whose analytical solutions are not known to exist. Analytical approximations to these integrals can be computed either making expansions of the integrands in the eccentricity or integrating them by parts in the mean anomaly-the latter providing equivalent series to those given by the classical relegation of the node, which requires a distinction between super-synchronous $n / \omega_{\oplus}$ and sub-synchronous cases (see [471] for details).

Alternatively, these integrals can be evaluated numerically to arbitrary precision at the desired output point $f=f_{p}$. Namely,

$$
I_{\cos }\left(f_{p}\right)=I_{\cos }\left(f_{0}\right)+\int_{f_{0}}^{f_{p}} \cos \alpha_{i, j, k, m} \mathrm{~d} f
$$

and an analogous integration for the sine case. This last procedure avoids issues related to series convergence, as well as the need for separating sub- and supersynchronous cases [471]. Note, however, that, in spite of the lower limit, $f_{0}$ being arbitrary and not seeming to be of concern, in fact it is, because the computation of the constants $I_{\text {sin }}\left(f_{0}\right), I_{\text {cos }}\left(f_{0}\right)$ requires one in turn to know approximate analytical solutions of $I_{\text {sin }}(f)$ and $I_{\text {cos }}(f)$.

### 7.4 Relegation of tesseral effects

Rather than solving exactly the homological equation at each step $m$ of the perturbation approach, one might be satisfied with finding an approximation to $\mathcal{W}_{m}$ of $\mathcal{O}\left(\varepsilon^{m}\right)$, of the form

$$
\begin{equation*}
\mathcal{W}_{m}=\sum_{l \geq 0} \delta^{l} \mathcal{W}_{m, l} \tag{7.35}
\end{equation*}
$$

where $\delta=n / \omega_{\oplus}<1$ for super-synchronous orbits, and $\delta=\omega_{\oplus} / n<1$ for subsynchronous orbits-the synchronous case requiring specific treatment.

A rule for the selection of the maximum value of the index $l$ is to choose

$$
\begin{equation*}
l_{\max }=\left\lfloor\frac{\log \varepsilon}{\log \delta}\right\rfloor-1 \tag{7.36}
\end{equation*}
$$

so that $\delta^{l_{\text {max }}+1}=\mathcal{O}(\varepsilon)$ in agreement with the required approximation. Thus, for instance, in the usual case $\varepsilon=\mathcal{O}\left(J_{2}\right)=\mathcal{O}\left(10^{-3}\right)$, for an orbit with $a=10500 \mathrm{~km}$ we get $\delta \approx 1 / 8$ and hence $l_{\text {max }}=2$, whereas for a typical GPS orbit $\delta \approx 1 / 2$, thus requiring eight terms in the summation (7.35).

In what follows, we focus on the case $\delta=\omega_{\oplus} / n$ of sub-synchronous orbits, although the same philosophy can be applied to the super-synchronous case.

### 7.4.1 Basic algorithm

Replacing Eq. (7.35) in the homological equation (7.28), we get

$$
\sum_{l \geq 0} \delta^{l}\left(n \frac{\partial \mathcal{W}_{m, l}}{\partial \ell}-\omega_{\oplus} \frac{\partial \mathcal{W}_{m, l}}{\partial h}\right)=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}
$$

which is rearranged in the form

$$
\begin{equation*}
\frac{\partial \mathcal{W}_{m, 0}}{\partial \ell}-\frac{1}{n}\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right)+\sum_{l \geq 1} \delta^{l}\left(\frac{\partial \mathcal{W}_{m, l}}{\partial \ell}-\frac{\partial \mathcal{W}_{m, l-1}}{\partial h}\right)=0, \tag{7.37}
\end{equation*}
$$

and solved iteratively by equating equal powers of $\delta$. Namely,

$$
\mathcal{W}_{m, 0}=\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right) \mathrm{d} \ell, \quad \mathcal{W}_{m, l}=\int \frac{\partial \mathcal{W}_{m, l-1}}{\partial h} \mathrm{~d} \ell \quad(l>0) .
$$

Note that this procedure cannot be used to properly deal with the terms $\mathcal{P}_{g, h}$ in Eq. (7.24), which, unless being moved to the new Hamiltonian, would introduce mixed secular terms in the integration of the generating function. These terms are, nonetheless, easily removed in a following elimination of the node, as it was effectively done in $\S 7.2 .3$. Alternatively, terms $\mathcal{W}_{m}$ of the generating function are often split into two parts

$$
\begin{equation*}
\mathcal{W}_{m}=\mathcal{W}_{m}^{\dagger}+\sum_{l \geq 0} \delta^{l} \mathcal{W}_{m, l}^{*} \tag{7.38}
\end{equation*}
$$

where the dagger part is used to integrate the terms of $\mathcal{P}_{g, h}$ without further iterations. Now, replacing Eq. (7.38) into Eq. (7.28) yields

$$
-\omega_{\oplus} \frac{\partial \mathcal{W}_{m}^{\dagger}}{\partial h}+\sum_{l \geq 0} \delta^{l}\left(n \frac{\partial \mathcal{W}_{m, l}^{*}}{\partial \ell}-\omega_{\oplus} \frac{\partial \mathcal{W}_{m, l}^{*}}{\partial h}\right)=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}
$$

and hence $\mathcal{W}_{m}^{\dagger}=\left(1 / \omega_{\oplus}\right) \int \mathcal{P}_{g, h} \mathrm{~d} h$, whereas

$$
\mathcal{W}_{m, 0}^{*}=\frac{1}{n} \int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}-\mathcal{P}_{g, h}\right) \mathrm{d} \ell, \quad \mathcal{W}_{m, l}^{*}=\int \frac{\partial \mathcal{W}_{m, l-1}}{\partial h} \mathrm{~d} \ell \quad(l>0) .
$$

The closed-form integration of terms $\mathcal{W}_{m, l}^{*}, l \geq 0$, is feasible following the procedures described in [324], where it is shown that the general case reduces to the integration of three types of integrals, to be solved in the radius, in the true anomaly, and in the eccentric anomaly, respectively.

### 7.4.2 Tesseral relegation with low eccentricity

Typically, terms $\mathcal{W}_{m, l}^{*}$ grow in size with each iteration $l$ making the relegation process unpractical for a relative low number of iterations. This fact limits practical application of the sub-synchronous relegation algorithm to orbits relatively close to the Earth's surface, in which case $\delta \ll 1$. On the other hand, slight modifications of the relegation algorithm allow one to extend its application to orbits with any semimajor axis, yet constrained to the case of low eccentricities [438, 441].

First of all, the homological equation (7.28) is reformulated in terms of the true anomaly, contrary to the mean one, making use of the differential relation (4.64), in which the radius is further replaced using the conic equation (4.29). This turns Eq. (7.28) into

$$
\begin{equation*}
(1+e \cos f)^{2} \frac{n}{\eta^{3}} \frac{\partial \mathcal{W}_{m}}{\partial f}-\omega_{\oplus} \frac{\partial \mathcal{W}_{m}}{\partial h}=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m} \tag{7.39}
\end{equation*}
$$

Now, we replace Eq. (7.35) by the analogous one,

$$
\begin{equation*}
\mathcal{W}_{m}=\sum_{l \geq 0} e^{l} \mathcal{W}_{m, l} \tag{7.40}
\end{equation*}
$$

and the maximum number of iterations is estimated again from Eq. (7.36) with $\delta$ replaced by $e$. Besides, without carrying out any expansion of the elliptic motion, we rearrange the right side of Eq. (7.39) in the form

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}=\sum_{l \geq 0} e^{l} P_{m, l}(f, g, h, L, G, H) . \tag{7.41}
\end{equation*}
$$

Finally, both Eqs. (7.40) and (7.41) are plugged into Eq. (7.39), to obtain

$$
\begin{equation*}
\sum_{l \geq 0} e^{l} \mathcal{L}_{0}^{*}\left(\mathcal{W}_{m, l}\right)=\sum_{l \geq 0} e^{l} F_{l}, \tag{7.42}
\end{equation*}
$$

in which

$$
\begin{align*}
& \mathcal{L}_{0}^{*}=n \frac{\partial}{\partial f}-\eta^{3} \omega_{\oplus} \frac{\partial}{\partial h},  \tag{7.43}\\
& F_{0}=\eta^{3} P_{m, 0},  \tag{7.44}\\
& F_{1}=\eta^{3} P_{m, 1}-2 n \cos f \frac{\partial \mathcal{W}_{m, 0}}{\partial f},  \tag{7.45}\\
& F_{l}=\eta^{3} P_{m, l}-2 n \cos f \frac{\partial \mathcal{W}_{m, l-1}}{\partial f}-n \cos ^{2} f \frac{\partial \mathcal{W}_{m, l-2}}{\partial f}, \quad l>1 . \tag{7.46}
\end{align*}
$$

Terms of the generating function are no longer obtained by indefinite integration, but from the solution of a partial differential equation. Like in the case of exact integration in §7.3, we can solve Eq. (7.42) by the Lagrange-Charpit method, now along the characteristic curves $h=h_{0}-\left(\omega_{\oplus} / n\right) \eta^{3} f$. On the other hand, as far as the terms on the right side of the successive partial differential equations are of trigonometric nature, the solution is readily obtained in view of

$$
\mathcal{L}_{0}^{*}[\sin (i f+j h+\gamma)]=\left(i n-j \eta^{3} \omega_{\oplus}\right) \cos (i f+j h+\gamma),
$$

with $i, j$ integers. Now, there is no need of special treatment of the terms $\mathcal{P}_{g^{\prime \prime}, h^{\prime \prime}}$, given in Eq. (7.24), because the procedure does not rely any longer on indefinite integration in the mean anomaly, but on the solution of partial differential equations involving both the true anomaly and the longitude of the node in the rotating frame. On the other hand, the occurrence of divisors in $-j \eta^{3} \omega_{\oplus}$ in the generating function makes it singular for resonances, $i / j=\eta^{3} \omega_{\oplus} / n$.

### 7.4.3 Sample applications

To illustrate the importance of taking the effects of tesseral terms into account in the perturbation solution, we provide two examples of satellites evolving under de perturbation of a $2 \times 2$ truncation of the geopotential.

The first example deals with a Galileo-type orbit, with orbit parameters $a=$ $29600 \mathrm{~km}, e=0.001, I=56^{\circ}, \Omega=0, \omega=270^{\circ}$, and $f=90^{\circ}$. The reference orbit is provided by the one-month propagation of these initial conditions in the full $2 \times 2$ potential, which amounts to about 51 orbits. When it is compared with the propagation of the same initial conditions in the model with the tesseral effects removed, that is, the main problem, we found that the error of the semimajor axis reaches more than 40 meter, yet, as expected, the errors are of periodic nature, as shown in the top plot of Fig. 7.1.


Figure 7.1: Galileo-type orbit ( $2 \times 2$ geopotential). Semimajor axis errors when ignoring tesseral effects (top plot), and when they are relegated without (center plot) and with one iteration (bottom plot). Abscissas label the number of orbits.

Periodic corrections derived from the application of the relegation algorithm without iterations-which are applied both to the initial conditions (corrections obtained from the inverse transformation) and to the ephemeris computed from the numerical propagation of the simplified $2 \times 0$ model (corrections obtained from the direct transforma-tion)-reduce the amplitude of the errors to the centimeter level, as observed in the center plot of Fig. 7.1, meaning a $99.5 \%$ improvement with respect to the maximum amplitude of the errors in the previous case. One single iteration of the relegation algorithm, which is applied again to both the inverse and the direct transformations, further reduces the amplitude of the semimajor axis errors to just a few millimeters, as displayed in the lower plot of Fig. 7.1. This means an additional $91 \%$ improvement relative to the maximum amplitude of the previous case. No relevant improvements are observed with additional iterations of the relegation, which was, in fact, expected. Indeed, replacing the $2 \times 2$ truncation of the geopotential by the main problem means ne-
glecting the third order of $J_{2}$ in the perturbation approach, which is consistent with the fact that the maximum amplitude of the semimajor axis' error is $\sim 10^{-9}$ times smaller than the semimajor axis' value itself.

In the case of the eccentricity, even though the improvements are not so impressive when the periodic corrections of the relegation are applied without iterations, they still achieve $59.5 \%$ of the maximum amplitude with respect to the case with no corrections (first and second from the upper plots of Fig. 7.2). Eccentricity errors notably are reduced with a first iteration of the relegation (second from the lower plot of Fig. 7.2), reaching a $99.4 \%$ improvement with respect to the case with no corrections. Improvements in the eccentricity errors are still observed when using a second iteration of the relegation algorithm, as shown in Fig.7.2, but this is not the case of other orbital elements for which no relevant improvements are appreciated after the first iteration of the relegation. As mentioned in $\S 6.5 .5$, this particular behavior of the eccentricity is not in contradiction with the order of the perturbation approach, and it is derived from the fact that the periodic corrections to the eccentricity involve the computation of the Poisson bracket $\{e, \mathcal{W}\}$, which has the eccentricity as divisor. Then the series (7.40) needs to be extended to one order higher than in the other cases. Also because of this, the final improvement relative to the eccentricity value is of the order of $J_{2}^{3} / e$.


Figure 7.2: Galileo-type orbit. From top to bottom, eccentricity errors when ignoring tesseral effects, and when they are relegated without, with one, and with two iterations. Abscissas label the number of orbits.

It is worth noting that a similar case happens to the inclination, whose periodic corrections involve the computation of the Poisson bracket $\{I, \mathcal{W}\}$ that introduces the sine of the inclination in denominators. However, in view of the high inclination of Galileo orbits, the sine of the inclination is of the order of the unity in the current example,
and, in consequence, the corresponding periodic corrections do not undergo any negative effect. Indeed, a single iteration of the relegation algorithm in the computation of both the direct and the inverse corrections is enough to reduce the amplitude of the inclination errors to just a few tens of microarcsecond. That is, the relative error is of the order of $10^{-10}$, which is in agreement with the truncation order of the perturbation theory.

On the other hand, since the relegation of tesseral effects has been computed only to the first order of the perturbation model, which we recall is equivalent to the second order of $J_{2}$, there is an effective truncation of the perturbation solution to $\mathcal{O}\left(J_{2}^{2}\right)$ that limits its accuracy. This truncation introduces a secular trend in the perturbation solution and prevents the purely periodic nature of the errors. Indeed, as shown in Fig. 7.3, a small secular drift is clearly observed in the evolution of the mean argument of the latitude $F=M+\omega$. This drift is reduced from about 1.3 arcseconds/orbital period ( $\sim 185$ meter per orbit in the in-track direction) when tesseral effects are ignored, to ~ 3.7 milliarcsecond/orbital period ( $\sim$ half a meter per orbit in the in-track direction) when the relegation is applied without iteration, to the very low rate of less than half a milliarcsecond/orbital period ( $\sim 5 \mathrm{~cm}$ per orbit in the in-track direction) when one iteration of the relegation is applied. This secular trend also corrupts the propagation of the other orbital elements, but, due to its smallness, it is clearly exceeded by the periodic errors and hence is not appreciated in the corresponding plots.


Figure 7.3: Galileo-type orbit. Mean argument of the latitude errors when ignoring tesseral effects (upper plot), and when they are relegated without (center plot), and with one iteration (lower plot). Abscissas label the number of orbits.

For the second example we choose the case that showed less error improvement in [602], where the authors used a different version of the tesseral relegation algorithm. Namely, a highly inclined and elliptic orbit with $a=18520 \mathrm{~km}, e=0.35, I=100^{\circ}$, which we complement, as before, with $\Omega=0, \omega=270^{\circ}$, and $f=90^{\circ}$. Again, the initial conditions are propagated for one month, which amounts to about 103 orbits in the current case due to the smaller semimajor axis. Because the eccentricity is now
much larger than in the previous example, and in view of the relegation algorithm in Eq. (7.42) being scaled by the eccentricity, improvements obtained by successive iterations of the relegation are now expected to continue beyond the two iterations of the previous example. More precisely, on account of $e^{7}=\mathcal{O}\left(J_{2}\right)$ we would expect successive improvements in the periodic corrections up to the relegation order $l_{\max }=6$.

Inclusion of higher-order effects of the relegation is particularly important in the conversion of the initial osculating elements into the variables resulting from the relegation, which is carried out with the inverse transformation of the Lie transforms procedure. More precisely, as discussed in $\S 6.5 .5$ and $\S 6.6$, an inaccuracy in the conversion of the initial semimajor axis results in a slightly incorrect mean motion that causes an associated secular trend in the errors of the mean anomaly. This is illustrated in Fig. 7.4, in which we clearly observe how the relegation improves the perturbation solution when reducing the inaccuracies in the inverse transformation using an increasing number of iterations. Thus, the secular trend is about 2 arcseconds per orbit when no corrections are made, which amounts to $\sim 160$ meter per orbit in the along-track direction (error curve with black dots in Fig. 7.4). The slope of the secular errors reduces gradually with the different number of iterations of the relegation, until it becomes very small with the sixth iteration, in which the error is less than 1 arcsecond times orbital period, or about 80 cm per orbit in the along-track direction (black dashed curve in Fig. 7.4). Of course, increasing the number of iterations of the relegation algorithm in the computation of the periodic corrections of the direct transformation also improves the propagation of the perturbation solution. However, this increased accuracy only modifies the amplitude of the periodic components of the errors and is less relevant in the long term.


Figure 7.4: Mean anomaly error of the perturbation solution. Test orbit with $a=18520 \mathrm{~km}, e=0.35$, $I=100^{\circ}$. Tesseral effects ignored (black dots), and when they are relegated without (gray dots), and with two (black line), four (gray line), and six iterations (black dashed line). Abscissas are orbits.

On the other hand, as mentioned before, the secular errors derived from the early truncation of the perturbation solution to the second order of $J_{2}$ cannot be reduced unless the whole perturbation approach is extended to higher orders of $J_{2}$, irrespective of the number of iterations that are carried out with the relegation algorithm in the computation of the generating function. However, the computation of higher orders would lead to involved computations related to the coupling of zonal and tesseral harmonics that would happen starting at the third order.

An example of the improvements achieved with different iterations of the relegation is presented in Fig. 7.5 for the semimajor axis. Despite errors improving slower than in the Galileo case, due to the higher eccentricity of the orbit, two iterations of the relegation are enough to get a $90 \%$ improvement in the errors of the semimajor axis. Analogous rates of improvement are found in this particular example for the other orbital elements, which yield a $98 \%$ improvement in $a, e$, and $i$ when the sixth iteration of the relegation is compared to the case in which no tesseral direct corrections are used.


Figure 7.5: Eccentric orbit. Semimajor axis errors of the relegation without (top) and with two (center) and six iterations (bottom plot). Abscissas are orbital periods.

### 7.5 Tesseral resonances

Tesseral effects must be treated differently when the orbital period and the Earth's rotational period are commensurable. That is,

$$
\begin{equation*}
Q\left(\omega_{\oplus}-\frac{\mathrm{d} \Omega}{\mathrm{~d} t}\right)=P\left(\frac{\mathrm{~d} M}{\mathrm{~d} t}+\frac{\mathrm{d} \omega}{\mathrm{~d} t}\right) \tag{7.47}
\end{equation*}
$$

where $P$ and $Q$ are mutually prime integers. In that case, the subsatellite point will repeat its ground trace, ${ }^{1}$ in this way undergoing the same forces periodically in the typical resonance phenomenon. For exact resonances, the dynamics is essentially that of the pendulum, producing long-term oscillations in the pair of variables related to the semimajor axis and the longitude of the ascending node. When the commensurability is only approximate, resonant effects superimpose to a secular rate in the longitude of the ascending node [228].

[^13]In particular, since the rate of variation of $\Omega$ and $\omega$ is small, resonance effects will be apparent when commensurabilities between the mean motion of the orbiter and the rotation rate of the Earth take place-that is, when $\omega_{\oplus} Q \approx n P$. In that case, divisors $n P-\omega_{\oplus} Q$ that may appear in the removal of short-period tesseral effects will prevent convergence of the perturbation solution for orbits close to the resonant regime [77]. The fact that similar offending divisors do not occur in the exact tesseral normalization discussed in $\S 7.3$ just means that a computer program based on it will not break in that case, but the real behavior of a resonant orbit is in no way seized by that perturbation solution. In fact, a trigonometric function whose argument involves a resonant combination of the mean anomaly and the longitude of the node in the rotating frame will evolve slowly for orbits in the corresponding resonant regime. In that case, tesseral resonant terms must remain in the mean-element Hamiltonian after the short-period elimination-an operation that now gets a clear different meaning from the usual normalization procedure based on the removal of the mean anomaly.

Still, the perturbation approach is useful in dealing with resonant orbits, as is illustrated below for typical orbital regimes of global navigation satellite systems.

### 7.5.1 Resonant terms of the geopotential

To remove all the short-period effects from a tesseral perturbation Hamiltonian, it is unavoidable to trace tesseral resonances in the mean anomaly. Then, instead of using the closed-form expression of the disturbing function in Eq. (7.1) with the $V_{i, j}$ functions given by Eq. (7.5), we rather resort to the classical expressions of Kaula [341] in which trigonometric functions of the true anomaly are replaced by traditional expansions in the mean anomaly [78, 557]. Thus,

$$
\frac{r^{n}}{a^{n}} \exp (\mathbf{i} m f)=\sum_{k=-\infty}^{\infty} X_{k}^{m, n}(e) \exp (\mathbf{i} k M)
$$

where the Hansen coefficients $X_{k}^{m, n}=\frac{1}{2 \pi} \int_{0}^{2 \pi}(r / a)^{n} \exp [\mathbf{i}(m f-k M)] \mathrm{d} M$, are commonly expressed in terms of Bessel functions, and are computed using efficient recursion in the literature [231, 234, 562].

Then Eq. (7.1) is written explicitly in the mean anomaly like

$$
\begin{equation*}
\mathcal{P}=-\frac{\mu}{a} \sum_{i \geq 2} \sum_{j=0}^{i} \mathfrak{V}_{i, j}, \tag{7.48}
\end{equation*}
$$

where now

$$
\begin{equation*}
\mathfrak{V}_{i, j}=\frac{R_{\oplus}^{i}}{p^{i}} \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{l=-\infty}^{\infty} G_{i, k, l}(e)\left(C_{i, j} \cos \Psi_{i, j, k, l}+S_{i, j} \sin \Psi_{i, j, k, l}\right), \tag{7.49}
\end{equation*}
$$

in which, using the Delaunay angles $\ell=M, g=\omega, h=\Omega-\omega_{\oplus} t$,

$$
\begin{equation*}
\Psi_{i, j, k, l}=(i-2 k+l) \ell+j h+(i-2 k) g-(i-j)_{\pi} \tag{7.50}
\end{equation*}
$$

Kaula eccentricity functions $G_{i, k, l}=X_{i-2 k+l}^{-i-1, i-2 k}$ are computed as follows [231, 341, 631]. When $l+i=2 k$,

$$
\begin{equation*}
G_{i, k, 2 k-i}=\frac{1}{\eta^{2 i-1}} \sum_{j=0}^{k^{*}-1}\binom{i-1}{2 j+i-2 k^{*}}\binom{2 j+i-2 k^{*}}{j}\left(\frac{e}{2}\right)^{2 j+i-2 k^{*}}, \tag{7.51}
\end{equation*}
$$

in which $k^{*}=k$ if $k \leq i / 2$, and $k^{*}=i-k$ otherwise. When $l+i \neq 2 k$,

$$
G_{i, k, l}=\frac{2^{i}(-\beta)^{|l|}}{(1+\eta)^{i}} \sum_{j=0}^{\infty} P_{i, k^{*}, l^{*}, j} Q_{i, k^{*}, l^{*}, j} \beta^{2 j},
$$

with $k^{*}=k$ and $l^{*}=l$ if $k \leq i / 2$, and $k^{*}=i-k$ and $l^{*}=-l$ otherwise, and

$$
\begin{aligned}
& P_{i, k, l, j}=\sum_{m=0}^{r} \frac{1}{m!}\binom{2 k-2 i}{r-m}\left[\frac{2 k-i-l}{2}(1+\eta)\right]^{m}, \\
& Q_{i, k, l, j}=\sum_{m=0}^{h} \frac{1}{m!}\binom{-2 k}{h-m}\left[\frac{i+l-2 k}{2}(1+\eta)\right]^{m},
\end{aligned}
$$

in which $h=j$ and $r=j+l$ if $l>0$, and $h=j-l$ and $r=j$ otherwise.
The time derivative of $\Psi_{i, j, k, l}$ is arranged in the form

$$
\frac{\mathrm{d} \Psi_{i, j, k, l}}{\mathrm{~d} t}=(i-2 k+l)\left(\frac{\mathrm{d} \ell}{\mathrm{~d} t}+\frac{\mathrm{d} g}{\mathrm{~d} t}\right)+j \frac{\mathrm{~d} h}{\mathrm{~d} t}-l \frac{\mathrm{~d} g}{\mathrm{~d} t},
$$

which, in view of Eq. (7.47), shows that arguments $\Psi_{i, j, k, l}$ with

$$
\begin{equation*}
l=\tilde{l} \equiv(P / Q) j-i+2 k \tag{7.52}
\end{equation*}
$$

will evolve slowly when close to a $Q: P$-tesseral resonance. That is, terms $\Psi_{i, j, k, \tilde{l}}=$ $j[(P / Q)(\ell+g)+h]-\tilde{l} g-(i-j)_{\pi}$ no longer contribute short-period effects in spite of the term in square brackets depending on the fast angles $\ell$ and $h$.

The resonant term is combined to a single variable by means of the canonical transformation $(\lambda, \gamma, \delta, \Lambda, \Gamma, \Delta) \mapsto(\ell, g, h, L, G, H)$ given by

$$
\begin{equation*}
\lambda=\ell+g+\frac{Q}{P} h, \quad \gamma=g, \quad \delta=h \quad \Lambda=L, \quad \Gamma=G-L, \quad \Delta=H-\frac{Q}{P} L, \tag{7.53}
\end{equation*}
$$

where $\lambda$ differs from the mean longitude in a fraction $1-Q / P$ of the argument of the node, and $-L \leq \Gamma \leq 0$. That the transformation (7.53) is canonical is checked from the differential form $\Lambda \mathrm{d} \lambda+\Delta \mathrm{d} \delta+\Gamma \mathrm{d} y=L \mathrm{~d} \ell+G \mathrm{~d} g+H \mathrm{~d} h$ [243]. Different alternatives to Eq. (7.53) may, of course, be explored [325, 434].

Plugging the inverse transformation of Eq. (7.53) into Eq. (7.50) we obtain $\Psi_{i, j, k, l}=$ $(i-2 k+l) \lambda+[j-(i-2 k+l) Q / P] \delta-l y-(i-j)_{\pi}$, which for $Q: P$-resonant coefficients in

Eq. (7.52) yields

$$
\begin{equation*}
\Psi_{i, j, k, \tilde{l}}=j(P / Q) \lambda-\tilde{l} y-(i-j)_{\pi} . \tag{7.54}
\end{equation*}
$$

Therefore, tesseral resonant terms depend only on the longitude of the stroboscopic node $\lambda$ and the argument of the perigee $\gamma$.

The form of the critical arguments (7.54) suggests one to redefine the harmonic coefficients like

$$
S_{i, j}=J_{i, j} \sin (P / Q) j \lambda_{i, j}, \quad C_{i, j}=J_{i, j} \cos (P / Q) j \lambda_{i, j},
$$

which in the particular case $P=Q$ agrees with previous definitions in the literature [106, 341]. Hence, Eq. (7.49) is conveniently replaced by the alternative form

$$
\begin{equation*}
\mathfrak{V}_{i, j}=\frac{R_{\oplus}^{i}}{p^{i}} \sum_{k=0}^{i} \mathcal{F}_{i, j, k}(I) \sum_{l=-\infty}^{\infty} G_{i, k, l}(e) J_{i, j} \cos \left[\Psi_{i, j, k, l}-(P / Q) j \lambda_{i, j}\right] . \tag{7.55}
\end{equation*}
$$

### 7.5.2 Short-period elimination

In the new $P: Q$-resonant variables, the perturbation Hamiltonian in Eqs. (7.29)-(7.31) reads

$$
\begin{align*}
& \mathcal{H}_{0,0}=-\frac{\mu}{2 a}-\omega_{\oplus}\left(\Delta+\frac{Q}{P} \Lambda\right),  \tag{7.56}\\
& \mathcal{H}_{1,0}=-\frac{\mu}{a} \mathfrak{V}_{2,0}  \tag{7.57}\\
& \mathcal{H}_{2,0}=-2 \frac{\mu}{a}\left(\sum_{i \geq 3} \mathfrak{V}_{i, 0}+\sum_{i \geq 2} \sum_{j=1}^{i} \mathfrak{V}_{i, j}\right), \tag{7.58}
\end{align*}
$$

where now $a=\Lambda^{2} / \mu, \eta=1-|\Gamma| / \Lambda$, and $c=[(Q / P) \Lambda+\Delta] /(\Lambda-|\Gamma|)$.
The zeroth-order Hamiltonian (7.56) yields the Lie derivative

$$
\begin{equation*}
\mathcal{L}_{0}=\left\{\quad, \mathcal{H}_{0,0}\right\} \equiv\left(n-\omega_{\oplus} \frac{Q}{P}\right) \frac{\partial}{\partial \lambda}-\omega_{\oplus} \frac{\partial}{\partial \delta} . \tag{7.59}
\end{equation*}
$$

Then the homological equation in the new variables is the partial differential equation

$$
\begin{equation*}
\left(n-\omega_{\oplus} \frac{Q}{P}\right) \frac{\partial \mathcal{W}_{m}}{\partial \lambda}-\omega_{\oplus} \frac{\partial \mathcal{W}_{m}}{\partial \delta}=\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m} \tag{7.60}
\end{equation*}
$$

in which the short-period elimination is achieved by selecting the new Hamiltonian terms free from $\delta$, that is $\mathcal{H}_{0, m}=\left\langle\widetilde{\mathcal{H}}_{0, m}\right\rangle_{\delta}$.

It is clear now that the terms

$$
\begin{equation*}
\left\langle\mathfrak{V}_{i, j}\right\rangle_{\delta}=\frac{R_{\oplus}^{i}}{p^{i}} \sum_{k=0}^{i} \mathcal{F}_{i, j, k} \sum_{l=-\infty}^{\infty} G_{i, k,} J_{i, j} \cos \Psi_{i, j, k, \tilde{l}}^{*}, \tag{7.61}
\end{equation*}
$$

with $\Psi_{i, j, k, i}^{*}=j(P / Q)\left(\lambda-\lambda_{i, j}\right)-\tilde{l} y-(i-j)_{\pi}$, which are kept in the long-term Hamiltonian, entail only long-period effects related to $\gamma$ and $\lambda$. Note that Eq. (7.61) also applies to the case of zonal terms, in which $\left\langle\mathfrak{V}_{i, 0}\right\rangle_{\delta}=\left\langle\mathfrak{V}_{i, 0}\right\rangle_{\ell}$ as expected.

Therefore, at first order,

$$
\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}=-C_{2,0} \frac{\mu}{a} \frac{R_{\oplus}^{2}}{p^{2}} \sum_{k=0}^{2} \mathcal{F}_{2,0, k}(I) \sum_{l=-\infty}^{\infty} G_{2, k, l}(e) \cos \Psi_{2,0, k, l},
$$

in which

$$
\begin{equation*}
\Psi_{2,0, k, l}=(2-2 k+l)\left(\lambda-\frac{Q}{P} \delta\right)-l y . \tag{7.62}
\end{equation*}
$$

The new Hamiltonian term $\mathcal{H}_{0,1}=\left\langle\widetilde{\mathcal{H}}_{0,1}\right\rangle_{\delta}$ is chosen using Eq. (7.61) with $i=2$ and $j=0$. Since $\tilde{l}=2 k-2$, we get

$$
\mathcal{H}_{0,1}=-\frac{\mu}{a}\left\langle\mathfrak{V}_{2,0}\right\rangle_{\delta}=-C_{2,0} \frac{\mu}{a} \frac{R_{\oplus}^{2}}{p^{2}} \sum_{k=0}^{2} \mathcal{F}_{2,0, k}(I) G_{2, k, 2 k-2}(e) \cos \Psi_{2,0, k, 2 k-2},
$$

where $\Psi_{2,0,0,-2}=2 \gamma, \Psi_{2,0,1,0}=0, \Psi_{2,0,2,2}=-2 y$, from Eq. (7.62); $\mathcal{F}_{2,0,0}=\mathcal{F}_{2,0,2}=-\frac{3}{8} s^{2}$, $\mathcal{F}_{2,0,1}=-\frac{1}{2}+\frac{3}{4} s^{2}$, from Eq. (7.4); and $G_{2,0,-2}=G_{2,2,2}=0, G_{2,1,0}=1 / \eta^{3}$, from Eq. (7.51). As expected, $\mathcal{H}_{0,1}$ is exactly the same as given in Eq. (5.60), which is composed only of secular terms.

Next, the first-order homological equation (7.60),

$$
\mathcal{L}_{0}\left(\mathcal{W}_{1}\right)=-C_{2,0} \frac{\mu}{a} \frac{R_{\oplus}^{2}}{p^{2}} \sum_{k=0}^{2} \mathcal{F}_{2,0, k} \sum_{\substack{l=-\infty \\ l \neq l}}^{\infty} G_{2, k, l} \cos \Psi_{2,0, k, l},
$$

is readily solved in view of $\mathcal{L}_{0}\left(\sin \Psi_{2,0, k, l}\right)=(2-2 k+l) n \cos \Psi_{2,0, k, l}$, as obtained from Eqs. (7.59) and (7.62). Therefore

$$
\begin{equation*}
\mathcal{W}_{1}=-C_{2,0} L \frac{R_{\oplus}^{2}}{p^{2}} \sum_{k=0}^{2} \mathcal{F}_{2,0, k}(I) \sum_{\substack{l=-\infty \\ l \neq l}}^{\infty} G_{2, k, l}(e) \frac{\sin \Psi_{2,0, k, l}}{2-2 k+l} . \tag{7.63}
\end{equation*}
$$

It is worth noting that there are no tesseral effects hitherto and, therefore, $\mathcal{W}_{1}$ is just an expanded version of Eq. (5.61) in power series of the eccentricity, save for an integration constant. Indeed it is easy to check from Eqs. (7.63) and (7.62) that $\left\langle\mathcal{W}_{1}\right\rangle_{\ell}=0$, whereas it was not at all the case of Eq. (5.61), as shown by Eq. (5.64).

At second order $\mathcal{L}_{0}\left(\mathcal{W}_{2}\right)=\widetilde{\mathcal{H}}_{0,2}-\mathcal{H}_{0,2}$, where the computable terms $\widetilde{\mathcal{H}}_{0,2}$ are the usual ones given by Eq. (2.37). Because Poisson brackets are invariant with respect to canonical transformations, they can be evaluated in the most convenient set of canonical variables. In consequence, we resort to previously computed values in §5.6. In particular, $\mathcal{W}_{1}$ is obtained by adding to Eq. (5.61) the integration constant $A_{1}$ in Eq. (6.116)
that guarantees that $\left\langle\mathcal{W}_{1}\right\rangle_{\ell}=0$, as happens with Eq. (7.63). As far as we are using here a formal small parameter, both Eqs. (5.61) and (6.116) must be previously multiplied by the oblateness coefficient $C_{2,0}$.

Then, to the already known terms previously computed in Eqs. (5.66), (5.67), and (5.68), which must now to be multiplied by the physical small parameter $C_{2,0}^{2}$, we need to add the term $\mathcal{H}_{2,0}$, given in Eq. (7.58), as well as the additional terms derived from the non-null value of the integration constant $A_{1}$. That is,

$$
\begin{align*}
\left\{\mathcal{H}_{1,0}+\mathcal{H}_{0,1} ; A_{1}\right\}= & C_{2,0}^{2} \frac{3}{16} \frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}}\left\{\eta^{3} s^{2}\left(4-5 s^{2}\right) \beta^{2}(1+2 \eta) \cos 2 g+\frac{1}{16} \frac{p^{2}}{r^{2}}\right. \\
& \left.\times \sum_{j=0}^{2} \sum_{i=-3}^{3} q_{2 j, i}^{\prime} s^{2 j} \cos \left[\left(2 j+i+j_{5}\right) f+2 j g\right]\right\}, \tag{7.64}
\end{align*}
$$

where the coefficients $q_{2 j, i}^{\prime}$ are given in Table 7.1, and $j_{5}=\left\lfloor\frac{1}{2}(j-5)\right\rfloor$ as follows from the index convention in Eq. (6.5).

Table 7.1: Coefficients $q_{2 ; i, i}^{\prime}$ in Eq. (7.64). $q_{0,-3}^{\prime}=q_{0,3}^{\prime}=q_{4,-2}^{\prime}=0$.

| $\boldsymbol{j}$ | $\boldsymbol{i}$ | $\boldsymbol{q}_{2 j, i}^{\prime}$ |
| :--- | :--- | :--- |
| 0 | -2 | $-5 e^{2} s^{4} \beta^{3}$ |
|  | -1 | $-24 s^{4} \beta^{2}(1-\eta)$ |
|  | 0 | $-s^{2} \beta^{3}\left[16+23 s^{2}+\left(48-66 s^{2}\right) \eta+\left(32-61 s^{2}\right) \eta^{2}\right]$ |
|  | 1 | $-8 s^{2} \beta^{2}\left[4+\left(8-15 s^{2}\right) \eta\right]$ |
| 1 | 2 | $-2 s^{2} \beta\left[2\left(4-s^{2}\right)+\left(8-23 s^{2}\right) \eta-\left(16-31 s^{2}\right) \eta^{2}\right]$ |
|  | -3 | $-2 \beta^{3} e^{2}\left(2-3 s^{2}\right)$ |
|  | -2 | $-8\left(2-3 s^{2}\right) \beta^{2}(1-\eta)$ |
|  | -1 | $2 \beta^{3}\left[2+s^{2}+6\left(6-7 s^{2}\right) \eta+\left(26-31 s^{2}\right) \eta^{2}\right]$ |
|  | 0 | $16\left(4-5 s^{2}\right) \beta^{2}(1+2 \eta)$ |
|  | 1 | $2 \beta\left[42-59 s^{2}+2\left(6-7 s^{2}\right) \eta-\left(30-37 s^{2}\right) \eta^{2}\right]$ |
|  | 2 | $24\left(2-3 s^{2}\right)(1-\eta)$ |
| 2 | $6 e\left(2-3 s^{2}\right)(1-\eta)$ |  |
|  | -3 | $-e^{2} \beta^{3}$ |
|  | -1 | $\beta^{3}\left(21+18 \eta+\eta^{2}\right)$ |
| 0 | $40 \beta^{2}(2+\eta)$ |  |
|  | 3 | $3 \beta\left(39-6 \eta-5 \eta^{2}\right)$ |
|  | 2 | $72(1-\eta)$ |
|  | 3 | $15 e(1-\eta)$ |

Next, we choose $\mathcal{H}_{0,2}=\left\langle\widetilde{\mathcal{H}}_{0,2}\right\rangle_{\delta}=\left\langle\mathcal{H}_{2,0}\right\rangle_{\delta}+\left\langle\left\{\mathcal{H}_{1,0}+\mathcal{H}_{0,1} \mathcal{W}_{1}\right\}\right\rangle_{\delta}$, where the last term is obtained by adding to Eq. (5.70), which must first be multiplied by $C_{2,0}^{2}$, the part of

Eq. (7.64) that is free from short-period effects. We finally find

$$
\begin{align*}
\mathcal{H}_{0,2}= & -2 \frac{\mu}{a}\left(\sum_{i \geq 3}\left\langle\mathfrak{V}_{i, 0}\right\rangle_{\delta}+\sum_{i \geq 2} \sum_{j=1}^{i}\left\langle\mathfrak{V}_{i, j}\right\rangle_{\delta}\right)-C_{2,0}^{2} \frac{\mu}{p} \frac{R_{\oplus}^{4}}{p^{4}} \frac{3}{64} \eta^{3}  \tag{7.65}\\
& \times\left\{5\left(8-16 s^{2}+7 s^{4}\right)+4\left(2-3 s^{2}\right)^{2} \eta-\left(8-8 s^{2}-5 s^{4}\right) \eta^{2}\right. \\
& \left.+2\left[4\left(4-5 s^{2}\right) \eta^{2}-5\left(6-7 s^{2}\right)(1+\eta)^{2}\right] \beta^{2} s^{2} \cos 2 \omega\right\},
\end{align*}
$$

with the terms $\left\langle\mathfrak{V}_{i, j}\right\rangle_{\delta}$ computed from Eq. (7.61).

### 7.5.3 The 2:1 resonance. GPS orbits

One notable instance of orbits in deep 2:1 tesseral resonance is the case of GPS orbits. Since these orbits have high altitudes, we only deal with a gravitational model that is truncated to the fifth degree and order. Besides, because of the low eccentricity of this type of orbit, the expansions in the mean anomaly are truncated to the fourth power of the eccentricity for perturbations of the first order of $J_{2}$, and just to the second order of the eccentricity in the case of effects of the second order of $J_{2}$ [434].

The transformation Eq. (7.53) is now particularized for $\lambda=\ell+g+2 h$ and $\Delta=H-2 L$. The long-term Hamiltonian $\mathcal{K}=\mathcal{H}_{0,0}+\mathcal{H}_{0,1}+\frac{1}{2} \mathcal{H}_{0,2}$, which is obtained from Eq. (5.60) and (7.65) after writing everything in terms of the new variables, is rather written like the perturbation of an intermediary [223],

$$
\begin{equation*}
\mathcal{K}=\mathcal{I}_{2: 1}(-,-, \lambda, \Delta, \Gamma, \Lambda)+e \mathcal{P}_{2: 1}(-, \gamma, \lambda, \Delta, \Gamma, \Lambda) . \tag{7.66}
\end{equation*}
$$

In particular, the GPS intermediary takes the form [434]

$$
\begin{align*}
\mathcal{I}_{2: 1}= & -\frac{\mu}{2 a}-\omega_{\oplus}(\Delta+2 \Lambda)+\frac{\mu}{2 a} \frac{1}{16} \\
& \times\left\{\frac{R_{\oplus}^{2}}{a^{2}} 8 J_{2,0} P_{2,0} X_{2,0}+\frac{R_{\oplus}^{3}}{a^{3}} 60 J_{3,2} P_{3,2} X_{3,2} \sin \left(\lambda-\lambda_{3,2}\right)-\frac{3}{2} \frac{R_{\oplus}^{4}}{a^{4}}\right. \\
& \times\left[2 J_{2,0}^{2}\left(Q_{2,0}+Q_{2,2} e^{2}+Q_{2,4} e^{4}\right)-J_{4,0} P_{4,0} X_{4,0}-560 J_{4,4} P_{4,4} X_{4,4}\right. \\
& \left.\left.\times \cos 2\left(\lambda-\lambda_{4,4}\right)\right]+105 \frac{R_{\oplus}^{5}}{a^{5}} J_{5,2} P_{5,2} X_{5,2} \sin \left(\lambda-\lambda_{5,2}\right)\right\}, \tag{7.67}
\end{align*}
$$

where $P_{i, j}, Q_{i, j}$ are the inclination polynomials on the left side of Table 7.2, and $X_{i, j}$ are the eccentricity polynomials on the right side of the same table, which also includes the sectoral harmonic of degree and order five, which will be used in the next example in §7.5.4.

Visual inspection of Eq. (7.67) clearly shows the relevance of the different resonant terms of the intermediary $\mathcal{I}_{2: 1}$, in which the resonant harmonic coefficients $J_{3,2}, J_{4,4}$, and $J_{5,2}$, are multiplied by numeric coefficients that are exceedingly greater than those multiplying the zonal harmonic coefficients.

Table 7.2: Inclination (left) and eccentricity polynomials (right) in Eq. (7.67). Adapted by permission from Springer: [434].

| $P_{2,0}=1-3 c^{2}$ | $X_{2,0}=1+\frac{3}{2} e^{2}+\frac{15}{8} e^{4}$ |
| :--- | :--- |
| $P_{3,2}=s(1+c)(1-3 c)$ | $X_{3,2}=1+2 e^{2}$ |
| $P_{4,0}=3-30 c^{2}+35 c^{4}$ | $X_{4,0}=1+5 e^{2}$ |
| $P_{4,4}=s^{2}(1+c)^{2}$ | $X_{4,4}=1+e^{2}$ |
| $P_{5,2}=s(1+c)\left(1-3 c-9 c^{2}+15 c^{3}\right)$ | $X_{5,2}=1+\frac{13}{2} e^{2}$ |
| $P_{5,5}=s^{2}(1+c)^{3}$ | $X_{5,5}=1-\frac{3}{2} e^{2}$ |
| $Q_{2,0}=1-8 c^{2}+19 c^{4}$ |  |
| $Q_{2,2}=\frac{7}{4}-\frac{41}{2} c^{2}+\frac{243}{4} c^{4}$ |  |
| $Q_{2,4}=\frac{13}{8}-36 c^{2}+\frac{1027}{8} c^{4}$ |  |

As a first approach, we may neglect the eccentricity contribution in second-order terms of the resonant Hamiltonian (7.66) for orbits with very low eccentricity. Thus, on the one hand, save for $X_{2,0}$, the eccentricity polynomials in Table 7.2 are simplified to unity. On the other hand, the perturbation of the intermediary is neglected because it is multiplied by $e$. Hence, $\mathcal{K} \approx \mathcal{I}_{2: 1}(\lambda, \Lambda ; \Gamma, \Delta)$, and the problem is reduced to a one-degree-offreedom Hamiltonian in the longitude of the stroboscopic node $\lambda$ and its conjugate momentum $\Lambda$, which only depends on the semimajor axis. Therefore, the reduced integrable flow can be visualized with simple contour plots of Eq. (7.67).

A sample visualization of the reduced flow in the $(\lambda, a)$ plane is presented in Fig. 7.6 for the values of the (dynamical) parameters $\Delta$ and $\Gamma$ corresponding to a loweccentricity GPS-type orbit with mean elements $a=26560 \mathrm{~km}, e=0.001, i=55 \mathrm{deg}$. The position that one of the GPS satellites would occupy is superimposed in Fig. 7.6 to the contour plots of the intermediary. In particular, we used the initial conditions of GPS-53 (E2) given in [26].

On the other hand, the eccentricity of actual GPS orbits can be close to one hundredth and its effect cannot be neglected in general. Then the perturbation of the intermediary $\mathcal{P}_{2: 1}$ must be taken into account, at least for those terms that do not depend on $e$. Namely

$$
\begin{align*}
\mathcal{P}_{2: 1}= & \frac{\mu}{2 a} \frac{3}{4}\left\{\frac{R_{\oplus}^{3}}{a^{3}} J_{3,0} T_{3,0} \sin \gamma+\frac{5}{4} \frac{R_{\oplus}^{5}}{a^{5}} J_{5,0} T_{5,0} \sin \gamma\right. \\
& +\frac{R_{\oplus}^{2}}{a^{2}} J_{2,2}\left[6 T_{2,2,-1} \cos \left(\gamma-\lambda+\lambda_{2,2}\right)-T_{2,2,1} \cos \left(\gamma+\lambda+\lambda_{2,2}\right)\right] \\
& +\frac{R_{\oplus}^{4}}{a^{4}} J_{4,2}\left[\frac{75}{4} T_{4,2,-1} \cos \left(\gamma-\lambda+\lambda_{4,2}\right)-\frac{5}{2} T_{4,2,1} \cos \left(\gamma+\lambda-\lambda_{4,2}\right)\right] \\
& \left.-630 \frac{R_{\oplus}^{5}}{a^{5}} J_{5,4} T_{5,4} \sin \left(\gamma-2 \lambda+2 \lambda_{5,4}\right)\right\}+\mathcal{O}(e), \tag{7.68}
\end{align*}
$$



Figure 7.6: Sample phase space of the intermediary (7.67) with the position of a GPS satellite superimposed (black spot).
where the inclination polynomials $T_{j, k, l}$ are given in Table 7.3. For the actual values of the Earth's harmonic coefficients, the most relevant effect on the perturbation is due to the $J_{2,2}$ term.

Table 7.3: Inclination polynomials in Eq. (7.68). Adapted by permission from Springer: [434].

| $T_{2,2,-1}=s^{2}$ | $T_{2,2,1}=(1+c)^{2}$ | $T_{3,0}=\left(1-5 c^{2}\right) s$ |
| :--- | :--- | :--- |
| $T_{4,2,-1}=s^{2}\left(1-7 c^{2}\right)$ | $T_{4,2,1}=(1+c)^{2}\left(1-7 c+7 c^{2}\right)$ |  |
| $T_{5,0}=\left(1-14 c^{2}+21 c^{4}\right) s$ | $T_{5,4}=s^{3}(1+c)(1-5 c)$ |  |

Now the GPS long-term Hamiltonian (7.66) remains of two degrees of freedom, yet the integration of its Hamilton equations evolves with very long step sizes and is very effective. The short-period tesseral effects can be recovered analytically at each integration step from the transformation equations of the short-period elimination. In fact, the numerical integration fits quite well when superimposed to the contour plot of Fig. 7.6; cf. [434]. Alternatively, the long-term dynamics can be explored with the usual tools of non-linear dynamics such as Poincaré surfaces of section [187].

### 7.5.4 The 5:3 resonance. Galileo disposal orbits

Galileo operational satellites move in almost circular, 17 to 10 repeat groundtrack orbits at an altitude of about $23,222 \mathrm{~km}$ over the surface of the Earth and $56^{\circ}$ of nominal inclination. ${ }^{2}$ Due to the high altitude, tesseral resonance effects stemming from the

[^14]repetition of the ground trace are insignificant, but this orbital regime is not so far from the 5 to 3 commensurability with the Earth's rotation period that may affect defunct satellites disposed a few hundred kilometers above the operational orbits.

Focusing on the 5:3-tesseral resonance, the stroboscopic canonical transformation (7.53) yields $\lambda=\ell+g+(5 / 3) h$ and $\Delta=H-(5 / 3) L$. Then the long-term Hamiltonian is again rearranged in the form of a perturbed intermediary $\mathcal{K}=\mathcal{I}_{5: 3}(-,-, \lambda, \Delta, \Gamma, \Lambda)+$ $e \mathcal{P}_{5: 3}(-, \gamma, \lambda, \Delta, \Gamma, \Lambda)$, where

$$
\begin{align*}
\mathcal{I}_{5: 3}= & -\frac{\mu}{2 a}-\omega_{\oplus}\left(\Delta+\frac{5}{3} \Lambda\right)+\frac{\mu}{2 a}\left\{\frac{R_{\oplus}^{2}}{a^{2}} \frac{1}{2} J_{2,0} P_{2,0} X_{2,0}\right. \\
& -\frac{3}{32} \frac{R_{\oplus}^{4}}{a^{4}}\left[2 J_{2,0}^{2}\left(Q_{2,0}+Q_{2,2} e^{2}+Q_{2,4} e^{4}\right)-J_{4,0} P_{4,0} X_{4,0}\right] \\
& \left.+\frac{4725}{16} \frac{R_{\oplus}^{5}}{a^{5}} J_{5,5} P_{5,5} X_{5,5} \cos \left(\lambda+\lambda_{5,5}\right)\right\}, \tag{7.69}
\end{align*}
$$

in which $P_{j, k}, Q_{j, k}$, and $X_{j, k}$ were previously given in Table 7.2.
The eccentricity of Galileo orbits is now much smaller than in the GPS case, and, therefore, the disturbing effects of the perturbation $\mathcal{P}_{5: 3}$ are no longer relevant, thus yielding an integrable system.

The pendulum-type dynamics of 5:3-resonant orbits is illustrated in Fig. 7.7 for the dynamical parameters $\Delta$ and $\Gamma$ corresponding to a Galileo-type orbit ( $I=56^{\circ}, e=$ $0.001) 400 \mathrm{~km}$ above the nominal constellation. Now, the oscillations of the semimajor axis in the libration region reduce their maximum amplitude to about $\pm 1.2 \mathrm{~km}$, that is, about one fifth of the case of the 1:2 resonance. For the latter, the amplitude of the oscillations of the semimajor axis in the libration region can reach $\sim \pm 6 \mathrm{~km}$, as observed in Fig. 7.6.


Figure 7.7: Sample phase space of the intermediary (7.69) showing the 5 to 3 tesseral resonance ( $I=56^{\circ}, e=0.001$ ) [443].

## 8 Lunisolar perturbations

Effects of the Moon and the Sun on close-Earth orbits are clearly observable and must be taken into account when modeling their dynamics. The artificial satellite problem is then set in the framework of the restricted $n$-body problem. However, in those cases in which lunisolar effects are small compared to the gravitational attraction of the Earth, the problem can still be cast in the form of perturbed Keplerian motion about the Earth, and, therefore, be approached by Hamiltonian perturbations. To this aim, the third-body disturbing function is customarily expanded in the ratio of the distances from the central body to the satellite and to the perturber as an infinite series in Legendre polynomials. In most cases, the disturbing function of the Sun can be truncated to the first term of the series, yet the correct modeling of the lunar disturbing function may need higher-order truncations in some orbital regimes.

On the other hand, because the coupling of third-body and geopotential perturbations only yields higher-order effects, both perturbations are customarily treated separately. For third-body perturbations, the solution can be computed in closed form of the eccentricity of the orbits of the satellite and the disturbing bodies. However, because the eccentricities of the orbits of both the Moon and the Sun relative to the Earth are small, it is customary to simplify the perturbation series by making expansions in the eccentricity of each third-body orbit.

Lunisolar perturbations make the Hamiltonian time-dependent because they depend on the positions of these bodies, which need to be taken either from an ephemeris database or from analytical ephemeris. ${ }^{1}$ However, dealing explicitly with time is avoided in the construction of the perturbation solution by moving to the extended phase space.

Lunisolar resonances are common and profuse, and hence motion under thirdbody perturbations is preferably integrated semi-analytically. Out of resonances, in addition to removing the mean anomaly of the satellite, removing the mean anomalies of the Moon and the Sun by perturbations notably speeds the semi-analytical integration. A general picture of the perturbed dynamics can then be obtained from the fast propagation of different trajectories.

### 8.1 The third-body potential

Under the assumption of point masses, $m, m_{\oplus}$, and $m_{\star}$, for the satellite, the Earth, and a disturbing body, respectively, the acceleration of the satellite in an inertial frame is

[^15]https://doi.org/10.1515/9783110668513-008
given by Newton's gravitational law,
\[

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{\rho}}{\mathrm{~d} t^{2}}=-\mathcal{G} m_{\oplus} \frac{\boldsymbol{\rho}-\boldsymbol{\rho}_{\oplus}}{\left\|\boldsymbol{\rho}-\boldsymbol{\rho}_{\oplus}\right\|^{3}}-\mathcal{G} m_{\star} \frac{\boldsymbol{\rho}-\boldsymbol{\rho}_{\star}}{\left\|\boldsymbol{\rho}-\boldsymbol{\rho}_{\star}\right\|^{3}} \tag{8.1}
\end{equation*}
$$

\]

where $\boldsymbol{\rho}, \boldsymbol{\rho}_{\oplus}$, and $\boldsymbol{\rho}_{\star}$, are the position vectors of the satellite, the Earth, and the disturbing body, respectively, and $\mathcal{G}$ is the gravitational constant. Analogously, for the Earth

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{\rho}_{\oplus}}{\mathrm{d} t^{2}}=-\mathcal{G} m_{\star} \frac{\boldsymbol{\rho}_{\oplus}-\boldsymbol{\rho}_{\star}}{\left\|\boldsymbol{\rho}_{\oplus}-\boldsymbol{\rho}_{\star}\right\|^{3}}-\mathcal{G} m \frac{\boldsymbol{\rho}_{\oplus}-\boldsymbol{\rho}}{\left\|\boldsymbol{\rho}_{\oplus}-\boldsymbol{\rho}\right\|^{3}}, \tag{8.2}
\end{equation*}
$$

and a similar equation applies for the acceleration of the disturbing body.
Denoting $\boldsymbol{r}=\boldsymbol{\rho}-\boldsymbol{\rho}_{\oplus}, r=\|\boldsymbol{r}\|, \boldsymbol{r}_{\star}=\boldsymbol{\rho}_{\star}-\boldsymbol{\rho}_{\oplus}, r_{\star}=\left\|\boldsymbol{r}_{\star}\right\|$, and subtracting Eqs. (8.1) and (8.2), we obtain

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{r}}{\mathrm{~d} t^{2}}=-\mathcal{G}\left(m+m_{\oplus}\right) \frac{\boldsymbol{r}}{\boldsymbol{r}^{3}}-\mathcal{G} m_{\star}\left(\frac{\boldsymbol{r}-\boldsymbol{r}_{\star}}{\left\|\boldsymbol{r}-\boldsymbol{r}_{\star}\right\|^{3}}+\frac{\boldsymbol{r}_{\star}}{\boldsymbol{r}_{\star}^{3}}\right), \tag{8.3}
\end{equation*}
$$

which shows that the acceleration of the satellite relative to the Earth can be derived from the potential $\mathcal{V}=-\mu / r+\mathcal{V}_{\star}$ in which

$$
\begin{equation*}
\mathcal{V}_{\star}=-\frac{\mu_{\star}}{r_{\star}} \chi_{\star}\left(\frac{r_{\star}}{\left\|\boldsymbol{r}-\boldsymbol{r}_{\star}\right\|}-\frac{\boldsymbol{r} \cdot \boldsymbol{r}_{\star}}{r_{\star}^{2}}\right), \tag{8.4}
\end{equation*}
$$

where $\mu_{\star}=\mathcal{G}\left(m_{\star}+m_{\oplus}\right)$, and $\chi_{\star}=m_{\star} /\left(m_{\star}+m_{\oplus}\right)$.

### 8.1.1 Expansion of the potential for a close-Earth satellite

For a close-Earth satellite $r / r_{\star} \ll 1$, and we write

$$
\left\|\boldsymbol{r}-\boldsymbol{r}_{\star}\right\|=r_{\star} \sqrt{1-2\left(r / r_{\star}\right) \cos \psi_{\star}+\left(r / r_{\star}\right)^{2}}
$$

where $\psi_{\star}$ is the angle encompassed by the directions from the Earth of the satellite $\hat{\boldsymbol{r}}=\boldsymbol{r} / r$ and the disturbing body $\hat{\boldsymbol{r}}_{\star}=\boldsymbol{r}_{\star} / r_{\star}$. That is,

$$
\begin{equation*}
\cos \psi_{\star}=\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{r}}_{\star}=\frac{x x_{\star}+y y_{\star}+z z_{\star}}{r r_{\star}} . \tag{8.5}
\end{equation*}
$$

In that case, the right side of Eq. (8.4) is conveniently replaced by the Legendre polynomial expansion,

$$
\begin{equation*}
\mathcal{V}_{\star}=-\chi_{\star} \frac{n_{\star}^{2} a_{\star}^{3}}{r_{\star}} \sum_{i \geq 2} \frac{r^{i}}{r_{\star}^{i}} P_{i}\left(\cos \psi_{\star}\right), \tag{8.6}
\end{equation*}
$$

where the gravitational parameter of the third body is written in terms of the semimajor axis $a_{\star}$ and the mean motion $n_{\star}$ of its orbit relative to the Earth, and the Legen-
dre polynomials $P_{i}$ are given by the usual binomial expansion of Rodrigues' formula [314, 320, 569],

$$
\begin{equation*}
P_{i}\left(\cos \psi_{\star}\right)=\frac{1}{2^{i}} \sum_{l=0}^{i_{0}}(-1)^{l}\binom{i}{l}\binom{2 i-2 l}{i} \cos ^{i-2 l} \psi_{\star} \tag{8.7}
\end{equation*}
$$

where $i_{0}=\left\lfloor\frac{1}{2} i\right\rfloor$ from Eq. (6.5). The term $-\mu_{\star} / r_{\star}$ has been neglected in Eq. (8.6) because it brings about a null contribution to the satellite acceleration in Eq. (8.3).

The reasoning used in deriving the disturbing potential Eq. (8.4) does not change when adding more masses to the system. Therefore, the lunisolar disturbing potential of a close-Earth satellite will be made of both $\mathcal{V}_{\odot}$ and $\mathcal{V}_{\mathbb{\square}}$, each of which is given by Eq. (8.4). For most applications, the Legendre polynomial expansion of the former can be truncated to the second degree, but the latter may require one to take up to the Legendre polynomial $P_{6}$ into account in the case of orbits of common space telescopes [436]. Besides, $\chi_{\mathbb{~}}=1 / 82.28$ whereas $\chi_{\odot}$ is taken the unity.

### 8.1.2 The disturbing potential in the apsidal frame

Short-period terms of the expanded third-body disturbing potential (8.6) are effectively isolated when the direction of the massless body is given by its components in the apsidal frame ( $O, \hat{\boldsymbol{e}}, \hat{\boldsymbol{b}}, \boldsymbol{n}$ ) defined in §4.5.1. Because third-body perturbations are conveniently handled in terms of the eccentric anomaly [158, 302, 342], we follow the steps in [425] and rearrange Eq. (8.6) like

$$
\begin{equation*}
\mathcal{V}_{\star}=-\frac{\mu}{2 a} \chi_{\star} \frac{n_{\star}^{2}}{n^{2}} \frac{a_{\star}^{3}}{r_{\star}^{3}} \frac{a}{r} \sum_{i \geq 2} \frac{1}{2^{i-1}} \frac{a^{i-2}}{r_{\star}^{i-2}} V_{i}, \tag{8.8}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{i}=\sum_{l=0}^{i_{0}}(-1) l\binom{i}{l}\binom{2 i-2 l}{i} \frac{r^{2 l+1}}{a^{2 l+1}}\left(\frac{r}{a} \cos \psi_{\star}\right)^{i-2 l} . \tag{8.9}
\end{equation*}
$$

Analogously to the geopotential case, we left the coefficient $a / r$ out of the summation in Eq. (8.8) to ease closed-form integration, as will become evident later.

Now, Eq. (8.9) is written in the apsidal frame by first replacing Eq. (4.50) into Eq. (8.5) and use the geometric relations (4.71) to obtain

$$
\begin{equation*}
\frac{r}{a} \cos \psi_{\star}=\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)(\cos u-e)+\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right) \eta \sin u, \tag{8.10}
\end{equation*}
$$

from which, using the binomial expansion,

$$
\begin{align*}
\left(\frac{r}{a} \cos \psi_{\star}\right)^{i-2 l}= & \sum_{k=0}^{i-2 l}\binom{i-2 l}{k}\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{k}(\cos u-e)^{k} \\
& \times\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{i-2 l-k} \eta^{i-2 l-k} \sin ^{i-2 l-k} u \tag{8.11}
\end{align*}
$$

where

$$
\begin{equation*}
(\cos u-e)^{k}=\sum_{m=0}^{k}\binom{k}{m}(-1)^{m} e^{m} \cos ^{k-m} u . \tag{8.12}
\end{equation*}
$$

Next, from Eq. (4.26),

$$
\begin{equation*}
\frac{r^{2 l+1}}{a^{2 l+1}}=(1-e \cos u)^{2 l+1}=\sum_{j=0}^{2 l+1}\binom{2 l+1}{j}(-1)^{j} e^{j} \cos ^{j} u . \tag{8.13}
\end{equation*}
$$

Hence,

$$
\begin{align*}
V_{i}= & \sum_{l=0}^{i_{0}}\binom{i}{l}\binom{2 i-2 l}{i} \sum_{j=0}^{2 l+1}\binom{2 l+1}{j} \sum_{k=0}^{i-2 l}\binom{i-2 l}{k} \sum_{m=0}^{k}\binom{k}{m} e^{j+m}\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{k} \\
& \times(-1)^{j+l+m} \eta^{i-2 l-k}\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{i-2 l-k} \cos ^{j+k-m} u \sin ^{i-2 l-k} u . \tag{8.14}
\end{align*}
$$

### 8.2 Long-term motion. The extended phase space

The lunisolar perturbations Hamiltonian is $\mathcal{H}=-\frac{1}{2}(\mu / a)+\mathcal{V}_{\mathbb{Q}}+\mathcal{V}_{\odot}$, in which solar and lunar ephemerides are known functions of time. While Deprit's perturbation algorithm by Lie transforms also applies to time-dependent Hamiltonians [151], descriptions in Chapter 2 were constrained to the case of conservative Hamiltonians. Therefore, the time dependency is avoided using the homogeneous formalism [558, 621] by introducing a new coordinate $\tau=t$ and conjugate momentum $T=-\mathcal{H}+$ const, such that, in the extended phase space ( $\ell, g, h, \tau, L, G, H, T$ ), the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=-\frac{\mu}{2 a}+T+\mathcal{V}_{\widetilde{ }}(\ell, g, h, \tau, L, G, H,-)+\mathcal{V}_{\odot}(\ell, g, h, \tau, L, G, H,-) \tag{8.15}
\end{equation*}
$$

is conservative.
The Hamiltonian (8.15) accepts the usual perturbation arrangement in Eq. (2.30), in which the small parameter $\varepsilon$ is formal and, because the disturbing effects of the Sun and the Moon on close-Earth orbits are of the same order,

$$
\begin{align*}
& \mathcal{H}_{0,0}=-\frac{\mu}{2 a},  \tag{8.16}\\
& \mathcal{H}_{1,0}=T,  \tag{8.17}\\
& \mathcal{H}_{2,0}=2!\left(\mathcal{V}_{\mathbb{O}}+\mathcal{V}_{\odot}\right), \tag{8.18}
\end{align*}
$$

and $\mathcal{H}_{m, 0}=0$ for $m \geq 3$. The third-body disturbing potentials are replaced by their Legendre polynomials expansion in Eq. (8.6) with $\star \equiv \odot$ and $\star \equiv \mathbb{\checkmark}$, respectively. The factorial 2 that scales $\mathcal{H}_{2,0}$ has been prepended to compensate the corresponding divisor in the Hamiltonian arrangement.

Since $\mathcal{H}_{0,0}$ continues to be the Keplerian, the Lie derivative remains Eq. (4.66). However, Poisson brackets that eventually appear in the Lie transforms procedure must be evaluated in the extended phase space to properly take the time dependency into account. On the other hand, with the perturbation arrangement of Eqs. (8.16)(8.18), time-dependency issues are relegated to the third order of the perturbation approach. By now, we limit ourselves to this particular case and constrain the removal of short-period effects from Hamiltonian (8.15) up to the second order of $\varepsilon$.

Thus, at the first order we choose $\mathcal{H}_{0,1}=T$ and $\mathcal{W}_{1}=0$. At the second order the known terms are $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}$. Then, from Eq. (8.18), we choose

$$
\begin{equation*}
\mathcal{H}_{0,2}=2\left\langle\mathcal{V}_{\bigcirc}\right\rangle_{\ell}+2\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}, \tag{8.19}
\end{equation*}
$$

and compute $\mathcal{W}_{2}$ from the homological equation (4.68). Namely,

$$
\begin{equation*}
\mathcal{W}_{2}=\frac{2}{n} \int\left(\mathcal{V}_{\overparen{ }}-\left\langle\mathcal{V}_{\circlearrowleft}\right\rangle_{\ell}\right) \mathrm{d} \ell+\frac{2}{n} \int\left(\mathcal{V}_{\odot}-\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}\right) \mathrm{d} \ell . \tag{8.20}
\end{equation*}
$$

### 8.2.1 Short-period elimination by Lie transforms

The term $\mathcal{H}_{0,2}$ in Eq. (8.19) is computed in closed form with the help of the differential relation (4.62). Namely, $\left\langle\mathcal{V}_{\star}\right\rangle_{\ell}=\left\langle\mathcal{V}_{\star}(r / a)\right\rangle_{u}$, which now makes the reasons for having left the term $a / r$ out of the summation in Eq. (8.8) evident. We obtain

$$
\begin{equation*}
\left\langle\mathcal{V}_{\star}\right\rangle_{\ell}=-\chi_{\star} \frac{\mu}{2 a} \frac{n_{\star}^{2}}{n^{2}} \frac{a_{\star}^{3}}{r_{\star}^{3}} \sum_{i \geq 2} \frac{1}{2^{i-1}} \frac{a^{i-2}}{r_{\star}^{i-2}}\left\langle V_{i}\right\rangle_{u} . \tag{8.21}
\end{equation*}
$$

To compute $\left\langle V_{i}\right\rangle_{u}$, we convert the trigonometric functions of $u$ into trigonometric polynomials in $u$. From standard relations between exponentials and circular functions [341], we obtain

$$
\begin{align*}
\cos ^{j+k-m} u \sin ^{i-2 l-k} u= & \frac{(-\mathbf{i})^{i-k-2 l}}{2^{i+j-m-2 l}} \sum_{q=0}^{i-k-2 l j+k-m} \sum_{t=0}^{i-k-2 l}\binom{i-k}{q}(-1)^{q} \\
& \times\binom{ j+k-m}{t}[\cos 2(\tilde{q}-q) u+\mathbf{i} \sin 2(\tilde{q}-q) u], \tag{8.22}
\end{align*}
$$

where $\tilde{q}=\frac{1}{2}(i+j-m)-l-t$. That all the terms of Eq. (8.22) are periodic save for those in which $q=\tilde{q}$, which in turn requires $i+j-m$ to be even, is now evident. Hence,

$$
\begin{align*}
\left\langle V_{i}\right\rangle_{u}= & \sum_{l=0}^{i_{0}}\binom{i}{l}\binom{2 i-2 l}{i} \sum_{j=0}^{2 l+1}\binom{2 l+1}{j} \sum_{k=0}^{i-2 l}\binom{i-2 l}{k} \sum_{m=0}^{k}\binom{k}{m} \\
& \times \Xi_{j+k-m}^{i-2 l-k}(-1)^{j+l+m} e^{j+m}\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{k}\left(\eta \hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{i-k-2 l}, \tag{8.23}
\end{align*}
$$

where the coefficient $\Xi_{j+k-m}^{i-2 l-k}=\left\langle\cos ^{j+k-m} u \sin ^{i-2 l-k} u\right\rangle_{u}$ is obtained making $q=\tilde{q}$ in the right side of Eq. (8.22). Note that $i-k$ must be even to remove the imaginary unit. Therefore, the calculation of Eq. (8.21) is completed, and the long-term Hamiltonian is obtained after replacing original by prime variables in Eq. (8.19).

The generating function (8.20) is now computed from Eq. (4.70) either for the lunar or for the solar perturbations. That is, $\mathcal{W}_{2}=2 \mathcal{W}_{\odot}+2 \mathcal{W}_{马}$, where

$$
\begin{equation*}
\mathcal{W}_{\star}=-\chi_{\star} L \frac{n_{\star}^{2}}{n^{2}} \frac{a_{\star}^{3}}{r_{\star}^{3}} \sum_{i \geq 2} \frac{1}{2^{i}} \frac{a^{i-2}}{r_{\star}^{i-2}}\left[\left\langle V_{i}\right\rangle_{u} e \sin u+\int\left(V_{i}-\left\langle V_{i}\right\rangle_{u}\right) \mathrm{d} u\right] . \tag{8.24}
\end{equation*}
$$

The integrand $V_{i}-\left\langle V_{i}\right\rangle_{u}$ consists of purely periodic terms in $u$, which are obtained from Eq. (8.14) by simply avoiding the value $q=\tilde{q}$ in the corresponding summation of Eq. (8.22). Then the required integration is readily solved; cf. [425].

### 8.2.2 Averaged flow in vectorial elements

Due to the abundance of resonances between the mean motions of Moon and Sun, and the rate of variation of the orbital elements of the satellite [128, 240], further simplifications of the third-body disturbing potential are not generally pursued. Rather, the flow stemming from the mean-element Hamiltonian

$$
\begin{equation*}
\mathcal{K}=\mathcal{K}_{0,0}+\mathcal{K}_{1,0}+\frac{1}{2} \mathcal{K}_{2,0} \tag{8.25}
\end{equation*}
$$

where $\mathcal{K}_{0,0}=-\mu /(2 a)$ is now constant, $\mathcal{K}_{1,0}=T$, and $\mathcal{K}_{2,0}=\mathcal{H}_{0,2}$ is given by Eqs. (8.19) and (8.21) after rewritten in prime (mean) variables, is numerically integrated. At each time of the numerical integration, which proceeds with long steps and is very efficient, osculating elements may be recovered by evaluation of the analytical short-period corrections derived in the usual way from the generating function $\mathcal{W}=\mathcal{W}_{\mathbb{G}}+\mathcal{W}_{\odot}$ obtained from Eq. (8.24).

When high orders of the Legendre polynomials expansion of the disturbing potential are needed, the integration of the variations of the vectorial elements defining the apsidal frame is specially efficient [425]. In particular, the variations of the mean vectorial elements $\boldsymbol{\eta}=\boldsymbol{G} / L^{\prime}=\eta \boldsymbol{n}, \boldsymbol{e}=e \hat{\boldsymbol{e}}$, have been previously given in Eqs. (4.60)(4.61). In order to use them here, we only need to make $\mathcal{Q} \equiv-\left(1 / L^{\prime}\right)\left\langle\mathcal{V}_{\star}\right\rangle_{\ell}$ for each of the disturbing bodies, using Eq. (8.21), and write $\hat{\boldsymbol{e}}$ and $\boldsymbol{n}$ in Eq. (8.23) in terms of the nondimensional magnitudes $\boldsymbol{e}$ and $\boldsymbol{\eta}$, respectively.

To do that, we replace

$$
e^{j+m}\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{k}\left(\eta \hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{i-k-2 l}=(\boldsymbol{e} \cdot \boldsymbol{e})^{\frac{j+m-k}{2}}\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{k}\left[\eta^{2}\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}\right]^{\frac{i-k}{2}-l}
$$

in Eq. (8.23) and remove the dependence on the unit vector $\hat{\boldsymbol{b}}$ using the identity

$$
\begin{equation*}
\left\|\hat{\boldsymbol{r}}_{\star}\right\|^{2}=\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}+\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}+\left(\boldsymbol{n} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}=1 . \tag{8.26}
\end{equation*}
$$

Namely, $\eta^{2}\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}=X-\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{2}$, where $X=X\left(\boldsymbol{e}, \boldsymbol{\eta}, \hat{\boldsymbol{r}}_{\star}\right) \equiv 1-e^{2}+\xi^{2}-\zeta^{2}$, with $\xi=\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}$, $\zeta=\boldsymbol{\eta} \cdot \hat{\boldsymbol{r}}_{\star}$. After a new binomial expansion, we readily obtain

$$
\begin{align*}
\left\langle V_{i}\right\rangle_{u}= & \sum_{l=0}^{i_{0}}\binom{i}{l}\binom{2 i-2 l}{i} \sum_{j=0}^{2 l+1}\binom{2 l+1}{j} \sum_{k=0}^{i-2 l}\binom{i-2 l}{k} \sum_{m=0}^{k}\binom{k}{m} \Xi_{j+k-m}^{i-2 l-k} \\
& \times \sum_{s=0}^{\frac{i-k}{2}-l}\binom{\frac{i-k}{2}-l}{s}(-1)^{j+l+m+s} e^{j+m-k-2 s} \xi^{2 s+k} X^{\frac{i-k}{2}-l-s}, \tag{8.27}
\end{align*}
$$

which only depends on $\boldsymbol{e}$, and $\boldsymbol{\eta}$, as desired, as well as on the disturbing body direction $\hat{\boldsymbol{r}}_{\star}$. The first few terms $\left\langle V_{i}\right\rangle_{u}$ are displayed in Table 8.1.

Table 8.1: Some terms $\left\langle V_{i}\right\rangle_{u}$, given by Eq. (8.27)-after [425].

```
\(\left\langle V_{2}\right\rangle_{u}=1-3\left(2 e^{2}-5 \xi^{2}+\zeta^{2}\right)\)
\(\left\langle V_{3}\right\rangle_{u}=-\frac{5}{2} \xi\left[3\left(1-8^{2}\right)-15 \zeta^{2}+35 \xi^{2}\right]\)
\(\left\langle V_{4}\right\rangle_{u}=\frac{3}{4}\left\{3-20 e^{2}+80 e^{4}+10\left[7\left(1-10 e^{2}\right) \xi^{2}-\left(3-10 e^{2}\right) \zeta^{2}\right]+35\left(21 \xi^{4}-14 \zeta^{2} \xi^{2}+\zeta^{4}\right)\right\}\)
\(\left\langle V_{5}\right\rangle_{u}=-\frac{3}{4} \xi\left\{35\left(1-8 e^{2}+40 e^{4}\right)+490\left[\left(1-12 e^{2}\right) \xi^{2}-\left(1-4 e^{2}\right) \zeta^{2}\right]+147\left(33 \xi^{4}-30 \zeta^{2} \xi^{2}+5 \zeta^{4}\right)\right\}\)
\(\left\langle V_{6}\right\rangle_{u}=\frac{1}{4}\left\{5\left(5-42 e^{2}+168 e^{4}-560 e^{6}\right)+105\left[3\left(3-28 e^{2}+168 e^{4}\right) \xi^{2}-\left(5-28 e^{2}+56 e^{4}\right) \zeta^{2}\right]\right.\)
    \(+315\left[\left(5-14 e^{2}\right) \zeta^{4}-18\left(3-14 e^{2}\right) \zeta^{2} \xi^{2}+33\left(1-14 e^{2}\right) \xi^{4}\right]+231\left(429 \xi^{6}-495 \zeta^{2} \xi^{4}\right.\)
        \(\left.\left.+135 \zeta^{4} \xi^{2}-5 \zeta^{6}\right)\right\}\)
\(\left\langle V_{7}\right\rangle_{u}=-\frac{9}{16} \xi\left\{35\left(5-48 e^{2}+224 e^{4}-896 e^{6}\right)+105\left[11\left(3-32 e^{2}+224 e^{4}\right) \xi^{2}-3\left(15-96 e^{2}\right.\right.\right.\)
    \(\left.\left.+224 e^{4}\right) \zeta^{2}\right]+231\left[143\left(1-16 e^{2}\right) \xi^{4}-110\left(3-16 e^{2}\right) \zeta^{2} \xi^{2}+15\left(5-16 e^{2}\right) \zeta^{4}\right]+429\left(715 \xi^{6}\right.\)
    \(\left.\left.-1001 \zeta^{2} \xi^{4}+385 \zeta^{4} \xi^{2}-35 \zeta^{6}\right)\right\}\)
\(\left\langle V_{8}\right\rangle_{u}=\frac{5}{64}\left\{7\left(35-360 e^{2}+1728 e^{4}-5376 e^{6}+16128 e^{8}\right)+252\left[11\left(5-54 e^{2}+288 e^{4}-1344 e^{6}\right) \xi^{2}\right.\right.\)
    \(\left.-\left(35-270 e^{2}+864 e^{4}-1344 e^{6}\right) \zeta^{2}\right]+1386\left[143\left(1-12 e^{2}+96 e^{4}\right) \xi^{4}-66\left(5-36 e^{2}\right.\right.\)
    \(\left.\left.+96 e^{4}\right) \zeta^{2} \xi^{2}+\left(35-180 e^{2}+288 e^{4}\right) \zeta^{4}\right]+12012\left[143\left(1-18 e^{2}\right) \xi^{6}+33\left(5-18 e^{2}\right) \xi^{2} \zeta^{4}\right.\)
    \(\left.-429\left(1-6 e^{2}\right) \xi^{4} \zeta^{2}-\left(7-18 e^{2}\right) \zeta^{6}\right]+6435\left(2431 \xi^{8}-4004 \zeta^{2} \xi^{6}+2002 \zeta^{4} \xi^{4}-308 \zeta^{6} \xi^{2}\right.\)
    \(\left.\left.+7 \zeta^{8}\right)\right\}\)
```

The variation equations of the averaged flow, Eqs. (4.60)-(4.61), are then derived from Eqs. (8.21) and (8.27) taking into account that

$$
\begin{array}{lll}
\nabla_{\boldsymbol{\eta}}(\boldsymbol{e} \cdot \boldsymbol{e})=\mathbf{0}, & \nabla_{\boldsymbol{\eta}}\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right)=\mathbf{0}, & \nabla_{\boldsymbol{\eta}} X=-2\left(\boldsymbol{\eta} \cdot \hat{\boldsymbol{r}}_{\star}\right) \hat{\boldsymbol{r}}_{\star}, \\
\nabla_{\boldsymbol{e}}(\boldsymbol{e} \cdot \boldsymbol{e})=2 \boldsymbol{e}, & \nabla_{\boldsymbol{e}}\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right)=\hat{\boldsymbol{r}}_{\star}, & \nabla_{\boldsymbol{e}} X=-2 \boldsymbol{e}+2\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right) \hat{\boldsymbol{r}}_{\star} .
\end{array}
$$

We borrow from [425]

$$
\begin{align*}
& \frac{\mathrm{d} \boldsymbol{\eta}}{\mathrm{~d} t}=n \epsilon_{\star} \sum_{i \geq 2} \frac{1}{2^{i}} \frac{a^{i-2}}{r_{\star}^{i-2}}\left[y_{i}\left(\boldsymbol{\eta} \times \hat{\boldsymbol{r}}_{\star}\right)+\rho_{i}\left(\boldsymbol{e} \times \hat{\boldsymbol{r}}_{\star}\right)\right],  \tag{8.28}\\
& \frac{\mathrm{d} \boldsymbol{e}}{\mathrm{~d} t}=n \epsilon_{\star} \sum_{i \geq 2} \frac{1}{2^{i}} \frac{a^{i-2}}{r_{\star}^{i-2}}\left[y_{i}\left(\boldsymbol{e} \times \hat{\boldsymbol{r}}_{\star}\right)+\rho_{i}\left(\boldsymbol{\eta} \times \hat{\boldsymbol{r}}_{\star}\right)+4 \rho_{i-1}(\boldsymbol{\eta} \times \boldsymbol{e})\right], \tag{8.29}
\end{align*}
$$

in which $\epsilon_{\star}=\chi_{\star}\left(n_{\star} / n\right)^{2}\left(a_{\star} / r_{\star}\right)^{3}$, and

$$
\begin{align*}
\beta_{i}= & \sum_{l=0}^{i_{0}}\binom{i}{l}\binom{2 i-2 l}{i} \sum_{j=0}^{2 l+1}\binom{2 l+1}{j} \sum_{k=0}^{i-2 l}\binom{i-2 l}{k} \sum_{m=0}^{k}\binom{k}{m} \Xi_{j+k-m}^{i-2 l-k} \\
& \sum_{s=0}^{\frac{i-k}{2}-l}\binom{\frac{i-k}{2}-l}{s} \frac{e^{j+m-k-2 s} \xi^{2 s+k-1}}{(-1)^{j+l+m+s}} X^{i-k-l-s-1} B_{i, k, l, s} \tag{8.30}
\end{align*}
$$

represents $\gamma_{i}$ when $B_{i, k, l, s} \equiv \xi \zeta(k+l+s-i)$, and $\rho_{i}$ when $B_{i, k, l, s} \equiv(k+2 s) X+(i-k-2 l-2 s) \xi^{2}$. The complexity of Eq. (8.30) is only apparent, as shown by the first polynomials $\gamma_{i}$ and $\rho_{i}$ listed in Table 8.2.

Table 8.2: Some polynomials $\rho_{i}, \gamma_{i}$, given by Eq. (8.30). Credit: [425], reproduced with permission © ESO.

$$
\begin{aligned}
\rho_{1}= & -3, \\
\rho_{2}= & 30 \xi, \\
\gamma_{2}= & -6 \zeta, \\
\rho_{3}= & -\frac{15}{2}\left[1-8 e^{2}+5\left(7 \xi^{2}-\zeta^{2}\right)\right], \\
\gamma_{3}= & 75 \xi \zeta, \\
\rho_{4}= & 105\left[1-10 e^{2}+7\left(3 \xi^{2}-\zeta^{2}\right)\right] \xi, \\
\gamma_{4}= & -15\left[3-10 e^{2}+7\left(7 \xi^{2}-\zeta^{2}\right)\right] \zeta, \\
\rho_{5}= & -\frac{105}{4}\left\{1-8 e^{2}+40 e^{4}+14\left[3\left(1-12 e^{2}\right) \xi^{2}-\left(1-4 e^{2}\right) \zeta^{2}\right]+21\left(33 \xi^{4}-18 \xi^{2} \zeta^{2}+\zeta^{4}\right)\right\}, \\
\gamma_{5}= & 735\left(1-4 e^{2}+9 \xi^{2}-3 \zeta^{2}\right) \xi \zeta, \\
\rho_{6}= & \frac{63}{2}\left\{5\left(3-28 e^{2}+168 e^{4}\right)+30\left[11\left(1-14 e^{2}\right) \xi^{2}-3\left(3-14 e^{2}\right) \zeta^{2}\right]+33\left(143 \xi^{4}-110 \xi^{2} \zeta^{2}+15 \zeta^{4}\right)\right\} \xi, \\
\gamma_{6}= & -\frac{105}{2}\left\{5-28 e^{2}+56 e^{4}+6\left[9\left(3-14 e^{2}\right) \xi^{2}-\left(5-14 e^{2}\right) \zeta^{2}\right]+33\left(33 \xi^{4}-18 \xi^{2} \zeta^{2}+\zeta^{4}\right)\right\} \zeta, \\
\rho_{7}= & -\frac{315}{16}\left\{5-48 e^{2}+224 e^{4}-896 e^{6}+9\left[11\left(3-32 e^{2}+224 e^{4}\right) \xi^{2}-\left(15-96 e^{2}+224 e^{4}\right) \zeta^{2}\right]+33[143(1\right. \\
& \left.\left.\left.-16 e^{2}\right) \xi^{4}-66\left(3-16 e^{2}\right) \xi^{2} \zeta^{2}+3\left(5-16 e^{2}\right) \zeta^{4}\right]+429\left(143 \xi^{6}-143 \xi^{4} \zeta^{2}+33 \xi^{2} \zeta^{4}-\zeta^{6}\right)\right\}, \\
\gamma_{7}= & \frac{189}{8}\left\{15\left(15-96 e^{2}+224 e^{4}\right)+110\left[11\left(3-16 e^{2}\right) \xi^{2}-3\left(5-16 e^{2}\right) \zeta^{2}\right]+143\left(143 \xi^{4}-110 \xi^{2} \zeta^{2}\right.\right. \\
& \left.\left.+15 \zeta^{4}\right)\right\} \xi \zeta, \\
\rho_{8}= & \frac{495}{8}\left\{7\left(5-54 e^{2}+288 e^{4}-1344 e^{6}\right)+77\left[13\left(1-12 e^{2}+96 e^{4}\right) \xi^{2}-3\left(5-36 e^{2}+96 e^{4}\right) \zeta^{2}\right]\right. \\
& \left.+1001\left[13\left(1-18 e^{2}\right) \xi^{4}-26\left(1-6 e^{2}\right) \xi^{2} \zeta^{2}+\left(5-18 e^{2}\right) \zeta^{4}\right]+715\left(221 \xi^{6}-273 \xi^{4} \zeta^{2}+91 \xi^{2} \zeta^{4}-7 \zeta^{6}\right)\right\} \xi, \\
\gamma_{8}= & -\frac{315}{8}\left\{35-270 e^{2}+864 e^{4}-1344 e^{6}+11\left[33\left(5-36 e^{2}+96 e^{4}\right) \xi^{2}-\left(35-180 e^{2}+288 e^{4}\right) \zeta^{2}\right]\right. \\
& \left.+143\left[143\left(1-6 e^{2}\right) \xi^{4}-22\left(5-18 e^{2}\right) \xi^{2} \zeta^{2}+\left(7-18 e^{2}\right) \zeta^{4}\right]+715\left(143 \xi^{6}-143 \xi^{4} \zeta^{2}+33 \xi^{2} \zeta^{4}-\zeta^{6}\right)\right\} \zeta .
\end{aligned}
$$

The use of vectorial elements increases the dimension of the differential system to be numerically integrated from four to six. However, the improvements in the propagation with respect to traditional formulations based on angular elements are awesome due to the fact that $\rho_{i}$ and $\gamma_{i}$ only involve arithmetic operations, contrary to trigonometric functions, which are evaluated by hardware [425]. The constraints $\boldsymbol{e} \cdot \boldsymbol{\eta}=0$, and
$\boldsymbol{e} \cdot \boldsymbol{e}+\boldsymbol{\eta} \cdot \boldsymbol{\eta}=1$ can be used to integrate less variations, thus avoiding redundancy. Alternatively, these scalar relations are used to test the quality of the numerical integration of the whole vectorial system [290].

Finally, it is worth mentioning that when the third-body disturbing potential is truncated to the first term $P_{2}$ of the Legendre polynomials expansion the variation of $\boldsymbol{e}$ is scaled by the eccentricity, as shown by the fact that $\rho_{2}=30 \boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}$ in Table 8.2. In consequence the variation of the eccentricity vector vanishes for (mean) circular orbits, a fact that was already noted in [128] (see also [575]). However, this particular solution is illusory and ceases to exist as soon as $P_{3}$ is taken into account [20], a fact that is made clear by simple inspection of $\rho_{3}$ in Table 8.2.

The mean-element propagation is completed with the integration of either a slow time element or the mean anomaly. For the latter,

$$
\begin{equation*}
\frac{\mathrm{d} \ell^{\prime}}{\mathrm{d} t}=\frac{\partial \mathcal{K}}{\partial L^{\prime}}=n+\frac{\partial\left\langle\mathcal{V}_{\star}\right\rangle_{\ell}}{\partial L^{\prime}}, \tag{8.31}
\end{equation*}
$$

using Eqs. (8.21) and Eq. (8.27), we get

$$
\begin{aligned}
\frac{\mathrm{d} \ell^{\prime}}{\mathrm{d} t}= & n-n \chi_{\star} \frac{n_{\star}^{2}}{n^{2}} \frac{a_{\star}^{3}}{r_{\star}^{3}} \sum_{i \geq 2} \frac{1}{2^{i}} \frac{a^{i-2}}{r_{\star}^{i-2}} \sum_{l=0}^{i_{0}}\binom{i}{l}\binom{2 i-2 l}{i} \sum_{j=0}^{2 l+1}\binom{2 l+1}{j} \\
& \times \sum_{k=0}^{i-2 l}\binom{i-2 l}{k} \sum_{m=0}^{k}\binom{k}{m} \Xi_{j+k-m}^{i-2 l-k} \sum_{s=0}^{\frac{i-k}{2}-l}\binom{\frac{i-k}{2}-l}{s} \frac{Y_{i, j+m}^{l, 2 s+k}}{(-1)^{j+l+m+s}},
\end{aligned}
$$

in which, denoting $d=\frac{1}{2}(i-b)-c$ and $t=a-b$,

$$
Y_{i, a}^{b, c}=\left[a e^{t-2}+(2 i-2 d-a) e^{t}\right] X^{d}\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{b}+2 d e^{t-2} X^{d-1}\left(\boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\star}\right)^{b+2} .
$$

To avoid troubles in the integration of this element in the case of circular orbits, the integration of $\ell^{\prime}$ can be replaced by the integration of the variation of a nonsingular timing element like $\Psi=\ell+g+h$ [291].

### 8.2.3 Sample application. The case of high Earth orbits

In many cases, the integration of the mean-elements equations can be useful in itself without need of computing the ephemeris, as is the case of the design of end-of-life disposal strategies for compliance with space law. We illustrate the performance of the mean-element solution in the presence of strong lunisolar perturbations with a challenging example taken from [436]: The 100-years propagation of the orbit of SimbolX satellite, an abandoned project on an X-ray telescope [267]. The initial conditions used both in the numerical integration of the mean-element equations and the propagation of the non-averaged model (osculating elements) are $a=106247.136454 \mathrm{~km}$,
$e=0.75173, I=5.2789 \mathrm{deg}, \Omega=49.351 \mathrm{deg}$, and $\omega=-179.992 \mathrm{deg}$. For the aims of such a kind of propagation the initial value of the mean anomaly is irrelevant and was set to zero. The numerical propagation of an orbit with these characteristics-highly eccentric and with an apogee radius that can reach half the Earth-Moon distance, thus undergoing important perturbations from the Moon's gravitational pull-is also challenging, and the numerical reference to which to compare the mean-element results was integrated with a Störmer-Cowell method of order eight and a step size of 60 seconds, referred to July 1, 2014, at 20.7208333 h [267].

Results in Fig. 8.1 show the time history of the numerically integrated reference superimposed to the mean-element solution. The latter was derived from a meanelement model that takes up to $P_{6}$ Legendre polynomial in the expansion of the lunar disturbing potential while solar perturbations are truncated to the second degree. Oblateness effects are also taken into account, yet limited to first-order effects of $J_{2}$ [436].


Figure 8.1: Time history of Symbol-X orbit elements (after [436]). Gray line: semi-analytical propagation; dots: numerical reference. Abscissas are in years.

As shown in Fig. 8.1, the mean-element solution matches the numerical reference at the precision of the graphics, in this way demonstrating that the mean-elements model captures the main frequencies of the long-term dynamics. On the other hand, the osculating semimajor axis experiences important variations, of hundreds of km, as opposite to the constant value of the averaged one [436]. These large, irregular variations are a consequence of the different lunisolar resonances undergone by Simbol-X, which, due to its orbital period of 4 days, is also affected by a 7:1 meanmotion resonance. However, this mean-motion resonance, which would prevent the complete removal of the mean anomaly that has been carried out in the mean-element Hamiltonian, only accumulates in much longer time intervals.

The evolution of Moser elements $\boldsymbol{f}=\boldsymbol{\eta}+\boldsymbol{e}$ and $\boldsymbol{g}=\boldsymbol{\eta}-\boldsymbol{e}$ on the unit sphere are depicted in Fig. 8.2 for the same test orbit. Red curves correspond to the meanelement solution and black ones to the reference orbit. Dashed arrows point to the


Figure 8.2: Simbol-X: Moser elements $\boldsymbol{f}$ (left) and $\boldsymbol{g}$ (right) on the unit sphere.
starting point of the propagation. Semi-annual oscillations of small amplitude that modulate the main path, which is governed by the Moon orbit dynamics, are due to solar perturbations and are clearly noted in Fig. 8.2.

Tests in [435] for a variety of orbits showed that the numerical integration of the mean-element equations performs between one and two orders of magnitude faster than the direct numerical integration of the non-averaged model. Still, these figures are not definitive and may vary if the tolerance of the numerical integration is relaxed or based on a different solver [23]. On the other hand, the version that propagates vectorial elements instead of the trigonometric functions used in [436] commonly reduces the propagation time to less than one half the time needed by the latter, and it is particularly efficient in the case of highly eccentric orbits [425].

### 8.3 Third-body's mean anomaly averaging

Lunisolar resonances may happen between the mean motion of the third body and the rate of variation of the slow evolving angles of the satellite's orbit [128]. Far away from them, the mean-element Hamiltonian can be dramatically simplified by carrying out a new Lie transformation that eliminates the periodic effects related to the mean anomaly of the third body. In this way, the integration of the double-averaged, long-term Hamiltonian by numerical methods is even much faster and efficient. This procedure is described below, basing our assumptions on the orbital characteristics of Galileo orbits, whose period is about 14 hours and, therefore are free from thirdbody mean-motion resonances, and whose long-term dynamics was briefly discussed in §7.5.4 for geopotential perturbations.

We start from the Hamiltonian in mean elements (8.25), which is written in Delaunay variables using Eqs. (4.52) and (4.53), and move to a further extended phase space $\left(\ell^{\prime}, g^{\prime}, h^{\prime}, \ell_{\mathbb{G}}, \theta_{\odot}, t, L^{\prime}, G^{\prime}, H^{\prime}, L_{\mathbb{~}}, \Theta_{\odot}, T\right)$, by introducing two arbitrary momenta $L_{\mathbb{~}}$ and $\Theta_{\odot}$ conjugated to the variables $\ell_{\mathbb{G}}=n_{\mathbb{Z}} t$ and $\theta_{\odot}=n_{\odot} t$, respectively. The constant $n_{\mathbb{~}}$ represents the mean motion of the Moon in its orbit about the Earth, and the constant $n_{\odot}$ is that of the Sun in its apparent orbit about the Earth. In the new extended phase space the mean-element Hamiltonian is arranged in the usual perturbation form, in which

$$
\mathcal{K}_{0,0}=-\frac{\mu}{2 a}+n_{\mathbb{Q}} L_{\mathbb{C}}+n_{\odot} \Theta_{\odot}, \quad \mathcal{K}_{1,0}=T, \quad \mathcal{K}_{2,0}=2\left\langle\mathcal{V}_{\mathbb{Q}}\right\rangle_{\ell}+2\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell} .
$$

Therefore, the Lie derivative (2.49) is now $\mathcal{L}_{0}=n \partial / \partial \ell^{\prime}+n_{\overparen{~}} \partial / \partial \ell_{\mathbb{G}}+n_{\odot} \partial / \partial \theta_{\odot}$. However, since the mean anomaly of the satellite has already been removed from the Hamiltonian, we can disregard partial differentiation with respect to $\ell^{\prime}$. Moreover, as far as there is no coupling between lunar and solar effects, the solution of the other two partial differentials can be approached separately. In that case, the closed-form integration is achieved solving the homological equation (4.69) with the help of the true anomaly of either the Sun or the Moon.

As a necessary preliminary step in the solution of the homological equation, the third-body disturbing potential in mean elements given in Eq. (8.21) must be reformulated by replacing the lunisolar ephemeris $\boldsymbol{r}_{\star}$ in Eqs. (8.23) and (8.21), by corresponding perturbations in the orbital elements of the third body.

### 8.3.1 Moon and Sun disturbing effects

At difference from the inclination with respect to the equator, the orbit of the Moon maintains an almost constant inclination with respect to the ecliptic, a plane over which the longitude of the Moon's ascending node varies close to linearly. Therefore, the ecliptic is conveniently used like an intermediate plane in the calculation of the orbital elements of the Moon [366]. Thus,

$$
\begin{equation*}
\left(x_{\mathbb{Q}}, y_{\mathbb{C}}, z_{\mathbb{G}}\right)^{\tau}=R_{1}(-\varepsilon) R_{3}(-N) R_{1}(-J) R_{3}\left(-\theta_{\mathbb{C}}\right)\left(r_{\mathbb{Z}}, 0,0\right)^{\tau}, \tag{8.32}
\end{equation*}
$$

where $\theta_{\mathbb{~}}=\gamma+f_{\mathbb{Z}}$, with $f_{\mathbb{\nwarrow}}$ the true anomaly of the Moon and $y$ the argument of the perigee of the Moon orbit referred to the ecliptic, $N$ and $J$ are the longitude of the node and the inclination of the Moon's orbit over the ecliptic, respectively, and $\varepsilon \approx 23.5 \mathrm{deg}$ is the obliquity of the ecliptic. The Moon radius $r_{\mathbb{\Omega}}$ is also written in terms of the orbital elements like $r_{\mathbb{C}}=a_{\mathbb{Z}}\left(1-e_{\mathbb{Z}}^{2}\right) /\left(1+e_{\mathbb{C}} \cos f_{\mathbb{G}}\right)$, with $a_{\mathbb{Z}}$ and $e_{\mathbb{Z}}$ denoting the semimajor axis and eccentricity of the Moon's orbit about the Earth, respectively.

The lunar disturbing potential is about $\chi_{\mathbb{G}}\left(n_{\mathbb{G}} / n\right)^{2}$ times smaller than the Keplerian, as checked in Eq. (8.21), and is of the order of one millionth for Galileo orbits. Besides, the effect of each consecutive term of the Legendre polynomial expansion of the lunar disturbing potential is, on average, $a / r_{\mathbb{G}}$ times smaller than the preced-
ing one, which is $29600 / 384400 \approx 0.077$ for Galileo orbits. In that case, effects of the Legendre polynomial of degree three are, on average, multiplied by $a / r_{\mathbb{C}} \approx 0.08$, and those of $P_{4}$ by $a^{2} / r_{\mathbb{Z}}^{2} \approx 0.006$. The latter is very small and, in consequence, we neglect the disturbing effects on Galileo orbits of terms of degree four and higher in the Legendre polynomial expansion of the Moon disturbing potential.

From this truncation model, the mean anomaly of the Moon is removed in closed form resorting to the differential relation between the true and mean anomalies of the Moon $a_{\mathbb{Z}}^{2} \eta_{\mathbb{C}} \mathrm{d} \ell_{\mathbb{Z}}=r_{\mathbb{Z}}^{2} \mathrm{~d} f_{\mathbb{G}}$, which is analogous to Eq. (4.64). After the new averaging, the part of the Moon's long-term disturbing potential due to $P_{2}$, denoted $\left\langle\mathcal{V}_{\mathbb{Q}, 2}\right\rangle_{\ell, \ell_{\mathbb{~}}}$, is arranged in the form

$$
\begin{align*}
&\left\langle\mathcal{V}_{\mathbb{S}, 2}\right\rangle_{\ell, \ell}= \\
& \frac{\mu}{a} \chi_{\mathbb{S}} \frac{n_{\mathbb{C}}^{2}}{n^{2}} \frac{1}{\eta_{\mathbb{Q}}^{3}} \sum_{i=0}^{1} \sum_{j=-2}^{2} \sum_{k=-2}^{2} B_{2, i}(e) Q_{2, i, j}(I)  \tag{8.33}\\
& \times \mathcal{E}_{2, j, k}(\varepsilon) \mathcal{J}_{2, k}(J) \cos (2 i \omega+j \Omega+k N),
\end{align*}
$$

in which $B_{2,0}=6+9 e^{2}, B_{2,1}=-15 e^{2}$; the inclination polynomials $Q_{i, j, l}$ are listed in Table 8.3; $\mathcal{J}_{2,0}=1-\frac{3}{2} \sin ^{2} J, \mathcal{J}_{2, \pm 1}=\sin 2 J, \mathcal{J}_{2, \pm 2}=\sin ^{2} J$, and the functions $\mathcal{E}_{2, j, k}$ of the obliquity of the ecliptic are given in Table 8.4; cf. [436]. In the tables, upper (resp. lower) signs in subindices match upper (resp. lower) signs in the corresponding functions. Long-period terms due to $P_{2}$ do not depend on the Moon's argument of the perigee $\gamma$, and $\left\langle\mathcal{V}_{\mathbb{Z}, 2}\right\rangle_{\ell, \ell}$ comprises only 38 different trigonometric terms.

Table 8.3: Inclination polynomials $Q_{2, j, l}$ and $Q_{3, j, l}$ •

| $\boldsymbol{l}$ | $\boldsymbol{Q}_{\mathbf{2 , 0 , l}}$ | $\boldsymbol{Q}_{\mathbf{2 , 1 , l}}$ | $\boldsymbol{Q}_{\mathbf{3 , 0 , l}}$ | $\boldsymbol{Q}_{\mathbf{3 , 1 , l}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | $\frac{1}{48}\left(3 c^{2}-1\right)$ | $-\frac{1}{16} s^{2}$ | $-\frac{15}{128}\left(5 c^{2}-1\right) s$ | $-\frac{175}{128} s^{3}$ |
| $\pm 1$ | $\frac{1}{8} c s$ | $\frac{1}{8}(c \pm 1) s$ | $-\frac{15}{512}(c \pm 1)\left(15 c^{2} \mp 10 c-1\right)$ | $-\frac{525}{512}(c \pm 1) s^{2}$ |
| $\pm 2$ | $-\frac{1}{32} s^{2}$ | $\frac{1}{32}(c \pm 1)^{2}$ | $\frac{75}{256}(c \pm 1)(3 c \mp 1) s$ | $-\frac{525}{256}(c \pm 1)^{2} s$ |
| $\pm 3$ |  |  | $\frac{75}{512}(c \pm 1) s^{2}$ | $\frac{175}{512}(c \pm 1)^{3}$ |

Table 8.4: Terms $\mathcal{E}_{2, j, k}=\mathcal{E}_{2,-j,-k}$ in the obliquity of the ecliptic in Eq. (8.33).

| $\boldsymbol{k}$ | $\boldsymbol{j}=\mathbf{0}$ | $\boldsymbol{j}=-\mathbf{1}$ | $\boldsymbol{j}=-\mathbf{2}$ |
| :--- | :--- | :--- | :--- |
| 0 | $\frac{1}{2}\left(1-3 \cos ^{2} \varepsilon\right)$ | $-\frac{1}{2} \cos \varepsilon \sin \varepsilon$ | $\frac{1}{2} \sin ^{2} \varepsilon$ |
| $\pm 1$ | $\frac{3}{4} \cos \varepsilon \sin \varepsilon$ | $\frac{1}{8}(1 \pm \cos \varepsilon)(1 \mp 2 \cos \varepsilon)$ | $\pm \frac{1}{4}(1 \pm \cos \varepsilon) \sin \varepsilon$ |
| $\pm 2$ | $-\frac{3}{8} \sin ^{2} \varepsilon$ | $\pm \frac{1}{8}(1 \pm \cos \varepsilon) \sin \varepsilon$ | $\frac{1}{8}(1 \pm \cos \varepsilon)^{2}$ |

Note that terms affected by the coefficient $\mathcal{J}_{2,0}$ are free from $N$, and may give rise to quasi-secular terms of argument $2 \omega+\Omega[66,519]$. In the case of Galileo orbits the period
is of the order of several thousands of years, as readily checked from Eqs. (5.24) and (5.26), thus contributing quasi-secular terms to the evolution of both the eccentricity and the inclination [443].

Proceeding analogously with the disturbing terms contributed by $P_{3}$, we obtain

$$
\begin{align*}
\left\langle\mathcal{V}_{\mathbb{G}, 3}\right\rangle_{\ell, \ell_{\mathbb{Q}}}= & \frac{\mu}{a} \chi_{\mathbb{Q}} \frac{n_{\mathbb{G}}^{2}}{n^{2}} \frac{a}{a_{\mathbb{}}} \frac{e_{\mathbb{G}}}{\eta_{\mathbb{1}}^{5}} \sum_{i=0}^{1} B_{3, i}(e) \sum_{j=-3}^{3} Q_{3, i, j}(I) \sum_{k=-3}^{3} \sum_{l=0}^{1}(2 l-1) \mathcal{E}_{3, j, k}(\varepsilon) \\
& \times \mathcal{J}_{3,(2 l-1) k}(J) \cos [(2 i+1) \omega+j \Omega+k N-(2 l-1) \gamma], \tag{8.34}
\end{align*}
$$

with $B_{3,0}=4 e+3 e^{3}, B_{3,1}=e^{3}, Q_{3, i, j}$ are given in Table 8.3,

$$
\begin{aligned}
\mathcal{J}_{3,0} & =-\left(1-5 \cos ^{2} J\right) \sin J, \\
\mathcal{J}_{3, \pm 1} & = \pm(1 \mp \cos J)\left(1 \mp 10 \cos J-15 \cos ^{2} J\right), \\
\mathcal{J}_{3, \pm 2} & =-(1 \mp \cos J)(1 \pm 3 \cos J) \sin J, \\
\mathcal{J}_{3, \pm 3} & = \pm(1 \mp \cos J) \sin ^{2} J,
\end{aligned}
$$

and terms $\mathcal{E}_{3, j, k}$ in the obliquity of the ecliptic are given in Table 8.5. Now, all 196 trigonometric terms comprising Eq. (8.34) depend on the argument of the perigee of the Moon's orbit relative to the ecliptic $\gamma$, as well as on the argument of the perigee of the satellite's orbit with respect to the equator $\omega$.

Table 8.5: Coefficients $\mathcal{E}_{3, j, k}=\mathcal{E}_{3,-j,-k}$ in Eq. (8.34).

| $\boldsymbol{k}$ | $\boldsymbol{j}=0$ | $\boldsymbol{j}=-1$ |
| :--- | :--- | :--- |
| 0 | $\frac{3}{16}\left(3-5 \cos ^{2} \varepsilon\right) \cos \varepsilon$ | $-\frac{3}{16}\left(1-5 \cos ^{2} \varepsilon\right) \sin \varepsilon$ |
| $\pm 1$ | $\frac{3}{64}\left(1-5 \cos ^{2} \varepsilon\right) \sin \varepsilon$ | $\pm \frac{1}{64}(1 \pm \cos \varepsilon)\left(1 \pm 10 \cos \varepsilon-15 \cos ^{2} \varepsilon\right)$ |
| $\pm 2$ | $\frac{15}{32} \cos \varepsilon \sin ^{2} \varepsilon$ | $-\frac{5}{32}(1 \pm \cos \varepsilon)(1 \mp 3 \cos \varepsilon) \sin \varepsilon$ |
| $\pm 3$ | $\frac{15}{64} \sin ^{3} \varepsilon$ | $\pm \frac{15}{64}(1 \pm \cos \varepsilon) \sin ^{2} \varepsilon$ |
| $\boldsymbol{k}$ | $\boldsymbol{j}=-2$ | $\boldsymbol{j}=-3$ |
| 0 | $-\frac{3}{16} \cos \varepsilon \sin ^{2} \varepsilon$ | $-\frac{3}{16} \sin ^{3} \varepsilon$ |
| $\pm 1$ | $-\frac{1}{64}(1 \pm \cos \varepsilon)(1 \mp 3 \cos \varepsilon) \sin \varepsilon$ | $\pm \frac{3}{64}(1 \pm \cos \varepsilon) \sin ^{2} \varepsilon$ |
| $\pm 2$ | $\mp \frac{1}{32}(1 \pm \cos \varepsilon)^{2}(2 \mp 3 \cos \varepsilon)$ | $\frac{3}{32}(1 \pm \cos \varepsilon)^{2} \sin \varepsilon$ |
| $\pm 3$ | $\frac{3}{64}(1 \pm \cos \varepsilon)^{2} \sin \varepsilon$ | $\mp \frac{3}{64}(1 \pm \cos \varepsilon)^{3}$ |

The second averaging has made explicit the factor $e_{\star} / \eta_{\star}^{5}$ in the contribution of $P_{3}$. For a Galileo orbit, $e_{\mathbb{\mathbb { C }}} / \eta_{\mathbb{\mathbb { C }}}^{5} \approx e_{\mathbb{\mathbb { C }}} \sim a / a_{\mathbb{Z}}$, making the perturbation of $P_{3}$ of the same order as $P_{4}$, which has been neglected. Nevertheless, the double-averaged $P_{3}$ holds the Moon's perigee dynamics, whereas we checked that those terms of the double-averaged $P_{4}$ depending on $y$ are multiplied by $e_{\overparen{J}}^{2}$. Therefore, $P_{3}$ must not be neglected in corresponding long-term propagations because it yields observable qualitative effects related to the perigee dynamics of the Moon orbit.

The Cartesian coordinates of the Sun's apparent orbit about the Earth are

$$
\begin{equation*}
\left(x_{\odot}, y_{\odot}, z_{\odot}\right)^{\tau}=R_{1}(-\varepsilon) R_{3}\left(-\theta_{\odot}\right)\left(r_{\odot}, 0,0\right)^{\tau}, \tag{8.35}
\end{equation*}
$$

where $\theta_{\odot}$ is the Sun argument of the latitude. We neither find apsidal or nodal resonances of Galileo orbits with the mean motion of the Sun, and annual oscillations of the orbital elements are also removed in the study of long-term motion.

Now $\chi_{\odot} \approx 1$ in Eq. (8.21), showing that the disturbing potential of the Sun is roughly $\left(n_{\odot} / n\right)^{2}$ times smaller than the Keplerian-again, of the order of one millionth for Galileo orbits, yet smaller than in the case of the Moon. We only take the Legendre polynomial of the second degree in the solar disturbing potential because $P_{3}$ is scaled by an additional reduction factor $a / r_{\odot} \sim 10^{-4}$.

Because Eq. (8.35) is equivalent to Eq. (8.32) with $J=N=0$, we take advantage of the previous computation of Eq. (8.33). Taking, besides, $\eta_{\odot}^{3}=1$ due to the small eccentricity of the Sun's apparent orbit about the Earth, we obtain

$$
\begin{equation*}
\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \theta_{\odot}}=\frac{\mu}{a} \frac{n_{\odot}^{2}}{n^{2}} \sum_{i=0}^{1} B_{2, i}(e) \sum_{j=-2}^{2} Q_{2, i, j}(I) \mathcal{E}_{2, j, 0}(\varepsilon) \cos (2 i \omega+j \Omega), \tag{8.36}
\end{equation*}
$$

which is made only of eight different trigonometric terms. Quasi-secular trigonometric terms of argument $2 \omega+\Omega$, previously identified for Galileo orbits in the long-term disturbing potential of the Moon, are now more clearly identified.

### 8.3.2 Additional simplifications. Long-term Hamiltonian

Due to the smallness of the inclination of the Moon orbit with respect to the ecliptic, terms factored by $\sin ^{2} J$ in Eq. (8.33) are less than 20 times smaller than those factored by $\sin 2 J$ and are further neglected in the investigation of the long-term dynamics. This simplification reduces the range of variation of the summation index $k$ from $\pm 2$ to $\pm 1$ and makes $\mathcal{J}_{2,0} \approx 2$ in Eq. (8.33). Conversely, terms factored by $\sin 2 J$, while also small, are retained in $\left\langle\mathcal{V}_{\mathbb{Z}, 2}\right\rangle_{\ell, \ell}$ due to the important long-period effects related to the lunar node, which would be removed if these terms were also neglected. Of the same order as $\sin J$ is the eccentricity of the Moon, which is present in Eq. (8.33) only through the factor $\eta_{\Omega}^{-3}=1+\mathcal{O}\left(e_{\overparen{\Omega}}^{2}\right)$ and is also neglected. Hence,

$$
\begin{equation*}
\left\langle\mathcal{V}_{\mathbb{Q}, 2}\right\rangle_{\ell, \ell_{\mathbb{C}}} \approx \frac{\mu}{a} \chi_{\mathbb{C}} \frac{n_{\overparen{C}}^{2}}{n^{2}} \sum_{i=0}^{1} B_{2, i} \sum_{j=-2}^{2} Q_{2, i, j} \sum_{k=-1}^{1} \mathcal{E}_{2, j, k} \mathcal{J}_{2, k} \cos (2 i \omega+j \Omega+k N), \tag{8.37}
\end{equation*}
$$

which now comprises only 23 trigonometric terms.
Analogous simplifications are applied to Eq. (8.34), where, on account of the small eccentricity of the orbit of the Moon, we also neglect terms involving the product $e_{\mathbb{Z}} \sin J$. Recalling that $\cos J=1-\mathcal{O}\left(\sin ^{2} J\right)$, we immediately see that the only
relevant Moon inclination function is $\mathcal{J}_{3,-1} \approx 8$. In consequence, the summation in $k$ in Eq. (8.34) is replaced by a single term, yielding

$$
\begin{align*}
\left\langle\mathcal{V}_{\mathbb{B}, 3}\right\rangle_{\ell, \ell_{\mathbb{G}}} \approx & \frac{\mu}{a} \chi_{\mathbb{Q}} \frac{n_{\mathbb{G}}^{2}}{n^{2}} \frac{a}{a_{\mathbb{}}} e_{\mathbb{Q}} \sum_{i=0}^{1} B_{3, i}(e) \sum_{j=-3}^{3} Q_{3, i, j}(I) \sum_{l=0}^{1} 8(1-2 l) \mathcal{E}_{3, j, 2 l-1}(\varepsilon) \\
& \times \cos [(2 i+1) \omega+j \Omega+(2 l-1)(N+\gamma)] \tag{8.38}
\end{align*}
$$

which consists only of 28 trigonometric terms.
The important contribution of the Earth's oblateness must also be taken into account, at least for the first order of $J_{2}$ as given in Eq. (5.60). The effects of higher-order harmonics may be neglected for an orbit of the characteristics of Galileo except for those of $J_{3}$; cf. [183]. The latter is obtained from the last term of Eq. (6.42) particularized for $i=3$ using Eq. (6.14). Thus, the long-term dynamics of Galileo orbits can be efficiently investigated with the radically simplified Hamiltonian

$$
\begin{equation*}
\widetilde{\mathcal{K}}=\widetilde{\mathcal{M}}+\frac{\mu}{a} J_{3} \frac{R_{\oplus}^{3}}{p^{3}} \frac{3}{4} e \eta\left(5 s^{2}-4\right) s \sin \omega+\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \theta_{\odot}}+\left\langle\mathcal{V}_{\mathbb{Q}, 2}\right\rangle_{\ell, \ell_{\mathbb{Q}}}+\left\langle\mathcal{V}_{\mathbb{Q}, 3}\right\rangle_{\ell, \ell_{\mathbb{Q}}}, \tag{8.39}
\end{equation*}
$$

in which $\widetilde{\mathcal{M}}$ is formally equal to Eq. (5.71), the double-averaged disturbing potential of the $\operatorname{Sun}\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \ell_{\odot}}$ is taken from Eq. (8.36), and that of the $\operatorname{Moon}\left\langle\mathcal{V}_{\mathbb{\Omega}, 2}\right\rangle_{\ell, \ell_{\mathbb{C}}}+\left\langle\mathcal{V}_{\mathbb{C}, 3}\right\rangle_{\ell, \ell_{\mathbb{C}}}$ from Eqs. (8.37) and (8.38). Recall that all the symbols are now functions of doubleprime Delaunay variables.

Note that, while most of the simplifications carried out would apply also to other global navigation satellite orbits, the double-averaged Hamiltonian (8.39) may need to be complemented with tesseral resonant terms. In particular, as checked in Eq. (7.67), Hamiltonian terms related to the $J_{3,2}$ coefficient should be taken into account when dealing with GPS orbits [183].

Due to the low eccentricity of Galileo orbits, Hamilton equations derived from Eq. (8.39) should be reformulated in nonsingular variables, at least for the eccentricity. The usual set defined by the semi-equinoctial variables given projections of the eccentricity vector in the nodal frame $C=e \cos g, S=e \sin g$, previously defined in Eq. (5.74), the mean argument of the latitude $F=\ell+g$, and the Delaunay variables $L, h$, and $H$, is adequate for the current case. Since the mean anomaly of the satellite has been removed, $L^{\prime \prime}$ is constant, and, for the investigation of the long-term orbit evolution, it is enough to deal with the reduced system involving the variations of $H, h$, $C$, and $S$, which, after properly having been formulated in the $C$ and $S$ variables, are checked to be free from the eccentricity in denominators. They still may show trouble for almost equatorial orbits, but this is not of concern for Galileo orbits.

The numerical integration of the double-averaged flow is very efficient and allows for the fast exploration of the long-term behavior of Galileo orbits. For instance, Fig. 8.3 illustrates how the difference between the initial nodes of the orbiter and the Moon may introduce evident changes on the dynamics; cf. [443].


Figure 8.3: Galileo-type orbit evolution for $N_{0}=\gamma_{0}=0$ and $h_{0}=60$ (black), 150 (gray), 240 (gray, dashed), and 330 deg (black, dashed curve).

### 8.4 Perturbations in the ecliptic frame

The orbit of an artificial satellite of the Earth under geopotential disturbances is naturally described by referring the orbit's ascending node and inclination to the equatorial plane. However, the effect of third-body perturbations is better understood when referring both said orbital parameters to the orbital plane of the third-body orbit and, in some cases, the analysis of the combined perturbations is simplified when referred to this plane [364, 450, 502] - or to the Laplace plane [384, 632] when both effects are comparable or the effects of additional bodies are taken into account [20, 578, 649].

Referring the coordinates of the satellite to other reference frame than the equatorial one does not complicate the orbital elements formulation, which is still given by Eq. (4.4), and only means that the argument of the perigee as well as the inclination and the longitude of the node have different values. On the contrary, when the coordinates of the Moon are referred to the ecliptic rather than to the equator, we avoid the final rotation $R_{1}(-\varepsilon)$ in Eq. (8.32), corresponding to the obliquity of the ecliptic, to give

$$
\begin{equation*}
\left(x_{\mathbb{G}}, y_{\mathbb{C}}, z_{\mathbb{}}\right)^{\tau}=R_{3}(-N) R_{1}(-J) R_{3}\left(-\theta_{\mathbb{C}}\right)\left(r_{\mathbb{G}}, 0,0\right)^{\tau} . \tag{8.40}
\end{equation*}
$$

Therefore, the cosine of the elongation of the satellite with respect to the Moon as given by Eq. (8.5) will be simpler in the ecliptic frame formulation and, in consequence, the disturbing potential of the Moon is expected to be notably simplified. Obviously, the same happens to the coordinates of the Sun in Eq. (8.35), which when referred to the ecliptic simply turn into

$$
\begin{equation*}
\left(x_{\odot}, y_{\odot}, z_{\odot}\right)^{\tau}=R_{3}\left(-\theta_{\odot}\right)\left(r_{\odot}, 0,0\right)^{\tau} . \tag{8.41}
\end{equation*}
$$

If besides we assume that the Sun evolves in a circular orbit then $r_{\odot}=a_{\odot}$, and $\theta_{\odot}$ grows linearly with angular velocity $n_{\odot}$.

The Cartesian coordinates of the satellite in the ecliptic frame are

$$
\begin{equation*}
(x, y, z)^{\tau}=R_{3}(-h) R_{1}(-i) R_{3}(-\vartheta)(r, 0,0)^{\tau}, \tag{8.42}
\end{equation*}
$$

where $\vartheta=f+\omega_{E}, \omega_{E}$ is the argument of the perigee of the satellite referred to the ecliptic, $i$ denotes orbit inclination with respect to the ecliptic, and $h=\Omega_{E}$ is the ecliptic longitude of the node.

The inclination of the orbit with respect to the equatorial plane $I$ is easily obtained in terms of the inclination with respect to the ecliptic $i$. Indeed, let $\boldsymbol{n}$ and $\boldsymbol{b}_{3}$ be unit vectors in the direction perpendicular to the orbital plane and to the equator, respectively; then, by direct computation, $\cos I=\boldsymbol{b}_{3} \cdot \boldsymbol{n}$. On the other hand, the components of $\boldsymbol{n}$ in the equatorial frame can be computed using the ecliptic as an intermediate plane. Thus, $\boldsymbol{n}=R_{1}(-\varepsilon) R_{3}\left(-\Omega_{E}\right) R_{1}(-i)(0,0,1)^{\tau}$, and hence

$$
\begin{equation*}
\cos I=\cos \varepsilon \cos i-\sin \varepsilon \sin i \cos \Omega_{E} \tag{8.43}
\end{equation*}
$$

Analogously, calling $\boldsymbol{s}_{3}$ the direction orthogonal to the ecliptic, $\cos i=\boldsymbol{s}_{3} \cdot \boldsymbol{n}$. Computing the components of $\boldsymbol{n}$ in the ecliptic using the equator as an intermediate plane, $\boldsymbol{n}=$ $R_{1}(\varepsilon) R_{3}(-\Omega) R_{1}(-I)(0,0,1)^{\tau}$. Therefore,

$$
\begin{equation*}
\cos i=\cos \varepsilon \cos I+\sin \varepsilon \sin I \cos \Omega . \tag{8.44}
\end{equation*}
$$

### 8.4.1 The disturbing potential

We constrain ourselves to distances at which the oblateness and the third-body lunisolar perturbations are comparable, say between 5 and 9 Earth radii. At these altitudes long-period effects due to other zonal harmonics than $J_{2}$ are clearly of high order and we neglect them. In addition, for both Sun and Moon, we only take the $P_{2}$ Legendre polynomial into account in the expansion of the third-body disturbing potential.

We use the notation $(\xi, \eta, \zeta)$ to distinguish equatorial coordinates from the ecliptic ones ( $x, y, z$ ) used in Eq. (8.42). They are related by a single rotation of amplitude given by the obliquity of the ecliptic $(\xi, \eta, \zeta)^{\tau}=R_{1}(-\varepsilon)(x, y, z)^{\tau}$. The oblateness disturbing potential is then obtained by neglecting the Keplerian term from Eq. (5.4), in which $\sin \varphi=\zeta / r$. Straightforward computations yield

$$
\begin{equation*}
\mathcal{V}_{\oplus}=-J_{2} \frac{\mu}{2 r} \frac{R_{\oplus}^{2}}{r^{2}}\left[1-3\left(\frac{z}{r} \cos \varepsilon+\frac{y}{r} \sin \varepsilon\right)^{2}\right] . \tag{8.45}
\end{equation*}
$$

Hereafter, we may abbreviate $s_{\alpha} \equiv \sin \alpha, c_{\alpha} \equiv \cos \alpha$ in the case of (almost) constant angles or when they are functions of the momenta.

If we now replace ( $x, y, z$ ) from Eq. (8.42), we obtain

$$
\begin{align*}
\mathcal{V}_{\oplus}= & \frac{\mu}{2 a} J_{2} \frac{R_{\oplus}^{2}}{r^{2}} \frac{a}{r} \frac{1}{8}\left\{\left(6 s_{\varepsilon}^{2}-4\right)\left(2-3 s_{i}^{2}+3 s_{i}^{2} \cos 2 \vartheta\right)+12 c_{\varepsilon} s_{\varepsilon} s_{i}\left[\left(1-c_{i}\right)\right.\right. \\
& \left.\times \cos (h-2 \vartheta)+2 c_{i} \cos h-\left(1+c_{i}\right) \cos (h+2 \vartheta)\right]-3 s_{\varepsilon}^{2}\left[\left(1-c_{i}\right)^{2}\right. \\
& \left.\left.\times \cos (2 h-2 \vartheta)+2 s_{i}^{2} \cos 2 h+\left(1+c_{i}\right)^{2} \cos (2 h+2 \vartheta)\right]\right\}, \tag{8.46}
\end{align*}
$$

thus adding four new periodic terms that carry the dependence on the node of the orbit in the ecliptic frame, with respect to the equatorial formulation of the $J_{2}$ disturbing potential in Eq. (5.15). The customary expression of $\mathcal{V}_{\oplus}$ in the equatorial plane is recovered when making $\varepsilon=0$ (and hence $s_{i}=s, \vartheta=\theta$ ) in Eq. (8.46).

The solar disturbing potential is obtained from Eq. (8.6) with $\star \equiv \odot$, in which $\cos \psi_{\odot}$ is computed by replacing Eqs. (8.42) and (8.41) in Eq. (8.5). Limited to the contribution of $P_{2}$, we obtain

$$
\begin{align*}
\mathcal{V}_{\odot}= & -\frac{\mu}{2 a} \frac{n_{\odot}^{2}}{n^{2}} \frac{r^{2}}{a^{2}} \frac{1}{8}\left[4-6 s_{i}^{2}+6 s_{i}^{2} \cos 2 \vartheta+6 s_{i}^{2} \cos 2\left(h-\theta_{\odot}\right)+3\left(1-c_{i}\right)^{2}\right. \\
& \left.\times \cos 2\left(h-\theta_{\odot}-\vartheta\right)+3\left(c_{i}+1\right)^{2} \cos 2\left(h-\theta_{\odot}+\vartheta\right)\right] . \tag{8.47}
\end{align*}
$$

Proceeding analogously with the Moon ( $\star \equiv ৫$ ), now using Eq. (8.40), we obtain

$$
\begin{align*}
\mathcal{V}_{\mathbb{G}}= & -\frac{\mu}{2 a} \chi_{\mathbb{Q}} \frac{n_{\mathbb{G}}^{2}}{n^{2}} \frac{r^{2}}{a^{2}} \frac{a_{\mathbb{G}}^{3}}{r_{\overparen{G}}^{3}} \frac{1}{8}\left\{\left(2-6 w^{2}\right)\left(2-3 s_{i}^{2}+3 s_{i}^{2} \cos 2 \vartheta\right)+6 u v\right. \\
& \times\left[\left(1-c_{i}\right)^{2} \sin (2 h-2 \vartheta)+2 s_{i}^{2} \sin 2 h+\left(1+c_{i}\right)^{2} \sin (2 h+2 \vartheta)\right] \\
& +3\left(u^{2}-v^{2}\right)\left[\left(1-c_{i}\right)^{2} \cos (2 h-2 \vartheta)+\left(1+c_{i}\right)^{2} \cos (2 h+2 \vartheta)\right. \\
& \left.+2 s_{i}^{2} \cos 2 h\right]-12 u w s_{i}\left[\left(1-c_{i}\right) \sin (h-2 \vartheta)+2 c_{i} \sin h\right. \\
& \left.-\left(1+c_{i}\right) \sin (h+2 \vartheta)\right]+12 v w s_{i}\left[\left(1-c_{i}\right) \cos (h-2 \vartheta)\right. \\
& \left.\left.+2 c_{i} \cos h-\left(1+c_{i}\right) \cos (h+2 \vartheta)\right]\right\}, \tag{8.48}
\end{align*}
$$

where, for brevity, the components of the Moon direction vector in the ecliptic frame $(u, v, w)=\left(x_{\mathbb{G}}, y_{\mathbb{G}}, z_{\mathbb{}}\right) / r_{\mathbb{}}$, are not yet replaced.

### 8.4.2 Removing short-period effects

We use the Lie transforms method to find the transformation that removes the mean anomaly of the orbiter $\ell$. To avoid time-related issues, we move to an extended phase
 stand for the conjugate momenta to the mean anomaly, argument of the perigee, and longitude of the node of the Moon, respectively, which evolve with frequencies $n_{\mathbb{~}}$, $n_{\gamma}$, and $n_{N}$, respectively, while $\Theta_{\odot}$ is the conjugate momentum to the polar angle of the Sun $\theta_{\odot}$, which evolves with frequency $n_{\odot}$. Recall that $g=\omega_{E}$, and $h=\Omega_{E}$, are referred to the ecliptic frame.

In the previous assumptions that oblateness and third-body perturbations are of the same order, and using the extended phase space formulation to deal with the time dependency of the lunisolar ephemeris, we set up the usual perturbation Hamiltonian (2.30) with a formal small parameter $\epsilon$,

$$
\begin{equation*}
\mathcal{H}_{0,0}=-\frac{\mu}{2 a}, \tag{8.49}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{H}_{1,0}=L_{\mathbb{Q}} n_{\mathbb{Q}}+G_{\mathbb{Q}} n_{y}+H_{\mathbb{Q}} n_{N}+\Theta_{\odot} n_{\odot}  \tag{8.50}\\
& \mathcal{H}_{2,0}=2!\left(\mathcal{V}_{\oplus}+\mathcal{V}_{\mathbb{C}}+\mathcal{V}_{\odot}\right), \tag{8.51}
\end{align*}
$$

and $\mathcal{H}_{m, 0}=0$ for $m \geq 3$.
The homological equation (4.68) is solved in closed form of the eccentricity. This is achieved with the help of the differential relation (4.64) between the mean and true anomalies for geopotential perturbations, and using the differential relation (4.62) between the mean and eccentric anomalies for those related to third-body lunisolar perturbations.

Because $\widetilde{\mathcal{H}}_{0,1}=\mathcal{H}_{1,0}$ does not depend on $\ell$, we choose $\mathcal{H}_{0,1}=\mathcal{H}_{1,0}$, and $\mathcal{W}_{1}=0$. At the second order $\mathcal{H}_{0,2}=\left\langle\mathcal{H}_{2,0}\right\rangle_{\ell}=2!\left(\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\widetilde{\Omega}}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}\right)$, and the homological equation splits into three different parts that are solved separately.

The part of $\mathcal{H}_{0,2}$ corresponding to the Earth's $J_{2}$ disturbing potential becomes $\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}=\left\langle\mathcal{V}_{\oplus} r^{2} /\left(a^{2} \eta\right)\right\rangle_{f}$. That is,

$$
\begin{equation*}
\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}=-\frac{\mu}{2 a} J_{2} \frac{R_{\oplus}^{2}}{p^{2}} \frac{\eta}{4}\left[\left(2-3 s_{\varepsilon}^{2}\right)\left(2-3 s_{i}^{2}\right)-12 s_{\varepsilon} c_{\varepsilon} s_{i} c_{i} \cos h+3 s_{\varepsilon}^{2} s_{i}^{2} \cos 2 h\right], \tag{8.52}
\end{equation*}
$$

which adds two new periodic terms with respect to the equatorial plane formulation in Eq. (5.60)-from which it could have been directly derived replacing $\cos I$ from Eq. (8.43). Corresponding short-period corrections are derived from the part $\mathcal{W}_{\oplus}$ of the generating function $\mathcal{W}=\mathcal{W}_{\oplus}+\mathcal{W}_{\circlearrowleft}+\mathcal{W}_{\odot}$. From Eq. (4.69), we obtain

$$
\begin{aligned}
\mathcal{W}_{\oplus}= & L J_{2} \frac{R_{\oplus}^{2}}{p^{2}} 8 \eta \sum_{k=-2}^{2}(-1)^{k}\left[(f-\ell) A_{2}(e) Q_{2,0, k}(i) \mathcal{E}_{2, k, 0}(\varepsilon) \cos k h\right. \\
& \left.+\sum_{l=0}^{1} \sum_{j=1}^{2 l+1} \frac{1}{(-2)^{l}} A_{j}(e) Q_{2, l, k}(i) \mathcal{E}_{2, k, 0}(\varepsilon) \sin (j f+2 l g+k h)\right],
\end{aligned}
$$

where $A_{1}=3 e, A_{2}=3, A_{3}=e$, the inclination polynomials $Q_{2, l, k}$ are formally the same as those in Table 8.3, but now with the inclination referred to the ecliptic, and the functions of the obliquity of the ecliptic $\mathcal{E}_{2, k, 0}$, are those of Table 8.4.

The part of the solar perturbation becomes $\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}=\left\langle\mathcal{V}_{\odot}(r / a)\right\rangle_{u}$. Namely,

$$
\begin{equation*}
\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}=-\frac{\mu}{a} \frac{n_{\odot}^{2}}{n^{2}} \sum_{l=0}^{1} b_{l}(e) \sum_{k=-1}^{1}(-1)^{k-l} Q_{2, l, 2 k}(i) \cos \left[2 k\left(h-\theta_{\odot}\right)+2 l g\right], \tag{8.53}
\end{equation*}
$$

with $b_{0}=6+9 e^{2}, b_{1}=15 e^{2}$, and inclination polynomials $Q_{2, l, 2 k}$ from Table 8.3. Now, the number of periodic terms is reduced from 15 in the equatorial frame to just 4. From Eq. (4.70) we obtain the solar part of the generating function

$$
\begin{equation*}
\mathcal{W}_{\odot}=L \frac{n_{\odot}^{2}}{n^{2}} \sum_{l=0}^{1} \sum_{j=-3}^{3} \sum_{k=-1}^{1}(-1)^{k} B_{2, l j}(e) Q_{2, l, 2 k}(i) \sin \left[j u+2 k\left(h-\theta_{\odot}\right)+2 l g\right], \tag{8.54}
\end{equation*}
$$

with the eccentricity polynomials $B_{2, l, j}$ from Table 8.6 , and the inclination polynomials $Q_{2, l, 2 k}$ again from Table 8.3. The terms $B_{2, l, 0}$ are dispensable, yet they prevent the appearance of hidden long-period terms in $\mathcal{W}_{\odot}$.

Table 8.6: Eccentricity polynomials $B_{2, l, j}(e)$ in Eqs. (8.54) and (11.5).

| $\boldsymbol{l}$ | $\boldsymbol{j}=\mathbf{0}$ | $\boldsymbol{j}= \pm \mathbf{1}$ | $\boldsymbol{j}= \pm \mathbf{2}$ | $\boldsymbol{j}= \pm \mathbf{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | $6+9 e^{2}$ | $\pm \frac{3}{4} e\left(8-3 e^{2}\right)$ | $\mp \frac{9}{4} e^{2}$ | $\pm \frac{1}{4} e^{3}$ |
| 1 | $-\frac{15}{2} e^{2} \eta$ | $\mp \frac{15}{4} e(1 \pm \eta)^{2}$ | $\pm \frac{3}{4}(1 \pm \eta)^{2}(3 \mp 2 \eta)$ | $\mp \frac{1}{4} e(1 \pm \eta)^{2}$ |

Finally, $\left\langle\mathcal{V}_{\mathbb{Q}}\right\rangle_{\ell}=\left\langle\mathcal{V}_{\mathbb{Q}}(r / a)\right\rangle_{u}$ produces

$$
\begin{align*}
\left\langle\mathcal{V}_{\mathbb{Q}}\right\rangle_{\ell}= & \frac{\mu}{2 a} \chi_{\mathbb{Q}} \frac{n_{\overparen{G}}^{2}}{n^{2}} \frac{a_{\overparen{G}}^{3}}{r_{\overparen{Q}}^{3}} \frac{1}{16}\left\{\left[\left(2+3 e^{2}\right)\left(1-3 c_{i}^{2}\right)-15 s_{i}^{2} e^{2} \cos 2 g\right]\right. \\
& \times\left(2-6 w^{2}\right)+6 u v\left[5 e^{2}\left(1-c_{i}\right)^{2} \sin (2 g-2 h)-\left(4+6 e^{2}\right) s_{i}^{2}\right. \\
& \left.\times \sin 2 h-5 e^{2}\left(1+c_{i}\right)^{2} \sin (2 g+2 h)\right]+3\left(v^{2}-u^{2}\right) \\
& \times\left[5 e^{2}\left(1-c_{i}\right)^{2} \cos (2 g-2 h)+\left(4+6 e^{2}\right) s_{i}^{2} \cos 2 h+5 e^{2}\left(1+c_{i}\right)^{2}\right. \\
& \times \cos (2 g+2 h)]-12 u w s_{i}\left[5 e^{2}\left(1-c_{i}\right) \sin (2 g-h)-\left(4+6 e^{2}\right)\right. \\
& \left.\times c_{i} \sin h+5 e^{2}\left(1+c_{i}\right) \sin (2 g+h)\right]-12 v w\left[\left(4+6 e^{2}\right) c_{i} \cos h\right. \\
& \left.\left.+5 e^{2}\left(1-c_{i}\right) \cos (2 g-h)-5 e^{2}\left(1+c_{i}\right) \cos (2 g+h)\right] s_{i}\right\}, \tag{8.55}
\end{align*}
$$

which, as far as we keep the lunar ephemeris given by the direction vector $\hat{\boldsymbol{r}}_{\mathbb{B}}=$ ( $u, v, w$ ), remains with the same complexity as when using the equatorial frame formulation. The lunar term of the generating function is obtained, once more, from the homological equation in the form of Eq. (4.70). Namely,

$$
\begin{aligned}
\mathcal{W}_{\mathbb{C}}= & \frac{n_{\overparen{G}}^{2}}{n^{2}} \chi_{\mathbb{C}} \frac{a_{\overparen{G}}^{3}}{r_{\overparen{J}}^{3}} \sum_{l=0}^{1} \sum_{j=-3}^{3} \sum_{k=-2}^{2} B_{2, l, j}(e) Q_{2, l, k}(i) \\
& \times\left[C_{2, k}^{\star}\left(\hat{\boldsymbol{r}}_{\overparen{G}}\right) \cos (j u+2 l g+k h)-S_{2, k}^{\star}\left(\hat{\boldsymbol{r}}_{\overparen{C}}\right) \sin (j u+2 l g+k h)\right],
\end{aligned}
$$

in which, in addition to the eccentricity and inclination polynomials given before, we need the third-body direction polynomials $C_{2,0}^{\star}=0, C_{2, \pm 1}^{\star}= \pm u w, C_{2, \pm 2}^{\star}= \pm 2 u v, S_{2,0}^{\star}=$ $-1+3 w^{2}, S_{2, \pm 1}^{\star}=-v w, S_{2, \pm 2}^{\star}=u^{2}-v^{2}$.

The amplitude of the periodic corrections of the transformation from original to prime variables that removes the mean anomaly of the satellite from the Hamiltonian is small, with oblateness, lunar, and solar terms multiplied by $J_{2}\left(R_{\oplus} / p\right)^{2}, \chi_{\mathbb{Q}}\left(n_{\mathbb{G}} / n\right)^{2}$, and $\left(n_{\odot} / n\right)^{2}$, respectively.

After neglecting higher orders, the new Hamiltonian
which is obtained by replacing old by new variables in Eqs. (8.52), (8.53), and (8.55), is free from periodic effects related to the mean anomaly of the satellite. Therefore, $L^{\prime}$ (or the semimajor axis $a=\mu / L^{\prime 2}$ ) is a formal integral that decouples the Hamiltonian flow.

### 8.4.3 Removing monthly and annual effects

The new Hamiltonian (8.56) has one degree of freedom less than the original one, but it still depends on two other angles as well as the time. However, as far as we are interested in the evolution of the system in time scales of tens of years, we can carry out a new Lie transformation to double-prime variables such that, up to the truncation order, the mean anomalies of the Sun and Moon are removed from the transformed Hamiltonian.

Like in §8.3, we choose $\mathcal{K}_{0,0}=-\mu /(2 a)+\Theta_{\odot}^{\prime} n_{\odot}+L_{\overparen{~}}^{\prime} n_{\mathbb{Z}}$, and hence the Lie derivative (2.49) involves partial differentiation with respect to the mean anomaly of the Moon and the polar angle of the Sun. Namely, $\mathcal{L}_{0}=n_{\mathbb{~}} \partial / \partial \ell_{\mathbb{~}}^{\prime}+n_{\odot} \partial / \partial \theta_{\odot}^{\prime}$. In consequence, the first-order Hamiltonian term is $\mathcal{K}_{1,0}=G_{\overparen{\square}}^{\prime} n_{y}+H_{\mathbb{D}}^{\prime} n_{N}$. Because it is free from angles, the first-order homological equation is trivially solved by choosing $\mathcal{K}_{0,1}=\mathcal{K}_{1,0}$, and assigning the null value to the first-order term of the generating function, $\mathcal{U}_{1}=0$.

The second-order term of the Hamiltonian is

$$
\begin{equation*}
\mathcal{K}_{2,0}=2!\left(\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\widetilde{C}}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell}\right), \tag{8.57}
\end{equation*}
$$

where now the components of the Moon direction in Eq. (8.55) are written in terms of the Moon orbital elements using Eq. (8.40). Since there is no coupling between lunar and solar terms at second order, the homological equation can be solved separately for each kind of perturbation.

For the Moon, we choose the new Hamiltonian term by averaging $\mathcal{K}_{2,0}$, or just $\left\langle\mathcal{V}_{马}\right\rangle_{\ell}$ in Eq. (8.57), over the mean anomaly of the Moon. The averaging is achieved in closed form of the eccentricity in the same way as we did in §8.3.1. We obtain

$$
\begin{align*}
\left\langle\mathcal{V}_{\mathbb{J}}\right\rangle_{\ell, \ell_{\mathbb{G}}}= & -\frac{\mu}{2 a} \frac{n_{\mathbb{G}}^{2}}{n^{2}} \frac{\chi_{\mathbb{G}}}{\eta_{\mathbb{G}}^{3}} \frac{1}{32}\left\{\left(4-6 s_{J}^{2}\right)\left[\left(2+3 e^{2}\right)\left(2-3 s_{i}^{2}\right)+15 e^{2} s_{i}^{2} \cos 2 g^{\prime}\right]\right. \\
& +12 c_{J} s_{J} s_{i}\left[5 e^{2}\left(1-c_{i}\right) \cos \left(\Delta-2 g^{\prime}\right)+\left(4+6 e^{2}\right) c_{i} \cos \Delta-5 e^{2}\right. \\
& \left.\times\left(1+c_{i}\right) \cos (\Delta+2 g)\right]+3 s_{J}^{2}\left[\left(4+6 e^{2}\right) s_{i}^{2} \cos 2 \Delta+5\left(1-c_{i}\right)^{2}\right. \\
& \left.\left.\times e^{2} \cos \left(2 \Delta-2 g^{\prime}\right)+5 e^{2}\left(1+c_{i}\right)^{2} \cos \left(2 \Delta+2 g^{\prime}\right)\right]\right\}, \tag{8.58}
\end{align*}
$$

where we abbreviate $\Delta=h^{\prime}-N^{\prime}=\Omega_{E}-N^{\prime}$. Like with the equatorial frame formulation, the argument of the perigee of the lunar orbit is removed in this process. Now, the simplification is radical and the length of the series representing the lunar disturbing potential is shortened from the 38 periodic terms in the equatorial frame formulation
of Eq. (8.33) to just the eight explicitly shown in Eq. (8.58). That is, almost $80 \%$ of the terms of the double-averaged lunar disturbing potential are removed by the expedient of referring it to the ecliptic frame, and an analogous shortening applies to the simplifications achieved when neglecting $s_{J}^{2} \equiv \sin ^{2} J$. In this last case Eq. (8.58) is reduced to only five trigonometric terms, compared to the 23 trigonometric terms that remain in Eq. (8.37).

Corresponding periodic corrections, which are derived from the lunar generating function term computed using Eq. (4.69), have notably larger amplitude than in the previous Lie transformation that removed the mean anomaly of the satellite. Up to $\mathcal{O}\left(s_{J}\right)$, that is, neglecting terms $\mathcal{O}\left(s_{J}^{2}\right)$ and higher, among which those $s_{J} e_{\mathbb{Z}}$ and $s_{J}\left(f_{\mathbb{Q}}-\right.$ $\ell_{\mathbb{J}}$ ) are also included, we obtain

$$
\begin{aligned}
& \mathcal{U}_{2, \mathbb{C}}=L \chi_{\mathbb{Q}} \frac{n_{\mathbb{C}}}{n} \frac{1}{64}\left\{15 e^{2}\left(1-c_{i}\right)^{2} \sin \left(2 \theta_{\mathbb{C}}-2 \Delta+2 g\right)+6\left(2+3 e^{2}\right) s_{i}^{2}\right. \\
& \times \sin \left(2 \theta_{\mathbb{C}}-2 \Delta\right)+15 e^{2}\left(1+c_{i}\right)^{2} \sin \left(2 \theta_{\mathbb{C}}-2 \Delta-2 g\right)+\left(f_{\mathbb{C}}-\ell_{\mathbb{C}}\right) \\
& \times\left[\left(4+6 e^{2}\right)\left(4-6 s_{i}^{2}\right)+60 e^{2} s_{i}^{2} \cos 2 g\right]-6 s_{J} s_{i}\left[5 e^{2}\left(1-c_{i}\right)\right. \\
& \times \sin \left(2 \theta_{\mathbb{O}}-\Delta+2 g\right)+\left(4+6 e^{2}\right) c_{i} \sin \left(2 \theta_{\mathbb{O}}-\Delta\right)-5 e^{2}\left(1+c_{i}\right) \\
& \left.\times \sin \left(2 \theta_{\mathbb{O}}-\Delta-2 g\right)\right]+e_{\mathbb{C}}\left(4+6 e^{2}\right)\left[\left(4-6 s_{i}^{2}\right) \sin f_{\mathbb{C}}+3 s_{i}^{2}\right. \\
& \left.\times \sin \left(f_{\mathbb{C}}+2 \gamma-2 \Delta\right)+s_{i}^{2} \sin \left(3 f_{\overparen{ }}+2 y-2 \Delta\right)\right]+5 e_{\overparen{ }} e^{2}\left[6 s_{i}^{2}\right. \\
& \times \sin \left(f_{\mathbb{Q}}+2 g\right)+3\left(1-c_{i}\right)^{2} \sin \left(f_{\mathbb{}}+2 \gamma-2 \Delta+2 g\right)+\left(1-c_{i}\right)^{2} \\
& \times \sin \left(3 f_{\mathbb{Q}}+2 y-2 \Delta+2 g\right)+6 s_{i}^{2} \sin \left(f_{\mathbb{C}}-2 g\right)+3\left(1+c_{i}\right)^{2} \\
& \left.\left.\times \sin \left(f_{\mathbb{G}}+2 y-2 \Delta-2 g\right)+\left(1+c_{i}\right)^{2} \sin \left(3 f_{\mathbb{C}}+2 y-2 \Delta-2 g\right)\right]\right\},
\end{aligned}
$$

where $\theta_{\mathbb{C}}=f_{\mathbb{C}}+\gamma$ and we removed primes for brevity. Note that the first two rows accommodate the dominant terms of the lunar perturbation.

So two important benefits stem from the ecliptic frame formulation. Namely, the dramatic reduction of the number of perturbation terms, and the realization that Moon disturbing effects depend on the difference between the longitude of the nodes of the Moon and the satellite, and not on their particular values. Remarkably, trigonometric terms of argument $2 \omega+\Omega$ vanish when the node is referred to the ecliptic.

As regards solar perturbations, we only keep in the new Hamiltonian those terms of Eq. (8.57) that are free from the Sun polar angle. That is, as follows from Eq. (8.53),

$$
\begin{equation*}
\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \theta_{\odot}}=-\frac{\mu}{2 a} \frac{n_{\odot}^{2}}{n^{2}} \frac{1}{8}\left[\left(2+3 e^{2}\right)\left(2-3 s_{i}^{2}\right)+15 e^{2} s_{i}^{2} \cos 2 g\right], \tag{8.59}
\end{equation*}
$$

which reduces the number of trigonometric terms from eight in Eq. (8.36) to just two here. Periodic corrections related to solar perturbations are derived from the solar term of the generating function, which is also obtained from Eq. (4.69),

$$
\begin{aligned}
\mathcal{U}_{2, \odot}= & L \frac{n_{\odot}}{n} \frac{3}{64}\left[5 e^{2}\left(1+c_{i}\right)^{2} \sin \left(2 \theta_{\odot}-2 h-2 g\right)\right. \\
& \left.+\left(4+6 e^{2}\right) s_{i}^{2} \sin \left(2 \theta_{\odot}-2 h\right)+5 e^{2}\left(1-c_{i}\right)^{2} \sin \left(2 \theta_{\odot}-2 h+2 g\right)\right],
\end{aligned}
$$

which is proportional to $n_{\odot} / n$ and yields periodic corrections of even larger amplitude than those of the lunar case.

The remaining term $\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}$ of the Hamiltonian is not affected by the new transformation and remains formally the same as Eq. (8.52), yet in the new variables.

### 8.4.4 Elimination of the Moon's longitude of the node

The new Hamiltonian $\mathcal{T}=\mathcal{T}\left(g^{\prime \prime}, h^{\prime \prime}, N^{\prime \prime}, G^{\prime \prime}, H^{\prime \prime}, H_{\overparen{J}}^{\prime \prime}\right)$, which is obtained after changing prime by double-prime variables in the terms $\mathcal{K}_{0, i}, i=0,1,2$, maintains the form of a perturbation problem $\mathcal{T}=\mathcal{T}_{0,0}+\epsilon \mathcal{T}_{1,0}$, with $\mathcal{T}_{0,0}=-\mu /(2 a)+\Theta_{\odot}^{\prime \prime} n_{\odot}+L_{\mathbb{~}}^{\prime \prime} n_{\mathbb{Z}}+H_{\mathbb{Z}}^{\prime \prime} n_{N}$, and $\mathcal{T}_{1,0}=\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\Omega}\right\rangle_{\ell, \ell_{\Omega}}+\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \theta_{\odot}}$, yet it is still of three degrees of freedom.

Nevertheless, in time scales of several tens of years, it is meaningful to remove the longitude of the node of the Moon, whose period is about 18.6 years, by a new Lie transformation to triple-prime variables. Note that the validity of this new transformation will not apply to resonances with either the node or the perigee of the satellite, which, besides, are assumed to evolve in a much longer scale.

The Lie derivative now includes a partial derivation with respect to $N$, which is in fact the only variable with respect to which the homological equation needs to be solved. At first order we choose $\mathcal{T}_{0,1}=\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\overparen{\circlearrowleft}}\right\rangle_{\ell, \ell}, N+\left\langle\mathcal{V}_{\odot}\right\rangle_{\ell, \theta_{\odot}}$, where

$$
\begin{equation*}
\left\langle\mathcal{V}_{\mathbb{G}}\right\rangle_{\ell, \ell_{\mathbb{G}}, N}=\frac{\mu}{2 a} \frac{n_{\mathbb{G}}^{2}}{n^{2}} \frac{\chi_{\mathbb{G}}}{\eta_{\mathbb{G}}^{3}}\left(3 s_{J}^{2}-2\right) \frac{1}{16}\left[\left(2+3 e^{2}\right)\left(2-3 s_{i}^{2}\right)+15 e^{2} s_{i}^{2} \cos 2 g\right], \tag{8.60}
\end{equation*}
$$

and compute the generating function

$$
\begin{aligned}
\mathcal{S}= & L \chi_{\mathbb{Q}} \frac{n_{\mathbb{J}} / n}{n_{N} / n_{\mathbb{B}}} \frac{s_{J}}{\eta_{\mathbb{}}^{3}} \frac{3}{128}\left\{8 c _ { J } s _ { i } \left[5 e^{2}\left(1-c_{i}\right) \sin (\Delta-2 g)+\left(4+6 e^{2}\right) c_{i}\right.\right. \\
& \left.\times \sin \Delta-5 e^{2}\left(1+c_{i}\right) \sin (\Delta+2 g)\right]+s_{J}\left[5 e^{2}\left(1-c_{i}\right)^{2} \sin (2 \Delta-2 g)\right. \\
& \left.\left.+\left(4+6 e^{2}\right) s_{i}^{2} \sin 2 \Delta+5 e^{2}\left(1+c_{i}\right)^{2} \sin (2 \Delta+2 g)\right]\right\} .
\end{aligned}
$$

Note that Eq. (8.60) is completely analogous to the double-averaged disturbing potential of the Sun in Eq. (8.59). This is not a surprise and simply shows that, save for the periodic corrections that materialize the Lie transformation, removing the node of the Moon is equivalent to neglecting the small inclination of the Moon's orbit over the ecliptic in Eq. (8.40). Therefore, in the long term, the lunisolar disturbing potential can be combined into a single third-body perturbation,

$$
\begin{equation*}
\left\langle\mathcal{V}_{\star}\right\rangle=-\frac{\mu}{2 a} \frac{n_{\star}^{2}}{n^{2}} \frac{1}{8}\left[\left(2+3 e^{2}\right)\left(2-3 s_{i}^{2}\right)+15 e^{2} s_{i}^{2} \cos 2 g\right], \tag{8.61}
\end{equation*}
$$

in which

$$
\begin{equation*}
n_{\star}=n_{\odot} \sqrt{1+\frac{n_{\overparen{G}}^{2}}{n_{\odot}^{2}} \frac{\chi_{\circlearrowleft}}{\eta_{\mathbb{G}}^{3}}\left(1-\frac{3}{2} s_{J}^{2}\right)} \approx 1.8 n_{\odot} . \tag{8.62}
\end{equation*}
$$

Since the extended phase space is no longer needed, we remove the terms $L_{\mathbb{~}}^{\prime \prime} n_{\mathbb{}}$, $H_{\boxtimes}^{\prime \prime} n_{N}$, and $\Theta_{\odot}^{\prime \prime} n_{\odot}$ from the final Hamiltonian. After changing double- by triple-prime variables, it results in the two-degrees-of-freedom Hamiltonian

$$
\begin{equation*}
\mathcal{Q}=\mathcal{Q}\left(g^{\prime \prime \prime}, h^{\prime \prime \prime}, G^{\prime \prime \prime}, H^{\prime \prime \prime}\right) \equiv-\frac{\mu}{2 a}+\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}+\left\langle\mathcal{V}_{\star}\right\rangle, \tag{8.63}
\end{equation*}
$$

with the oblateness perturbation $\left\langle\mathcal{V}_{\oplus}\right\rangle_{\ell}$ and the third-body perturbation $\left\langle\mathcal{V}_{\star}\right\rangle$ given in Eqs. (8.52) and (8.61), respectively.

### 8.5 Kudielka's balanced orbits

While the Hamiltonian flow stemming from Eq. (8.63) still can be seen as made of distorted ellipses, it is no longer a Hamiltonian perturbation problem. Indeed, the Keplerian is just a constant term and we do not have an analogous term depending only on momenta which a new Lie transformation could hinge on. Moving to a rotating frame could give remedy to this situation [542]. However, we do not pursue this approach here, which is delayed to the third part of this monograph, and only try to get some insight on the reduced problem by finding equilibria solutions of the flow in the ( $g^{\prime \prime \prime}, h^{\prime \prime \prime}, G^{\prime \prime \prime}, H^{\prime \prime \prime}$ ) reduced phase space.

Simplifying notation, we will do without the primes in what follows. Thus, after neglecting constant terms and scaling Hamiltonian (8.63), we get the nondimensional Hamiltonian

$$
\begin{equation*}
\widetilde{\mathcal{Q}}=\left(2+3 e^{2}\right)\left(2-3 s_{i}^{2}\right)+15 e^{2} s_{i}^{2} \cos 2 g+\frac{8}{3} \frac{\rho^{2}}{\eta^{3}}\left[3 \cos ^{2} I(h)-1\right], \tag{8.64}
\end{equation*}
$$

where $\widetilde{\mathcal{Q}}=-8\left(n / n_{\star}\right)^{2}-16 \mathcal{Q} /\left(a^{2} n_{\star}^{2}\right), \cos I$ yields the dependence on $h=\Omega_{E}$ from (8.43), and

$$
\begin{equation*}
\rho=\left(\frac{3}{2} J_{2}\right)^{1 / 2} \frac{R_{\oplus} / a}{n_{\star} / n} \tag{8.65}
\end{equation*}
$$

with $n_{\star}$ given in Eq. (8.62). The parameter $\rho=\rho(a)$ is of order one for the range in which Hamiltonian (8.64) is representative of the dynamics, and, as illustrated in Fig. 8.4, is an indicator of the strength of the oblateness perturbation relative to the lunisolar disturbing effect. The coefficient $\frac{3}{2}$ is chosen trying to give the same weight when $\rho=1$ to oblateness and lunisolar perturbations for the different arguments of the node and perigee as well as possible inclinations, on average. Still, different choices have been done in the case of Earth orbits [372,581]. Other choices could be more adequate in third-body systems whose obliquity is different for that of the ecliptic [389].

The simple model in by Eq. (8.64) shows the existence of high-altitude and highly inclined orbits with fixed node and perigee, on average, yielding orbits with frozen eccentricity when the right ascension of the ascending node is 0 or $\pi$. These "balanced"


Figure 8.4: Ratio of oblateness lunisolar perturbations $\rho=\rho(a)$ in Eq. (8.65).
orbits survive with minor variations in the full, non-simplified dynamics [371]. Indeed, to avoid the singularities of the Delaunay variables for circular orbits, we replace the pair of Delaunay variables $g, G$ by the semi-equinoctial elements $C$, $S$. Thus, taking into account that $L$ is constant,

$$
\begin{align*}
& \frac{\mathrm{d} C}{\mathrm{~d} t}=-\frac{\eta^{2}}{e} \frac{1}{G} \frac{\mathrm{~d} G}{\mathrm{~d} t} \cos \omega-e \sin \omega \frac{\mathrm{~d} g}{\mathrm{~d} t},  \tag{8.66}\\
& \frac{\mathrm{~d} S}{\mathrm{~d} t}=-\frac{\eta^{2}}{e} \frac{1}{G} \frac{\mathrm{~d} G}{\mathrm{~d} t} \sin \omega+e \cos \omega \frac{\mathrm{~d} g}{\mathrm{~d} t} \tag{8.67}
\end{align*}
$$

where the appearance of the eccentricity in denominators is canceled by corresponding factors appearing in the mean variation of the total angular momentum.

Therefore, from Hamilton equations, and in the time scale $t^{\prime}=-\frac{1}{16} n_{\star}^{2} a^{2} t$ of Hamiltonian (8.64), we obtain

$$
\begin{align*}
\frac{\mathrm{d} h}{\mathrm{~d} t^{\prime}}= & \frac{4}{n p^{2}}\left\{3 \eta^{3} c_{i}\left(1-C^{2}+4 S^{2}\right)+2 \rho^{2}\right. \\
& \left.\times\left[\left(2-3 s_{\varepsilon}^{2}\right) c_{i}-2 \frac{1-2 c_{i}^{2}}{s_{i}} c_{\varepsilon} s_{\varepsilon} \cos h-s_{\varepsilon}^{2} c_{i} \cos 2 h\right]\right\},  \tag{8.68}\\
\frac{\mathrm{d} H}{\mathrm{~d} t^{\prime}}= & -16 \frac{\rho^{2}}{\eta^{3}} s_{\varepsilon} s_{i}\left(c_{\varepsilon} c_{i}-s_{\varepsilon} s_{i} \cos h\right) \sin h,  \tag{8.69}\\
\frac{\mathrm{~d} C}{\mathrm{~d} t^{\prime}}= & \frac{4 S}{n p^{2}}\left\{3 \eta^{3}\left[3 S^{2}-\left(3-5 c_{i}^{2}\right)\left(1-C^{2}\right)\right]+\rho^{2} R\right\},  \tag{8.70}\\
\frac{\mathrm{d} S}{\mathrm{~d} t^{\prime}}= & -\frac{4 C}{n p^{2}}\left\{3 \eta^{3}\left[2\left(1-C^{2}\right)+\left(3-5 s_{i}^{2}\right) S^{2}\right]+\rho^{2} R\right\}, \tag{8.71}
\end{align*}
$$

in which $c_{i}=H /(L \eta), \eta=\sqrt{1-C^{2}-S^{2}}$, and $R=R(C, S, h, H)$ is

$$
R=\left(1-3 c_{\varepsilon}^{2}\right)\left(1-5 c_{i}^{2}\right)+4 c_{\varepsilon} s_{\varepsilon} \frac{c_{i}}{s_{i}}\left(1-5 s_{i}^{2}\right) \cos h+s_{\varepsilon}^{2}\left(3-5 c_{i}^{2}\right) \cos 2 h .
$$

Note that, except for Eq. (8.69), the variation equations are singular for ecliptic orbits. This singularity is not essential and can be avoided using an alternative set of nonsingular variables.

### 8.5.1 The manifold of circular orbits

When $C=S=0$ Eqs. (8.70) and (8.71) vanish and, therefore, circular orbits form an invariant manifold of Hamiltonian (8.64). Because of that, the Hamiltonian dynamics of this particular manifold $G=L$ can be obtained making $e=0$ and $\eta=1$ in Eq. (8.64). On that manifold,

$$
\begin{equation*}
\mathfrak{C}=4-6 s_{i}^{2}+4 \rho^{2}\left[\left(s_{\varepsilon}^{2}-\frac{2}{3}\right)\left(3 s_{i}^{2}-2\right)-4 s_{\varepsilon} c_{\varepsilon} s_{i} c_{i} \cos h+s_{\varepsilon}^{2} s_{i}^{2} \cos 2 h\right], \tag{8.72}
\end{equation*}
$$

which is a one-degree-of-freedom Hamiltonian in the conjugate pair $(h, H)$ depending on the dynamical parameter $G=L$.

Greater insight is obtained when the flow is described in terms of the average inclination rather than $H$. Thus, in the time new scale $t^{\prime \prime}=16 t^{\prime} /\left(n a^{2}\right)=-\left(n_{\star}^{2} / n\right) t$, the reduced flow is obtained from the integration of the variations of $i=\arccos (H / G)$ and $h=\Omega_{E}$. On account of $\mathrm{d} i / \mathrm{d} t^{\prime \prime}=-1 /\left(G s_{i}\right) \mathrm{d} H / \mathrm{d} t^{\prime \prime}$, from the Hamilton equations of Eq. (8.72), we obtain

$$
\begin{align*}
\frac{\mathrm{d} i}{\mathrm{~d} t^{\prime \prime}} & =\rho^{2}\left(c_{\varepsilon} c_{i}-s_{\varepsilon} s_{i} \cos \Omega_{E}\right) s_{\varepsilon} \sin \Omega_{E}  \tag{8.73}\\
\frac{\mathrm{~d} \Omega_{E}}{\mathrm{~d} t^{\prime \prime}} & =\frac{3}{4} c_{i}+\rho^{2}\left[c_{\varepsilon}^{2} c_{i}-\left(c_{\varepsilon} \frac{1-2 c_{i}^{2}}{s_{i}}+s_{\varepsilon} c_{i} \cos \Omega_{E}\right) s_{\varepsilon} \cos \Omega_{E}\right], \tag{8.74}
\end{align*}
$$

whose solution depends on special functions and, therefore, does not provide too much insight on the dynamics. Therefore, rather than pursuing the general solution of Eqs. (8.73)-(8.74) we search only for their equilibria.

Ignoring the case of ecliptic orbits, which cannot be studied in orbital elements, it is found that the variation of the inclination with respect to the ecliptic vanishes in three cases: $\Omega_{E}=0, \Omega_{E}=\pi$, and $\cos \Omega_{E}=-\cot \varepsilon \cot i$. The inclination value required to get an equilibrium is then obtained by imposing a null variation of the argument of the node for each of these $\Omega_{E}$ particular values.

Thus, replacing $\cos \Omega_{E}=-\cot \varepsilon \cot i$ in the right side of Eq. (8.74), we find that it vanishes for $i=\frac{\pi}{2}$, which in turn requires that $\Omega_{E}= \pm \frac{1}{2} \pi$. Note that these particular values of the node and inclination are exactly the same as when referred to the equator.

Also, replacing $\Omega_{E}=0$ in the right side of Eq. (8.74), the equilibrium condition becomes $\rho^{2}=-\frac{3}{4} \sin 2 i / \sin (2 \varepsilon+2 i)$, from which

$$
\begin{equation*}
i=\frac{1}{2}\left(-\arctan \frac{4 \rho^{2} \sin 2 \varepsilon}{3+4 \rho^{2} \cos 2 \varepsilon}+k \pi\right) \tag{8.75}
\end{equation*}
$$

with $k$ integer. Analogously, $\Omega_{E}=\pi$ results in $\rho^{2}=\frac{3}{4} \sin 2 i / \sin (2 \varepsilon-2 i)$, from which

$$
\begin{equation*}
i=\frac{1}{2}\left(\arctan \frac{4 \rho^{2} \sin 2 \varepsilon}{3+4 \rho^{2} \cos 2 \varepsilon}+k \pi\right) . \tag{8.76}
\end{equation*}
$$

An illustration of the evolution of the inclination of this equilibrium for the different values of the ratio of oblateness lunisolar perturbations is depicted in Fig. 8.5. In the limit $\rho \rightarrow \infty$, in which the oblateness perturbation dominates the dynamics, if $\Omega_{E}=\pi$ then $i=\varepsilon(k \bmod 2=0)$, or $i=\frac{\pi}{2}+\varepsilon(k \bmod 2=1)$; if $\Omega_{E}=0$, then $i=\pi-\varepsilon$ $(k \bmod 2=0)$, or $i=\frac{\pi}{2}-\varepsilon(k \bmod 2=1)$. In the other limit $\rho \rightarrow 0$, in which the third body dominates, the inclination with respect to the ecliptic becomes polar in both cases for $k \bmod 2=1$; for $k \bmod 2=0, i=0$ when $\Omega_{E}=\pi$, and $i=\pi$ when $\Omega_{E}=0$.


Figure 8.5: Ecliptic inclination of the equilibria at $\Omega_{E}=0$ (full line) and $\Omega_{E}=\pi$ (dashed line) as a function of the ratio of oblateness lunisolar perturbations $\rho$.

When referred to the equator the node has the same values as $\Omega_{E}$, but those of the inclination are $I=\varepsilon \pm i$ as follows from Eq. (8.43)-the plus sign(resp. minus) for $\Omega_{E}=0$ (resp. $\Omega_{E}=\pi$ ), thus yielding some kind of a double vertical-horizontal reflection of Fig. 8.5.

On the other hand, the Hamiltonian flow is readily visualized without need of integrating Eqs. (8.73)-(8.74) by depicting contour plots of Eq. (8.72) for different values $\mathfrak{C}=$ constant. Again, instead of using the $(h, H)$ representation, it is more descriptive to display the flow in the $\left(\Omega_{E}, i\right)$ plane, in which it is parameterized by $\rho$. An example for $\rho=1$ is presented in Fig. 8.6, where we observe four fixed points of the elliptic type: two at $\Omega_{E}=90^{\circ}, 270^{\circ}$, and $i=90^{\circ}$, and the other two at $\Omega_{E}=0, i=166.53^{\circ}$, and $\Omega_{E}=180^{\circ}, i=13.47^{\circ}$. Besides, we note two fixed points of the hyperbolic type at $\Omega_{E}=0, i=76.53^{\circ}$, and $\Omega_{E}=180^{\circ}, i=103.47^{\circ}$, which are joined by heteroclinic connections that separate rotation and libration regions. As observed in Fig. 8.6, orbits in these libration regions, as well as circulation orbits close to the boundary, change periodically from direct to retrograde inclinations and vice versa.


Figure 8.6: Contour plot of the circular-orbit Hamiltonian (8.72) for $a \approx 6.7$ Earth radius.

The stability character of the equilibria can be guessed from the graphic. Alternatively, the stability can be computed analytically from the usual linearization of the flow. Thus,

$$
\begin{aligned}
\frac{\mathrm{d} \delta i}{\mathrm{~d} t^{\prime}}= & \rho^{2} s_{\varepsilon}\left[s_{\varepsilon} s_{i}+\left(c_{\varepsilon} c_{i}-2 s_{\varepsilon} s_{i} \cos h\right) \cos h\right] \delta h \\
& -\rho^{2} s_{\varepsilon}\left(c_{\varepsilon} s_{i}+s_{\varepsilon} c_{i} \cos h\right) \sin h \delta i, \\
\frac{\mathrm{~d} \delta h}{\mathrm{~d} t^{\prime}}= & \left\{-\frac{3 s_{i}}{4}-\rho^{2}\left[s_{\varepsilon}\left(c_{\varepsilon} \frac{c_{i}}{s_{i}^{2}}+2 c_{\varepsilon} c_{i}-s_{\varepsilon} s_{i} \cos h\right) \cos h+c_{\varepsilon}^{2} s_{i}\right]\right\} \delta i \\
& +\rho^{2} \frac{s_{\varepsilon}}{s_{i}}\left[c_{\varepsilon}\left(1-2 c_{i}^{2}\right)+2 s_{\varepsilon} c_{i} s_{i} \cos h\right] \sin h \delta h .
\end{aligned}
$$

Then, when $\Omega_{E}=90^{\circ}, i=90^{\circ}$ we get the characteristic matrix

$$
\left(\begin{array}{cc}
-\rho^{2} c_{\varepsilon} s_{\varepsilon} & \rho^{2} s_{\varepsilon}^{2}  \tag{8.77}\\
-\frac{3}{4}-\rho^{2} c_{\varepsilon}^{2} & \rho^{2} c_{\varepsilon} s_{\varepsilon}
\end{array}\right)
$$

whose eigenvalues $\pm \mathbf{i} \frac{\sqrt{3}}{2} \rho \sin \varepsilon$ are purely imaginary, and, therefore, this equilibrium is always stable on the invariant manifold of circular orbits. On the other hand, the stability in the out-of-manifold direction is computed from the remaining variational equations of $C$ and $S$. In this case, we get the matrix

$$
\left(\begin{array}{cc}
0 & -\frac{9}{4}-\frac{1}{2} \rho^{2}  \tag{8.78}\\
-\frac{3}{2}+\frac{1}{2} \rho^{2} & 0
\end{array}\right)
$$

whose eigenvalues $\pm \frac{1}{2}\left(\frac{9}{2}+\rho^{2}\right)^{1 / 2}\left(3-\rho^{2}\right)^{1 / 2}$ are real if $\rho<\sqrt{3} \approx 1.7$, a case in which these balanced orbits are unstable.

Proceeding analogously, when $\Omega_{E}=0^{\circ}$, we get the eigenvalues

$$
\pm \rho \frac{\sqrt{\sin \varepsilon \cos (\varepsilon+i)}}{4 \sin i} \sqrt{4 \rho^{2}[\sin (2 \varepsilon+3 i)-3 \sin (2 \varepsilon+i)]-9 \sin i+3 \sin 3 i} .
$$

For Earth's orbits, when $i$ is given by Eq. (8.75) we find that the eigenvalues are purely imaginary for any value of $\rho$ when $k=0$, whereas they are real if $k=1$. On the other hand, for $\Omega_{E}=\pi$, the eigenvalues are the same as above changing $i$ by $-i$. Now, the inclination with respect to the ecliptic is given by Eq. (8.76), a case in which we find purely imaginary eigenvalues for $k=0$ and real eigenvalues for $k=1$, again, particularized for the Earth case.

In both stable cases we always find stability also in the out-of-manifold direction. On the contrary, in both unstable cases we find instability in the out-of-manifold direction only when $\rho$ is smaller than $\rho \approx 1.7$.

### 8.5.2 The manifold of polar orbits orthogonal to the equinox

When $H=0\left(i=90^{\circ}\right)$ and $h= \pm \frac{\pi}{2}$, their variations in Eqs. (8.68) and (8.69) identically vanish. Then the set of polar orbits orthogonal to the equinox constitute also an invariant manifold $\mathfrak{P}=\mathfrak{P}(g, G)$ of Hamiltonian (8.64). That is,

$$
\begin{equation*}
\mathfrak{P}=-2-3 e^{2}-\frac{8 \rho^{2}}{3 \eta^{3}}+15 e^{2} \cos 2 g . \tag{8.79}
\end{equation*}
$$

The flow on this manifold is obtained from the reduced system $\mathrm{d} g / \mathrm{d} t^{\prime}=\partial \mathfrak{P} / \partial G$, $\mathrm{d} G / \mathrm{d} t^{\prime}=-\partial \mathfrak{P} / \partial g$, which is better written in the non-canonical semi-equinoctial variables

$$
\begin{equation*}
\frac{\mathrm{d} C}{\mathrm{~d} t^{\prime}}=-\frac{2 \rho^{2}+9 \eta^{5}}{4 \eta^{4}} S, \quad \frac{\mathrm{~d} S}{\mathrm{~d} t^{\prime}}=\frac{\rho^{2}-3 \eta^{5}}{2 \eta^{4}} C \tag{8.80}
\end{equation*}
$$

where $\eta=\sqrt{1-C^{2}-S^{2}}$. It is easy to check that this invariant manifold accepts three different equilibria; namely, circular orbits ( $C=S=0$ ), and elliptic orbits with eccentricity $e=\sqrt{1-3^{-2 / 5} \rho^{4 / 5}}$ (derived from the condition $\rho^{2}=3 \eta^{5}$ ) and argument of the perigee either 0 or $\pi$ (derived from the condition $S=0$ ). Thus, while circular orbits of this invariant manifold are always equilibria, the elliptic orbits with the line of apsides on the ecliptic exist only when $\rho<\sqrt{3}$. The evolution of the eccentricity of these balanced orbits with respect to the ratio of oblateness lunisolar perturbations is illustrated in Fig. 8.7.

The stability of the equilibria is obtained from the linearization of the flow given by Eq. (8.80). For elliptic orbits $S=0, C=e, \rho^{2}=3 \eta^{5}$, we obtain the characteristic matrix

$$
\left(\begin{array}{cc}
0 & -\frac{15}{4} \eta \\
\frac{15}{2} e^{2} \eta^{-1} & 0
\end{array}\right)
$$



Figure 8.7: Eccentricity of balanced orbits in the plane orthogonal to the equinox as a function of the ratio of oblateness lunisolar perturbations $\left(\omega_{E}=0, \pi\right)$.
whose eigenvalues are purely imaginary $\pm \frac{15}{\sqrt{8}} \mathbf{i} e$, showing the stable character of the eccentric orbits on this manifold.

On the other hand, the case of circular orbits ( $S=C=0, \eta=1$ ) with $\Omega_{E}= \pm \frac{\pi}{2}$ is one of the particular solutions of the invariant manifold of circular orbits that was already discussed in §8.5.1. The analysis carried out there applies here too with the simple expedient of interchanging the roles of the in- and out-of-manifold directions. Therefore, the eigenvalues are those of Eq. (8.78), which vanish when $\rho=\sqrt{3}$ and are purely imaginary for higher values of $\rho$. This behavior shows that elliptic balanced orbits bifurcate from circular in a change of stability of the latter, as illustrated in Fig. 8.8, which has been depicted by direct evaluation of the Hamiltonian (8.79) without the need of integrating the differential system (8.80).


Figure 8.8: Balanced orbits in the plane orthogonal to the equinox from $\rho=\frac{5}{2}$ (left), $\rho=\sqrt{3}$ (center), and $\rho=\frac{3}{2}$ (right plot).

Finally, the eigenvalues of Eq. (8.77) show that circular orbits are always stable in the out-of-manifold direction-contrary to the weak stability obtained when the analysis is performed in the equatorial frame; cf. [372].

### 8.5.3 Other equilibria

For Earth orbits, an additional equilibrium of Eqs. (8.68)-(8.71) occurs when the perigee lies on the ecliptic ( $S=0, C=e$ ) in the direction of the equinox $\left(\Omega_{E}=0\right)$. Then Eqs. (8.69) and (8.70) identically vanish, whereas Eq. (8.68) yields the condition $\rho^{2}=-\frac{3}{4} \eta^{5} \sin 2 i / \sin (2 \varepsilon+2 i)$, which requires that either $i<90^{\circ}$ and $\varepsilon>90^{\circ}$, or $i>90^{\circ}$ and $\epsilon<90^{\circ}$. This equation in turn is plugged into Eq. (8.71) to give the equilibrium condition

$$
\begin{equation*}
0=2 \sin 2 i-\sin 2 \varepsilon-12 \sin (2 i+2 \varepsilon)+5 \sin (4 i+2 \varepsilon) . \tag{8.81}
\end{equation*}
$$

To get this solution in the equatorial frame, like originally obtained in [372], we only need to replace $i=I-\varepsilon$, as obtained from Eq. (8.44) when $\Omega=\Omega_{E}=0$. Both cases are shown superimposed in Fig. 8.9 for $0 \leq \varepsilon<\pi$. For the Earth the obliquity of the ecliptic is $\varepsilon=23.4$, yielding $i=139.42^{\circ}$ with respect to the ecliptic, and $I=94.55^{\circ}$ with respect to the equator.


Figure 8.9: Inclination of balanced orbits with respect to the ecliptic (gray line, $\Omega_{E}=\omega_{E}=0$ ) and to the equator (black-dashed line, $\Omega=\omega=0$ ).

We do not find other balanced orbits for the Earth, yet they may be found for other planets; cf. [372]. In general, the flow must be integrated numerically from Eqs. (8.68)(8.71).

## 9 Non-conservative effects

Some configurations of Earth's satellites are clearly affected by non-conservative effects that do not admit a Hamiltonian formulation. This is the case of the solarradiation pressure (SRP) and the atmospheric drag. However, in different instances, the cannonball approximation may be a reasonable assumption when the aim is longterm orbit prediction. This simplification allows one to derive the SRP acceleration from a "potential" function with minor additional simplifications. Then the long-term effects of SRP are approached like a case of Hamiltonian perturbations.

The Hamiltonian approach to SRP perturbations also serves to illustrate how timedependency issues can be avoided without need of moving to the extended phase space by the simple expedient of formulating the problem in a synodic ecliptic frame. It also shows that the vectorial formulation immediately discloses the integrability of the SRP evolution equations, trivialize its achievement, and directly characterizes the geometric nature of the motion [159, 480]. From the vectorial formulation and the standard differentiation of a vector in a moving frame, setting the problem in the inertial equatorial frame is straightforward. The latter includes the time dependency in the long-term Hamiltonian, and is the usual formulation when the radiation pressure is not the dominant perturbation.

On the contrary, the case of perturbations due to atmospheric drag, which are quite relevant in the propagation of satellite orbits with low perigee altitudes, cannot be approached in the Hamiltonian setting. Nevertheless, perturbation methods are not constrained to the case of Hamiltonian flows and widely apply to the case of vectorial flows, the method of Lie transforms not being an exception [282, 304, 333]. Since a detailed description of these methods falls outside the scope of this monograph, the dissipative effects of the atmospheric drag are formulated using the classical approach based on the Gauss variation equations [462]. The same solution would, of course, be obtained if approached by vectorial Lie transforms up to first-order effects. These nonHamiltonian forces are treated like generalized forces in the usual mean-element orbit propagators [436].

### 9.1 Solar-radiation pressure

Objects irradiated by the light energy of the Sun experience a pressure whose magnitude is inversely proportional to the square of the distance to the Sun. Assuming that there is no re-radiation from Earth, the perturbing acceleration caused by solarradiation pressure (SRP) is [506]

$$
\boldsymbol{\alpha}_{\text {srp }}=-P_{\odot}(A / m)\left(a_{\odot} / d_{\odot}\right)^{2}\left(\boldsymbol{e}_{\odot} \cdot \boldsymbol{n}\right)\left[(1-\beta) \boldsymbol{e}_{\odot}+2 \beta\left(\boldsymbol{e}_{\odot} \cdot \boldsymbol{n}\right) \boldsymbol{n}\right],
$$

where $P_{\odot}$ is the solar-radiation pressure constant at one astronomical unit (AU), $A / m$ is the area-to-mass ratio of the spacecraft, $d_{\odot}=\left\|\boldsymbol{r}_{\odot}-\boldsymbol{r}\right\|$ is the distance between the

Sun and the irradiated object, $a_{\odot}$ is the semi-major axis of the Sun's apparent orbit around Earth, $\boldsymbol{e}_{\odot}$ is the Sun direction from the satellite, $\boldsymbol{n}$ is the normal to the radiated surface, and $\beta$ is the index of reflection ( $0<\beta<1$ ).

For common artificial satellites this effect is small, and can be treated as a perturbation of the Keplerian motion. Still, the SRP effect on objects with high area-tomass ratio may have great importance, to the extent of preventing the perturbation approach. We only deal with the first case, and approach the SRP problem by Lie transforms.

### 9.1.1 The disturbing SRP "potential"

For the sake of orbit long-term prediction using perturbation methods, common additional simplifications are that the solar flux is constant along the orbit of the satellite, which allows one to replace $d_{\odot}$ by the radius of the apparent orbit of the Sun around the Earth $r_{\odot}$, and that the parallax of the Sun is negligible, which allows one to replace $\boldsymbol{e}_{\odot}$ by the Sun geocentric direction $\hat{\boldsymbol{r}}_{\odot}$ [361]. If, besides, we assume that the solar panels remain oriented to the Sun or the satellite is a sphere (cannonball approximation), then $\boldsymbol{e}_{\odot} \equiv \boldsymbol{n}$, and hence $\boldsymbol{\alpha}_{\mathrm{srp}}=-F_{\mathrm{srp}} \hat{\boldsymbol{r}}_{\odot}$, whose magnitude is $F_{\mathrm{srp}}=$ $P_{\odot}(A / m)\left(a_{\odot} / r_{\odot}\right)^{2}(\beta+1)>0$, which may further be taken as constant.

When these simplifications are allowed, in spite of SRP being a non-conservative effect, the acceleration it produces can be derived from a scalar function like $\boldsymbol{\alpha}_{\text {srp }}=$ $-\nabla_{r} \mathcal{S}$, where

$$
\begin{equation*}
\mathcal{S}=F_{\mathrm{srp}} \hat{\boldsymbol{r}}_{\odot} \cdot \boldsymbol{r} \tag{9.1}
\end{equation*}
$$

Because $\mathcal{S}$ plays the role of a potential, the perturbation treatment of SRP can be approached by canonical perturbation theory.

For Earth satellite orbits, SRP perturbations are customarily referred to the equatorial frame. However, as discussed in $\S 8.4$ and $\S 8.5$ for third-body perturbations, the formulation is simpler and provides the highest insight when referred to the ecliptic, like it was done in early studies related to zodiacal light [549].

### 9.1.2 Hamiltonian short-period reduction in the synodic frame

The perturbed Keplerian flow stemming from Eq. (9.1) is of three degrees of freedom and, due to the dependence of $\hat{\boldsymbol{r}}_{\odot}$ on the ecliptic longitude of the Sun $\lambda_{\odot}$, timedependent. Nevertheless, the explicit appearance of time is removed when choosing a synodic frame of reference rotating with the mean motion of the Sun $n_{\odot}$, in which, besides, the axis of abscissas is customarily aligned with the direction of radiation pressure [104]. Thus, we deal with a perturbation Hamiltonian (2.30) in which $\mathcal{H}_{0,0}$
is the Keplerian, and, using Delaunay variables, $\mathcal{H}_{1,0}=-n_{\odot} H+\mathcal{S}(\ell, g, h, L, G, H)$. The Coriolis term $-n_{\odot} H$ keeps the Hamiltonian structure of the dynamical model when the longitude of the node in the synodic frame $h=\Omega_{E}-\lambda_{\odot}$ is used. Now, $g=\omega_{E}$ and $c_{i}=H / G$.

Like in §8.1.2, the short-period effects are better isolated in the apsidal frame $(O, \hat{\boldsymbol{e}}, \hat{\boldsymbol{b}}, \boldsymbol{n})$ defined in §4.5.1, where we recall that $\boldsymbol{n}$ is the direction of the angular momentum vector $\boldsymbol{G}=G \boldsymbol{n}, \hat{\boldsymbol{e}}$ is the direction of the eccentricity vector $\boldsymbol{e}=e \hat{\boldsymbol{e}}$, and $\hat{\boldsymbol{b}}=\boldsymbol{n} \times \hat{\boldsymbol{e}}$. Therefore, replacing Eqs. (8.5) and (8.10) into Eq. (9.1), we write the disturbing potential like

$$
\begin{equation*}
\mathcal{H}_{1,0}=-n_{\odot} \boldsymbol{k}_{\odot} \cdot \boldsymbol{G}+F_{\mathrm{srp}} a\left[\left(\hat{\boldsymbol{e}} \cdot \hat{\boldsymbol{r}}_{\odot}\right)(\cos u-e)+\left(\hat{\boldsymbol{b}} \cdot \hat{\boldsymbol{r}}_{\odot}\right) \eta \sin u\right], \tag{9.2}
\end{equation*}
$$

where $\boldsymbol{k}_{\odot}$ is the normal direction to the ecliptic. The components of $\boldsymbol{G}$ and $\boldsymbol{e}$ in the synodic frame, when required, are computed using Eqs. (4.52) and (4.53), respectively, where $I$ is replaced by the inclination with respect to the ecliptic, and $h$ is measured in the synodic frame.

The short-period effects due to SRP are removed from the perturbation Hamiltonian by carrying out a Lie transformation to prime variables. The Lie derivative is, once more, Eq. (4.66), and, like in the case of third-body perturbations, the homological equation is (4.70).

The term $\mathcal{H}_{0,1}$ is chosen such that it cancels the terms pertaining to the kernel out of Eq. (9.2). That is, $\mathcal{H}_{0,1}=\left\langle\widetilde{\mathcal{H}}_{0,1}\right\rangle_{\ell}=\left\langle\mathcal{H}_{1,0}(r / a)\right\rangle_{u}$, from which

$$
\begin{equation*}
\mathcal{H}_{0,1}=-n_{\odot}\left(\boldsymbol{k}_{\odot} \cdot \boldsymbol{G}\right)-\frac{3}{2} F_{\mathrm{srp}} a\left(\hat{\boldsymbol{r}}_{\odot} \cdot \boldsymbol{e}\right) . \tag{9.3}
\end{equation*}
$$

Then the homological equation is analogously solved to obtain

$$
\begin{equation*}
\mathcal{W}_{1}=\frac{F_{\mathrm{srp}}}{4} \frac{a}{n}\left\{\left[\left(4-2 e^{2}\right) \sin u-e \sin 2 u\right] \hat{\boldsymbol{e}}-\eta(4 \cos u-e \cos 2 u) \hat{\boldsymbol{b}}\right\} \cdot \hat{\boldsymbol{r}}_{\odot}, \tag{9.4}
\end{equation*}
$$

with misprints in [159] amended, which is used in the computation of the first row of Eq. (2.17) to obtain the short-period corrections of the transformation.

After truncation to first-order effects, the new Hamiltonian is obtained changing original by prime variables in Eq. (9.3). Disregarding the constant Keplerian term, the long-term Hamiltonian adopts the strikingly simple form

$$
\begin{equation*}
\mathcal{K}_{1}=-n_{\odot}\left(L^{\prime} \boldsymbol{\eta} \cdot \boldsymbol{k}_{\odot}\right)-n_{\mathrm{srp}}\left(L^{\prime} \boldsymbol{e} \cdot \hat{\boldsymbol{r}}_{\odot}\right), \tag{9.5}
\end{equation*}
$$

where we recall that $\boldsymbol{\eta}=\eta \boldsymbol{n}$, from Eq. (4.59), and $n_{\text {srp }}=n_{\text {srp }}\left(L^{\prime}\right)$ is the frequency

$$
\begin{equation*}
n_{\mathrm{srp}}=\frac{3}{2} F_{\mathrm{srp}} \frac{a}{L^{\prime}} . \tag{9.6}
\end{equation*}
$$

The coefficients of the reduced Hamiltonian (9.5) are intrinsic physical magnitudes representing the component of the angular momentum vector normal to the ecliptic,
and the projection of the eccentricity vector (or the Laplace vector $\boldsymbol{A}=L^{\prime} \boldsymbol{e}$ ) in the direction of the radiation source.

On account of $\hat{\boldsymbol{r}}_{\odot} \cdot \boldsymbol{e}=e\left(\cos g^{\prime} \cos h^{\prime}-c_{i} \sin g^{\prime} \sin h^{\prime}\right)$, from Eq. (4.53), $\boldsymbol{k}_{\odot} \cdot \boldsymbol{\eta}=\eta c_{i}$, from Eq. (4.52), and $L^{\prime}$ is constant, the Hamiltonian (9.5) has two degrees of freedom.

### 9.1.3 Particular solutions

The Hamilton equations are reformulated like the variations of the semi-equinoctial variables in Eq. (8.66),

$$
\frac{\mathrm{d} C}{\mathrm{~d} t}=\frac{n_{\mathrm{srp}}}{\eta}\left(1-C^{2}\right) c_{i} \sin h^{\prime}, \quad \frac{\mathrm{d} S}{\mathrm{~d} t}=\frac{n_{\mathrm{srp}}}{\eta}\left(\eta^{2} \cos h^{\prime}-C \operatorname{CS} c_{i} \sin h^{\prime}\right)
$$

and, like we did in §8.5.1, the longitude of the node,

$$
\frac{\mathrm{d} h}{\mathrm{~d} t}=-n_{\odot}+\frac{n_{\mathrm{srp}}}{\eta} S \sin h^{\prime},
$$

and the inclination

$$
\frac{\mathrm{d} i}{\mathrm{~d} t}=\frac{n_{\mathrm{srp}}}{\eta} C s_{i} \sin h^{\prime},
$$

which show that, on average, orbits initially lying on the plane orthogonal to the ecliptic ( $i=\frac{\pi}{2}$ ), will remain in this plane when the initial node and perigee are equal and take the value $g^{\prime}=h^{\prime}= \pm \frac{\pi}{2}(C=0, S=e)$, and the eccentricity of the orbit is $e=e^{*} \equiv n_{\odot} /\left(n_{\odot}^{2}+n_{\mathrm{srp}}^{2}\right)^{1 / 2}$.

On the other hand, the variation of the inclination vanishes for orbits initially resting on the ecliptic ( $i=0, \pi$ ), showing that, on average, planar, ecliptic orbits form an invariant manifold of Hamiltonian (9.5), in which $\left|H^{\prime}\right|=G^{\prime}=\Theta$ and $\hat{\boldsymbol{r}}_{\odot} \cdot \boldsymbol{e}=e \cos \theta$. Since $(\theta, \Theta)$ are canonical conjugate variables, the dynamics on the coplanar manifold is derived from the one-degree-of-freedom Hamiltonian

$$
\begin{equation*}
\mathcal{K}_{E}=-n_{\odot} \Theta-n_{\mathrm{srp}} L^{\prime} e \cos \theta \tag{9.7}
\end{equation*}
$$

in which $e=\sqrt{1-\Theta^{2} / L^{\prime 2}}$, whose Hamilton equations

$$
\frac{\mathrm{d} \theta}{\mathrm{~d} t}=\frac{\partial \mathcal{K}_{E}}{\partial \Theta}=-n_{\odot}+n_{\mathrm{srp}} \frac{\eta}{e} \cos \theta, \quad \frac{\mathrm{~d} \Theta}{\mathrm{~d} t}=-\frac{\partial \mathcal{K}_{E}}{\partial \theta}=-n_{\mathrm{srp}} L e \sin \theta,
$$

show that $\theta=0, e=n_{\text {srp }} /\left(n_{\odot}^{2}+n_{\mathrm{srp}}^{2}\right)^{1 / 2}$ is also an equilibrium of the averaged system. Orbits of this manifold are readily obtained solving $\theta$ from Eq. (9.7),

$$
\cos \theta=-\frac{\eta+\mathcal{K}_{E}^{*}}{\left(n_{\mathrm{srp}} / n_{\odot}\right) e}, \quad \mathcal{K}_{E}^{*}=\frac{\mathcal{K}_{E}\left(\theta_{0}, \Theta_{0}\right)}{L^{\prime} n_{\odot}} .
$$

A sample phase space of Hamiltonian (9.7) scaled by $L^{\prime} n_{\odot}$ is depicted in the left plot of Fig. 9.1 for the particular case $n_{\text {srp }} / n_{\odot}=\tan \frac{\pi}{6}$ [495]. The right plot provides the typical eccentricity-vector diagram of the same case. Dashed lines highlight the limit case for librational motion of the perigee. Between both dashed lines the perigee circulates about the 360 deg , while outside both dashed lines the orbits reach the limit eccentricity 1 before completing a cycle.


Figure 9.1: Contour plots $\mathcal{K}_{E} /\left(L^{\prime} n_{\odot}\right)$ of the coplanar manifold for $n_{\odot} / n_{\text {srp }}=\sqrt{3}$ (after [495]).

The general solution of the coplanar manifold is delayed to the next section, in which the vectorial elements formulation of the variation equations will disclose that it is solved from a linear differential system with constant coefficients.

### 9.1.4 General solution in vectorial elements

The flow stemming from Hamiltonian (9.5) is conveniently solved in vectorial elements replacing $\mathcal{Q}=-\mathcal{K}_{1} / L^{\prime}$ into Eqs. (4.60)-(4.61). Thus, $\nabla_{\boldsymbol{\eta}} \mathcal{Q}=n_{\odot} \boldsymbol{k}_{\odot}, \nabla_{\boldsymbol{e}} \mathcal{Q}=n_{\operatorname{srp}} \hat{\boldsymbol{r}}_{\odot}$, and, therefore,

$$
\begin{align*}
& \frac{\mathrm{d} \boldsymbol{\eta}}{\mathrm{~d} t}=n_{\odot} \boldsymbol{\eta} \times \boldsymbol{k}_{\odot}+n_{\mathrm{srp}} \boldsymbol{e} \times \hat{\boldsymbol{r}}_{\odot},  \tag{9.8}\\
& \frac{\mathrm{d} \boldsymbol{e}}{\mathrm{~d} t}=n_{\odot} \boldsymbol{e} \times \boldsymbol{k}_{\odot}+n_{\mathrm{srp}} \boldsymbol{\eta} \times \hat{\boldsymbol{r}}_{\odot}, \tag{9.9}
\end{align*}
$$

in which we identify two separate subsystems each of which is a linear differential system with constant coefficients, of trivial solution. The first one is ${ }^{1}$

$$
\begin{equation*}
\frac{\mathrm{d} \eta_{1}}{\mathrm{~d} t}=n_{\odot} \eta_{2}, \quad \frac{\mathrm{~d} \eta_{2}}{\mathrm{~d} t}=n_{\mathrm{srp}} e_{3}-n_{\odot} \eta_{1}, \quad \frac{\mathrm{~d} e_{3}}{\mathrm{~d} t}=-n_{\mathrm{srp}} \eta_{2}, \tag{9.10}
\end{equation*}
$$

[^16]which deals essentially with the motion of the node of the orbital plane on the ecliptic plane. The other differential subsystem,
\[

$$
\begin{equation*}
\frac{\mathrm{d} e_{1}}{\mathrm{~d} t}=n_{\odot} e_{2}, \quad \frac{\mathrm{~d} e_{2}}{\mathrm{~d} t}=n_{\mathrm{srp}} \eta_{3}-n_{\odot} e_{1}, \quad \frac{\mathrm{~d} \eta_{3}}{\mathrm{~d} t}=-n_{\mathrm{srp}} e_{2}, \tag{9.11}
\end{equation*}
$$

\]

concerns basically the motion of the perigee in the orbital plane.
Alternatively to the standard solution in exponentials, both subsystems can be reduced by means of obvious integrals. Thus, by inspection of Eq. (9.10), we find

$$
\eta_{1} \frac{\mathrm{~d} \eta_{1}}{\mathrm{~d} t}+\eta_{2} \frac{\mathrm{~d} \eta_{2}}{\mathrm{~d} t}+e_{3} \frac{\mathrm{~d} e_{3}}{\mathrm{~d} t}=0
$$

which constrains the flow to the surface of a sphere of radius $\rho=\sqrt{\eta_{1}^{2}+\eta_{2}^{2}+e_{3}^{2}}$. Also by inspection of Eq. (9.10),

$$
n_{\odot} \frac{\mathrm{d} e_{3}}{\mathrm{~d} t}+n_{\mathrm{srp}} \frac{\mathrm{~d} \eta_{1}}{\mathrm{~d} t}=0
$$

from which we obtain the integral $\chi=n_{\odot} e_{3}+n_{\operatorname{srp}} \eta_{1}$. The change of the physical parameters $\left(n_{\odot}, n_{\text {srp }}\right) \mapsto(q, \gamma)$

$$
q=\left(n_{\odot}^{2}+n_{\mathrm{srp}}^{2}\right)^{1 / 2}, \quad \cos \gamma=n_{\odot} / q, \quad \sin \gamma=n_{\mathrm{srp}} / q, \quad 0 \leq \gamma \leq \frac{\pi}{2},
$$

is used to replace the integral $\chi$ by the scaled one $\zeta=\chi / q$. That is,

$$
\zeta=e_{3} \cos \gamma+\eta_{1} \sin \gamma
$$

Then, on account of $\rho^{2}=\left(\eta_{1} \cos \gamma-e_{3} \sin \gamma\right)^{2}+\eta_{2}^{2}+\zeta^{2}$, the choice of rectangular coordinates, $x=\eta_{1} \cos \gamma-e_{3} \sin \gamma, y=\eta_{2}, z=\zeta$, immediately shows that the flow is made of parallels $z=\zeta=$ const. on the sphere.

On the other hand, the flow is naturally described in spherical coordinates $(\rho, \lambda, \varphi)$, from which $x=\rho \cos \varphi \cos \lambda, y=\rho \cos \varphi \sin \lambda, z=\rho \sin \varphi$. Then differentiation of $x$ yields

$$
\frac{\mathrm{d} \eta_{1}}{\mathrm{~d} t} \cos \gamma-\frac{\mathrm{d} e_{3}}{\mathrm{~d} t} \sin \gamma=-\rho \cos \varphi \sin \lambda \frac{\mathrm{d} \lambda}{\mathrm{~d} t}=-y \frac{\mathrm{~d} \lambda}{\mathrm{~d} t} .
$$

If we now replace $y=\eta_{2}$ and take the variations of $\eta_{1}$ and $e_{3}$ from Eq. (9.10), we finally obtain $\mathrm{d} \lambda / \mathrm{d} t=-q$.

In summary, the flow stemming from the differential subsystem (9.10) evolves on the sphere with constant elevation $\varphi$ and constant rate of precession of the azimuth $\lambda$ given by minus the gyration frequency $q$.

The differential subsystem (9.11) is solved analogously. The obvious integrals are now $\rho^{*}=\sqrt{e_{1}^{2}+e_{2}^{2}+\eta_{3}^{2}}, \zeta^{*}=\eta_{3} \cos \gamma+e_{1} \sin \gamma$, and an analysis similar to the previous case shows that the motion also takes place along parallels in the new sphere
with minus the gyration frequency. This degeneracy of the frequencies to a common value is broken when second-order effects of the perturbation approach are taken into account [480].

Note that the coplanar manifold previously discussed in §9.1.3 is here obtained from Eq. (9.11) in the particular case in which the radius of the first sphere collapses to zero ( $\eta_{1}=\eta_{2}=e_{3}=0$ ).

### 9.1.5 Complete Hamiltonian reduction in action-angle variables

While the averaged problem has been correctly integrated up to the first order in the previous section, obtaining the action-angle variables of the solution might be convenient if higher orders of the normalization are pursued. The action-angle variables of Hamiltonian (9.5) are the Kramers-Deprit variables $(\phi, \psi, \Phi, \Psi)$ [159, 368], which are given by the equations

$$
\begin{align*}
\Phi & =S_{3} \cos \gamma+S_{1} \sin \gamma  \tag{9.12}\\
\sin \phi & =2 S_{2}\left(L^{2}-4 \Phi^{2}\right)^{-1 / 2}  \tag{9.13}\\
\cos \phi & =2\left(S_{1} \cos \gamma-S_{3} \sin \gamma\right)\left(L^{2}-4 \Phi^{2}\right)^{-1 / 2}  \tag{9.14}\\
\Psi & =D_{3} \cos \gamma-D_{1} \sin \gamma  \tag{9.15}\\
\sin \psi & =2 D_{2}\left(L^{2}-4 \Psi^{2}\right)^{-1 / 2}  \tag{9.16}\\
\cos \psi & =2\left(D_{1} \cos \gamma+D_{3} \sin \gamma\right)\left(L^{2}-4 \Psi^{2}\right)^{-1 / 2} \tag{9.17}
\end{align*}
$$

where $S_{i}, D_{i}, i=1,2,3$, are the components of the Moser elements defined in Eq.(4.54)which are written in Delaunay variables ( $g, h, G, H$ ) using Eqs. (4.52) and (4.53). The demonstration of the canonical character of this transformation can be found in [159].

Indeed, if we reformulate the reduced Hamiltonian (9.5) in the geometric variables, $S_{i}, D_{i}$,

$$
\mathcal{K}_{1}=-q\left[\left(S_{3}+D_{3}\right) \cos \gamma+\left(S_{1}-D_{1}\right) \sin \gamma\right],
$$

in which the components of the Moser elements are replaced using Eqs. (9.12) and (9.15), we obtain

$$
\mathcal{K}_{1}=-q(\Phi+\Psi),
$$

which only depends on the Kramers-Deprit actions, thereby disclosing the integrability of the reduced problem. The corresponding Hamilton equations directly show that the two angles evolve with the same gyration frequency $-q$.

The variables $S_{i}, D_{i}$, are readily solved from Eqs. (9.12)-(9.17), to obtain

$$
S_{1}=\Phi \sin \gamma+\frac{1}{2}\left(L^{2}-4 \Phi^{2}\right)^{1 / 2} \cos \phi \cos \gamma
$$

$$
\begin{aligned}
& S_{2}=\frac{1}{2}\left(L^{2}-4 \Phi^{2}\right)^{1 / 2} \sin \phi, \\
& S_{3}=\Phi \cos \gamma-\frac{1}{2}\left(L^{2}-4 \Phi^{2}\right)^{1 / 2} \cos \phi \sin \gamma, \\
& D_{1}=\frac{1}{2}\left(L^{2}-4 \Psi^{2}\right)^{1 / 2} \cos \psi \cos \gamma-\Psi \sin \gamma, \\
& D_{2}=\frac{1}{2}\left(L^{2}-4 \Psi^{2}\right)^{1 / 2} \sin \psi, \\
& D_{3}=\frac{1}{2}\left(L^{2}-4 \Psi^{2}\right)^{1 / 2} \cos \psi \sin \gamma+\Psi \cos \gamma .
\end{aligned}
$$

### 9.1.6 Short-period reduction in the equatorial frame

On the other hand, in most cases the SRP is just a second-order perturbation among the different ones that affect artificial satellites. In that case, the removal of shortperiod terms is customarily done in the equatorial frame, to be propagated semianalytically jointly with the other perturbations.

The synodic frame is a rotating frame with angular velocity $n_{\odot} \boldsymbol{k}_{\odot}$. Therefore, the variation equations in the equatorial (inertial) frame are obtained by simply adding to the variation equations (9.8) and (9.9) the terms $n_{\odot} \boldsymbol{k}_{\odot} \times \boldsymbol{h}$ and $n_{\odot} \boldsymbol{k}_{\odot} \times \boldsymbol{e}$, respectively, stemming from the derivative of a vector in a rotating frame. Thus, using Eq. (3.29),

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{h}}{\mathrm{~d} t}=\frac{3 a F_{\mathrm{srp}}}{2 L^{\prime}} \boldsymbol{e} \times \hat{\boldsymbol{r}}_{\odot}, \quad \frac{\mathrm{d} \boldsymbol{e}}{\mathrm{~d} t}=\frac{3 a F_{\text {srp }}}{2 L^{\prime}} \boldsymbol{h} \times \hat{\boldsymbol{r}}_{\odot} \tag{9.18}
\end{equation*}
$$

where $n_{\text {srp }}$ has been replaced by its definition in Eq. (9.6). Recall that now the coordinates of $\hat{\boldsymbol{r}}_{\odot}$ in the apsidal frame involve the explicit appearance of time through the coordinates of the Sun. Namely,

$$
\hat{\boldsymbol{r}}_{\odot}=R_{3}(\omega) R_{1}(I) R_{3}(\Omega) R_{1}(-\varepsilon) R_{3}\left(-\lambda_{\odot}\right)(1,0,0)^{\tau},
$$

where $\varepsilon$ is the obliquity of the ecliptic and we neglected the ecliptic latitude of the Sun because it is always less than 2 arcseconds [482].

Alternatively, the Hamilton equations are obtained directly from the averaged Hamiltonian (9.3) after removing the Coriolis term. Namely,

$$
\begin{align*}
\mathcal{H}_{0,1}= & -\frac{3}{8} F_{\mathrm{srp}} a e\left\{2 s_{\varepsilon} s\left[\cos \left(\omega-\lambda_{\odot}\right)-\cos \left(\omega+\lambda_{\odot}\right)\right]+\left(1-c_{\varepsilon}\right)\right. \\
& \times\left[(1-c) \cos \left(\omega-\Omega-\lambda_{\odot}\right)+(1+c) \cos \left(\omega+\Omega+\lambda_{\odot}\right)\right]+\left(1+c_{\varepsilon}\right) \\
& \left.\times\left[(1+c) \cos \left(\omega+\Omega-\lambda_{\odot}\right)+(1-c) \cos \left(\omega-\Omega+\lambda_{\odot}\right)\right]\right\}, \tag{9.19}
\end{align*}
$$

which now depends on time through the explicit appearance of the ecliptic longitude of the Sun. From the latter, Kozai's variations of the mean orbital elements [361] are readily derived.

Up to first-order effects, the transformation equations are derived from Eq. (2.17) using Eq. (9.4), which remains unaltered in the equatorial frame. That is,

$$
\mathcal{W}_{1}=\frac{a F_{\text {srp }}}{32 n} \sum_{l=-2}^{2} \sum_{k=-1}^{1} \sum_{j=0}^{1} B_{l}(e) Q_{k}(I) \mathcal{E}_{j, k}(\varepsilon) \sin \left[l u+\omega+k \Omega+(2 j-1) \lambda_{\odot}\right],
$$

with the eccentricity polynomials $B_{0}=0, B_{ \pm 1}= \pm 2(1 \pm \eta)^{2}$, and $B_{ \pm 2}=\mp e(1 \pm \eta)$, the inclination polynomials $Q_{0}=2 s$ and $Q_{ \pm 1}=1 \pm c$, and the obliquity polynomials $\mathcal{E}_{0,0}=-\mathcal{E}_{1,0}=s_{\varepsilon}$ and $\mathcal{E}_{0, \pm 1}=\mathcal{E}_{1, \mp 1}=1 \pm c_{\varepsilon}$.

### 9.2 Atmospheric drag

The magnitude of the atmospheric drag force depends on the local density of the atmosphere $\rho$ and the cross-sectional area $A$ of the spacecraft in the direction of motion. The drag force per unit of mass $m$ is (see, for instance, [464, 506])

$$
\begin{equation*}
\boldsymbol{\alpha}_{\mathrm{drag}}=-\frac{1}{2} n_{\mathrm{d}} \boldsymbol{v}, \quad n_{\mathrm{d}}=(A / m) C_{\mathrm{drag}} \rho v>0 \tag{9.20}
\end{equation*}
$$

where $\boldsymbol{v}$ is velocity relative to the atmosphere, $v=\|\boldsymbol{v}\|$, and $C_{\text {drag }}$ is the dimensionless drag coefficient. For a typical satellite $1.5 \leq C_{\text {drag }} \leq 3.0$, yet the value may vary when calculated for the different constituents of the thermosphere, which have different densities, and hence variants of Eq. (9.20) are sometimes used for increased precision [214]. However, the complexity of accurately predicting the dependence of the atmospheric behavior on the solar flux and geomagnetic activity, makes the efforts in refining the drag coefficient value questionable for long-term predictions, for which the use of Eq. (9.20) seems adequate. Existing tables of drag coefficients for different simple shapes and range of temperatures [503] justify the use of the constant value $C_{\text {drag }}=2.2$ for typical satellites in low-Earth orbit [129].

### 9.2.1 Atmospheric density

The drag force in Eq. (9.20) depends on time through the atmospheric density at the satellite location $\rho$. The latter is a complex parameter that depends on the satellite altitude, the solar flux, the Earth magnetism, the time of day, and the geocentric longitude and latitude of the spacecraft. It must be computed from some density model, among which Roberts' analytical formulation [567], adapted to the Jacchia 1971 model [318], and the Harris-Priester model [265, 266] are popular ones. We only deal with the Harris-Priester model, which neglects the explicit dependence of semi-annual and seasonal latitude variations, but, after modifications in [464], it considers the diurnal density bulge and allows for reasonably accurate density computations. For the computation of $\rho$ we follow the descriptions in [464].

The height of the satellite above the Earth's reference ellipsoid $h=r-\rho_{\oplus}$ is first computed, where $\rho_{\oplus}=R_{\oplus}\left(1-f_{\oplus}\right)\left[1-f_{\oplus}\left(2-f_{\oplus}\right) \cos ^{2} \varphi\right]^{-1 / 2}$ depends on latitude $\varphi$ and Earth's flattening $f_{\oplus} \approx 1 / 300$. The atmospheric density $\rho(h)$ is then estimated from

$$
\begin{equation*}
\rho=\rho_{m}(h)+\left[\rho_{M}(h)-\rho_{m}(h)\right] \cos ^{n}\left(\frac{1}{2} \Psi\right), \tag{9.21}
\end{equation*}
$$

where $\rho_{m}$ and $\rho_{M}$ are the density coefficients at antapex and apex of the atmospheric diurnal bulge, respectively, $\Psi$ is the angle encompassed by the direction of the apex of the diurnal bulge $\boldsymbol{q}$ and the satellite direction $\hat{\boldsymbol{r}} \equiv \boldsymbol{r} / r$, and the exponent $n$ takes the value 2 for low-inclination orbits, and 6 for polar orbits.

The Harris-Priester density model replaces the minimum and maximum density values $\rho_{m}(h)$ and $\rho_{M}(h)$ in Eq. (9.21) by the interpolated values ( $x=m, M$ )

$$
\rho_{\chi}(h)=\rho_{\chi}\left(h_{i}\right) \exp \left[\frac{h_{i}-h}{h_{i}-h_{i+1}} \log \frac{\rho_{\chi}\left(h_{i+1}\right)}{\rho_{\chi}\left(h_{i}\right)}\right],
$$

where $h_{i} \leq h \leq h_{i+1}$, and $\rho_{m}\left(h_{i}\right)$ and $\rho_{M}\left(h_{i}\right)$ are given in Table 9.1 [464]. Besides, the apex of the diurnal bulge is assumed to happen two hours later than the local noon. Thus,

$$
\cos ^{n}\left(\frac{1}{2} \Psi\right)=\left[\frac{1}{2}(1+\cos \Psi)\right]^{n / 2}=\left[\frac{1}{2}(1+\boldsymbol{q} \cdot \hat{\boldsymbol{r}})\right]^{n / 2},
$$

where $\boldsymbol{q}$ is located about $30^{\circ}$ east of the subsolar point-or delayed by 2 hours in right ascension from the Sun's direction, given by the its right ascension and declination $\left(\alpha_{\odot}, \delta_{\odot}\right)$. Then replacing the coordinates of $\boldsymbol{r}$ from Eq. (4.4), with $\Omega \equiv v$, $\boldsymbol{q}=R_{3}(-\alpha) R_{2}\left(\delta_{\odot}\right)(1,0,0)^{\tau}$, and $\alpha=\alpha_{\odot}+30^{\circ}$, we obtain

$$
\begin{align*}
\boldsymbol{q} \cdot \hat{\boldsymbol{r}}= & s \sin \delta_{\odot} \sin \theta+\frac{1}{2}(c-1) \cos \delta_{\odot}[\sin \alpha \sin (\theta-\Omega)-\cos \alpha \cos (\theta-\Omega)] \\
& +\frac{1}{2}(c+1) \cos \delta_{\odot}[\sin \alpha \sin (\theta+\Omega)+\cos \alpha \cos (\theta+\Omega)] \tag{9.22}
\end{align*}
$$

### 9.2.2 Rotating atmosphere

As is customary, we assume that the atmosphere co-rotates with the Earth [506]. Then the velocity relative to this rotating atmosphere, which is needed in the computation of the drag acceleration in Eq. (9.20), is computed like the derivative of a vector in a rotating frame (3.29). Then, assuming that the rotation takes place in the direction orthogonal to the Earth's equator,

$$
\begin{equation*}
\boldsymbol{v}=\frac{\mathrm{d} \boldsymbol{r}}{\mathrm{~d} t}-\omega_{\oplus} \boldsymbol{k} \times \boldsymbol{r} \tag{9.23}
\end{equation*}
$$

where $\omega_{\oplus}$ denotes the Earth's rotation rate and $\boldsymbol{k}$ is the unit vector in the $z$ direction.

Table 9.1: Minimum and maximum density values $\rho\left(\mathrm{g} / \mathrm{km}^{3}\right)$ for an altitude $100 \leq h \leq 1000 \mathrm{~km}$, and mean solar activity (Harris-Priester model, from [464]).

| $\boldsymbol{h}$ | $\boldsymbol{\rho}_{\boldsymbol{m}}$ | $\boldsymbol{\rho}_{\boldsymbol{M}}$ | $\boldsymbol{h}$ | $\boldsymbol{\rho}_{\boldsymbol{m}}$ | $\rho_{\boldsymbol{M}}$ | $\boldsymbol{h}$ | $\boldsymbol{\rho}_{\boldsymbol{m}}$ | $\rho_{\boldsymbol{M}}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 100 | 497400.0 | 497400.0 | 270 | 34.30 | 61.82 | 580 | 0.1092 | 0.7997 |
| 110 | 111289.1 | 111289.1 | 280 | 26.97 | 50.95 | 600 | 0.08070 | 0.6390 |
| 120 | 24900.0 | 24900.0 | 290 | 21.39 | 42.26 | 620 | 0.06012 | 0.5123 |
| 130 | 8377.0 | 8710.0 | 300 | 17.08 | 35.26 | 640 | 0.04519 | 0.4121 |
| 140 | 3899.0 | 4059.0 | 320 | 10.99 | 25.11 | 660 | 0.03430 | 0.3325 |
| 150 | 2122.0 | 2215.0 | 340 | 7.214 | 18.19 | 680 | 0.02632 | 0.2691 |
| 160 | 1263.0 | 1344.0 | 360 | 4.824 | 13.37 | 700 | 0.02043 | 0.2185 |
| 170 | 800.8 | 875.8 | 380 | 3.274 | 9.955 | 720 | 0.01607 | 0.1779 |
| 180 | 528.3 | 601.0 | 400 | 2.249 | 7.492 | 740 | 0.01281 | 0.1452 |
| 190 | 361.7 | 429.7 | 420 | 1.558 | 5.684 | 760 | 0.01036 | 0.1190 |
| 200 | 255.7 | 316.2 | 440 | 1.091 | 4.355 | 780 | 0.008496 | 0.09776 |
| 210 | 183.9 | 239.6 | 460 | 0.7701 | 3.362 | 800 | 0.007069 | 0.08059 |
| 220 | 134.1 | 185.3 | 480 | 0.5474 | 2.612 | 840 | 0.004680 | 0.05741 |
| 230 | 99.49 | 145.5 | 500 | 0.3916 | 2.042 | 880 | 0.003200 | 0.04210 |
| 240 | 74.88 | 115.7 | 520 | 0.2819 | 1.605 | 920 | 0.002210 | 0.03130 |
| 250 | 57.09 | 93.08 | 540 | 0.2042 | 1.267 | 960 | 0.001560 | 0.02360 |
| 260 | 44.03 | 75.55 | 560 | 0.1488 | 1.005 | 1000 | 0.001150 | 0.01810 |

Then the components of $\boldsymbol{v}$ in the radial, normal, and binormal direction are obtained by replacing $\boldsymbol{k}=R_{3}(\theta) R_{1}(I)(0,0,1)^{\tau}$ into Eq. (9.23). Using polar variables $\dot{r}=R$ and $r \dot{\theta}=\Theta / r$, and we get

$$
\boldsymbol{v}=\left(\begin{array}{c}
R  \tag{9.24}\\
\Theta / r \\
0
\end{array}\right)+r \omega_{\oplus}\left(\begin{array}{c}
0 \\
-\cos I \\
\cos \theta \sin I
\end{array}\right)=\left(\begin{array}{c}
R \\
-r \omega_{\oplus} \cos I+\Theta / r \\
r \omega_{\oplus} \sin I \cos \theta
\end{array}\right)
$$

from which, replacing $R=(\Theta / p) e \sin f$, from Eq. (4.30), and $\Theta=\sqrt{\mu p}$, from the first of Eq. (4.21), we obtain

$$
\begin{equation*}
v=\frac{n a}{\eta}\left[1+2 e \cos f+e^{2}-2 \eta^{3} \frac{\omega_{\oplus}}{n} c+\frac{r^{2}}{a^{2}} \eta^{2} \frac{\omega_{\oplus}^{2}}{n^{2}}\left(1-s^{2} \sin ^{2} \theta\right)\right]^{1 / 2} . \tag{9.25}
\end{equation*}
$$

### 9.2.3 Gauss equations of variation

Substitution of Eqs. (9.24) and (9.25) in Eq. (9.20) provides the radial, normal, and binormal components of the drag acceleration $\boldsymbol{\alpha}_{\text {drag }}$, which are directly plugged into Gauss planetary equations (see [42], for instance), to obtain

$$
\begin{aligned}
& \frac{\mathrm{d} a}{\mathrm{~d} t}=-a n_{\mathrm{d}} \frac{1}{\eta^{2}}\left(\frac{p R}{\Theta} e \sin f+\frac{p^{2}}{r^{2}}-\frac{\omega_{\oplus} p^{2}}{\Theta} c\right), \\
& \frac{\mathrm{d} e}{\mathrm{~d} t}=-\frac{1}{2} n_{\mathrm{d}}\left\{\frac{p R}{\Theta} \sin f+\left(1-\frac{\omega_{\oplus} r^{2}}{\Theta} c\right)\left[\left(\frac{p}{r}+1\right) \cos f+e\right]\right\},
\end{aligned}
$$

$$
\begin{aligned}
\frac{\mathrm{d} I}{\mathrm{~d} t} & =-\frac{1}{2} n_{\mathrm{d}} \frac{\omega_{\oplus} r^{2}}{\Theta} s \cos ^{2} \theta, \\
\frac{\mathrm{~d} \Omega}{\mathrm{~d} t} & =-\frac{1}{2} n_{\mathrm{d}} \frac{\omega_{\oplus} r^{2}}{\Theta} \sin \theta \cos \theta, \\
\frac{\mathrm{~d} \omega}{\mathrm{~d} t} & =-\frac{1}{2} n_{\mathrm{d}} \frac{1}{e}\left[-\frac{p R}{\Theta} \cos f+\left(1-\frac{\omega_{\oplus} r^{2}}{\Theta} c\right)\left(\frac{p}{r}+1\right) \sin f\right]-c \frac{\mathrm{~d} \Omega}{\mathrm{~d} t}, \\
\frac{\mathrm{~d} M}{\mathrm{~d} t}-n & =n_{\mathrm{d}} \eta \frac{r}{p} \frac{p R}{\Theta}-\eta\left(\frac{\mathrm{d} \omega}{\mathrm{~d} t}+c \frac{\mathrm{~d} \Omega}{\mathrm{~d} t}\right) .
\end{aligned}
$$

If required, the corresponding variations of the Delaunay variables are computed using the differential relations $\mathrm{d} \ell=\mathrm{d} M, \mathrm{~d} g=\mathrm{d} \omega, \mathrm{d} h=\mathrm{d} \Omega$, and

$$
\frac{\mathrm{d} L}{L}=\frac{1}{2} \frac{\mathrm{~d} a}{a}, \quad \frac{\mathrm{~d} G}{G}=\frac{\mathrm{d} L}{L}-\frac{e}{\eta^{2}} \mathrm{~d} e, \quad \frac{\mathrm{~d} H}{H}=\frac{\mathrm{d} G}{G}-\frac{s}{c} \mathrm{~d} I .
$$

Then we replace $p / r=1+e \cos f$ and $p R / \Theta=e \sin f$, from Eqs. (4.29) and (4.30), respectively, and $\Theta=n a^{2} \eta$, from Eq. (4.63). Hence

$$
\begin{align*}
\frac{\mathrm{d} a}{\mathrm{~d} t} & =-\frac{a}{\eta^{2}} n_{\mathrm{d}}\left[(1-\delta)(1+2 e \cos f)+e^{2}\left(1-\delta c \cos ^{2} f\right)\right]  \tag{9.26}\\
\frac{\mathrm{d} e}{\mathrm{~d} t} & =-n_{\mathrm{d}}\left[\left(1-\frac{1}{2} \delta c\right) e+\left(1-\delta c-\frac{1}{2} \delta c e \cos f\right) \cos f\right]  \tag{9.27}\\
\frac{\mathrm{d} I}{\mathrm{~d} t} & =-\frac{1}{2} n_{\mathrm{d}} \delta s \cos ^{2} \theta  \tag{9.28}\\
\frac{\mathrm{~d} \Omega}{\mathrm{~d} t} & =-\frac{1}{2} n_{\mathrm{d}} \delta \sin \theta \cos \theta  \tag{9.29}\\
\frac{\mathrm{~d} \omega}{\mathrm{~d} t} & =-n_{\mathrm{d}} \frac{1}{e} \sin f\left[1-\delta c\left(1+\frac{e}{2} \cos f\right)\right]-c \frac{\mathrm{~d} \Omega}{\mathrm{~d} t}  \tag{9.30}\\
\frac{\mathrm{~d} M}{\mathrm{~d} t} & =n+n_{\mathrm{d}} e \sin u-\eta\left(\frac{\mathrm{d} \omega}{\mathrm{~d} t}+c \frac{\mathrm{~d} \Omega}{\mathrm{~d} t}\right) \tag{9.31}
\end{align*}
$$

in which we abbreviate $\delta=\delta(f) \equiv\left(\omega_{\oplus} / n\right)(r / p)^{2} \eta^{3}$. It is worth mentioning that Eqs. (9.26)-(9.31) are in agreement with the corresponding equations in [462] except for the last term in Eq. (9.30) which is missing in the equation for the variation of the argument of the perigee given in [462].

Orbit contraction due to atmospheric drag effects is now easily observed for the lower orbits, a case in which $\delta \approx\left(\omega_{\oplus} / n\right) \ll 1$ and can be neglected. In that case, $\mathrm{d} I / \mathrm{d} t=\mathrm{d} \Omega / \mathrm{d} t=0$, and

$$
\begin{aligned}
& \frac{\mathrm{d} a}{\mathrm{~d} t}=-a n_{\mathrm{d}} \frac{1}{\eta^{2}}\left(1+2 e \cos f+e^{2}\right)=-a n_{\mathrm{d}}\left[1+2 e \cos f+\mathcal{O}\left(e^{2}\right)\right], \\
& \frac{\mathrm{d} e}{\mathrm{~d} t}=-n_{\mathrm{d}}(e+\cos f), \\
& \frac{\mathrm{d} F}{\mathrm{~d} t}=n+n_{\mathrm{d}}(e \sin u-\beta \sin f)=n+\frac{1}{2} n_{\mathrm{d}}\left[e \sin f+\mathcal{O}\left(e^{2}\right)\right],
\end{aligned}
$$

where $F=M+\omega, \beta=e /(1+\eta)$ was previously defined in Eq. (5.63), and Eq. (4.71) was used to express the eccentric anomaly in terms of the true one.

### 9.2.4 Perturbation equations

The removal of short-period effects from the Gauss equations is made here in the fashion of Kozai [360] up to first-order effects of the atmospheric drag perturbation.

Thus, we assume that the solution of Eqs. (9.26)-(9.31) takes the form $\xi_{i}(t)=\xi_{i}^{\prime}(t)+$ $\Delta_{i}\left(\xi_{j}^{\prime}(t)\right), i, j=1,2, \ldots 6$, where $\Delta_{i} \equiv \Delta \xi_{i}^{\prime}$ denotes the short-period terms of the solution while $\xi_{i}^{\prime}$ refers to the secular and long-period contributions. That is, since $\Delta_{i}\left(\xi_{j}^{\prime}\right)$ is purely periodic in the mean anomaly, $\xi_{i}^{\prime}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \xi_{i} \mathrm{~d} M$.

The Gauss equations are equally decomposed into

$$
\begin{equation*}
\frac{\mathrm{d} \xi_{i}}{\mathrm{~d} t}=\frac{\mathrm{d} \xi_{i}^{\prime}}{\mathrm{d} t}+\frac{\mathrm{d} \Delta_{i}\left(\xi_{j}^{\prime}\right)}{\mathrm{d} t} \tag{9.32}
\end{equation*}
$$

where the variations of the prime (mean) elements are computed by averaging the right sides of Eqs. (9.26)-(9.31) over the mean anomaly. In particular, using the notation $\sigma=e \sin f, \kappa=e \cos f$ introduced in Eq. (5.21),

$$
\begin{align*}
& \frac{\mathrm{d} a^{\prime}}{\mathrm{d} t}=-\frac{a^{\prime}}{\eta^{\prime 2}} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(1+\kappa^{\prime}\right)^{2}\left(1-\delta c^{\prime}\right)+\sigma^{\prime 2}\right] n_{\mathrm{d}}^{\prime} \mathrm{d} M^{\prime}  \tag{9.33}\\
& \frac{\mathrm{d} e^{\prime}}{\mathrm{d} t}=-\frac{1}{2 \pi} \frac{1}{e^{\prime}} \int_{0}^{2 \pi}\left[e^{\prime 2}+\kappa^{\prime}-\delta^{\prime} c^{\prime}\left(\kappa^{\prime 2}+\kappa^{\prime}+\frac{1}{2} \sigma^{\prime 2}\right)\right] n_{\mathrm{d}}^{\prime} \mathrm{d} M^{\prime}  \tag{9.34}\\
& \frac{\mathrm{d} I^{\prime}}{\mathrm{d} t}=-\frac{1}{2} s^{\prime} \frac{1}{2 \pi} \int_{0}^{2 \pi} n_{\mathrm{d}}^{\prime} \delta^{\prime} \cos ^{2} \theta^{\prime} \mathrm{d} M^{\prime}  \tag{9.35}\\
& \frac{\mathrm{d} \Omega^{\prime}}{\mathrm{d} t}=-\frac{1}{2} \frac{1}{2 \pi} \int_{0}^{2 \pi} n_{\mathrm{d}}^{\prime} \delta^{\prime} \sin \theta^{\prime} \cos \theta^{\prime} \mathrm{d} M^{\prime}  \tag{9.36}\\
& \frac{\mathrm{d} \omega^{\prime}}{\mathrm{d} t}=-c^{\prime} \frac{\mathrm{d} \Omega^{\prime}}{\mathrm{d} t}-\frac{1}{2 \pi e^{\prime 2}} \int_{0}^{2 \pi} \sigma^{\prime}\left[1-\delta^{\prime} c^{\prime}\left(1+\frac{1}{2} \kappa^{\prime}\right)\right] n_{\mathrm{d}}^{\prime} \mathrm{d} M^{\prime}  \tag{9.37}\\
& \frac{\mathrm{d} M^{\prime}}{\mathrm{d} t}=n^{\prime}+\frac{\eta^{\prime}}{2 \pi p^{\prime}} \int_{0}^{2 \pi} \sigma^{\prime} r^{\prime} n_{\mathrm{d}}^{\prime} \mathrm{d} M^{\prime}-\eta^{\prime}\left(c^{\prime} \frac{\mathrm{d} \Omega^{\prime}}{\mathrm{d} t}+\frac{\mathrm{d} \omega^{\prime}}{\mathrm{d} t}\right) \tag{9.38}
\end{align*}
$$

in which symbols with primes stand for functions of the prime (mean) orbital elements. As usual, alternative orbital elements can be used to avoid specific singularities.

Since both the relative velocity with respect to the rotating atmosphere, $v$, and the atmospheric density $\rho$ are naturally expressed like functions of the true anomaly, as shown by Eqs. (9.25) and (9.21)-(9.22), respectively, it happens that $n_{\mathrm{d}} \equiv n_{\mathrm{d}}(f)$, as follows from the definition of $n_{\mathrm{d}}$ in Eq. (9.20). Therefore, Eqs. (9.33)-(9.38) are rather
integrated in $f$ than in $M \equiv \ell$ using the differential relation (4.64). Besides, due to the complicated representation of the atmospheric density, these quadratures are usually evaluated numerically [184, 635, 674].

It is worth mentioning that the use of some intermediary solution of the main problem, rather than the standard Keplerian solution, in the evaluation of the integrals has been claimed to provide additional benefits by accounting for the "dragoblateness coupling". In particular, since the atmospheric density depends essentially on altitude, improvements are observed when using the osculating $J_{2}$-perturbed orbit in the computation of $\rho[253,674]$. This is commonly done modifying the Keplerian radius with the correction $r_{0,1}$ given in §5.7.2, sometimes called an Izsak correction [317]. ${ }^{2}$ This improved value of the radius can also be applied to other elements than $n_{\mathrm{d}}^{\prime}$ in the evaluation of the quadratures by simply replacing $\kappa=-1+p / r$, as given in Eq. (5.42).

The short-period corrections $\Delta_{i}\left(\xi_{j}^{\prime}\right)$ are computed as follows. First, their variations are solved from Eq. (9.32). Next, they are computed along the Keplerian flow, in which $\mathrm{d} t=(1 / n) \mathrm{d} M$, by indefinite integration

$$
\begin{equation*}
\Delta_{i}\left(\xi_{j}^{\prime}\right)=\int\left(\frac{\mathrm{d} \xi_{i}}{\mathrm{~d} t}-\frac{\mathrm{d} \xi_{i}^{\prime}}{\mathrm{d} t}\right) \mathrm{d} t \tag{9.39}
\end{equation*}
$$

replacing the variations of $\xi_{i}$ by the right sides of Eqs. (9.26)-(9.31), and those of $\xi_{i}^{\prime}$ by the right sides of Eqs. (9.33)-(9.38).

The right side of Eq. (9.39) involves both prime and non-prime elements. Nevertheless, as far as $n_{d} \ll n$, the difference between mean and osculating elements is small and, up to first-order effects of $\epsilon=n_{\mathrm{d}} / n$, the osculating orbital elements can be taken as prime variables in the integration. There is an exception, however, which occurs in the integration of the short-period corrections to the mean anomaly. In that case, the first-order corrections cannot be neglected in the first summand of Eq. (9.31). On the contrary, on account of $n=\sqrt{\mu / a^{3}}$, as derived from Eqs. (4.44) and (4.45), $n=n^{\prime}+\Delta n^{\prime} \approx n^{\prime}\left(1-\frac{3}{2} \Delta a^{\prime} / a^{\prime}\right)$, which must be replaced in Eq. (9.31) in order to compute the correction $\Delta M^{\prime}$ from Eq. (9.39).

In summary,

$$
\begin{aligned}
& \Delta \xi=\frac{1}{n^{\prime}} \int\left(\left.\frac{\mathrm{d} \xi}{\mathrm{~d} t}\right|_{\substack{\xi=\xi^{\prime} \\
M=M^{\prime}}}-\frac{\mathrm{d} \xi^{\prime}}{\mathrm{d} t}\right) \mathrm{d} M^{\prime}, \quad \xi \in(a, e, I, \Omega, \omega), \\
& \Delta M=\frac{1}{n^{\prime}} \int\left(\left.\frac{\mathrm{d} M}{\mathrm{~d} t}\right|_{\substack{\xi=\xi^{\prime} \\
M=M^{\prime}}}-\frac{\mathrm{d} M^{\prime}}{\mathrm{d} t}\right) \mathrm{d} M^{\prime}-\frac{3}{2} \int \frac{\Delta a^{\prime}}{a^{\prime}} \mathrm{d} M^{\prime},
\end{aligned}
$$

where $\Delta a^{\prime}$ must be replaced by the previously computed solution of the short-period correction to $a$.

[^17]Alternatively, the approximation of Eqs. (9.26)-(9.31) by means of Fourier series in the true anomaly in which the coefficients are computed numerically, allows for the analogous construction of the short-period corrections by means of Fourier series. Full details on this procedure can be found in [185, 253, 467].

Part III: Relative motion and perturbed non-Keplerian motion

## 10 The Hill problem

The investigation of the three-body dynamics was originally motivated by efforts made in providing accurate descriptions of the motion of the Moon [260]. The restricted approximation, in which the mass of the Moon is negligible, can be traced back to the lunar theories of Euler in 1772 [628]. Since then, the common trend in computing lunar theories was approaching the motion of the Moon as a perturbed Keplerian problem. Hill's departure from the tradition by computing the Moon's orbit as a variation of a particular solution of the three-body problem not only produced a breakthrough in the computation of lunar theories, but also introduced the use of the Jacobian constant to determine forbidden regions of motion of the massless body [292].

The Hill problem does not depend on essential physical parameters and, therefore, has wide applicability to different three-body systems beyond the Earth-MoonSun system. This chapter briefly discusses the derivation of the Hill problem equations as well as relevant facts of the model. As previously mentioned in §1.3.2, the Hill problem has much wider generality than being a mere limiting case of the restricted problem of three bodies. However, for our aim of computing perturbation solutions, we find it natural to adhere to the common practice of deriving the Hill problem from the restricted three-body problem.

### 10.1 The circular restricted three-body problem

The "restricted" three-body problem, or RTBP, studies the motion of a particle of negligible mass under the gravitational attraction of two point-mass bodies, called primaries, which are orbiting about their common center of mass under their mutual gravitational interaction.

Let $m_{1}$ and $m_{2}$ be the masses of the primaries. In the restricted approximation they evolve with Keplerian motion of constant angular momentum vector $\boldsymbol{G}$. We take the plane of motion of the primaries like the $x-y$ plane, and the $z$ axis in the direction of $\boldsymbol{G}$. Then, from Newton's gravitational law, the acceleration of the third body is given by

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{s}}{\mathrm{~d} t^{2}}=-\frac{\mathcal{G} m_{1}}{\rho^{3}} \boldsymbol{\rho}-\frac{\mathcal{G} m_{2}}{r^{3}} \boldsymbol{r} \tag{10.1}
\end{equation*}
$$

where $\boldsymbol{s}$ is the position vector of the massless body with respect to the origin in an inertial or sidereal frame, $\boldsymbol{\rho}$ and $\boldsymbol{r}$ are the vectors joining $m_{1}$ and $m_{2}$ with the massless body, respectively, of moduli $\rho=\|\boldsymbol{\rho}\|$ and $r=\|\boldsymbol{r}\|$, and $\mathcal{G}$ is the gravitational constant. The acceleration is obtained like the gradient of the potential function,

$$
\begin{equation*}
U=\frac{\mathcal{G} m_{1}}{\rho}+\frac{\mathcal{G} m_{2}}{r} \tag{10.2}
\end{equation*}
$$
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A sketch of the RTBP is depicted in Fig. 10.1, where, due to the preservation of the total linear momentum, the origin of the reference system $O$ is chosen at the center of mass of $m_{1}$ and $m_{2}$, and $m^{\prime}$ is the projection of $m$ in the orbital plane of the primaries.


Figure 10.1: Geometry of the restricted three-body problem.

### 10.1.1 Synodic frame. The Jacobi integral

The RTBP is conveniently formulated in a rotating or synodic frame in which the direction of abscissas is defined by the vector $\boldsymbol{d}$ joining the primaries from $m_{1}$ to $m_{2}$, of modulus $d$, and the direction of ordinates completes and orthogonal frame with $\boldsymbol{d}$ and $\boldsymbol{G}$. From Eq. (4.2), the velocity vector $\boldsymbol{\omega}=\dot{9} \boldsymbol{G} /\|\boldsymbol{G}\|=\boldsymbol{G} / d^{2}$ has constant direction due to the Keplerian motion of the primaries, and $\dot{\mathscr{G}}=\|\boldsymbol{G}\| / d^{2}$ is the system rotation rate.

Recalling from Eq. (3.29), the derivative of a vector in a moving frame, the derivative of $\boldsymbol{s}$ is

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{s}}{\mathrm{~d} t}=\boldsymbol{s}^{\prime}+\boldsymbol{\omega} \times \boldsymbol{s} \tag{10.3}
\end{equation*}
$$

where the prime symbol means differentiation in the rotating frame. We limit ourselves to the case in which $\boldsymbol{\omega}$ is constant. Then the orbit of the primaries is circular and the problem is called circular RTBP, or CRTBP in short. In that case,

$$
\frac{\mathrm{d}^{2} \boldsymbol{s}}{\mathrm{~d} t^{2}}=\boldsymbol{s}^{\prime \prime}+2 \boldsymbol{\omega} \times \boldsymbol{s}^{\prime}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{s}),
$$

where $\boldsymbol{s}=\boldsymbol{r}+m_{1} \boldsymbol{d} /\left(m_{1}+m_{2}\right)$, from the definition of the center of mass, and $\boldsymbol{d}$ is constant in the rotating frame. Hence,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \boldsymbol{s}}{\mathrm{~d} t^{2}}=\boldsymbol{r}^{\prime \prime}+2 \boldsymbol{\omega} \times \boldsymbol{r}^{\prime}+\frac{m_{1}}{m_{1}+m_{2}} \boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{d})+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{r}) . \tag{10.4}
\end{equation*}
$$

Then, equating the right sides of Eqs. (10.4) and (10.1), we obtain

$$
\begin{equation*}
\boldsymbol{r}^{\prime \prime}+2 \boldsymbol{\omega} \times \boldsymbol{r}^{\prime}=-\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{r})+\frac{m_{1} \dot{\theta}^{2}}{m_{1}+m_{2}} \boldsymbol{d}-\frac{\mathcal{G} m_{1}}{\rho^{3}} \boldsymbol{\rho}-\frac{\mathcal{G} m_{2}}{r^{3}} \boldsymbol{r}, \tag{10.5}
\end{equation*}
$$

both sides of which are to be multiplied in the scalar way by $\boldsymbol{r}^{\prime}$. Recalling the triple product $\boldsymbol{r}^{\prime} \cdot[\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \boldsymbol{r})]=\left(\boldsymbol{r}^{\prime} \times \boldsymbol{\omega}\right) \cdot(\boldsymbol{\omega} \times \boldsymbol{r})$, we obtain

$$
\begin{equation*}
\boldsymbol{r}^{\prime} \cdot \boldsymbol{r}^{\prime \prime}=(\boldsymbol{\omega} \times \boldsymbol{r}) \cdot\left(\boldsymbol{\omega} \times \boldsymbol{r}^{\prime}\right)+\boldsymbol{r}^{\prime} \cdot\left(-\frac{\mathcal{G} m_{1}}{\rho^{3}} \boldsymbol{\rho}-\frac{\mathcal{G} m_{2}}{r^{3}} \boldsymbol{r}+\frac{m_{1} \dot{\theta}^{2}}{m_{1}+m_{2}} \boldsymbol{d}\right), \tag{10.6}
\end{equation*}
$$

which is readily integrated to give the Jacobi integral

$$
\begin{equation*}
(\boldsymbol{\omega} \times \boldsymbol{r}) \cdot(\boldsymbol{\omega} \times \boldsymbol{r})-2 V-\boldsymbol{r}^{\prime} \cdot \boldsymbol{r}^{\prime}=\tilde{C}, \tag{10.7}
\end{equation*}
$$

where, replacing $\boldsymbol{\rho}=\boldsymbol{d}+\boldsymbol{r}$,

$$
\begin{equation*}
V=-\frac{\mathcal{G} m_{1}}{\|\boldsymbol{d}+\boldsymbol{r}\|}-\frac{\mathcal{G} m_{2}}{\|\boldsymbol{r}\|}-\frac{m_{1} \dot{\theta}^{2}}{m_{1}+m_{2}} \boldsymbol{r} \cdot \boldsymbol{d} \tag{10.8}
\end{equation*}
$$

and $\tilde{C}$ is an arbitrary constant which is known as the Jacobi constant.

### 10.1.2 Hamiltonian formulation

Equation (10.5) can be derived from the Lagrangian

$$
\mathcal{L}=\frac{1}{2} \boldsymbol{r}^{\prime} \cdot \boldsymbol{r}^{\prime}+(\boldsymbol{\omega} \times \boldsymbol{r}) \cdot \boldsymbol{r}^{\prime}+\frac{1}{2}(\boldsymbol{\omega} \times \boldsymbol{r}) \cdot(\boldsymbol{\omega} \times \boldsymbol{r})-V .
$$

The conjugate momentum to $\boldsymbol{r}$ is $\boldsymbol{R}=\partial \mathcal{L} / \partial \boldsymbol{r}^{\prime}=\boldsymbol{r}^{\prime}+\boldsymbol{\omega} \times \boldsymbol{r}$, which, by comparison with Eq. (10.3), is the velocity of the massless particle in the inertial frame. Then the usual construction of the Hamiltonian, $\mathcal{H}=\boldsymbol{R} \cdot \boldsymbol{r}^{\prime}-\mathcal{L}$, yields

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \boldsymbol{R} \cdot \boldsymbol{R}-(\boldsymbol{\omega} \times \boldsymbol{r}) \cdot \boldsymbol{R}+V \tag{10.9}
\end{equation*}
$$

Note that $\mathcal{H}=-\frac{1}{2} \widetilde{C}$.
In view of Eq. (10.8), Hamiltonian (10.9) depends on the physical parameters $\mathcal{G}$, $m_{1}, m_{2}, \dot{\vartheta}$, and $d$. However, a simple nondimensionalization shows that not all of them are essential. Indeed, the transformation to nondimensional variables $\boldsymbol{r}=d \boldsymbol{r}^{*}, \boldsymbol{R}=$ $\dot{\boldsymbol{\vartheta}} d \boldsymbol{R}^{*}$, is canonical with multiplier $\alpha=1 /\left(\dot{\boldsymbol{\Theta}} d^{2}\right)$, as checked from the differential form $\boldsymbol{R}^{*} \cdot \mathrm{~d} \boldsymbol{r}^{*}=\alpha \boldsymbol{R} \cdot \mathrm{d} \boldsymbol{r}$ [243]. When Eq. (10.9) is written in the nondimensional variables we obtain $\mathcal{H}\left(\boldsymbol{r}\left(\boldsymbol{r}^{*}, \boldsymbol{R}^{*}\right), \boldsymbol{R}\left(\boldsymbol{r}^{*}, \boldsymbol{R}^{*}\right)\right)=\mathcal{K}\left(\boldsymbol{r}^{*}, \boldsymbol{R}^{*}\right) / \alpha$ [684]. Straightforward operations yield $\mathcal{K}=\dot{\vartheta} \mathcal{H}^{*}\left(\boldsymbol{r}^{*}, \boldsymbol{R}^{*}\right)$, with

$$
\begin{equation*}
\mathcal{H}^{*}=\frac{1}{2} \boldsymbol{R}^{*} \cdot \boldsymbol{R}^{*}-\left(\boldsymbol{k} \times \boldsymbol{r}^{*}\right) \cdot \boldsymbol{R}^{*}+V^{*} \tag{10.10}
\end{equation*}
$$

in which $\boldsymbol{k}=\boldsymbol{\omega} / \dot{\vartheta}$, and, taking into account that $\mathcal{G}\left(m_{1}+m_{2}\right)=\dot{\vartheta}^{2} d^{3}$ from the Keplerian motion of the primaries. The scaled potential $V^{*}=V /\left(\dot{\vartheta}^{2} d^{2}\right)$ is

$$
\begin{equation*}
V^{*}=-\frac{1-\mu}{\left\|\boldsymbol{i}+\boldsymbol{r}^{*}\right\|}-\frac{\mu}{\left\|\boldsymbol{r}^{*}\right\|}-(1-\mu) \boldsymbol{r}^{*} \cdot \boldsymbol{i}, \tag{10.11}
\end{equation*}
$$

where $\boldsymbol{i}=\boldsymbol{d} / d$, and $\mu=m_{2} /\left(m_{1}+m_{2}\right)$ stands for the nondimensional mass of the smaller primary $\left(0<\mu \leq \frac{1}{2}\right)$. Hence, $1-\mu=m_{1} /\left(m_{1}+m_{2}\right)$.

Therefore, in the new time scale $t^{\prime}=\dot{\Theta} t$, in which the period of the primaries' orbit is $2 \pi$, the flow of the CRTBP is derived from the nondimensional Hamiltonian (10.10) that only depends on the physical nondimensional parameter $\mu$. Namely,

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{r}^{*}}{\mathrm{~d} t^{\prime}}=\boldsymbol{R}^{*}-\boldsymbol{k} \times \boldsymbol{r}^{*}, \quad \frac{\mathrm{~d} \boldsymbol{R}^{*}}{\mathrm{~d} t^{\prime}}=-\boldsymbol{k} \times \boldsymbol{R}^{*}-\nabla_{\boldsymbol{r} *} V^{*} \tag{10.12}
\end{equation*}
$$

### 10.1.3 Surfaces and curves of zero velocity

The Jacobi integral (10.7) is also conveniently written in the nondimensional coordinates, from which we solve the square of the nondimensional velocity in the rotating frame $v=\left\|\boldsymbol{r}^{\prime}\right\| /(d \dot{\mathcal{O}})$. Denoting $C=\tilde{C} /(d \dot{\mathcal{O}})^{2}$, we obtain

$$
\begin{equation*}
v^{2}=\left(\boldsymbol{k} \times \boldsymbol{r}^{*}\right) \cdot\left(\boldsymbol{k} \times \boldsymbol{r}^{*}\right)+2 V^{*}-C, \tag{10.13}
\end{equation*}
$$

which for each value of $C$ defines a zero-velocity surface

$$
\begin{equation*}
S\left(\boldsymbol{r}^{*} ; C\right) \equiv\left(\boldsymbol{k} \times \boldsymbol{r}^{*}\right) \cdot\left(\boldsymbol{k} \times \boldsymbol{r}^{*}\right)+2 V^{*}-C=0 . \tag{10.14}
\end{equation*}
$$

The surfaces of zero velocity define regions of allowed motion for a particle moving with a certain energy. Indeed, points on one side of the surface will make $v^{2}>0$ in Eq. (10.13), whereas points on the other side of the surface would make $v^{2}<0$, which does not admit real solutions, thus precluding motion. An example of these kinds of surfaces is illustrated in Fig. 10.2 for $\mu=\frac{1}{8}$ and $C=2.6$, where the motion only can happen in the region defined by the outside of the ring which is connected with the interior of the two-sphere-type surface. The representation has been limited to $z= \pm 0.5$ although the outer ring exists for any value of $z$.


Figure 10.2: Surface $C=2.6$ of zero velocity of the CRTBP for $\mu=\frac{1}{8}$.

Intersections of different surfaces of zero velocity with the coordinate planes produce zero-velocity curves, which are also used to show how the regions of allowed motion evolve with corresponding values of $C$. This is illustrated in Fig. 10.3 where the evolution from three disconnected regions to two (the transition represented by the dotted zero-velocity curve), and then to one (the transition represented by the black zerovelocity curve) for decreasing values of $C$ is observed. Note that the connection between the different regimes occurs always at critical points on the $x-y$ plane.


Figure 10.3: Cuts of different surfaces of zero velocity of the CRTBP ( $\mu=\frac{1}{8}, 0.5<C<5$ ) with the planes, left to right, $x=0, y=0$ and $z=0$.

### 10.2 Hill's simplifying assumptions

For all practical effects, the CRTBP is not integrable. Alternatively, a wealth of information on the system's behavior is obtained by computing those solutions that may be predictable when time goes to infinity. These are equilibria, bounded regions, periodic orbits and other invariant manifolds of Eqs. (10.12). For instance, five equilibria resting on the plane of the primaries, the so-called Lagrangian or libration points, are guessed from Fig. 10.3. Details on particular solutions of the CRTBP can be found in classical treatments, for instance [514, 517, 628], and we do not discuss them. On the contrary, we focus on the specific case of motion always close to the smaller primary, for which useful analytical approximations to the dynamics are obtained by perturbations.

We take the smaller primary like the origin of the synodic frame, in which the coordinates of the massless body are denoted $\boldsymbol{r}=(x, y, z)$. Then $r=\|\boldsymbol{r}\|$ and

$$
\rho=\|\boldsymbol{d}+\boldsymbol{r}\|=\sqrt{(d+x)^{2}+y^{2}+z^{2}}=d \sqrt{1+2 \epsilon(x / r)+\epsilon^{2}},
$$

with $\epsilon=r / d<1$. Next, the inverse of $\rho$ is expanded in powers of $\epsilon$,

$$
\begin{equation*}
\frac{1}{\rho}=\frac{1}{d} \sum_{i \geq 0} \epsilon^{i} P_{i}(-x / r)=\frac{1}{d}\left[1-\epsilon \frac{x}{r}+\sum_{i \geq 2} \epsilon^{i} P_{i}(-x / r)\right], \tag{10.15}
\end{equation*}
$$

where the $P_{i}$ are Legendre polynomials. Replacing Eq. (10.15) into Eq. (10.8), the potential is written in the form

$$
\begin{equation*}
V=-\frac{\mathcal{G} m_{1}}{d}-\frac{\mathcal{G} m_{2}}{r}-\dot{\vartheta}^{2} d^{2}(1-\mu) \sum_{i \geq 2} \epsilon^{i} P_{i}(-x / r) \tag{10.16}
\end{equation*}
$$

in which the term $\mathcal{G} m_{1} / d$ can be ignored because it does not affect the dynamics of the massless body.

When $r / d=\epsilon \ll 1$ Eq. (10.16) can be safely truncated to the lower orders. If, besides, we constrain to the case in which $\mu$ is of the order of $\epsilon$ or higher, then

$$
V=-\frac{\mathcal{G} m_{2}}{r}+\frac{1}{2} \dot{\vartheta}^{2}\left(r^{2}-3 x^{2}\right)+\mathcal{O}\left(\epsilon^{3}\right)
$$

which, after replaced in Eq. (10.9) and neglecting higher orders, gives rise to the Hill problem Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(X^{2}+Y^{2}+Z^{2}\right)-\dot{\vartheta}(x Y-y X)-\frac{\mathcal{G} m_{2}}{r}+\frac{1}{2} \dot{\vartheta}^{2}\left(r^{2}-3 x^{2}\right) . \tag{10.17}
\end{equation*}
$$

For instance, the distance between Saturn and Enceladus is $d \approx 238000 \mathrm{~km}$. If neglecting $\mathcal{O}\left(10^{-6}\right)$ were acceptable, then in the Hill problem approximation of neglecting $\mathcal{O}\left(\epsilon^{3}\right)$ we obtain $\epsilon \leq 10^{-2}$, which roughly means dealing with orbits about Enceladus with shorter semi-major axes than $a=10^{-2} d=2380 \mathrm{~km}$-or about 9 times Enceladus' equatorial radius of 256 km . Besides, since the mass of Enceladus is about $2 \times 10^{-7}$ times the mass of Saturn, the Hill problem model fits quite well for describing the dynamics of these types of orbits.

That Eq. (10.17) does not depend on essential physical parameters is shown, like we did in §10.1.2, by choosing such units of length and time that $\dot{\vartheta}=1$ and $\mathcal{G} m_{2}=1$. That is,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left(X^{2}+Y^{2}+Z^{2}\right)-(x Y-y X)+\frac{1}{2}\left(r^{2}-3 x^{2}\right)-1 / r, \tag{10.18}
\end{equation*}
$$

where, with abuse of notation, we used the same variables as in the previous case. Therefore, application of the Hill problem to different systems becomes a simpler matter, one of rescaling units of length and time. For instance, the gravitational parameter of Enceladus is $\mathcal{G} m_{2}=7.2095 \mathrm{~km}^{3} / \mathrm{s}^{2}$ and the rotation rate of the Saturn-Enceladus system is $\dot{\theta}=5.30364 \times 10^{-5} \mathrm{~s}^{-1}$. Hence, the Hill problem units of length and time turn out to be 1368.52 km and 18855 s , respectively.

The Hill problem scaling is illustrated in Fig. 10.4, where the equatorial radii of different bodies are presented in units of the Hill problem together with the Hill radius, to be defined later. Note that the small-mass assumption of the smaller primary of the Hill problem may not apply to the Earth-Moon system, whereas the assumption of a circular orbit of the primaries may not apply to the Sun-Mercury system [420].


Figure 10.4: Equatorial radius of different bodies in the Hill problem scale.

On the other hand, physical dimensions may eventually be retained in what follows for their insight, as well as the help they provide in checking dimensions throughout the different analytical manipulations that are carried out.

In the Hill problem units, the zero-velocity surfaces are given by

$$
\begin{equation*}
3 x^{2}-z^{2}+(2 / r)-C=0 \tag{10.19}
\end{equation*}
$$

A sample zero-velocity surface is presented in Fig. 10.5, while Fig. 10.6 shows a sequence of the allowed regions of motion obtained from the projections of the zerovelocity surfaces in the ( $x, y$ ) plane. The latter also shows the collinear libration points, which will be discussed in §10.2.1.


Figure 10.5: Surface $C=4.24$ of zero velocity of the Hill problem.

Zero-velocity curves also serve to illustrate the dimension scaling of the Hill problem. Thus, the $(x, y)$ zero-velocity curve corresponding to the value of the Jacobi constant of the equilibrium points, which determines the maximum size of the region of bounded motion about the primary, is depicted in Fig. 10.7 with the equatorial projections of different celestial bodies superimposed. In particular, Fig. 10.7 shows that regions of bounded motion about Phobos may not exist in the Hill problem approximation.


Figure 10.6: Allowed regions of motion (white areas) of the Hill problem. Left to right: $C=4.5,4.327$, and 4.2. Crosses mark the collinear equilibrium points.


Figure 10.7: Sizes in units of the Hill problem of Phobos (pale gray), Enceladus (gray), Europa (dark gray), and the Moon (white disk). The dashed line is the zero-velocity curve $C=3^{4 / 3}$ of the limit case of bounded motion.

### 10.2.1 Equilibria. Hill's sphere

The Hamiltonian flow stemming from Eq. (10.18) is given by the Hamilton equations

$$
\begin{align*}
& \dot{x}=X+y,  \tag{10.20}\\
& \dot{y}=Y-x,  \tag{10.21}\\
& \dot{z}=Z,  \tag{10.22}\\
& \dot{X}=-\frac{x}{r^{3}}+2 x+Y,  \tag{10.23}\\
& \dot{Y}=-\frac{y}{r^{3}}-y-X,  \tag{10.24}\\
& \dot{Z}=-\frac{z}{r^{3}}-z, \tag{10.25}
\end{align*}
$$

where over dots denote time differentiation in the Hill problem units. As follows from Eqs. (10.22) and (10.25), equilibria can occur only in the ( $x, y$ ) plane. Besides, Eqs. (10.20) and (10.21) vanish when $X=-y$ and $Y=x$, respectively. For these values, Eq. (10.24) becomes zero only when $y=0$, which in turn requires that $r^{3}=\frac{1}{3}$ to make null Eq. (10.23). Therefore, the Hill problem only accepts two equilibria, which are
collinear along the axis of abscissas with $x= \pm 3^{-1 / 3}$. The value of the Jacobi constant of the two symmetric equilibria is $C=3^{4 / 3} \approx 4.32675$, as follows from evaluation of Eq. (10.19).

Then the coordinates of the collinear libration points in the phase space of the Hill problem are $\pm\left(r_{H}, 0,0,0, r_{H}, 0\right)$, where the distance

$$
\begin{equation*}
r_{\mathrm{H}}=3^{-1 / 3}, \tag{10.26}
\end{equation*}
$$

is called the Hill sphere radius, or Hill radius in short, and determines the distance in which the attraction of the central body $m_{2}$ dominates the dynamics.

The elliptic or hyperbolic character of the libration points is computed from the linear variations ( $\delta x, \delta y, \delta z, \delta X, \delta Y, \delta Z$ ) obtained from Eqs. (10.20)-(10.25) after particularization for the collinear libration points. They show that the equations $\delta \dot{z}=\delta Z$ and $\delta \dot{Z}=-4 \delta z$ decouple from the rest of the system. They are readily integrated to yield

$$
\begin{align*}
& \delta z=\delta z_{0} \cos 2 t+\frac{1}{2} \delta Z_{0} \sin 2 t \\
& \delta Z=\delta Z_{0} \cos 2 t-2 \delta z_{0} \sin 2 t \tag{10.27}
\end{align*}
$$

thus giving rise to small harmonic oscillations of frequency

$$
\begin{equation*}
v=2 . \tag{10.28}
\end{equation*}
$$

Therefore, the $z$ axis is a stable direction in all cases. More precisely, the projection of the tangent flow in the $(z, Z)$ plane is made of ellipses, so that, relative to this plane, the collinear equilibria are of the "center" type.

It remains to integrate the reduced linear system with constant coefficients

$$
\begin{equation*}
(\delta \dot{x}, \delta \dot{y}, \delta \dot{X}, \delta \dot{Y})^{\tau}=\mathbb{M}(\delta x, \delta y, \delta X, \delta Y)^{\tau} \tag{10.29}
\end{equation*}
$$

with

$$
\mathbb{M}=\left(\begin{array}{cccc}
0 & 1 & 1 & 0  \tag{10.30}\\
-1 & 0 & 0 & 1 \\
8 & 0 & 0 & 1 \\
0 & -4 & -1 & 0
\end{array}\right)
$$

and $\tau$ denotes transposition. The general solution is made of a linear combination of exponentials. Namely,

$$
\begin{equation*}
\delta_{i}=\sum_{j=1}^{4} A_{i, j} e^{\lambda_{j} t} \tag{10.31}
\end{equation*}
$$

where, for $i=1, \ldots, 4, \delta_{i}$ stands for $\delta x, \delta y, \delta X$, and $\delta Y$, respectively, $\left(A_{i, j}\right)$ is a $4 \times 4$ matrix of arbitrary coefficients, and the characteristic exponents $\lambda_{j}$ are the eigenvalues of $\mathbb{M}$. The latter are computed from the characteristic equation

$$
\begin{equation*}
\operatorname{Det}\left(\mathbb{M}-\mathbb{I}_{4} \lambda\right) \equiv \lambda^{4}-2 \lambda^{2}-27=0, \tag{10.32}
\end{equation*}
$$

which is biquadratic in $\lambda$. Therefore, the characteristic exponents will appear in opposite pairs. We find

$$
\begin{equation*}
\lambda_{1,2}= \pm w \mathbf{i}, \quad w=(2 \sqrt{7}-1)^{1 / 2}, \tag{10.33}
\end{equation*}
$$

which are purely imaginary, thus giving rise to an elliptic direction-or a center-type component. However,

$$
\begin{equation*}
\lambda_{3,4}= \pm \lambda, \quad \lambda=(2 \sqrt{7}+1)^{1 / 2} \tag{10.34}
\end{equation*}
$$

are always real, thus giving rise to a hyperbolic direction-or a saddle-type component. Hence, the instability of the collinear equilibria is said to be of the center $\times$ center $\times$ saddle type.

### 10.2.2 Motion near the equilibrium points

The existence of periodic oscillations with small amplitude in the $z$-axis direction was already shown in Eq. (10.27). We will see now that, in spite of the saddle component on the collinear equilibria, particular instances of Eq. (10.31) give rise to small periodic oscillations in the ( $x, y$ ) plane [514].

First of all, we note that the arbitrary coefficients $A_{i, j}$ in Eq. (10.31) are not completely independent; cf. [628]. Indeed, plugging Eq. (10.31) into both members of the linearized equations (10.29), we find that

$$
\begin{align*}
& A_{1, j}=-A_{2, j} \lambda_{j}+A_{4, j}, \\
& A_{2, j}=A_{1, j} \lambda_{j}-A_{3, j}, \\
& A_{3, j}=-A_{4, j} \lambda_{j}-4 A_{2, j}, \\
& A_{4, j}=A_{3, j} \lambda_{j}-8 A_{1, j} . \tag{10.35}
\end{align*}
$$

The elimination of the arbitrary constants between them leads to the constraint equation $\lambda_{j}^{4}-2 \lambda_{j}^{2}-27=0$, which is automatically fulfilled because it is the same as the characteristic equation (10.32). Besides, solving the two first for $A_{4, j}$ and $A_{3, j}$, which are then put into the two last, we find

$$
\begin{equation*}
A_{2, j}=\alpha_{j} A_{1, j}, \quad \alpha_{j}=\frac{\lambda_{j}^{2}-9}{2 \lambda_{j}} . \tag{10.36}
\end{equation*}
$$

Analogous computations demonstrate that all the arbitrary constants of the general solution in Eq. (10.31) are expressed as functions of the four $A_{1, j}$.

Therefore, we can kill the undesired effect of the two real eigenvalues $\lambda_{3,4}$ by simply choosing such initial conditions that $A_{1,3}=A_{1,4}=0$. The corresponding particular
solution is a small ellipse in the $(x, y)$ plane centered in the libration point. Indeed, plugging $\lambda_{1,2}= \pm \mathbf{i} w$, into Eq. (10.31) we get

$$
\begin{align*}
& \delta x=\delta x_{0} \cos w \tau-\left(\delta y_{0} / \alpha\right) \sin w t  \tag{10.37}\\
& \delta y=\alpha \delta x_{0} \sin w \tau+\delta y_{0} \cos w t \tag{10.38}
\end{align*}
$$

where the initial conditions are related to the arbitrary constants by

$$
\begin{equation*}
\delta x_{0}=A_{1,1}+A_{1,2}, \quad \delta y_{0}=\mathbf{i} \alpha\left(A_{1,2}-A_{1,1}\right), \tag{10.39}
\end{equation*}
$$

and, from Eq. (10.36),

$$
\begin{equation*}
\alpha=\mathbf{i} \alpha_{1}=-\mathbf{i} \alpha_{2}=-\frac{9+w^{2}}{2 w}=-\sqrt{2 \sqrt{7}+5} \approx-3.21 . \tag{10.40}
\end{equation*}
$$

The corresponding solutions $\delta X=\delta \dot{x}-\delta y$ and $\delta Y=\delta \dot{y}+\delta x$, as derived from Eqs. (10.20) and (10.21), respectively, are readily obtained after differentiation of Eqs. (10.37) and (10.38).

In this way we have found two different types of periodic motion around the collinear points: On the one hand, small vertical oscillations as given by Eq. (10.27) will happen when the initial conditions ( $x_{0}, y_{0}, \dot{x}_{0}, \dot{y}_{0}$ ) are chosen null. On the other hand, small planar oscillations as given by Eqs. (10.37)-(10.38), and their corresponding velocities, will exist when choosing the initial conditions $z_{0}=\dot{z}_{0}=0$. Note that the lack of commensurability between the vertical and planar frequencies given by Eqs. (10.28) and (10.33), respectively, prevents three-dimensional periodic orbits consisting of the combination of both infinitesimal motions.

### 10.2.3 Basic families of periodic orbits

We remark that the validity of the analytical solutions in Eqs. (10.27) and (10.37)(10.38) is limited to the case of small oscillations about the libration points because they were obtained from the linearization of the flow. For larger displacements from the libration points, the non-linearities of the Hill problem render these solutions only approximately periodic. However, true periodic solutions of Eqs. (10.20)-(10.25) exist, and can be obtained by the computation of differential corrections to the initial conditions and period. Besides, since the Hill problem is conservative, periodic orbits are grouped in families which may be computed for variations of the Jacobi constant using standard differential corrections algorithms. Full details on the topic can be consulted in specialized texts, as, for instance, [22, 449, 500, 609, 610].

Using this procedure, the families of the so-called Lyapunov planar and vertical periodic orbits are readily computed [176]. As an example, the family of Lyapunov planar orbits for decreasing values of the Jacobi constant is shown in Fig. 10.8. It is characterized by the periodic orbits' stability, which, in the linear approximation, is obtained
from the eigenvalues of the state transition matrix at the end of one period. The six eigenvalues occur in reciprocal pairs, as a consequence of the Hamiltonian character, and one of the eigenvalues takes the trivial value 1 because we are dealing with periodic orbits. Therefore, only two stability indices are needed, which are obtained from the sum of the non-trivial reciprocal pairs. Since the orbits are planar, the "horizontal" stability index $b_{\mathrm{h}}$ in Fig. 10.8 is related to in-plane perturbations, whereas the "vertical" stability index $b_{\mathrm{v}}$ is related to perturbations in the out-of-plane direction. When both stability indices are real numbers in the range $(-2,2)$ the corresponding periodic orbit is stable, whereas any other case yields instability. Critical values $\pm 2$ of one of these indices show possible bifurcation orbits from which new families of periodic orbits could emerge. Note that the stability indices are represented in Fig. 10.8 in an inverse hyperbolic sine scale.


Figure 10.8: Family of planar Lyapunov orbits of the Hill problem. Arrows point to the vertical bifurcations at $C \approx 4,1.2$ and 0 [396].

For the horizontal index to be always much higher than 2, planar Lyapunov orbits of the Hill problem are highly unstable. On the contrary, the vertical index takes critical values in different occasions, which are pointed to with arrows in Fig.10.8, and labelled 1, 2, and 3. At point 1, two symmetric three-dimensional halo orbits emerge in a vertical bifurcation. At point 2, two new families of three-dimensional periodic orbits emerge, which will end in an orbit of the family of Lyapunov vertical orbits, thus constituting some kind of bridge between the two Lyapunov families. Both kind of orbits, halo orbits and orbits of the bridge family, will be discussed from the point of view of perturbation theory in Chapter 12. At point 3 a new bifurcation happens in which three-dimensional periodic orbits bifurcate with period doubling. For additional details on periodic orbits of the Hill problem, as well as other invariant manifolds, the reader is referred to [250].

## 11 Motion inside Hill's sphere

When the motion of the massless body takes place always inside Hill's sphere, the motion can be approached like a case of perturbed Keplerian motion. This is the case of typical science missions about planetary satellites, which require spacecraft orbits close to the surface of the satellite to take full advantage of the science instruments. The ratio between the orbital periods of the spacecraft and the natural satellite then becomes a small quantity that can be used for arranging the Hill problem Hamiltonian like a perturbation Hamiltonian in power series of a formal small parameter. Then, similarly to Garfinkel’s procedure in §7.2, the mean anomaly and the longitude of the node in the rotating frame are stepwise eliminated from the three-degrees-of-freedom Hamiltonian by Lie transforms. While lower orders of the perturbation solution suffice for describing the qualitative features of the long-term dynamics in this particular region of the Hill problem, higher orders may be needed in mission-designing procedures for particular binary systems [419].

Third-body perturbations have the effect of destabilizing typical mapping orbitswhich require a high-inclination and low-eccentricity design-in what is known as the Kozai mechanism [264, 311, 364, 365], also called the Lidov-Kozai resonance [450, 651]. The eccentricity-perigee dynamics is then crucial to the design of the nominal science orbit, and common strategies form maximizing lifetimes are based on the natural dynamics of the Kozai mechanism. For this aim, the accurate computation of the mean to osculating elements transformation becomes essential, yet simplified expressions are allowed in different orbital configurations.

On the other hand, the non-central mass distribution of the attracting body may have observable effects on the long-term dynamics, mitigating the instabilities that affect science orbits to some extent. Because common planetary satellites are in synchronous rotation with their orbital motion, the disturbing effect of the ellipsoidal figure of the central body is incorporated like a perturbation of the Hill problem Hamiltonian without augmenting the number of degrees of freedom, and hence is analogously approached by perturbations.

### 11.1 Perturbed Keplerian motion

The Hill problem Hamiltonian (10.17) can be written like $\mathcal{H}=\mathcal{H}_{\mathrm{K}}+\mathcal{H}_{\mathrm{C}}+\mathcal{H}_{3 \mathrm{~b}}$, where $\mathcal{H}_{\mathrm{K}}=\frac{1}{2}\left(X^{2}+Y^{2}+Z^{2}\right)-\mathcal{G} m_{2} / r$ is the Keplerian, $\mathcal{H}_{\mathrm{C}}=-\dot{\vartheta}(x Y-y X)$ stands for the Coriolis term, and $\mathcal{H}_{3 \mathrm{~b}}=\frac{1}{2} \dot{\vartheta}^{2}\left(r^{2}-3 x^{2}\right)$ accounts for third-body effects in the Hill problem approximation. Then, in those regions of phase space in which both the Coriolis effect and the third-body perturbations are small when compared to the Keplerian attraction, the Hill problem can be approached as a case of a perturbed Keplerian motion.

In the case in which $\mathcal{H}_{3 \mathrm{~b}} \ll \mathcal{H}_{\mathrm{C}} \ll \mathcal{H}_{\mathrm{K}}$, one can take a formal small parameter that roughly indicates the smallness of the time varying ratio $\epsilon \sim \dot{\vartheta} / n$. Then, using Eq. (4.4),
the perturbation Hamiltonian (2.30) is arranged in the form

$$
\begin{align*}
\mathcal{H}_{0,0}= & -\frac{\mu}{2 a},  \tag{11.1}\\
\mathcal{H}_{1,0}= & -\dot{\vartheta} H=2 \mathcal{H}_{0,0} \frac{\dot{\theta}}{n} c \eta,  \tag{11.2}\\
\mathcal{H}_{2,0}= & \mathcal{H}_{0,0} \frac{\dot{\theta}^{2}}{n^{2}} \frac{r^{2}}{a^{2}} \frac{1}{4}\left\{2\left(2-3 s^{2}+3 s^{2} \cos 2 \theta\right)+3\left[(1-c)^{2} \cos (2 h-2 \theta)\right.\right. \\
& \left.\left.+2 s^{2} \cos 2 h+(1+c)^{2} \cos (2 h+2 \theta)\right]\right\}, \tag{11.3}
\end{align*}
$$

in which $a, n, c, \eta, r, \theta=f+\omega$, and $h=\Omega-\dot{\vartheta} t$ are the usual functions of the Delaunay canonical variables, and $\mathcal{H}_{m, 0}=0$ if $m \geq 3$. It is not a surprise to check that $\mathcal{H}_{2,0}$ is equivalent to twice Eq. (8.47) if replacing $h$ by $h-\theta_{\odot}$; that is, when the latter is viewed in a frame rotating with the mean motion of the sun.

The long-term evolution of the flow is then investigated by removing the shortperiod terms from Eqs. (11.1)-(11.3) by perturbations based on Lie transforms. Due to the rotating-frame formulation, the longitude of the node in the rotating frame $h$ evolves fast when compared with the slow motion of the argument of the periapsis. In consequence, a double-averaging procedure is appropriate. That is, short-period terms related to the mean anomaly are removed first by the usual Delaunay normalization, which is followed by a second Lie transformation that removes periodic terms related to $h$.

### 11.1.1 Short-period elimination

Thus, we apply the Lie transforms method to find the canonical transformation $(\ell, g, h, L, G, H) \mapsto\left(\ell^{\prime}, g^{\prime}, h^{\prime}, L^{\prime}, G^{\prime}, H^{\prime}, \epsilon\right)$ such that, up to some truncation order, removes the short-period effects from the Hill problem Hamiltonian in the prime variables. Since we are dealing with perturbed Keplerian motion, the Lie derivative is the one in Eq. (4.66) and the homological equation is solved by indefinite integration from Eq. (4.68), which is defined up to an arbitrary "constant" that will be used to guarantee the purely periodic character of the generating function.

On account of the fact that $\mathcal{H}_{1,0}$ does not depend on the mean anomaly, we choose $\mathcal{H}_{0,1}=\widetilde{\mathcal{H}}_{0,1} \equiv \mathcal{H}_{1,0}$, and $\mathcal{W}_{1}=0$. Therefore, there are no short-period corrections of the order of $\sim \dot{\vartheta} / n$. At second order we obtain $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}$ from Eq. (2.37), and the new Hamiltonian term is chosen by averaging $\mathcal{H}_{2,0}$ over the mean anomaly.

The averaging is made in closed form of the eccentricity with the help of the differential relation Eq. (4.62) between the mean and eccentric anomalies. Namely, $\mathcal{H}_{0,2}=$ $\left\langle\mathcal{H}_{2,0}\right\rangle_{\ell}=\left\langle\mathcal{H}_{2,0}(r / a)\right\rangle_{u}$. We obtain

$$
\begin{equation*}
\mathcal{H}_{0,2}=-2!\frac{\mu}{a} \frac{\dot{\vartheta}^{2}}{n^{2}} \sum_{l=0}^{1} b_{l}(e) \sum_{k=-1}^{1}(-1)^{k-l} Q_{2, l, 2 k}(I) \cos (2 k h+2 l g), \tag{11.4}
\end{equation*}
$$

which is twice Eq. (8.53). The term $\mathcal{W}_{2}$ is then computed from Eq. (4.70), to obtain

$$
\begin{equation*}
\mathcal{W}_{2}=2!L \frac{\dot{\vartheta}^{2}}{n^{2}} \sum_{l=0}^{1} \sum_{k=-1}^{1} \sum_{j=-3}^{3}(-1)^{k} B_{2, l, j}(e) Q_{2, l, 2 k}(I) \sin (j u+2 k h+2 l g), \tag{11.5}
\end{equation*}
$$

which is twice Eq. (8.54), where the eccentricity polynomials $B_{2, l, j}$ are given in Table 8.6, and the inclination polynomials $Q_{2, l, 2 k}$ in Table 8.3. Derivation of short-period corrections from Eq. (11.5), which are of the order of $(\dot{\theta} / n)^{2}$, follows the standard sequence in Eq. (2.17).

After neglecting higher-order terms, we obtain the new Hamiltonian $\mathcal{K}=\mathcal{K}_{0,0}+$ $\epsilon \mathcal{K}_{1,0}+\frac{1}{2} \epsilon^{2} \mathcal{K}_{2,0}$, in which the terms $\mathcal{K}_{i, 0}=\mathcal{H}_{0, i}(i=0,1,2)$ are obtained by replacing the original by prime variables in Eqs. (11.1), (11.2), and (11.4), respectively.

### 11.1.2 Elimination of the node in the rotating frame

The single-averaged Hill problem Hamiltonian $\mathcal{K}$ is still of two degrees of freedom. In spite of different particular solutions having been reported in the literature [504, $505,653,655]$, as well as periodic orbits emanating from them [654], not unexpectedly, these known analytical solutions depend on special functions and do not provide much insight on the dynamics. On the other hand, the new Hamiltonian $\mathcal{K}$ still remains in the form of a perturbation Hamiltonian, in which, due to the rotating-frame formulation, the variable $h$ is assumed to evolve faster than $g$. Therefore, the long-term motion can be explored after a new Lie transformation to double-prime variables that removes from the new Hamiltonian the periodic terms related to $h^{\prime \prime}$.

Like in Brouwer's elimination of the perigee in $\S 6.3 .1$ or in the elimination of the longitude of the node from Garfinkel's tesseral Hamiltonian in §7.2.3, the Lie derivative (4.66) identically vanishes at each order, producing the shift between the orders by which the new Hamiltonian terms and the generating function terms get determined. The new homological equation becomes formally analogous to Eq. (6.47), where now

$$
\begin{equation*}
\mathcal{L}_{1}=\frac{\partial \mathcal{K}_{1,0}}{\partial H^{\prime}} \frac{\partial}{\partial h^{\prime}}=-\dot{\vartheta} \frac{\partial}{\partial h^{\prime}}, \tag{11.6}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\mathcal{V}_{m-1}=\frac{1}{m \dot{\vartheta}} \int\left(\mathcal{K}_{0, m}-\widetilde{\mathcal{K}}_{0, m}\right) \mathrm{d} h^{\prime} . \tag{11.7}
\end{equation*}
$$

Then $\mathcal{K}_{0,1}=\mathcal{K}_{1,0}$, and we select $\mathcal{K}_{0,2}=\left\langle\mathcal{K}_{2,0}\right\rangle_{h^{\prime}}$. The only term from Eq. (11.4) that remains after averaging is the one with the summation index $k=0$. In preparation of the computations following in §11.2, we arrange it in the general form

$$
\begin{equation*}
\mathcal{K}_{0, m}=-\frac{\mu}{2 a} \frac{\dot{g}^{m}}{n^{m}}(c \eta)^{m^{*}} \sum_{l=0}^{m_{0}} \sum_{j=0}^{m_{0}-l} Q_{m, l, j}^{*} e^{2 j}(e s)^{2 l} \cos 2 l g \tag{11.8}
\end{equation*}
$$

where $m_{0}=\left\lfloor\frac{1}{2} m\right\rfloor$ and $m^{\star}=m \bmod 2$, from the index convention in Eq. (6.5). For $m=2$, we obtain the new inclination polynomials $Q_{2,0,0}^{*}=\frac{1}{2}\left(3 c^{2}-1\right), Q_{2,0,1}^{*}=\frac{3}{2} Q_{2,0,0}^{*}$, and $Q_{2,1,0}^{*}=\frac{15}{4}$.

The term $\mathcal{V}_{1}$ of the generating function is next computed from Eq. (11.7) with $m=2$. We arrange the result like

$$
\begin{equation*}
\mathcal{V}_{m}=L^{\prime} \eta^{(m-1)^{\star}} \frac{\dot{\theta}^{m}}{n^{m}} \sum_{l=-m^{\prime}}^{m^{\prime}} \sum_{k=1}^{m^{\prime}} \sum_{j=0}^{m^{\prime}-l^{\prime}} Q_{m, l, k j}^{*}(I) e^{2\left(j+l^{\prime}\right)} s^{2\left|l^{\prime}-k\right|} \sin (2 k h+2 l g), \tag{11.9}
\end{equation*}
$$

with $l^{\prime}=|l|,(m-1)^{\star}=(m-1) \bmod 2, m^{\prime}=m_{-1}=\left\lfloor\frac{1}{2}(m+1)\right\rfloor$. At first order $m=1$ and $Q_{1, \pm 1,1,0}^{*}=\frac{15}{64}(c \pm 1)^{2}, Q_{1,0,1,0}^{*}=\frac{3}{16}$, and $Q_{1,0,1,1}^{*}=\frac{9}{32}$. The periodic corrections, which now are of the first order of $\dot{\vartheta} / n$, are computed as usual from Eq. (2.17).

The double-averaging procedure ends replacing prime by double-prime variables in the terms $\mathcal{K}_{0, i}, i=0,1,2$, giving rise to the double-averaged Hamiltonian

$$
\begin{equation*}
\mathcal{Q}=-\frac{\mu}{2 a}\left\{1+2 \frac{\dot{\theta}}{n} c \eta-\frac{1}{4} \frac{\dot{\theta}^{2}}{n^{2}}\left[\left(3 e^{2}+2\right)\left(3 s^{2}-2\right)-15 e^{2} s^{2} \cos 2 g^{\prime \prime}\right]\right\} \tag{11.10}
\end{equation*}
$$

in which both $\ell^{\prime \prime}$ and $h^{\prime \prime}$ are cyclic variables. Therefore, $\mathcal{Q}$ is an integrable, one-degree-of-freedom Hamiltonian in ( $g^{\prime \prime}, G^{\prime \prime}$ ), in which $L^{\prime \prime}$ and $H^{\prime \prime}$ are (formal) integrals. In particular, because $H^{\prime \prime}=L^{\prime \prime} \sqrt{1-e^{2}} \cos I$, from Eq. (4.46), the constant value of the third component of the angular momentum vector creates a coupling between the eccentricity and the inclination. As shown in Fig. 11.1, this coupling leads, for given values $L^{\prime \prime}$ and $H^{\prime \prime}$, an increase of the eccentricity to yield a corresponding decrease of the inclination, and the highest eccentricities allowed for a given energy manifold $\mathcal{Q}=E$ of Eq. (11.10) correspond to orbits resting in the orbital plane of the primaries. A symmetric figure is obtained for the case of retrograde inclinations, whereas polar orbits ( $H^{\prime \prime}=0$ ) remain polar. Like in Eq. (5.73), the dynamical parameters $L^{\prime \prime}$ and $H^{\prime \prime}$ in Fig. 11.1 are combined into a single parameter $y=c \eta=H^{\prime \prime} / L^{\prime \prime}$, which, on average, is the cosine of the inclination of the circular orbit for that case.

### 11.1.3 Third-body critical inclination. The Lidov-Kozai resonance

Neglecting constant terms in Eq. (11.10) does not affect the ( $g^{\prime \prime}, G^{\prime \prime}$ ) dynamics. Then after scaling the time by $-\frac{1}{16} a^{2} \dot{\theta}^{2}$ we get the double-averaged Hamiltonian

$$
\begin{equation*}
\mathcal{Q}^{*}=\mathcal{Q}^{*}\left(g^{\prime \prime}, G^{\prime \prime} ; \gamma\right) \equiv\left(2+3 e^{2}\right)\left(3 c^{2}-1\right)+15 e^{2}\left(1-c^{2}\right) \cos 2 \omega, \tag{11.11}
\end{equation*}
$$

where $c=y / \eta$. The Hamiltonian (11.11) is formally equivalent to the solar perturbation in Eq. (8.59), or to the combined lunisolar effects in Eq. (8.61), and can be integrated in terms of special functions [349, 350, 364].


Figure 11.1: Eccentricity-inclination coupling in the double-averaged Hill problem.

Alternatively, as we did in §5.6.3, more insight in the long-term dynamics can be obtained from the graphic representation of the reduced phase space, which is done without need of integration by depicting contour plots of Eq. (11.11) for different values of $\gamma$. An example is shown in Fig. 11.2, where the reduced phase space is presented in both the cylindrical $(e, \omega)$ representation and the planar eccentricity-vector representation. The situation found here is analogous to the bifurcation process that happens in the vicinity of the critical inclination of the satellite problem, previously discussed in §5.6. Indeed, circular orbits always remain circular, on average, and remain stable for the lower inclinations, as illustrated in the left column of Fig. 11.2. Eventually, their stability character changes to instability in a bifurcation process in which two stable elliptic orbits emerge with frozen argument of the periapsis at 90 and 270 deg (plots in the center column of Fig. 11.2). However, the second bifurcation from the circular orbits that happens in the artificial satellite problem, with the consequent return to stability (Fig. 5.4), does not occur now. Therefore, as shown in the plots in the right column of Fig. 11.2, the eccentricity of the orbits in the libration regions about the eccentric equilibria, as well as in the circulation region close to the separatrix, can vary by a large amount, contrary to the artificial satellite problem, with the consequent large variation of the inclination derived from the preservation of the third component of the angular momentum vector.

This phenomenon, which is known as the Lidov-Kozai resonance ${ }^{1}$ [364, 450], has received a lot of attention in dynamical astronomy [485, 525, 607], but it also has important implications in mission designing of space probes.

Beyond the insights provided by the contour plot representation, the proper discussion of the equilibria should be done in variables on a compact manifold as those of Eq. (5.75). However, for the low eccentricities of science orbits about planetary satel-
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Figure 11.2: Contour plots of the double-averaged Hill problem Hamiltonian (11.11) for different values of $\gamma$. Compare with Figs. 5.3 and 5.4.
lites, in practice it is enough to use the components of the eccentricity vector in the orbital plane ( $C, S$ ) defined in Eq. (5.74). Their average variation was given in Eq. (8.66), from which, replacing the Hamilton equations of the double-averaged Hamiltonian (11.11), we obtain

$$
\begin{align*}
& \frac{\mathrm{d} C}{\mathrm{~d} t}=-12 \frac{S}{L^{\prime \prime}}\left(3 \eta-5 \gamma^{2} \frac{1-C^{2}}{\eta^{3}}\right),  \tag{11.12}\\
& \frac{\mathrm{d} S}{\mathrm{~d} t}=-12 \frac{C}{L^{\prime \prime}}\left(2 \eta+5 \gamma^{2} \frac{S^{2}}{\eta^{3}}\right), \tag{11.13}
\end{align*}
$$

where $\eta=\eta(C, S) \equiv \sqrt{1-C^{2}-S^{2}}$.
The variation equations (11.12)-(11.13) show that circular orbits, $C=S=0$, are always equilibria of the double-averaged flow. Besides, it is simple to check that Eq. (11.13) only vanishes when $C=0$. Then the vanishing of Eq. (11.12) when $S \neq 0$ yields another equilibrium solution,

$$
\begin{equation*}
C=0, \quad S= \pm(1-\sqrt{5 / 3}|y|)^{1 / 2} . \tag{11.14}
\end{equation*}
$$

That is, if $|y|<\sqrt{3 / 5}$ then frozen orbits with periapsis $\omega= \pm \frac{\pi}{2}$ exist whose eccentricity $e=|S|$ is given by Eq. (11.14). In the limit $y=\sqrt{3 / 5}$ these equilibria bifurcate from circular orbits with $I_{\text {circular }}=\arccos \sqrt{3 / 5} \approx 39.23$ deg, which is sometimes called the third-body critical inclination.

### 11.2 Higher-order dynamics

While the lower-order truncation of the perturbation solution used is useful in disclosing the main facts of the qualitative dynamics, and in particular the Lidov-Kozai resonance, it establishes a symmetry of direct and retrograde orbits that is not part of the Hill problem. On the other hand, neglecting short-period terms of the order of $(\dot{\mathscr{O}} / n)^{3}$ and higher may be insufficient for making reasonably accurate predictions. For instance, from the physical characteristics of the Sun-Mercury system, $(\dot{\vartheta} / n)^{3}=$ $\mathcal{O}\left(10^{-10}\right)$ for a grazing orbit about Mercury, so the second-order truncation of the perturbation solution seems accurate enough. On the contrary, $(\dot{\theta} / n)^{3}=\mathcal{O}\left(10^{-5}\right)$ for grazing orbits about the Galilean moons, whereas in the case of Enceladus $(\dot{\vartheta} / n)^{3} \approx 5 \times 10^{-4}$ only. The situation, of course, aggravates for higher altitudes of the orbits under investigation.

Higher orders of the perturbation approach provide more accurate predictions, but they also reveal additional details on the Hill problem dynamics. In particular, they show that the inclination at which the stability of the circular orbits changes varies with the semimajor axis of the orbit. Besides, the curve where eccentric orbits bifurcate from circular is no longer symmetric for direct and retrograde inclinations, a fact that had been already checked with numerical methods in the case of Europa [429].

### 11.2.1 Degeneracy at the third order

At third order, the known terms that enter the homological equation are those previously given in Eq. (6.88), which in the current case are limited to $\widetilde{\mathcal{H}}_{0,3}=3\left\{\mathcal{H}_{0,1} ; \mathcal{W}_{2}\right\}$. After evaluation of the Poisson bracket, the term $\mathcal{H}_{0,3}$ is chosen by averaging the known terms over the mean anomaly. As before, the averaging is computed in closed form of the eccentricity, yielding ${ }^{2}$

$$
\begin{equation*}
\mathcal{H}_{0,3}=\left\langle\widetilde{\mathcal{H}}_{0,3}(r / a)\right\rangle_{u}=0 . \tag{11.15}
\end{equation*}
$$

The term $\mathcal{W}_{3}$ is then computed from Eq. (4.70), to obtain

$$
\begin{equation*}
\mathcal{W}_{3}=L \frac{\dot{\theta}^{3}}{n^{3}} \sum_{l=0}^{1} \sum_{k=-1}^{1} \sum_{j=-4}^{4} B_{3, l, j}(e) Q_{3, l, 2 k}(I) \sin (j u+2 k h+2 l g), \tag{11.16}
\end{equation*}
$$

where $Q_{3,0, \pm 2}= \pm \frac{1}{64} s^{2}, Q_{3,1,0}=0, Q_{3,1, \pm 2}=\mp \frac{1}{64}(c \pm 1)^{2}$, which are no longer the same as the inclination polynomials of the equatorial frame formulation in Table 8.3, and the eccentricity polynomials $B_{3, l, j}$ are given Table 11.1.

[^19]Table 11.1: Eccentricity polynomials $B_{3, l, j}$ in Eq. (11.16).

| $\boldsymbol{j}$ | $\boldsymbol{l}=\mathbf{0}$ | $\boldsymbol{l}=\mathbf{1}$ |
| :--- | :--- | :--- |
| 0 | $-9 e^{2}\left(3 e^{2}-16\right)$ | $-9 e^{2}\left(9 \eta^{2}+13\right)$ |
| $\pm 1$ | $9 e\left(3 \eta^{2}+13\right)$ | $\mp 9 e(\eta \pm 1)\left(8 \eta^{2} \pm \eta+13\right)$ |
| $\pm 2$ | $-3 e^{2}\left(4 \eta^{2}+17\right)$ | $-3(\eta \pm 1)^{2}\left(8 \eta^{2} \pm 6 \eta-17\right)$ |
| $\pm 3$ | $11 e^{3}$ | $\pm e(\eta \pm 1)^{2}(6 \eta \mp 11)$ |
| $\pm 4$ | $-\frac{3}{4} e^{4}$ | $\frac{3}{4} e^{2}(\eta \pm 1)^{2}$ |

Because $\mathcal{K}_{3,0}=\mathcal{H}_{0,3}=0$ the new Hamiltonian in prime variables is the same as the second-order one, yet it is now accurate to $\mathcal{O}\left(\dot{\Theta}^{3} / n^{3}\right)$. Therefore, we can compute a third-order approach of the Lie transformation that eliminates the node.

We first compute the known terms $\widetilde{\mathcal{K}}_{0,3}$ from Eq. (6.88) replacing $\mathcal{H}$ by $\mathcal{K}$. Then, like in §11.1.2, the longitude of the node is removed from the homological equation making $\mathcal{K}_{0,3}=\left\langle\widetilde{\mathcal{K}}_{0,3}\right\rangle_{h^{\prime}}$. The term $\mathcal{K}_{0,3}$ takes the general form of Eq. (11.8) with $m=3$ and $Q_{3,0,0}^{*}=\frac{27}{16} s^{2}, Q_{3,0,1}^{*}=-\frac{27}{32}\left(17 s^{2}-50\right)$, and $Q_{3,1,0}^{*}=\frac{405}{32}$. The homological equation (11.7) yields again Eq. (11.9) with $m=2$ and $Q_{2, \pm 1,1,0}^{*}=\frac{45}{128}(c \pm 1)^{2}(3 c \mp 2), Q_{2,0,1,0}^{*}=-\frac{9}{32} c$, and $Q_{2,0,1,1}^{*}=\frac{153}{64} c$.

After neglecting constant terms, and scaling the double-averaged Hamiltonian analogously to Eq. (11.11), we obtain

$$
\begin{align*}
\mathcal{Q}^{*}= & \left(2+3 e^{2}\right)\left(2-3 s^{2}\right)+15 e^{2} s^{2} \cos 2 g^{\prime \prime} \\
& +\frac{9}{8} \varepsilon \gamma\left[2 s^{2}+\left(50-17 s^{2}\right) e^{2}+15 s^{2} e^{2} \cos 2 g^{\prime \prime}\right], \tag{11.17}
\end{align*}
$$

where we abbreviated $\varepsilon=\dot{\vartheta} / n$. The coefficient $\gamma=H^{\prime \prime} / L^{\prime \prime}$ breaks the symmetry of direct and retrograde inclination orbits introduced by the early truncation to the second order, and the variation equations of the semi-equinoctial elements undergo concomitant modifications of order $\varepsilon$ with respect to Eqs. (11.12)-(11.13). That is,

$$
\begin{align*}
& \frac{\mathrm{d} C}{\mathrm{~d} t}=-12 \frac{S}{L^{\prime \prime}}\left[3 \eta\left(1-\frac{9}{8} \gamma \varepsilon\right)-5 \gamma^{2} \frac{1-C^{2}}{\eta^{3}}\left(1+\frac{9}{8} \gamma \varepsilon\right)\right]  \tag{11.18}\\
& \frac{\mathrm{d} S}{\mathrm{~d} t}=-12 \frac{C}{L^{\prime \prime}}\left[2 \eta\left(1+\frac{9}{2} \gamma \varepsilon\right)+5 \gamma^{2} \frac{S^{2}}{\eta^{3}}\left(1+\frac{9}{8} \gamma \varepsilon\right)\right] \tag{11.19}
\end{align*}
$$

While these modifications do not affect the existence of circular orbits, $C=S=0$, which continue to be equilibria of the double-averaged problem, they slightly change the eccentricity of the eccentric equilibria. The latter still exist with the argument of the periapsis frozen at $g= \pm \frac{\pi}{2}$ (or $C=0$ ) for which Eq. (11.19) identically vanishes, and Eq. (11.18) vanishes too when

$$
\begin{equation*}
e=\left(1-|y| \sqrt{\frac{5}{3}} \sqrt{\frac{8+9 \gamma \varepsilon}{8-9 \gamma \varepsilon}}\right)^{1 / 2} \approx\left[1-|\gamma| \sqrt{\frac{5}{3}}\left(1+\frac{9}{8} \varepsilon \gamma\right)\right]^{1 / 2} . \tag{11.20}
\end{equation*}
$$

In the limit $e=0$, Eq. (11.20) gives the curves $\gamma=\gamma(\varepsilon)$ along which circular orbits change their stability in a bifurcation process where the eccentric orbits emerge. Instead of solving the cubic, it is simpler to give $\gamma$ in the implicit form

$$
\begin{equation*}
0=3-5 \gamma^{2}-\frac{9}{8} \varepsilon\left(3+5 \gamma^{2}\right) \gamma, \tag{11.21}
\end{equation*}
$$

which shows the bifurcation lines as perturbations of the lines $3-5 \gamma^{2}=0$ of the thirdbody critical inclination. For direct-inclination orbits $(y>0)$ with $g= \pm \frac{\pi}{2}$, the bifurcation line starts from the critical direct inclination, which continuously increases for increasing values of $\varepsilon$. The bifurcation from retrograde circular orbits $(\gamma<0)$ starts from the critical retrograde inclination, and approaches the equator for increasing values of $\varepsilon$. This curve ends in a retrograde equatorial orbit $(y=-1)$ when $\varepsilon=2 / 9 \approx 0.22$.

This order of approximation of the perturbation solution produces an additional root for $S=0$. This value makes Eq. (11.18) vanish identically, whereas Eq. (11.19) only vanishes along the line $\gamma \varepsilon=-\frac{2}{9}$. The nature of this bifurcation is degenerate, and orbits with the periapsis at either 0 or $\pi$ and any eccentricity $0<e<1$ become frozen orbits along this line.

Bifurcation lines separate regions with different flows. They are illustrated in the left plot of Fig. 11.3 for the third-order double-averaged Hamiltonian. The flow in regions 1 and 3 is qualitatively the same as the flow in the left plot of Fig. 11.2, while the flow in region 2 of Fig. 11.3 is qualitatively the same as the flow in the center and right plots of Fig. 11.2. The right plot of Fig. 11.3 shows the (incorrect) flow provided by the third-order truncation of the perturbation solution in region 4.


Figure 11.3: Left: Bifurcation lines of the third-order truncation of the Hill problem in the parameters plane. Right: illusory flow in region 4 for $\varepsilon=0.25$.

The degeneracy of the third-order truncation indicates that we must proceed to higher orders in the normalization procedure. In general, the computation of higher orders
will solve the issue, yet one must be aware that progressing to higher orders is not always a guarantee of success [168].

### 11.2.2 Fourth-order corrections

At fourth order, from the known terms in Eq. (6.89) we select $\mathcal{H}_{0,4}$ by averaging $\widetilde{\mathcal{H}}_{0,4}$ over the mean anomaly. We arrange it in the general form

$$
\begin{equation*}
\mathcal{H}_{0, m}=-\frac{\mu}{2 a} \frac{\dot{\dot{\theta}}^{m}}{n^{m}} \eta^{m^{\star}} \sum_{l=0}^{m^{\prime}} \sum_{k=-m^{\prime}}^{m^{\prime}} \sum_{j=0}^{m_{0}-l} Q_{m, l, j, j}(I) e^{2 j+2 l} \cos (2 k h+2 l g), \tag{11.22}
\end{equation*}
$$

where $m^{\star}=m \bmod 2$ and $m_{0}=\left\lfloor\frac{1}{2} m\right\rfloor$, from Eq. (6.5), $m^{\prime}=m_{0}-m^{\star}$, and the inclination polynomials $Q_{4, l, k, j}$ are given in Table 11.2. The fourth-order term of the generating function of the short-period elimination is then computed from Eq. (4.70), and is found to comprise 119 trigonometric terms.

Table 11.2: Inclination polynomials $Q_{4, l, k, j}$ in Eq. (11.22).

| $0,0,0:-\frac{1}{32}\left(189 c^{4}+846 c^{2}+141\right)$ | $0,0,1: \frac{27}{32}\left(209 c^{4}+190 c^{2}+377\right)$ |
| :--- | :--- |
| $0, \pm 1,0: \frac{9}{16} s^{2}\left(7 s^{2}-34\right)$ | $0, \pm 1,1:-\frac{171}{16} s^{2}\left(11 s^{2}-24\right)$ |
| $0, \pm 2,0:-\frac{63}{64} s^{4}$ | $0, \pm 2,1: \frac{1881}{64} s^{4}$ |
| $1,0,0:-\frac{27}{32} s^{2}\left(195 s^{2}-278\right)$ | $1,0,1: \frac{9}{64} s^{2}\left(555 s^{2}-686\right)$ |
| $1, \pm 1,0: \frac{27}{16}(c \pm 1)^{2}\left(65 c^{2} \mp 65 c+37\right)$ | $1, \pm 1,1:-\frac{9}{32}(c \pm 1)^{2}\left(185 c^{2} \mp 185 c+79\right)$ |
| $1, \pm 2,0: \frac{1755}{64}(c \pm 1)^{2} s^{2}$ | $1, \pm 2,1:-\frac{1665}{128}(c \pm 1)^{2} s^{2}$ |
| $2,0,0: \frac{5535}{256} s^{4}$ | $0,0,2:-\frac{189}{256}\left(143 c^{4}+170 c^{2}+239\right)$ |
| $2, \pm 1,0: \frac{1845}{128}(c \pm 1)^{2} s^{2}$ | $0, \pm 1,2: \frac{63}{128} s^{2}\left(143 s^{2}-342\right)$ |
| $2, \pm 2,0: \frac{1845}{512}(c \pm 1)^{4}$ | $0, \pm 2,2:-\frac{9009}{512} s^{4}$ |

Next, we change original variables by primes in Eq. (11.22) to compute $\mathcal{K}_{4,0}=\mathcal{H}_{0,4}$. The known terms at this order of the elimination of the node $\widetilde{\mathcal{K}}_{0,4}$ are those shown in Eq. (6.89), in which we now change $\mathcal{H}$ by $\mathcal{K}$. Then we select the new Hamiltonian term $\mathcal{K}_{0,4}=\left\langle\widetilde{\mathcal{K}}_{0,4}\right\rangle_{h^{\prime}}$. Once more, it takes the form of Eq. (11.8), with $m=4$ and corresponding inclination polynomials in Table 11.3. The homological equation (11.7) produces $\mathcal{V}_{3}$ in the form of Eq. (11.9) with $m=3$ and the corresponding inclination polynomials of Table 11.4.

After neglecting constant terms and scaling the refined double-averaged Hamiltonian, we compute the equilibria from the Hamilton equations of the double-averaged flow. The condition $C=0, e=|S|$ gives new values of the eccentric equilibria with the

Table 11.3: Fourth- and fifth-order inclination polynomials $Q_{m, l, j}^{*}$ in Eq. (11.8).

| $\boldsymbol{l , j}$ | $\boldsymbol{m}=\mathbf{4}$ | $\boldsymbol{m}=\mathbf{5}$ |
| :--- | :--- | :--- |
| 0,0 | $\frac{3}{64}\left(9 c^{4}-726 c^{2}-67\right)$ | $\frac{15}{1024}\left(351 c^{5}-19666 c^{2}-30349\right)$ |
| 0,1 | $\frac{27}{32}\left(344 c^{4}+253 c^{2}+329\right)$ | $\frac{15}{1024}\left(209763 c^{5}+544816 c^{2}+397761\right)$ |
| 0,2 | $-\frac{27}{512}\left(5407 c^{4}+2794 c^{2}+2527\right)$ | $-\frac{45}{8192}\left(1155789 c^{5}+845358 c^{2}+325853\right)$ |
| 1,0 | $\frac{27}{32}\left(345 c^{2}+68\right)$ | $\frac{45}{1024}\left(70155 c^{2}+104101\right)$ |
| 1,1 | $-\frac{9}{128}\left(4035 c^{2}+307\right)$ | $-\frac{45}{2048}\left(338805 c^{2}+168689\right)$ |
| 2,0 | $\frac{945}{512}$ | $-\frac{8932275}{8192}$ |

Table 11.4: Third- and fourth-order inclination polynomials $Q_{m, l, k, j}^{*}$ in Eq. (11.9).

| $\boldsymbol{l}, \boldsymbol{k}, \boldsymbol{j}$ | $\boldsymbol{m}=\mathbf{3}$ | $\boldsymbol{m}=\mathbf{4}$ |
| :--- | :--- | :--- |
| $\pm 2,1,0$ | $-\frac{2385}{4096}(c \pm 1)^{2}$ | $-\frac{135}{65536}(c \pm 1)^{2}(26730 c \mp 9601)$ |
| $\pm 2,2,0$ | $\frac{7065}{32678}(c \pm 1)^{3}$ | $\frac{2025}{131072}(c \pm 1)^{4}(939 c \mp 140)$ |
| $\pm 1,1,0$ | $\frac{27}{512}(c \pm 1)^{2}$ | $\frac{15}{16384}(c \pm 1)^{2}$ |
|  | $\times\left(310 c^{2} \mp 175 c+79\right)$ | $\times\left(252639 c^{3} \mp 84861 c^{2}+118641 c \mp 17939\right)$ |
| $\pm 1,1,1$ | $-\frac{9}{1024}(c \pm 1)^{2}$ | $-\frac{15}{32768}(c \pm 1)^{2}$ |
|  | $\times\left(2125 c^{2} \mp 1315 c+563\right)$ | $\times\left(986418 c^{3} \mp 737271 c^{2}+382002 c \pm 1361\right)$ |
| $\pm 1,2,0$ | $\frac{405}{2048}(c \pm 1)^{2}$ | $\frac{135}{16384}(c \pm 1)^{2}(387 c \pm 226)$ |
| $\pm 1,2,1$ | $\frac{5445}{8152}(c \pm 1)^{2}$ | $\frac{135}{32768}(c \pm 1)^{2}(13311 c \mp 1502)$ |
| $0,1,0$ | $\frac{9}{256}\left(13 c^{2}-57\right)$ | $-\frac{3}{4096} c\left(1539 c^{2}+11197\right)$ |
| $0,1,1$ | $\frac{9}{256}\left(904 c^{2}+215\right)$ | $\frac{3}{8192} c\left(1269351 c^{2}+546293\right)$ |
| $0,1,2$ | $-\frac{9}{2048}\left(8131 c^{2}+1355\right)$ | $-\frac{27}{16384} c\left(481869 c^{2}+81992\right)$ |
| $0,2,0$ | $-\frac{261}{2048}$ | $\frac{7047}{8192} c$ |
| $0,2,1$ | $\frac{333}{512}$ | $\frac{38151}{8192} c$ |
| $0,2,2$ | $\frac{12627}{16384}$ | $\frac{5342841}{65536} c$ |

periapsis at $\pm \frac{\pi}{2}$, which, in the limit case $e \rightarrow 0$, provide the new bifurcation line of circular orbits

$$
\begin{equation*}
\sum_{j=0}^{m-2} \Gamma_{j}(y) \varepsilon^{j}=0 \tag{11.23}
\end{equation*}
$$

with $\Gamma_{0}=3-5 y^{2}, \Gamma_{1}=-\frac{9}{8}\left(5 \gamma^{2}+3\right) \gamma$, and $\Gamma_{2}=-\frac{1}{64}\left(2070 y^{4}-193 \gamma^{2}+783\right)$. The term $\Gamma_{2}$ not only introduces observable quantitative changes, but it also corrects the degeneracy of the third-order truncation. Now, bifurcations from retrograde circular orbits exist for all values of $\varepsilon$ of interest, as shown in Fig. 11.4. Region 4 no longer exists and circular direct orbits can remain stable for higher inclinations than retrograde ones.


Figure 11.4: Bifurcation lines of circular orbits of the fourth-order truncation (full lines) superimposed to the analogous lines in Fig. 11.3 (dotted lines).

### 11.2.3 Higher-order refinements

Proceeding to higher orders of the Lie transforms method is standard, although the solution of non-trivial integrals can appear in the procedure. Strategies like those developed in [ 2,324 ] may be of definitive help in that case.

Thus, at fifth order we get the new, single-averaged Hamiltonian term in the general form of Eq. (11.22) with $m=5$ and the inclination polynomials of Table 11.5. It is next written in the prime variables to obtain $\mathcal{K}_{5,0}=\mathcal{H}_{0,5}$. The Fourier series that provides the fifth-order (purely periodic) term of the generating function is found to comprise 132 trigonometric terms.

Table 11.5: Inclination polynomials $Q_{5, l, k, j}$ in Eq. (11.22).

| $0,0,0:-\frac{15}{2} c\left(53 c^{2}+44\right)$ | $0, \pm 1,0:-\frac{795}{4} c s^{2}$ | $1,0,0: \frac{4545}{4} c s^{2}$ |
| :--- | :--- | :--- |
| $0,0,1: \frac{75}{8} c\left(379 c^{2}+555\right)$ | $0, \pm 1,1: \frac{28425}{16} c s^{2}$ | $1, \pm 1,0: \frac{1515}{4}(c \pm 1)^{2}(3 c \mp 2)$ |
| $0,0,2:-\frac{725}{8} c\left(45 c^{2}+58\right)$ | $0, \pm 1,2:-\frac{10125}{16} c s^{2}$ | $1, \pm 1,1:-\frac{255}{4}(c \pm 1)^{2}(3 c \mp 2)$ |

The node is then removed after computing the known terms $\widetilde{\mathcal{K}}_{0,5}$ from Deprit's recursion (2.15). The new, double-averaged Hamiltonian term $\mathcal{K}_{0,5}=\left\langle\widetilde{\mathcal{K}}_{0,5}\right\rangle_{h^{\prime}}$ takes the form of Eq. (11.8) with the inclination polynomials $Q_{5, l, j}^{*}$ given in Table 11.3. The homological equation (11.7) is solved, again, in the form of Eq. (11.9), with $m=4$ and the corresponding inclination polynomials $Q_{m, l, k, j}^{*}$ of Table 11.4.

The bifurcation line from circular orbits is given by Eq. (11.23) with $m=5$. The new term $\Gamma_{3}=-\frac{1}{1024} \gamma\left(14243+104498 y^{2}+70155 \gamma^{4}\right)$ prevents the bifurcation of circular retrograde inclination orbits to exist for moderate values of $\varepsilon$, and the degeneracy of
equilibria with $\omega=0, \pi$ occurs at the new bifurcation line

$$
\frac{1}{128} \gamma\left(8819 \gamma^{2}+14793\right) \varepsilon^{3}+\frac{1}{64}\left(1469 y^{2}+1191\right) \varepsilon^{2}+9 y \varepsilon+2=0,
$$

which is a refinement of the line $9 y \varepsilon+2=0$ found at third order. The situation is again amended at the next order, $m=6$, for which this last bifurcation line ceases to exist, and the bifurcation from circular orbits in Eq. (11.23) is complemented with the term

$$
\Gamma_{4}=-\frac{1}{12288}\left(3086640 \gamma^{6}+4388089 \gamma^{4}+2133651 \gamma^{2}+102040\right)
$$

Recall that the differences between the coefficients $\Gamma_{3}$ and $\Gamma_{4}$ from analogous ones in [419] are a consequence of the purely periodic nature of the generating function of the short-period elimination computed here.

The sixth-order terms of the single- and double-averaged Hamiltonians still adhere to the general form of Eqs. (11.22) and (11.8), respectively. The former comprises 58 terms and corresponding inclination polynomials are not provided to avoid long listings. The terms $Q_{6, l, j}^{*}$ of the latter are provided in Table 11.6.

Table 11.6: Inclination polynomials $Q_{6, l, j}^{*}$ in Eq. (11.8).

```
\(0,0:-\frac{15}{2048}\left(1737 c^{6}+254540 c^{4}+1402545 c^{2}+268346\right)\)
\(0,1: \frac{15}{2048}\left(9265131 c^{6}+24834958 c^{4}+21356085 c^{2}+4723182\right)\)
\(0,2:-\frac{15}{16384}\left(303051753 c^{6}+346139368 c^{4}+190389621 c^{2}+23680002\right)\)
\(0,3: \frac{45}{16384}\left(83046117 c^{6}+47146752 c^{4}+24371729 c^{2}+4316018\right)\)
\(1,0: \frac{45}{1024}\left(1543320 c^{4}+1877096 c^{2}+685157\right)\)
\(1,1:-\frac{15}{4096}\left(88656795 c^{4}+59142109 c^{2}-838246\right)\)
\(1,2: \frac{45}{16384}\left(103612815 c^{4}+51973518 c^{2}+3613243\right)\)
\(2,0:-\frac{75}{16384}\left(10323423 c^{2}-351202\right)\)
\(2,1: \frac{135}{16384}\left(7081485 c^{2}+404026\right)\)
\(3,0: \frac{30290625}{16384}\)
```

The higher-order refinements of the perturbation solution further increase the maximum inclination of the region where circular direct-inclination orbits remain stable. This is illustrated in Fig. 11.5, in which the bifurcation line of the sixth-order solution (gray curve) is shown jointly with the fourth-order bifurcation line (dashed curve) and the classical third-body critical inclination (dotted horizontal line). This fact would allow one to find an almost circular stable nominal orbit with $I \approx 60^{\circ}-$ contrary to the $39.23^{\circ}$ limit of the classical result-for a prospective science orbit about Enceladus with a semimajor axis about twice the equatorial radius of Enceladus (of $\sim 256 \mathrm{~km}$ ), which would provide global coverage for the science mission [96, 585]. When expressed in


Figure 11.5: Departure of the bifurcation lines of the sixth- (full line) and fourth-order solutions (dashed) from the third-body critical inclination (dotted horizontal line). The vertical line marks 2 times the equatorial radius of Enceladus (after [419]).
units of the Hill problem, this semimajor axis is $a \sim 0.375$, and is marked with a vertical line in Fig. 11.5 to highlight how the sixth-order solution modifies the fourth-order prediction by about 4 degrees.

Using the values in §10.2, we find that, for a science orbit about Enceladus with $a=512 \mathrm{~km}$, the approximation provided by the Hill problem neglects terms $(a / d)^{3}=$ $\mathcal{O}\left(10^{-8}\right)$. Besides, $n=\left(\mathcal{G} m_{2} / a^{3}\right)^{1 / 2} \approx 2 \times 10^{-4} \mathrm{~s}^{-1}$ and, since $\dot{\mathscr{y}}=5.3 \times 10^{-5} \mathrm{~s}^{-1}$, a sixthorder perturbation solution neglects $\mathcal{O}(\dot{\mathscr{O}} / n)^{7}=\mathcal{O}\left(10^{-5}\right)$, which provides an acceptable approximation to the Hill problem dynamics.

### 11.3 The case of planetary satellites

While the dynamics of planetary satellites is generally well described by the Hill problem equations, typical science orbits evolve close to the surface of the planetary satellite, thus making the mass-point approximation invalid. In this case the primary at the origin is replaced in first approximation by a triaxial ellipsoid. In addition, planetary satellites commonly orbit their mother planets in synchronous rotation with their mean motion, and the axial tilt is very small and can be neglected. When that is the case, the perturbed Hill problem remains invariant in the rotating frame.

The Hill problem Hamiltonian (11.1)-(11.3) is then supplemented with additional terms that take the non-centralities of the gravitational potential into account [365, 451]. The more relevant terms of this perturbation are those related to the oblateness and dynamical ellipticity, yet the influence of a possible latitudinal asymmetry is sometimes considered [389, 421, 548]. On the other hand, most planetary satellites fit to the hypothesis of hydrostatic equilibrium, which permits one to reduce the number of physical parameters of the perturbation model taking $C_{2,2}=\frac{3}{10} J_{2}$ and $J_{3}=0$ [88].

Assuming that the principal axis of inertia of the triaxial ellipsoid are aligned with the rotating frame, the part of disturbing potential due to the non-central gravitation of the smaller mass body is obtained from Eq. (5.2),

$$
V_{\otimes}=-\frac{\mu}{r} \frac{R_{\otimes}^{2}}{r^{2}}\left[\frac{1}{2} J_{2}\left(1-3 \frac{z^{2}}{r^{2}}\right)+3 C_{2,2} \frac{x^{2}-y^{2}}{r^{2}}\right]
$$

where the subindex ${ }_{\otimes}$ is used to denote the planetary satellite. The Cartesian coordinates are expressed in polar-nodal variables using Eq. (4.4) in which the angle $v$ is replaced by the longitude of the node in the rotating frame $h$. That is,

$$
\begin{aligned}
V_{\otimes}= & -\frac{1}{4} \frac{\mu}{r} \frac{R_{\otimes}^{2}}{r^{2}}\left\{J_{2}\left(2-3 s^{2}+3 s^{2} \cos 2 \theta\right)+3 C_{2,2}\right. \\
& \left.\times\left[(1-c)^{2} \cos (2 h-2 \theta)+2 s^{2} \cos 2 h+(1+c)^{2} \cos (2 h+2 \theta)\right]\right\}
\end{aligned}
$$

A common assumption is that the disturbing effects due to the ellipsoidal figure of the natural satellite are of the same order as the planetary third-body perturbations. ${ }^{3}$ Therefore, the second-order term of the usual perturbation Hamiltonian (2.30) comprises both effects. Thus, $\mathcal{H}_{0,0}$ and $\mathcal{H}_{1,0}$ are given by Eqs. (11.1) and (11.2), respectively, while $\mathcal{H}_{2,0}=\mathcal{H}_{2,0, \text { Hill }}+\mathcal{H}_{2,0,8}$, with $\mathcal{H}_{2,0, \text { Hill }}$ given by Eq. (11.3), and, applying the hydrostatic equilibrium condition to the disturbing potential $V_{\otimes}$,

$$
\begin{align*}
\mathcal{H}_{2,0, \otimes}= & \mathcal{H}_{0,0} \frac{\dot{\theta}^{2}}{n^{2}} \beta^{2} \frac{a^{3}}{r^{3}}\left\{2-3 s^{2}+3 s^{2} \cos 2 \theta+\frac{9}{10}\left[(1-c)^{2} \cos 2(h-\theta)\right.\right. \\
& \left.\left.+2 s^{2} \cos 2 h+(1+c)^{2} \cos 2(h+\theta)\right]\right\}, \tag{11.24}
\end{align*}
$$

where the function

$$
\begin{equation*}
\beta=J_{2}^{1 / 2} \frac{R_{\otimes} / a}{\dot{\vartheta} / n} \tag{11.25}
\end{equation*}
$$

provides an indication on how the strength of the oblateness perturbation relative to the third-body gravitational pull varies with the orbiter's semimajor axis. When expressed in Delaunay variables $\beta$ depends only on the Delaunay action $L$, and its derivative with respect to $L$ can be written in the form $\partial \beta / \partial L=-5 \beta / L$.

Like in the Hill problem alone, to study the long-term orbital behavior of planetary satellites we eliminate the short-period effects by means of two consecutive Lie transformations. The first one removes the short-period effects related to the mean anomaly of the orbiter, and the second the remaining periodic effects related to the longitude of the node in the rotating frame.

[^20]
### 11.3.1 Elimination of the mean anomaly

Like in the Hill problem alone in §11.1.1, we make $\mathcal{H}_{0,1}=\mathcal{H}_{1,0}, \mathcal{W}_{1}=0$ and, in consequence, there are not short-period corrections of order $\dot{\mathscr{}} / n$.

At the second order the known terms are simply $\widetilde{\mathcal{H}}_{0,2}=\mathcal{H}_{2,0}$, from which the term $\mathcal{H}_{0,2}$ is chosen by averaging. That is, $\mathcal{H}_{0,2}=\left\langle\mathcal{H}_{2,0}\right\rangle_{\ell} \equiv\left\langle\mathcal{H}_{2,0, H i l l}\right\rangle_{\ell}+\left\langle\mathcal{H}_{2,0,8}\right\rangle_{\ell}$, where the term $\left\langle\mathcal{H}_{2,0, \text { Hill }}\right\rangle_{\ell}$ has been computed in Eq. (11.4). The averaging $\left\langle\mathcal{H}_{2,0,8}\right\rangle_{\ell}=$ $\left\langle\mathcal{H}_{2,0, \otimes} r /\left(a^{2} \eta\right)\right\rangle_{f}$ is standard. We obtain

$$
\begin{equation*}
\mathcal{H}_{0,2, \otimes}=\mathcal{H}_{0,0} \frac{\dot{\theta}^{2}}{n^{2}} \frac{\beta^{2}}{\eta^{3}}\left(2-3 s^{2}+\frac{9}{5} s^{2} \cos 2 h\right) . \tag{11.26}
\end{equation*}
$$

Now, making $\mathcal{W}_{2}=\mathcal{W}_{2, \text { Hill }}+\mathcal{W}_{2, \otimes}$ the homological equation Eq. (4.67) is decomposed into two parts that are readily solved in closed form of the eccentricity using Eqs. (4.70) and (4.69), respectively. The term $\mathcal{W}_{2, \text { Hill }}$ is the same as $\mathcal{W}_{2}$ in Eq. (11.5), whereas

$$
\begin{align*}
\mathcal{W}_{2,8}= & -L \frac{\dot{\theta}^{2}}{n^{2}} \frac{\beta^{2}}{\eta^{3}}\left\{\phi\left(1-\frac{3}{2} s^{2}+\frac{9}{10} s^{2} \cos 2 h\right)\right. \\
& \left.+\sum_{l=0}^{1} \sum_{k=-1}^{1} \sum_{j=0}^{2 l+1}\left[Q_{l, k} B_{l, j} \sin (j f+2 k h+2 l g)\right]\right\}, \tag{11.27}
\end{align*}
$$

where $Q_{1, \pm 1}=\frac{3}{10}(c \pm 1)^{2}, Q_{1,0}=s^{2}, Q_{0, \pm 1}=\frac{9}{20} s^{2}$, and $Q_{0,0}=\frac{1}{2}\left(3 c^{2}-1\right)$; and $B_{0,1}=e$, $B_{1,0}=\frac{1}{4}(2 \eta+1)(1-\eta) /(1+\eta), B_{1,1}=\frac{3}{4} e, B_{1,2}=\frac{3}{4}$, and $B_{1,3}=\frac{1}{4} e$. Note that, different from [389], the generating function is free from long-period terms. That is, $\left\langle\mathcal{W}_{2}\right\rangle_{\ell}=0$. Besides, a slightly different arrangement of the summations from the one chosen in [389] has been made for better efficiency.

At third order, the known terms of the homological equation are $\widetilde{\mathcal{H}}_{0,3}=3\left\{\mathcal{H}_{1,0} ; \mathcal{W}_{2}\right\}$, like in the Hill problem alone, from which the new Hamiltonian term $\mathcal{H}_{0,3}=$ $\left\langle\widetilde{\mathcal{H}}_{0,3}\right\rangle_{\ell}=0$ is computed. The vanishing of $\mathcal{H}_{0,3}$ was in fact expected from the analogous result in Eq. (11.15) in view of the non-central gravity perturbations due to the elipsoidal figure having been downgraded to the same order as the third-body planetary perturbations.

Then, to the third order of the small parameter, the procedure ends by replacing original by prime variables in the terms $\mathcal{H}_{0, i},(i=0, \ldots, 2)$, of the new Hamiltonian. After neglecting terms of $\mathcal{O}\left(\dot{\vartheta}^{4} / n^{4}\right)$ and higher, the partially reduced Hamiltonian in prime variables is

$$
\begin{equation*}
\mathcal{K}=\mathcal{K}_{0,0}+\mathcal{K}_{1,0}+\frac{1}{2} \mathcal{K}_{2,0}+\frac{1}{3!} \mathcal{K}_{3,0}, \tag{11.28}
\end{equation*}
$$

where $\mathcal{K}_{0,0}$ is the Keplerian, $\mathcal{K}_{1,0}$ is the Coriolis term, $\mathcal{K}_{2,0}=\mathcal{H}_{0,2}$ is given by the sum of Eqs. (11.4) and (11.26), $\mathcal{K}_{3,0}=0$, and prime variables replace the original ones. From

Hamilton equations, we note that the variation of $H^{\prime}$,

$$
\begin{aligned}
\frac{\mathrm{d} H^{\prime}}{\mathrm{d} t}= & -n L^{\prime} \frac{3}{16} \frac{\dot{g}^{2}}{n^{2}}\left\{2\left(2+3 e^{2}+\frac{12 \beta^{2}}{5 \eta^{3}}\right) s^{2} \sin 2 h^{\prime}\right. \\
& \left.+5 e^{2}\left[(c+1)^{2} \sin \left(2 g^{\prime}+2 h^{\prime}\right)-(c-1)^{2} \sin \left(2 g^{\prime}-2 h^{\prime}\right)\right]\right\},
\end{aligned}
$$

vanishes in the case of polar orbits when $h^{\prime}=k \frac{\pi}{2}$, with $k$ integer. Hence, polar orbits either collinear with or orthogonal to the primaries' line of apsides remain polar, on average.

Up to the order of $\dot{\vartheta}^{2} / n^{2}$, the short-period corrections of the Lie transformation from prime to original variables are computed following the sequence in Eq. (2.17).

### 11.3.2 Elimination of the longitude of the node

Like in §11.1.2, the formulation in the rotating frame makes $h^{\prime}$ evolve fast when compared to the rate of variation of $g^{\prime}$. Therefore, we further remove from Hamiltonian (11.28) the periodic terms related to the longitude of the node by means of a new Lie transformation, from prime to double-prime variables, in which the Lie derivative and the homological equation are given by Eqs. (11.6) and (11.7), respectively.

Thus, $\mathcal{K}_{0,1}=\mathcal{K}_{1,0}$ while $\mathcal{V}_{1}$ remains undetermined. At second order, the new Hamiltonian term is chosen by averaging $\widetilde{\mathcal{K}}_{0,2}=\mathcal{K}_{2,0}$ over $h^{\prime}$. That is,

$$
\mathcal{K}_{0,2}=-\frac{\mu}{2 a} \frac{\dot{g}^{2}}{n^{2}} \frac{1}{4}\left[\left(2-3 s^{2}\right)\left(2+3 e^{2}+4 \frac{\beta^{2}}{\eta^{3}}\right)+15 e^{2} s^{2} \cos 2 g^{\prime}\right],
$$

which allows the computation to be made of $\mathcal{V}_{1}$ from Eq. (11.7). We obtain

$$
\begin{align*}
\mathcal{V}_{1}= & \frac{3}{64} L^{\prime} \frac{\dot{\theta}}{n}\left\{2\left(2+3 e^{2}+\frac{12}{5} \frac{\beta^{2}}{\eta^{3}}\right) s^{2} \sin 2 h^{\prime}+5 e^{2}\right. \\
& \left.\times\left[(1+c)^{2} \sin \left(2 g^{\prime}+2 h^{\prime}\right)-(1-c)^{2} \sin \left(2 g^{\prime}-2 h^{\prime}\right)\right]\right\}, \tag{11.29}
\end{align*}
$$

and fill Deprit's triangle computing the intermediate term $\mathcal{K}_{1,1}=\mathcal{K}_{0,2}-\left\{\mathcal{K}_{1,0}, \mathcal{V}_{1}\right\}$.
At third order, the known terms are $\widetilde{\mathcal{K}}_{0,3}=\left\{\mathcal{K}_{0,2}+\mathcal{K}_{1,1}+\mathcal{K}_{2,0}, \mathcal{V}_{1}\right\}$, from which we choose $\mathcal{K}_{0,3}=\left\langle\widetilde{\mathcal{K}}_{0,3}\right\rangle_{h^{\prime}}$. That is,

$$
\begin{aligned}
\mathcal{K}_{0,3}= & -\frac{\mu}{2 a} \frac{\dot{\theta}^{3}}{n^{3}} \frac{27}{32} c \eta\left[2\left(2+3 e^{2}+\frac{6 \beta^{2}}{5 \eta^{3}}\right) \frac{6 \beta^{2}}{5 \eta^{5}} s^{2}\right. \\
& \left.+2 s^{2}-\left(17 s^{2}-50\right) e^{2}+15\left(1+\frac{6 \beta^{2}}{5 \eta^{5}}\right) s^{2} e^{2} \cos 2 g^{\prime}\right]
\end{aligned}
$$

and hence, from Eq. (11.7),

$$
\begin{align*}
\mathcal{V}_{2}= & -G^{\prime} \frac{\dot{\theta}^{2}}{n^{2}} \frac{15}{128}\left\{\frac{4}{5}\left[\frac{3}{2}\left(2-17 e^{2}\right)+\left(2+3 e^{2}+\frac{3 \beta^{2}}{2 \eta^{3}}\right) \frac{24 \beta^{2}}{5 \eta^{5}}\right] c s^{2} \sin 2 h^{\prime}\right. \\
& +(1-c)^{2}\left[6+9 c+\left(7+7 c-5 c^{2}\right) \frac{6 \beta^{2}}{5 \eta^{5}}\right] e^{2} \sin \left(2 g^{\prime}-2 h^{\prime}\right) \\
& \left.+(1+c)^{2}\left[6-9 c+\left(7-7 c-5 c^{2}\right) \frac{6 \beta^{2}}{5 \eta^{5}}\right] e^{2} \sin \left(2 g^{\prime}+2 h^{\prime}\right)\right\} \tag{11.30}
\end{align*}
$$

From the latter, the derivation of medium-period corrections of $\mathcal{O}\left(\dot{\vartheta}^{2} / n^{2}\right)$ is straightforward from Eq. (2.17).

Up to third order of $\dot{\mathscr{g}} / n$, the procedure ends replacing prime by double-prime variables in the terms $\mathcal{K}_{0, i}, i=0,1,2,3$.

### 11.3.3 Reduced phase space in the parameters plane

The double-averaged Hamiltonian is of one degree of freedom in ( $g^{\prime \prime}, G^{\prime \prime}$ ) in which both $H^{\prime \prime}$ and $L^{\prime \prime}=L^{\prime}$ are formal integrals. To study the dynamics in the reduced phase space we neglect the constant terms and scale the double-averaged Hamiltonian by $-\frac{1}{16} a^{2} \dot{\vartheta}^{2}$, to get

$$
\begin{align*}
\mathcal{H}= & -\left(3 s^{2}-2\right)\left(2+3 e^{2}+4 \frac{\beta^{2}}{\eta^{3}}\right)+15\left[1+\varepsilon \frac{9}{8} \gamma\left(1+\frac{6 \beta^{2}}{5 \eta^{5}}\right)\right] s^{2} e^{2} \cos 2 \omega \\
& +\varepsilon \frac{9}{8} \gamma\left[2 s^{2}-\left(17 s^{2}-50\right) e^{2}+2 s^{2}\left(2+3 e^{2}+\frac{6 \beta^{2}}{5 \eta^{3}}\right) \frac{6 \beta^{2}}{5 \eta^{5}}\right] \tag{11.31}
\end{align*}
$$

where $s^{2}=1-\gamma^{2} / \eta^{2}, e^{2}=1-\eta^{2}, \eta=G^{\prime \prime} / L^{\prime \prime}, \varepsilon=\dot{\vartheta} / n\left(L^{\prime \prime}\right)$, and $\gamma=H^{\prime \prime} / L^{\prime \prime}$. Therefore, the reduced flow depends on three parameters, namely $\varepsilon, \gamma$, and $\beta$.

Disregarding the case of rectilinear orbits the reduced phase space is the sphere. A detailed discussion of the reduced flow in the variables on the sphere given in Eq. (5.75) can be found in [433, 592]. Here, we limit our discussions to the more relevant facts that may affect the design of science orbits. Like in previous sections of this chapter, we rely on the usual eccentricity-vector diagram representation. Analogously to Eqs. (11.12)(11.13), we obtain the variation equations,

$$
\begin{align*}
\frac{\mathrm{d} C}{\mathrm{~d} t}= & -3 \frac{S}{L}\left[12 \eta-20\left(1-C^{2}\right) \frac{\gamma^{2}}{\eta^{3}}+4\left(1-5 \frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{2}}{\eta^{4}}\right] \\
& +\frac{27}{10} \frac{S}{L} \varepsilon \frac{\gamma}{\eta}\left\{25\left(1-C^{2}\right) \frac{\gamma^{2}}{\eta^{2}}+15 \eta^{2}+12\left(\frac{4}{5}-\frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{4}}{\eta^{8}}\right. \\
& \left.+\left[2+123 C^{2}-27 S^{2}-5\left(2+33 C^{2}-9 S^{2}\right) \frac{y^{2}}{\eta^{2}}\right] \frac{\beta^{2}}{2 \eta^{5}}\right\} \tag{11.32}
\end{align*}
$$

$$
\begin{align*}
\frac{\mathrm{d} S}{\mathrm{~d} t}= & -3 \frac{C}{L}\left[8 \eta+20 S^{2} \frac{\gamma^{2}}{\eta^{3}}-4\left(1-5 \frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{2}}{\eta^{4}}\right] \\
& -\frac{27}{10} \frac{C}{L} \varepsilon \frac{\gamma}{\eta}\left\{25 S^{2} \frac{\gamma^{2}}{\eta^{3}}+40 \eta^{2}+12\left(\frac{4}{5}-\frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{4}}{\eta^{8}}\right. \\
& \left.+\left[62+63 C^{2}-87 S^{2}-35\left(2+3 C^{2}-3 S^{2}\right) \frac{\gamma^{2}}{\eta^{2}}\right] \frac{\beta^{2}}{2 \eta^{5}}\right\} . \tag{11.33}
\end{align*}
$$

On the other hand, as will be illustrated in §11.3.4, for the orbits of interest higherorder terms only introduce quantitative variations with respect to the second order. Then the discussion of the relative equilibria is made in the simpler approximation, which is obtained after neglecting the terms factored by $\varepsilon$ in Eqs. (11.32) and (11.33). Still, the refinements provided by third-order terms of the long-term Hamiltonian (11.31) definitely improve the computation of particular solutions, and will be taken into account in §11.4.

Then, in the second-order approximation, the equilibria are computed from

$$
\begin{align*}
& 0=-3 \frac{S}{L}\left[12 \eta-20\left(1-C^{2}\right) \frac{\gamma^{2}}{\eta^{3}}+4\left(1-5 \frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{2}}{\eta^{4}}\right]  \tag{11.34}\\
& 0=-3 \frac{C}{L}\left[8 \eta+20 S^{2} \frac{\gamma^{2}}{\eta^{3}}-4\left(1-5 \frac{\gamma^{2}}{\eta^{2}}\right) \frac{\beta^{2}}{\eta^{4}}\right] . \tag{11.35}
\end{align*}
$$

In particular, circular orbits, $C=S=0$, are immediately identified as equilibria of the double-averaged phase space. Besides, the condition $S=0$ makes Eq. (11.34) vanish identically, and turns Eq. (11.35) into a polynomial equation in $\eta$,

$$
\begin{equation*}
2 \eta^{7}-\beta^{2} \eta^{2}+5 \beta^{2} \gamma^{2}=0 \tag{11.36}
\end{equation*}
$$

whose solution will provide the eccentricity of elliptic orbits with frozen perigee at $g=0, \pi$. Elliptic orbits also exist with frozen perigee at $g= \pm \frac{\pi}{2}$, whose eccentricity is given by the solution of the polynomial equation

$$
\begin{equation*}
3 \eta^{7}-5 \gamma^{2} \eta^{3}+\beta^{2} \eta^{2}-5 \beta^{2} \gamma^{2}=0 \tag{11.37}
\end{equation*}
$$

which is obtained by making $C=0$ in Eq. (11.34).
Bifurcations of these eccentric frozen orbits from circular orbits happen along the lines obtained by making $\eta \rightarrow 1$ in Eqs. (11.37) and (11.36). We obtain

$$
\begin{equation*}
\gamma^{2}=\frac{1}{5}\left(1+\frac{2}{1+\beta^{2}}\right), \quad \gamma^{2}=\frac{1}{5}\left(1-\frac{2}{\beta^{2}}\right), \tag{11.38}
\end{equation*}
$$

which provide symmetric bifurcation lines $\gamma=\gamma(\beta)$ for direct and retrograde inclinations in the parameters $(\beta, \gamma)$ plane. The latter shows the limit $\beta \geq \sqrt{2}$ for the existence of eccentric frozen orbits with $g=0, \pi$, while the former yields the critical inclination value of the Hill problem $\gamma^{2}=\frac{3}{5}$ when $\beta=0$. Both kinds of bifurcation lines tend to the
value $\gamma^{2} \rightarrow \frac{1}{5}$ when $\beta \rightarrow \infty$, corresponding to the critical inclination of the artificial satellite problem discussed in §5.6.

Elimination of $\eta$ between Eq. (11.36) and its partial derivative with respect to $\eta$, namely $7 \eta^{5}-\beta^{2}=0$, yields the line of double roots

$$
\begin{equation*}
\gamma= \pm \beta^{2 / 5} / 7^{7 / 10}, \tag{11.39}
\end{equation*}
$$

in the parameters plane $(\beta, \gamma)$, where new stable and unstable eccentric frozen orbits appear in a saddle-node bifurcation with $g=0, \pi$. Since $y^{2} \leq 1$, this line exists only for $0 \leq \beta \leq 7^{7 / 4}$. However, after been plugged into Eq. (11.36), it only provides roots that make dynamical sense, namely $0<\eta \leq 1$, when $\beta \leq \sqrt{7}$. For increasing values of $\gamma$, the stable equilibria migrate along the lines $g^{\prime \prime}=0, \pi$, towards the lower eccentricities, whereas the unstable equilibrium do that along the same line to the higher eccentricities. The latter always get the critical value 1 when $\gamma=0$, whereas the former may collapse to circular orbits if $\beta \geq \sqrt{2}$. Besides, the eccentricity with which these bifurcated orbits stem reduces for increasing values of $\beta$ until the lines given by the second of Eq. (11.38) and Eq. (11.39) osculate at $\beta=\sqrt{7}$, where $\gamma=1 / \beta$ or $I_{\text {circular }}=67.8^{\circ}$, in which case they become circular and saddle-node bifurcations no longer exist. This is illustrated in Fig. 11.6 for different values of $\beta$, including the critical cases $\beta=\sqrt{2}$ and $\beta=\sqrt{7}$.


Figure 11.6: Eccentric frozen orbits with $g^{\prime \prime}=0, \pi$, from Eq. (11.36), stemming in a saddle-node bifurcation from points marked " + " for $\beta=0.1, \ldots \sqrt{2}, \ldots \sqrt{7}$.

The bifurcation lines described by Eqs. (11.38) and (11.39) are illustrated in Fig. 11.7, in which the range of $\beta$ is constrained to the region of interest. In the second-order approximation, retrograde inclination orbits are symmetric to direct ones and are not displayed. Typical representations of the reduced phase space by means of eccentricityvector diagrams in the different regions of the parameters plane $(\beta, \gamma)$, with numbers 1, 2, 3, 4 in Fig. 11.7, are illustrated in Figs. 11.8 and 11.9.


Figure 11.7: Bifurcation lines of circular (full lines) and eccentric orbits (dashed line) that determine regions of the reduced phase with different number of equilibria. The vertical line marks the value $\beta=\sqrt{7}$ where the dashed line ends.


Figure 11.8: Typical phase spaces in the regions shown in Fig. 11.7 when $\beta<\sqrt{2}$.

In region 1 circular orbits enjoy stability and are the only frozen orbits of interest (left plots in the first row of Figs. 11.8 and 11.9). In region 2 the bifurcation line given by the first equation of Eq. (11.38)-the lower full line in Fig. 11.7-has already been crossed, and circular orbits became unstable while two new stable eccentric orbits exist with the periapsis frozen at $g= \pm \frac{\pi}{2}$ that may enjoy moderate eccentricities (center and right plots in the first row of Figs. 11.8 and 11.9). The eccentricities of the stable elliptic


Figure 11.9: Typical phase spaces in the regions shown in Fig. 11.7 when $\beta>\sqrt{2}$.
frozen orbits grow when the absolute value of the dynamical parameter $y=\cos I_{\text {circular }}$ diminishes, soon reaching high values.

In the region numbered 3 the saddle-node bifurcations have happened at the crossing of the bifurcation line in Eq. (11.39)-the dashed line in Fig.11.7. In addition to the unstable circular orbits and the highly eccentric frozen orbits with $g= \pm \frac{\pi}{2}$, two stable eccentric orbits exist with the periapsis frozen at $g=0, \pi$, as well as two unstable ones with higher eccentricities (left plots in the second row of Figs. 11.8, and 11.9). Eventually, for some value $I_{\text {circular }}$ the unstable circular orbits and the unstable eccentric frozen orbits with $\omega=0, \pi$ get the same energy, thus producing global changes in the flow through a saddle connection; see [433]. The homoclinic passing through the circular orbits changes from an 8 -shaped trajectory, surrounding the eccentric stable frozen orbits with periapses $\omega= \pm \frac{\pi}{2}$, into an $\infty$-shaped trajectory, which surrounds the eccentric stable frozen orbits with periapses $\omega=0, \pi$ (center plots in the second row of Figs. 11.8, and 11.9). For values $\beta<\sqrt{2}$ there are no more regions in the parameters plane, so the flow remains qualitatively the same for higher values of the inclination of the circular orbits, with the only quantitative effect of reducing the eccentricity of the frozen orbits with $\omega=0, \pi$, and increasing the eccentricity of the stable frozen orbits with $\omega= \pm \frac{\pi}{2}$ (right plot in the second row of Fig. 11.8). On the contrary, one more region exists in the parameter plane when $\beta>\sqrt{2}$. Indeed, for increasing values of $I_{\text {circular }}$, the eccentric frozen orbits with $\omega=0, \pi$ approach the bifurcation line provided by the second equation of Eq. (11.38), which they reach
eventually collapsing into a circular orbit in a pitchfork bifurcation. In consequence, circular orbits are stable in region 4 (right plot in the second row of Fig. 11.9).

In summary, for small values of $\beta$ the dynamics is mostly dominated by the planetary perturbations, and the Lidov-Kozai resonance is the most relevant feature, analogously to the case of the Hill problem alone; cf. Fig. 11.2. On the contrary, for higher values of $\beta$ the non-centralities of the planetary satellite dominate, yielding analogous dynamics to the main problem of the artificial satellite, in which high-inclination circular orbits are stable; cf. Fig. 5.5. Still, while bifurcations happen always from circular orbits, like in the main problem, the sequence is not the same, as shown by simple inspection of Figs. 11.10 and 5.4.


Figure 11.10: Typical phase spaces in the regions of Fig. 11.7 when $\beta>\sqrt{7}$.

### 11.3.4 Third-order effects. The space of parameters

The symmetry of direct and retrograde inclination orbits is broken when the third order of the perturbation theory is taken into account. Now, the equilibria are computed from Eqs. (11.32)-(11.33), which show that circular orbits remain as equilibria, as well as eccentric orbits with $g= \pm \frac{\pi}{2}$, and $g=0, \pi$. The bifurcation lines of the latter from circular orbits are obtained making $\eta \rightarrow 1$ in the corresponding equilibria equations. We obtain

$$
\begin{align*}
0= & 4\left(\beta^{2}+3\right)-20\left(\beta^{2}+1\right) \gamma^{2} \\
& -\frac{9}{50} \varepsilon \gamma\left[48 \beta^{4}+5 \beta^{2}+75-5\left(12 \beta^{4}+5 \beta^{2}-25\right) \gamma^{2}\right],  \tag{11.40}\\
0= & 8-4 \beta^{2}+20 \beta^{2} \gamma^{2} \\
& +\frac{9}{50} \varepsilon \gamma\left[48 \beta^{4}+155 \beta^{2}+200-5\left(12 \beta^{2}+35\right) \beta^{2} \gamma^{2}\right], \tag{11.41}
\end{align*}
$$

which are modifications of order $\dot{\vartheta} / n$ with respect to Eq. (11.38) involving cubic equations in $\gamma$. As regards the saddle-node bifurcation, the third-order refinement of the
bifurcation line in Eq. (11.39) can be computed from the elimination of $\eta$ between Eq. (11.41) and its partial derivative with respect to $\eta$.

Now, the relative strength of third-body and non-central gravity perturbations cannot be combined into a single parameter, and the bifurcation lines of frozen orbits turn into bifurcation surfaces $\mathcal{S}(\gamma, \beta, \dot{\mathscr{V}} / n)=0$ [433]. For the orbits of interest in mission designing about planetary satellites we do not find qualitative changes in the flow. This is illustrated in Fig. 11.11, where the bifurcation surfaces of the third-order theory are depicted in the range $0<\dot{\vartheta} / n \leq 0.1$. As expected from the higher orders of the Hill problem alone discussed in $\S 11.2$, the bifurcation surfaces bend towards the higher inclinations for increasing values of $\dot{\mathscr{G}} / n$.


Figure 11.11: Bifurcation surfaces of circular orbits $\mathcal{S}(\gamma, \beta, \dot{\vartheta} / n)=0$ (after [433]).

### 11.4 Application. Computation of the science orbit

Science missions around planetary satellites commonly require low-eccentricity orbits with low altitude and high inclination, which, from the previous discussion, are unstable when the third-body perturbation dominates the dynamics-case $\beta<\sqrt{2}$. This fact was illustrated in Fig. 11.8, in which low-eccentricity frozen orbits are shown to be stable only for the lower inclinations (upper-left plot). Due to the unstable character of low-eccentricity frozen orbits with high inclinations, a small perturbation would make the eccentricity of the science orbit grow fast, leading to the orbiter, if uncontrolled, make impact on the surface of the planetary satellite in short times.

A common strategy for maximizing orbit lifetime with minimum control consist in designing tours on the stable-unstable manifold of a reference frozen orbit [547]. ${ }^{4}$ An example is presented below for the physical characteristics of the Jovian

[^21]moon Europa. Namely, $\mu=3202.7 \mathrm{~km}^{3} / \mathrm{s}^{2}, R_{\otimes}=1565 \mathrm{~km}, J_{2}=4.355 \times 10^{-4}$, and $\dot{\vartheta}=2.05 \times 10^{-5} \mathrm{~s}^{-1}$; cf. [34].

Given a nominal frozen orbit with $a=a_{0}, e=e_{0}, I=I_{0}, \omega=\omega_{0}$, the procedure starts by computing the dynamical parameters $\varepsilon=\dot{\mathcal{Y}} / n_{0}$, where $n_{0}=\left(\mu / a_{0}^{3}\right)^{1 / 2}$ from Eqs. (4.44) and (4.45), $\gamma=\left(1-e_{0}^{2}\right)^{1 / 2} \cos I_{0}$, and $\beta=\beta\left(a_{0}\right)$ from Eq. (11.25). Next, the value $\mathcal{H}\left(e_{0}, \omega_{0} ; \varepsilon, \beta, \gamma\right)=E_{0}$, which is the "energy" of the unstable frozen orbit as well as its associated stable and unstable manifolds, is evaluated from Eq. (11.31) with $c=$ $y \eta$. In particular, for a nominal circular frozen orbit,

$$
\begin{equation*}
E_{0}=\left(3 \gamma^{2}-1\right)\left(2+4 \beta^{2}\right)+\frac{9}{4} \varepsilon \gamma\left(1-\gamma^{2}\right)\left[1+\left(2+\frac{6}{5} \beta^{2}\right) \frac{6}{5} \beta^{2}\right] . \tag{11.42}
\end{equation*}
$$

Then, for a maximum allowed eccentricity $e_{\mathrm{M}}$ derived from the mission requirements, the corresponding argument of the periapsis $\omega_{\mathrm{S}}$ of one of the two stable manifolds is computed from Eq. (11.31) by solving $\mathcal{H}\left(e_{\mathrm{M}}, \omega_{\mathrm{S}} ; \varepsilon, \beta, \gamma\right)=E_{0}$ for $\omega_{\mathrm{S}}$. In this way, starting from the initial conditions corresponding to ( $a_{0}, e_{\mathrm{M}}, I_{0}, \omega_{\mathrm{S}}$ ) the natural dynamics will drive the orbit over the stable manifold towards the nominal frozen orbit. The orbit will remain on the unstable equilibrium position for some time, until it eventually departs from the frozen orbit along one of its two unstable manifolds. A maneuver is needed when the eccentricity reaches the value $e_{\mathrm{M}}$ in order to come back to the starting point of the tour.

For instance, for a nominal circular orbit 100 km above the surface of Europa ( $a_{0}=$ 1665 km ), we compute $n_{0}=8.32984 \times 10^{-4}$, from which $\beta=0.797034$ and $\varepsilon=\dot{\mathscr{G}} / n_{0}=$ 0.0246103. If, besides, we choose $\gamma=\cos 85^{\circ}$, Eq. (11.42) yields $E_{0}=-4.4227$. The maximum eccentricity of non-impact orbits corresponds to a grazing perigee $a_{0}(1-e)=R_{\otimes}$, from which the conservative limit $e_{\text {impact }}=0.058$ is used for estimating orbit lifetime. Besides, we consider a maximum eccentricity $e_{\mathrm{M}}=0.01$ acceptable in this example.

The reduced phase space of the double-averaged flow is illustrated with the eccentricity-vector diagram of Fig. 11.12, in which the stable and unstable manifolds of the circular frozen orbit are highlighted with a thick-dashed line in the left plot. The right plot focus on the lower eccentricities, highlighting the eccentricity leading to impact $e_{\text {impact }}$ with a dotted big circle, and the prospective eccentricity limit for the mission orbit $e_{\mathrm{M}}$ with a black small circle.

Then the initial eccentricity is set to $e_{0}=e_{\mathrm{M}}=0.01$ and the argument of the periapsis $\omega_{\mathrm{S}}$ is solved from Eq. (11.31) for $\mathcal{H}=E_{0}$, to get $\omega_{\mathrm{S}}=147.744^{\circ}$. The longitude of the node in the rotating frame and the mean anomaly are not part of the double-averaged perturbed Hill problem and their initial values remain arbitrary. We choose both as vanishing at the initial time. Then, we propagate the corresponding initial conditions in the original, non-averaged flow. The left plot of Fig. 11.13 depicts the evolution of the instantaneous eccentricity vector superimposed to the double-averaged flow. It shows that the orbit first moves close to the stable manifold towards the lower eccentricities, within which proximity it remains for sometime. Eventually, the unstable manifold dynamics makes that the eccentricity starts to increase, and it continuously grows until


Figure 11.12: Averaged flow in the parameters plane $a=1665 \mathrm{~km}, I_{\text {circular }}=85^{\circ}$.


Figure 11.13: Eccentricity vector (left) and altitude (right) of the Europa orbit with $a=1665 \mathrm{~km}, I=$ $85^{\circ}$, and $h_{0}=0$.
the orbiter impacts the surface of Europa. The right plot of Fig. 11.13 shows that the impact happens after $\approx 57$ days, but the orbit only remains below the maximum allowed eccentricity $e_{\mathrm{M}}=0.01$ for about one month.

On the other hand, if we repeat the computations arbitrarily choosing the initial longitude of the node $h=\frac{\pi}{2}$ instead of 0 , then the orbit takes now a different tour and evolves much closer to the stable manifold of the double-averaged dynamics, as shown in the left plot of Fig. 11.14. The right plot of Fig. 11.14 presents the radius evolution superimposed to the previous case, showing that orbit lifetime is extended up to about three months, and the time between prospective maneuvers is now doubled.

However, the choice of the initial longitude of the node in the double-averaged perturbed Hill problem model is arbitrary. The important lifetime differences stem from the fact that we are using mean elements as if they were osculating. And in this particular example the (disregarded) periodic corrections needed for converting the double-prime argument of the periapsis-the more sensitive variable to travel the stable manifold of the frozen orbit-into the osculating one are certainly much smaller when $h^{\prime \prime}=\frac{\pi}{2}$ than when $h^{\prime \prime}=0$. However, this might not be the general case.


Figure 11.14: Same as Fig. 11.13 when $h_{0}=\frac{\pi}{2}$. The height over the surface of Europa (in dark grey) is superimposed to the case $h_{0}=0$ (light gray).

In order to guarantee that an arbitrary choice of $h^{\prime \prime}$ allows one to get as close as possible to the stable manifold, thus yielding a reasonably long lifetime, the computation of the transformation mean to osculating variables is mandatory in the computation of the initial conditions. On the other hand, it is well known that an unstable equilibrium obtained after a normalization process can be viewed only like some kind of "landmark above the epicenter of a zone of chaotic dislocations" [168]. In consequence, even after recovering the periodic effects removed in the averaging, one rarely will be close enough to a maximum-lifetime solution [547].

### 11.4.1 Mean to osculating transformation

The periodic corrections of the mean to osculating transformation are computed from the usual sequence given in Eq. (2.17). First of all, we compute the transformation from double-prime to prime variables. Denoting $\xi$ any canonical or non-canonical variable, it takes the form

$$
\xi^{\prime}=\xi^{\prime \prime}+(\dot{\vartheta} / n) \Delta \xi^{\prime \prime}+\frac{1}{2}(\dot{\vartheta} / n)^{2} \delta \xi^{\prime \prime}
$$

where $(\dot{\theta} / n) \Delta \xi^{\prime \prime}=\left\{\xi^{\prime \prime}, \mathcal{V}_{1}\right\},(\dot{\theta} / n)^{2} \delta \xi^{\prime \prime}=\left\{\xi^{\prime \prime} ; \mathcal{V}_{2}\right\}+\left\{\Delta \xi^{\prime \prime}, \mathcal{V}_{1}\right\}$, and the terms $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$ of the generating function are given in Eqs. (11.29) and (11.30), respectively.

The corresponding first-order corrections to the classical orbital elements are $\Delta a^{\prime \prime}=0$, and

$$
\begin{align*}
\Delta e^{\prime \prime}= & \frac{15}{32} e \eta\left[(1+c)^{2} \cos (2 g+2 h)-(1-c)^{2} \cos (2 g-2 h)\right],  \tag{11.43}\\
\Delta I^{\prime \prime}= & \frac{15}{32} \frac{s}{\eta}\left[(1+c) e^{2} \cos (2 g+2 h)+(1-c) e^{2} \cos (2 g-2 h)\right. \\
& \left.+\frac{2}{5}\left(2+3 e^{2}+\frac{12 \beta^{2}}{5 \eta^{3}}\right) \cos 2 h\right], \tag{11.44}
\end{align*}
$$

$$
\begin{align*}
& \Delta h^{\prime \prime}= \frac{15}{32} \frac{1}{\eta}\left[(1-c) e^{2} \sin (2 g-2 h)+(1+c) e^{2} \sin (2 g+2 h)\right. \\
&\left.-\frac{2}{5} c\left(2+3 e^{2}+\frac{12 \beta^{2}}{5 \eta^{3}}\right) \sin 2 h\right],  \tag{11.45}\\
& \Delta g^{\prime \prime}= \frac{15}{32 \eta}\left\{(c-1)\left(c-\eta^{2}\right) \sin (2 g-2 h)-(1+c)\left(c+\eta^{2}\right) \sin (2 g+2 h)\right. \\
&\left.+\frac{2}{5}\left[3 e^{2}+\left(5 c^{2}-3\right)\left(1+\frac{6 \beta^{2}}{5 \eta^{3}}\right)\right] \sin 2 h\right\},  \tag{11.46}\\
& \Delta \ell^{\prime \prime}=\frac{15}{32}\left\{\left(1+e^{2}\right)\left[(1+c)^{2} \sin (2 g+2 h)-(1-c)^{2} \sin (2 g-2 h)\right]\right. \\
&\left.+\frac{2}{5}\left(7+3 e^{2}+\frac{42 \beta^{2}}{5 \eta^{3}}\right) s^{2} \sin 2 h\right\}, \tag{11.47}
\end{align*}
$$

where the double-prime notation is omitted for brevity in the right side of the equations. The second-order corrections are made of much longer series. However, these higher-order corrections are not too relevant for mission-design purposes and we can safely ignore them.

For its part, the transformation from prime to original variables takes the form $\xi=\xi^{\prime}+\frac{1}{2}\left(\dot{( } / n^{\prime}\right)^{2} \delta \xi^{\prime}$, in which $\left(\dot{\theta} / n^{\prime}\right)^{2} \delta \xi^{\prime}=\left\{\xi^{\prime}, \mathcal{W}_{2}\right\}$ and $\mathcal{W}_{2}$ is given in Eq. (11.27). Now, in spite of these corrections being of second order, we cannot completely neglect them. Indeed, the short-period correction to the argument of the periapsis, which is a fundamental design parameter in our case, $\left(\dot{\mathscr{\theta}} / n^{\prime}\right)^{2} \delta g^{\prime}=\left\{g^{\prime}, \mathcal{W}_{2}\right\}=\partial \mathcal{W}_{2} / \partial G^{\prime}$ involves differentiation of the eccentricity with respect to the total angular momentum $\partial e / \partial G=-\eta^{2} /(e G)$. Therefore, the appearance of the eccentricity in denominators magnifies the effect of the short-period correction to the argument of the perigee, which can no longer be considered of higher order.

An analogous situation occurs with the short-period correction to the mean anomaly, yet an accurate value of $\ell$ is not of worry for mission-design purposes. Precisely because of that, the trigonometric terms of the series defining the shortperiod corrections, whose arguments involve both the eccentric and true anomalies and the argument of the periapsis and the longitude of the node in the rotating frame can be radically abbreviated. Indeed, the mean anomaly is absent for the corrections from double-prime to prime variables, so one can always assume that the initial value $\ell^{\prime \prime}$ is chosen in such a way that $\ell^{\prime}=0$, and, therefore, both the true and the eccentric anomalies also vanish in the prime variables. In addition, because $e_{\mathrm{M}}$ is relatively small, the second-order correction $\delta g^{\prime}$ is further simplified by expanding it in powers of the eccentricity. We obtain the manageable form

$$
\begin{equation*}
\delta g^{\prime}=\sum_{j=-1}^{1} \sum_{k \geq 0} \Gamma_{k, j}(\beta, \gamma) e^{k-1} \sin \left(2 g^{\prime}+2 j h^{\prime}\right) \tag{11.48}
\end{equation*}
$$

where, up to $k=1$,

$$
\Gamma_{0, \pm 1}=\frac{1}{10}\left(3 \beta^{2}-10\right)(\gamma \pm 1)^{2},
$$

$$
\begin{aligned}
\Gamma_{0,0} & =\left(2-\beta^{2}\right)\left(\gamma^{2}-1\right), \\
\Gamma_{1, \pm 1} & =\frac{3}{80}(\gamma \pm 1)\left[3 \beta^{2}(11 \gamma \pm 7)-10(\gamma \pm 2)\right], \\
\Gamma_{1,0} & =-\frac{3}{8}\left[\beta^{2}\left(11 \gamma^{2}-7\right)-2 \gamma^{2}+4\right] .
\end{aligned}
$$

Needless to say that the appearance of divisions by the eccentricity makes the use of Eq. (11.48) inadequate for the computation of short-period corrections of almost circular orbits. This is not the current case, however, in which, quite on the contrary, the eccentricity is chosen to be non-negligible to initiate the tour over the stable manifold of the circular frozen orbit. Nevertheless, if desired, computation of the corrections in nonsingular variables is straightforward [389].

### 11.4.2 Mapping orbits

To be consequent with these truncations, analogous simplifications are carried out in Eqs. (11.43)-(11.47) neglecting terms $\mathcal{O}\left(e^{2}\right)$, and thus making $\eta=1$. Besides, Eq. (11.47) can be completely ignored, as we already did with the correction $\delta \ell^{\prime}$, and the tests can be constrained to the single case in which $\ell_{0}=0$. Moreover, on account of the high inclinations of mapping orbits, in addition to the low eccentricities, we can assume $y^{2} \sim e \sim \dot{\vartheta} / n$ and further simplify the periodic corrections to first-order effects. Also, as we already did with the mean anomaly, we may fix the initial longitude of the node in the rotating frame to some particular value. If we make this value zero, we obtain the extremely simple first-order corrections [389]

$$
\begin{aligned}
\Delta I & =\frac{\dot{\theta}}{n} \frac{3}{8}\left(1+\frac{6}{5} \beta^{2}\right) \sin I, \\
\Delta g & =-\frac{\dot{\vartheta}}{n}\left[\frac{15}{8} \cos I+\frac{\dot{\vartheta} / n}{e}\left(2-\frac{4}{5} \beta^{2}\right)\right] \sin 2 g,
\end{aligned}
$$

where quantities in the right sides are functions of the double-prime variables. That is, a good set of initial conditions to travel the stable manifold of the (unstable) circular frozen orbit is obtained directly from the double-averaged dynamics by choosing $a=$ $a^{\prime \prime}, e=e^{\prime \prime}, I=I^{\prime \prime}+\Delta I, g=g^{\prime \prime}+\Delta g$, and $h=\ell=0$.

When we apply these corrections to the previous example with $h=0$, we obtain $\Delta I=0.0162023$ and $\Delta g=0.0851895$. That is, we have a correction of about $1^{\circ}$ to the initial inclination and of almost $5^{\circ}$ to the initial argument of the periapsis. When we propagate the corrected initial conditions we find that, on average, the orbit moves more closely to the stable manifold of the frozen orbit, extending lifetime to about five months, in four of which the eccentricity remains within operational limits. This is illustrated in Fig. 11.15, where the evolution of the radius is superimposed to the case in which the periodic corrections are not applied.


Figure 11.15: Lifetime improvement of the Europa orbiter after correcting the initial conditions of the double-averaged flow with periodic terms.

Due to the unstable dynamics, no major improvements are expected from a refinement of the periodic corrections taking the full expressions into account, yet they may result from a higher-order computation of the long-term dynamics. On the other hand, longer lifetimes can be obtained making minor adjustments to the initial mean eccentricity. Indeed, simply choosing $e_{0}^{\prime \prime}=0.0099$, which yields changes in $\omega_{\mathrm{S}}$ of the order of $10^{-7}$, lifetime is extended for almost one additional month. Moreover, after a few trials, we found that choosing a mean eccentricity $e=0.0098738223$ extends the orbit's lifetime to more than one year, in agreement with analogous results in [427] based on repeat ground-track periodic orbit design.

The different trials made are summarized in Fig. 11.16, where numbers in the axis of abscissas indicate time between prospective maneuvers in each particular case. We remark that the final numerical refinement of the mean eccentricity is clearly different from, and apparently more effective than, the final refinement of the osculating argument of the periapsis advocated by other authors; cf. [547].


Figure 11.16: Altitude evolution of the Europa orbit with $a=1665 \mathrm{~km}$ under the different corrections to the mean elements.

## 12 Motion about the libration points

Periodic orbits about the libration points of the Hill problem are known to exist beyond the linearized dynamics discussed in $\S 10.2 .2$ [515]. As an alternative to the numerical approach outlined in $\S 10.2 .3$, the nonlinear effects that determine the dynamics of the main families of periodic orbits far from the equilibria can be approached analytically by Hamiltonian perturbations. The perturbation solution in this chapter is constructed by a chain of canonical transformations that reduces the Hill problem dynamics in the vicinity of the libration points to a one-degree-of-freedom Hamiltonian [396, 424].

The sequence of canonical transformations starts by a translation of the origin to the libration point, which sets the Hill problem Hamiltonian in a form amenable to perturbation treatment. Next, a linear transformation decouples the zeroth-order term of the Hamiltonian into a hyperbolic term and two harmonic oscillators of close frequencies. The latter are conveniently rewritten in the form of a perturbed elliptic oscillator after standard detuning [283].

The traditional way is then to carry out the reduction to the center manifold in order to eliminate the hyperbolic components of the motion by means of a Lie transformation. After that, the reduced dynamics can be approached, without constraint to any energy level, with standard tools of nonlinear dynamics like the computation of periodic orbits. Alternatively, for energy levels close enough to that of the libration points, a final reduction of the Hill problem Hamiltonian to a one-degree-of-freedom Hamiltonian can be achieved by an additional Lie transformation that removes the short-period terms. On the other hand, the reduction to the center manifold and the following removal of short-period terms can be combined into a single Lie transformation that is effectively approached in complex variables, whose practicality in dealing with perturbed harmonic motion was already illustrated in §3.2.7.

Integral manifolds of the reduced dynamics turn out to be spheres, on which the flow is advantageously described using the Hopf coordinates [300]. The equilibria of the normalized Hamiltonian flow clearly reveal the main families of periodic orbits originated from the libration points dynamics. Namely, we have the families of planar and vertical Lyapunov orbits, the family of halo orbits, and the two-lane bridge of periodic orbits that connects the families of planar and vertical Lyapunov orbits. The use of Deprit's Lissajous variables [160] then makes easier the analytical computation of each of these particular orbits.

### 12.1 Perturbation solution

The known symmetries of the Hill problem allow one to reduce the study of the dynamics about the libration points to just one of them, say ( $r_{\mathrm{H}}, 0,0$ ), where the Hill radius $r_{\mathrm{H}}=3^{-1 / 3}$ was previously defined in Eq. (10.26).

To study the dynamics about the libration point, the origin is first translated to $\left(r_{\mathrm{H}}, 0,0\right)$ making the transformation $\left(\boldsymbol{x}^{\prime}, \boldsymbol{X}^{\prime}\right) \mapsto(\boldsymbol{x}, \boldsymbol{X})$, with $\boldsymbol{X}=(x, y, z)$ and $\boldsymbol{X}=$ ( $X, Y, Z$ ), given by

$$
\begin{equation*}
x^{\prime}=r_{\mathrm{H}}+x, \quad y^{\prime}=y, \quad z^{\prime}=z, \quad X^{\prime}=X, \quad Y^{\prime}=Y+r_{\mathrm{H}}, \quad Z^{\prime}=Z . \tag{12.1}
\end{equation*}
$$

This transformation is canonical and turns Eq. (10.18) into the new Hamiltonian $\mathcal{H}^{\prime}=$ $\mathcal{H}\left(\boldsymbol{x}\left(\boldsymbol{x}^{\prime}, \boldsymbol{X}^{\prime}\right), \boldsymbol{X}\left(\boldsymbol{x}^{\prime}, \boldsymbol{X}^{\prime}\right)\right)$ given by

$$
\begin{equation*}
\mathcal{H}^{\prime}=\frac{1}{2}\left(X^{\prime 2}+Y^{\prime 2}+Z^{\prime 2}\right)-\left(x^{\prime} Y^{\prime}-y^{\prime} X^{\prime}\right)+\frac{1}{2}\left(y^{\prime 2}+z^{\prime 2}\right)-x^{\prime 2}-\frac{x^{\prime}}{r_{\mathrm{H}}^{2}}-\frac{1}{r}, \tag{12.2}
\end{equation*}
$$

where now $r=\left[\left(x^{\prime}+r_{H}\right)^{2}+y^{\prime 2}+z^{\prime 2}\right]^{1 / 2}$. That is,

$$
r=r_{\mathrm{H}} \sqrt{1-2\left(r^{\prime} / r_{\mathrm{H}}\right) \cos \psi+\left(r^{\prime} / r_{\mathrm{H}}\right)^{2}}
$$

with $\cos \psi=-x^{\prime} / r^{\prime}$, and $r^{\prime}=\sqrt{x^{\prime 2}+y^{\prime 2}+z^{\prime 2}}$ is the distance to the massless body from the libration point.

When the ratio $r^{\prime} / r_{\mathrm{H}}$ is small the inverse of the radius in Eq. (12.2) can be replaced by the usual expansion in Legendre polynomials $P_{n}(\cos \psi)$, yielding

$$
\begin{equation*}
\mathcal{H}^{\prime}=\sum_{n \geq 0} \frac{\epsilon^{n}}{n!} \mathcal{H}_{n}, \tag{12.3}
\end{equation*}
$$

where $\epsilon$ is a formal small parameter that indicates the magnitude of the ratio $r^{\prime} / r_{\mathrm{H}}$, the zeroth-order term

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{1}{2}\left(X^{\prime 2}+Y^{\prime 2}\right)-\left(x^{\prime} Y^{\prime}-X^{\prime} y^{\prime}\right)+2\left(y^{\prime 2}-2 x^{\prime 2}\right)+\frac{1}{2}\left(Z^{\prime 2}+4 z^{\prime 2}\right), \tag{12.4}
\end{equation*}
$$

is integrable due to its quadratic character, and, for $n \geq 1$, the perturbation terms

$$
\begin{equation*}
\mathcal{H}_{n}=-\frac{1}{r_{\mathrm{H}}}\left(\frac{r^{\prime}}{r_{\mathrm{H}}}\right)^{n+2} P_{n+2}(\cos \psi) \tag{12.5}
\end{equation*}
$$

are homogeneous polynomials of degree $n+2$, with monomials

$$
\begin{equation*}
M_{\boldsymbol{\kappa}}=q_{\boldsymbol{\kappa}} x^{m_{1}} X^{m_{2}} y^{\prime m_{3}} Y^{m_{4}} z^{m_{5}} Z^{\prime m_{6}}, \quad \boldsymbol{\kappa}=\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}\right), \tag{12.6}
\end{equation*}
$$

where $m_{i}, i=1, \ldots 6$, are positive integers and $q_{\boldsymbol{k}}$ are numeric coefficients.

### 12.1.1 The center manifold

The linearized dynamics about the libration points was already discussed in §10.2.1, where it was shown that the motion in the $z$-axis direction decouples from the rest of
the flow and is made of harmonic oscillations of frequency $v=2$, given by Eq. (10.27). This behavior is now directly observed from Eq. (12.4), where the last summand matches the Hamiltonian of a simple harmonic oscillator $\mathcal{H}_{O}=\frac{1}{2}\left(Z^{2}+v^{2} z^{2}\right)$. The reduced linear flow

$$
\begin{equation*}
\left(\dot{x}^{\prime}, \dot{y}^{\prime}, \dot{X}^{\prime}, \dot{Y}^{\prime}\right)^{\tau}=\mathbb{M}\left(x^{\prime}, y^{\prime}, X^{\prime}, Y^{\prime}\right)^{\tau}, \tag{12.7}
\end{equation*}
$$

with $\mathbb{M}$ given in Eq. (10.30) and $\tau$ denoting transposition, remains coupled and gives rise to elliptic and hyperbolic components stemming from the characteristic exponents in Eqs. (10.33) and (10.34), respectively.

On the other hand, the Hamiltonian in separate variables

$$
\begin{equation*}
\mathcal{K}_{0}=\lambda x_{1} X_{1}+\frac{1}{2}\left(Y_{1}^{2}+\omega^{2} y_{1}^{2}\right)+\frac{1}{2}\left(Z_{1}^{2}+v^{2} z_{1}^{2}\right), \tag{12.8}
\end{equation*}
$$

with $\lambda, w$, and $v$, given by Eqs. (10.33), (10.34), and (10.28), respectively, enjoys the same dynamical behavior in the subindex-1 variables as Eq. (12.4). Disregarding oscillations in the $z$-axis direction, the flow stemming from Eq. (12.8) is

$$
\left(\begin{array}{c}
\dot{x}_{1}  \tag{12.9}\\
\dot{y}_{1} \\
\dot{X}_{1} \\
\dot{Y}_{1}
\end{array}\right)=\mathbb{M}_{1}\left(\begin{array}{c}
x_{1} \\
y_{1} \\
X_{1} \\
Y_{1}
\end{array}\right) \text {, with } \mathbb{M}_{1}=\left(\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -\lambda & 0 \\
0 & -\omega^{2} & 0 & 0
\end{array}\right) .
$$

Then the question of whether a canonical transformation $\left(\boldsymbol{x}^{\prime}, \boldsymbol{X}^{\prime}\right) \rightarrow\left(\boldsymbol{x}_{1}, \boldsymbol{X}_{1}\right)$ exists such that it transforms $\mathcal{H}_{0}$ into $\mathcal{K}_{0}$ emerges naturally. The transformation certainly exists and is linear

$$
\begin{equation*}
\left(x^{\prime}, y^{\prime}, X^{\prime}, Y^{\prime}\right)^{\tau}=\mathbb{A}\left(x_{1}, y_{1}, X_{1}, Y_{1}\right)^{\tau} \tag{12.10}
\end{equation*}
$$

The matrix of constant coefficients $\mathbb{A}=\mathbb{A}\left(a_{i, j}\right)$ is solved from the linear system obtained by replacing Eq. (12.10) and its time derivative into the right and left sides of (12.7), respectively. Then Eq. (12.9) is in turn plugged into the left side of (12.7), to finally obtain $\mathbb{A M}_{1}=\mathbb{M A}$, which is an underdetermined linear system that gives rise to a family of solutions depending on two parameters [424].

Different diagonalizing transformations may be used depending on the context [161, 696], but the traditional computation of the matrix $\mathbb{A}$ is based on the eigenvector decomposition of $\mathbb{M}$ [329]. When this decomposition is applied to Eq. (10.30), we obtain

$$
\mathbb{A}=\left(\begin{array}{cccc}
2 \lambda / \sigma & 0 & -2 \lambda / \sigma & 2 / v  \tag{12.11}\\
\left(\lambda^{2}-9\right) / \sigma & -\left(\omega^{2}+9\right) / v & \left(\lambda^{2}-9\right) / \sigma & 0 \\
\left(\lambda^{2}+9\right) / \sigma & \left(9-\omega^{2}\right) / v & \left(\lambda^{2}+9\right) / \sigma & 0 \\
\lambda\left(\lambda^{2}-7\right) / \sigma & 0 & \lambda\left(7-\lambda^{2}\right) / \sigma & -\left(\omega^{2}+7\right) / v
\end{array}\right)
$$

with $\sigma=4 \sqrt{\lambda\left(2 \lambda^{2}-9\right)}, v=2 \sqrt{2\left(2 \omega^{2}+9\right)}$.

As already discussed in §10.2.2, the removal of the hyperbolic direction is achieved in the linearized dynamics by a simple choice of initial conditions. This is immediately noted in Hamiltonian (12.8), which admits the integrals $J_{x}=x_{1} X_{1}, J_{y}=Y_{1}^{2}+\omega^{2} y_{1}^{2}$, and $J_{z}=Z_{1}^{2}+v^{2} z_{1}^{2}$, defining corresponding invariant manifolds of the linearized motion for given particular values of each integral. In particular the saddle component is removed when the motion is constrained to the manifold $J_{x}=0$, which, therefore, is of the center $\times$ center type. Therefore, the manifold $J_{x}=0$ is called the center manifold.

When the transformation defined by Eqs. (12.10)-(12.11) is applied to all the terms of the perturbation Hamiltonian (12.3), we obtain

$$
\begin{equation*}
\mathcal{K}=\sum_{n \geq 0} \frac{\epsilon^{n}}{n!} \mathcal{K}_{n}\left(\boldsymbol{x}_{1}, \boldsymbol{X}_{1}\right), \tag{12.12}
\end{equation*}
$$

in which $J_{x}$ is no longer an integral. However, we will see that the existence of an integral encapsulating the unstable components of the motion, as well as the concomitant center manifold, can be extended to the nonlinear terms of the transformed Hamiltonian (12.12).

The procedure for extending the integral $J_{X}$ to the nonlinear terms of Eq. (12.12) is called the reduction to the center manifold, and consists in finding a canonical transformation $\left(\boldsymbol{x}_{1}, \boldsymbol{X}_{1}\right) \mapsto\left(\boldsymbol{x}_{2}, \boldsymbol{X}_{2}\right)$ that converts Eq. (12.12) into a normal form in the variables with subindex 2, such that all the monomials (12.6) with $m_{1} \neq m_{2}$ are removed from the Hamiltonian [237]; cf. [250].

The normalization is efficiently approached by Lie transforms and, after truncation to a certain order $n=\tilde{n}$, yields the normalized Hamiltonian

$$
\begin{equation*}
\mathcal{K}\left(\boldsymbol{x}_{1}\left(\boldsymbol{x}_{2}, \boldsymbol{X}_{2}\right), \boldsymbol{X}_{1}\left(\boldsymbol{x}_{2}, \boldsymbol{X}_{2}\right)\right)=\sum_{n \geq 0}^{\tilde{n}} \frac{\epsilon^{n}}{n!} \mathcal{K}_{n}\left(y_{2}, z_{2}, Y_{2}, Z_{2} ; J^{\prime}\right) \tag{12.13}
\end{equation*}
$$

That $J^{\prime}=x_{2} X_{2}$ is a (formal) integral of the truncated Hamiltonian is checked from $\mathrm{d} J^{\prime} / \mathrm{d} t=\left\{J^{\prime}, \mathcal{K}\right\}=0$. The Hamiltonian (12.13) is, then, in the required normal form, and, therefore, can be particularized for the center manifold $J^{\prime}=0$.

### 12.1.2 Homological equation in complex variables

On the other hand, the structure of the center manifold is effectively obtained from a normal form that captures both the hyperbolic dynamics normal to the center manifold and the elliptic dynamics on the center manifold. Due to the polynomial nature of the perturbation, the normalization is best addressed in complex variables

$$
\begin{equation*}
y_{1}=\frac{v+\mathbf{i} V}{\sqrt{2 \omega}}, \quad z_{1}=\frac{w+\mathbf{i} W}{\sqrt{2 v}}, \quad Y_{1}=\sqrt{\frac{\omega}{2}}(V+\mathbf{i} v), \quad Z_{1}=\sqrt{\frac{v}{2}}(W+\mathbf{i} w) \tag{12.14}
\end{equation*}
$$

by which we cast Eq. (12.18) into the form $\mathcal{K}_{0}=\lambda u U+\mathbf{i} \omega v V+\mathbf{i} v w W$, in which $x_{1}=u$, $X_{1}=U$, whereas the perturbation terms remain as monomials of the type of Eq. (12.6) also in the complex variables.

The Lie derivative (2.49) is

$$
\begin{equation*}
\mathcal{L}_{0}=\lambda\left(u \frac{\mathrm{~d}}{\mathrm{~d} u}-U \frac{\mathrm{~d}}{\mathrm{~d} U}\right)+\mathbf{i} \omega\left(v \frac{\mathrm{~d}}{\mathrm{~d} v}-V \frac{\mathrm{~d}}{\mathrm{~d} V}\right)+\mathbf{i} v\left(w \frac{\mathrm{~d}}{\mathrm{~d} w}-W \frac{\mathrm{~d}}{\mathrm{~d} W}\right) \tag{12.15}
\end{equation*}
$$

and to convert Hamiltonian (12.12) in complex variables into the normal form, we must remove the terms that do not pertain to the kernel $\mathcal{L}_{0}\left(M_{\boldsymbol{\kappa}^{\star}}\right)=0$. When the Lie derivative (12.15) is applied to the general monomial in Eq. (12.6) we obtain

$$
\mathcal{L}_{0}\left(M_{\boldsymbol{K}}\right)=\left[\lambda\left(m_{1}-m_{4}\right)+\mathbf{i} \omega\left(m_{2}-m_{5}\right)+\mathbf{i} v\left(m_{3}-m_{6}\right)\right] M_{\boldsymbol{K}},
$$

which shows that the kernel is characterized by those monomials $M_{\boldsymbol{\kappa}^{\star}}$ such that $m_{1}=$ $m_{4}, m_{2}=m_{5}$, and $m_{3}=m_{6}$. In a Hamiltonian made of such kinds of monomials, $J=u U, L_{1}=\mathbf{i} v V$, and $L_{2}=\mathbf{i} w W$, remain constant.

Then, for a term of the image of the Lie derivative $M_{\boldsymbol{\kappa}} \neq M_{\boldsymbol{\kappa}^{\boldsymbol{}}}$, the homological equation in complex variables is solved without need of integration by noting that

$$
\begin{equation*}
\mathcal{L}_{0}^{-1}\left(M_{\boldsymbol{\kappa}}\right)=\frac{M_{\boldsymbol{\kappa}}}{\lambda\left(m_{1}-m_{4}\right)+\mathbf{i} \omega\left(m_{2}-m_{5}\right)+\mathbf{i} v\left(m_{3}-m_{6}\right)} . \tag{12.16}
\end{equation*}
$$

However, the transformation derived from a generating function obtained from Eq. (12.16) is valid only for non-resonant motion. Small divisors that may occur in the manifold $J$, in which $m_{1}=m_{4}$, when $\left(m_{2}-m_{5}\right) /\left(m_{6}-m_{3}\right) \approx v / \omega$ will prevent convergence of the perturbation solution close to resonances, a case that needs specific treatment. Of particular interest is the 1:1 resonance, which begets relevant solutions of the libration point dynamics and gives rise to the family of halo orbits. Rather than using one solution for the non-resonant case and another one for the 1:1 resonance [103], both cases are effectively encompassed in a single analytical solution [396, 564].

### 12.1.3 Detuning. The perturbed elliptic oscillator

To cope with the 1:1-resonant dynamics, the unperturbed frequency of the oscillations in the $z$ direction is written in the form $v=\omega \sqrt{1-\delta}$, where, on account of the particular values of $v$ in Eq. (10.28) and $\omega$ in Eq. (10.33),

$$
\delta=\frac{1}{27}(23-8 \sqrt{7}) \approx 0.068
$$

is a "detuning" parameter [283, 657] whose value is about one tenth of the Hill radius $r_{\mathrm{H}}=3^{-1 / 3}$.

The frequency of the oscillations of the unperturbed problem in the $z$ direction is then detuned by moving the term $-\frac{1}{2} \delta \omega^{2} z_{1}^{2}$ to the perturbation part. That is, Eq. (12.12) is rearranged in the form

$$
\begin{equation*}
\mathcal{K}=\sum_{n \geq 0} \frac{\epsilon^{n}}{n!} \mathcal{K}_{n}^{*} \tag{12.17}
\end{equation*}
$$

in which the zeroth-order term is

$$
\begin{equation*}
\mathcal{K}_{0}^{*}=\lambda x_{1} X_{1}+\frac{1}{2}\left(Y_{1}^{2}+\omega^{2} y_{1}^{2}\right)+\frac{1}{2}\left(Z_{1}^{2}+\omega^{2} z_{1}^{2}\right) \tag{12.18}
\end{equation*}
$$

consisting of the Hamiltonian of an elliptic oscillator in 1:1 resonance in addition to the hyperbolic part. The first-order term is $\mathcal{K}_{1}^{*}=\mathcal{K}_{1}-\frac{1}{2} \delta \omega^{2} z_{1}^{2}$, and the remaining terms stay unaltered; that is $\mathcal{K}_{n}^{*}=\mathcal{K}_{n}(n>1)$.

The transformation to complex variables is next applied by particularizing Eq. (12.14) to the case $v=\omega$. In this way, Eq. (12.18) turns into

$$
\begin{equation*}
\mathcal{K}_{0}^{*}=\lambda u U+\mathbf{i} \omega(v V+w W) . \tag{12.19}
\end{equation*}
$$

Accordingly, the Lie derivative is

$$
\begin{equation*}
\mathcal{L}_{0}=\lambda\left(u \frac{\mathrm{~d}}{\mathrm{~d} u}-U \frac{\mathrm{~d}}{\mathrm{~d} U}\right)+\mathbf{i} \omega\left(v \frac{\mathrm{~d}}{\mathrm{~d} v}-V \frac{\mathrm{~d}}{\mathrm{~d} V}+w \frac{\mathrm{~d}}{\mathrm{~d} w}-W \frac{\mathrm{~d}}{\mathrm{~d} W}\right), \tag{12.20}
\end{equation*}
$$

from which

$$
\begin{equation*}
\mathcal{L}_{0}\left(M_{\boldsymbol{\kappa}}\right)=\left[\lambda\left(m_{1}-m_{4}\right)+\mathbf{i} \omega\left(m_{2}-m_{5}+m_{3}-m_{6}\right)\right] M_{\boldsymbol{\kappa}} \tag{12.21}
\end{equation*}
$$

shows that, now, monomials $M_{\boldsymbol{\kappa}^{\star}}$ belonging to the kernel of the Lie derivative are characterized by $m_{1}=m_{4}$ and $m_{2}+m_{3}=m_{5}+m_{6}=\frac{1}{2} \sigma$, where $\sigma=m_{2}+m_{3}+m_{5}+m_{6}$ is even. The solution of the homological equation is simple analogously to Eq. (12.16), which is replaced by

$$
\begin{equation*}
\mathcal{L}_{0}^{-1}\left(M_{\boldsymbol{\kappa}}\right)=\frac{M_{\boldsymbol{\kappa}}}{\lambda\left(m_{1}-m_{4}\right)+\mathbf{i} \omega\left(m_{2}-m_{5}+m_{3}-m_{6}\right)} . \tag{12.22}
\end{equation*}
$$

In particular, the monomials $u U, v V, w W, v W$, and $w V$ belong to the kernel of the Lie derivative (12.20). Moreover, because $m_{2}$ (resp. $m_{6}$ ) is either smaller than, or equal to, or greater than $m_{5}$ (resp. $m_{3}$ ), for a term of the kernel we find

- $m_{2}=m_{5}: v^{m_{2}} w^{m_{3}} V^{m_{5}} W^{m_{6}}=(v V)^{m_{2}}(w W)^{m_{3}}$
- $m_{2}=m_{5}+m_{0}: v^{m_{2}} w^{m_{3}} V^{m_{5}} W^{m_{6}}=(v V)^{m_{5}}(w W)^{m_{3}}(v W)^{m_{0}}$
$-m_{5}=m_{2}+m_{0}: v^{m_{2}} w^{m_{3}} V^{m_{5}} W^{m_{6}}=(v V)^{m_{2}}(w W)^{m_{6}}(w V)^{m_{0}}$

Therefore, the kernel of the Lie derivative (12.20) is generated precisely by these five types of monomials [136, 160]. However, while terms $J=u U$ of the kernel are easily
identified with the conjugate momentum to the hyperbolic coordinate $\psi=\log \sqrt{u / U}$, the other four types of monomials in complex variables are not immediately identified with momenta conjugated to some either explicit or ignorable canonical variable.

Thing are much clearer when using the canonical set of Deprit's Lissajous variables $(\ell, g, L, G)$, defined by the transformation from Cartesian variables [160],

$$
\begin{align*}
& y=s \cos (g+\ell)-d \cos (g-\ell),  \tag{12.23}\\
& z=s \sin (g+\ell)-d \sin (g-\ell),  \tag{12.24}\\
& Y=-\omega[s \sin (g+\ell)+d \sin (g-\ell)],  \tag{12.25}\\
& Z=\omega[s \cos (g+\ell)+d \cos (g-\ell)], \tag{12.26}
\end{align*}
$$

where $s \equiv s(L, G ; \omega)$ and $d \equiv d(L, G ; \omega)$ are the state functions

$$
\begin{equation*}
s=\sqrt{\frac{L+G}{2 \omega}}, \quad d=\sqrt{\frac{L-G}{2 \omega}} . \tag{12.27}
\end{equation*}
$$

At a given time, Deprit's Lissajous variables characterize a pair of ellipses. The relations $G=\omega a b, L=\frac{1}{2} \omega\left(a^{2}+b^{2}\right)$, define the semimajor $a$ and semiminor axis $|b|$ (resp. $\omega a$ and $\omega|b|$ ) of an ellipse in the $y, z$ plane (resp. $Y, Z$ ) centered at the origin. The angle $g$ defines the direction of the semiminor axis with respect to the $y$ axis, whereas the angle $\ell$ measures the elliptic anomaly from the semiminor axis [160].

The transformation from Deprit's Lissajous variables to complex variables is readily obtained from Eq. (12.14), with $v$ replaced by $\omega$, and Eqs. (12.23)-(12.26). Hence,

$$
\begin{aligned}
v & =\sqrt{\frac{1}{2}} \omega[(s-d) \cos g+\mathbf{i}(d+s) \sin g](\cos \ell+\mathbf{i} \sin \ell), \\
w & =\sqrt{\frac{1}{2}} \omega[(s-d) \sin g-\mathbf{i}(d+s) \cos g](\cos \ell+\mathbf{i} \sin \ell), \\
\mathbf{i} V & =\sqrt{\frac{1}{2}} \omega[(s-d) \cos g-\mathbf{i}(d+s) \sin g](\cos \ell-\mathbf{i} \sin \ell), \\
\mathbf{i} W & =\sqrt{\frac{1}{2}} \omega[(s-d) \sin g+\mathbf{i}(d+s) \cos g](\cos \ell-\mathbf{i} \sin \ell),
\end{aligned}
$$

from which we immediately check that the monomials $v V, w W, \tau W$, and $w V$ are free from the elliptic anomaly $\ell$. In consequence, the kernel of the Lie derivative remains of one degree of freedom in the pair of conjugate variables $(g, G)$, whereas

$$
\begin{equation*}
J \equiv u U, \quad L \equiv \mathbf{i}(v V+w W), \tag{12.28}
\end{equation*}
$$

are the two integrals to be normalized by Lie transforms, and, after normalization, will parameterize the reduced flow, as checked in Eq. (12.19).

Moreover, after normalization, for a given manifold $L=$ constant, the reduced $(g, G)$ dynamics in the center manifold $J=0$ takes place on a two-dimensional sphere
[134, 373]. This fact is immediately disclosed when using the Hopf coordinates [300]

$$
\begin{equation*}
I_{1}=\frac{1}{2} \mathbf{i}(w W-v V), \quad I_{2}=-\frac{1}{2} \mathbf{i}(v W+w V), \quad I_{3}=\frac{1}{2}(v W-w V), \tag{12.29}
\end{equation*}
$$

which are linked by the constraint

$$
\begin{equation*}
I_{0}^{2}=I_{1}^{2}+I_{2}^{2}+I_{3}^{2}=\frac{1}{4} L^{2} . \tag{12.30}
\end{equation*}
$$

### 12.1.4 Hamiltonian normalization

Normalization in complex variables is achieved through a single Lie transformation whose construction is straightforward because it only involves a polynomial algebra. That is, after rewriting the detuned Hamiltonian (12.17) in complex variables using Eqs. (12.14) with $v=\omega$, we obtain

$$
\begin{equation*}
\mathcal{K}=\sum_{n \geq 0} \frac{\epsilon^{n}}{n!} \mathcal{K}_{n, 0}^{*}(u, v, w, U, V, W) . \tag{12.31}
\end{equation*}
$$

Then a Lie transformation $(u, v, w, U, V, W) \mapsto\left(u^{\prime}, v^{\prime}, w^{\prime}, U^{\prime}, V^{\prime}, W^{\prime} ; \epsilon\right)$ is constructed based on the properties of the fundamental equation (12.21) to normalize the Hamiltonian (12.31) up to some truncation order. After normalization, the quantities $J$ and $L$ in Eq. (12.28), which are now written in prime variables, become formal integrals.

Dropping the prime notation for brevity, the first few terms of the normalized Hamiltonian

$$
\begin{equation*}
\mathcal{N}=\sum_{n \geq 0} \frac{\epsilon^{n}}{n!} \mathcal{K}_{0, n}^{*}(v, w, V, W ; J) \tag{12.32}
\end{equation*}
$$

are, cf. [424],

$$
\begin{aligned}
\mathcal{K}_{0,0}^{*}= & \mathbf{i} \omega(v V+w W), \\
\mathcal{K}_{0,1}^{*}= & -\frac{1}{2} \mathbf{i} \omega \delta w W, \\
\mathcal{K}_{0,2}^{*}= & -\frac{1}{4} \mathbf{i} \omega \delta^{2} w W+r_{\mathrm{H}}\left[-\mathbf{i} \lambda \omega\left(\frac{2994}{4837} v V+\frac{349 \omega^{2}+3737}{9674} w W\right) J\right. \\
& -\frac{4683 \omega^{2}+7263}{38696} J^{2}+\frac{4683 \omega^{2}+2103}{38696} v^{2} V^{2}+\frac{484 \omega^{2}-193}{4146} w^{2} W^{2} \\
& \left.-\frac{23 \omega^{2}-89}{42} v V w W+\frac{15235 \omega^{2}-41269}{38696}\left(v^{2} W^{2}+V^{2} w^{2}\right)\right], \\
\mathcal{K}_{0,3}^{*}= & -\frac{3}{8} \mathbf{i} \delta^{3} \omega w W+\delta r_{\mathrm{H}}\left[\mathbf{i} \frac{331467 \omega^{2}-2387193}{13369468} \lambda \omega J w W\right. \\
& -\frac{109 \omega^{2}-619}{84} v V w W+\frac{12286157 \omega^{2}-60125147}{13369468}\left(v^{2} W^{2}+V^{2} w^{2}\right) \\
& \left.+\frac{515150 \omega^{2}-1475408}{1432443} w^{2} W^{2}\right] .
\end{aligned}
$$

### 12.2 Reduced dynamics in the center manifold

The hyperbolic dynamics is removed by constraining the motion to the center manifold $J=0$. Besides, Eq. (12.32) is readily expressed in the Hopf variables based on the relations $w W=-\mathbf{i}\left(I_{1}+I_{0}\right), v V=\mathbf{i}\left(I_{1}-I_{0}\right), v W=\mathbf{i} I_{2}+I_{3}$, and $V w=\mathbf{i} I_{2}-I_{3}$, which are readily obtained from Eqs. (12.29) and (12.30). The variation equations of the reduced Hamiltonian flow are readily derived in the Hopf variables taking into account that $\left\{I_{1}, I_{2}\right\}=I_{3},\left\{I_{2}, I_{3}\right\}=I_{1},\left\{I_{3}, I_{1}\right\}=I_{2}$. Namely,

$$
\dot{I}_{i}=\frac{\mathrm{d} I_{i}}{\mathrm{~d} t}=\left\{I_{i} ; \mathcal{N}\right\}=\sum_{j=1}^{3}\left\{I_{i} ; I_{j}\right\} \frac{\partial \mathcal{N}}{\partial I_{j}}, \quad i=1,2,3 .
$$

Thus, $\mathcal{N}_{0,0}=\omega L$ is constant and, at the first order,

$$
\begin{equation*}
\mathcal{N}_{0,1}=-\frac{1}{4} \delta \omega L-\frac{1}{2} \delta \omega I_{1} . \tag{12.33}
\end{equation*}
$$

Hence, $\dot{I}_{1}=0, \dot{I}_{2}=\frac{1}{2} \delta \omega I_{3}, \dot{I}_{3}=-\frac{1}{2} \delta \omega I_{2}$, whose solution yields circular motion in the $\left(I_{2}, I_{3}\right)$ plane, of radius $\frac{1}{2}\left(L^{2}-4 I_{1}^{2}\right)^{1 / 2}$ and frequency $\frac{1}{2} \delta \omega$. That is, orbits of the reduced dynamics transit parallel circles $I_{1}=$ const. on the sphere, which reduce to stable equilibria at the poles $I_{1}= \pm \frac{1}{2} L$. As we will further detail in $\S 12.2 .3$, these equilibria agree with the small oscillations described in §10.2.2. However, the descriptions provided by the linearized Hamiltonian (12.33) constrain to energy values very close to the energy of the libration points.

At second order we find

$$
\begin{equation*}
\mathcal{N}_{0,2}=2!\left[\frac{1}{4} \delta \mathcal{N}_{0,1}-k_{1} L^{2}+k_{2} L I_{1}-k_{3}\left(I_{1}^{2}-I_{2}^{2}\right)+k_{4} I_{3}^{2}\right], \tag{12.34}
\end{equation*}
$$

in which the numeric coefficients

$$
\begin{aligned}
& k_{1}=\frac{1}{12}\left(1097+110641 \omega^{2}\right) k_{0} \\
& k_{2}=\frac{2}{3}\left(11713+497 \omega^{2}\right) k_{0} \\
& k_{3}=\left(841-79 \omega^{2}\right) k_{0} \\
& k_{4}=-\left(329311-121801 \omega^{2}\right) k_{0}
\end{aligned}
$$

with $k_{0}=r_{\mathrm{H}} / 154784 \approx 4.5 \times 10^{-6}$, are strictly positive irrational numbers $\left(k_{1} \approx 0.18\right.$, $k_{2} \approx 0.041, k_{3} \approx 0.002, k_{4} \approx 0.87$ ). After neglecting constant terms, the reduced flow is derived from the non-trivial second-order Hamiltonian

$$
\begin{equation*}
\mathcal{I}=\left(k_{2} L-\omega \delta^{*}\right) I_{1}+k_{3}\left(I_{2}^{2}-I_{1}^{2}\right)+k_{4} I_{3}^{2}, \tag{12.35}
\end{equation*}
$$

where we abbreviated $\delta^{*}=\frac{1}{2} \delta+\frac{1}{8} \delta^{2} \approx 0.03454$. Strikingly, Eq. (12.35) is a particular case of the Zhukovsky-Volterra Hamiltonian describing the motion of a free gyrostat [41, 672, 700].

### 12.2.1 Visualization of the reduced flow

The orbits $O\left(I_{1}, I_{2}, I_{3}\right)$ on the sphere result from the intersection of the two-dimensional surfaces materialized by the sphere (12.30) and the Hamiltonian (12.35), and can be obtained without need of integrating the differential equations of the flow. Indeed, for given values of the formal integral $L$ and the "energy" $\mathcal{I}=E$, the orbit is obtained like $O\left(I_{1}, L, E\right)$, by eliminating $I_{3}$ (resp. $I_{2}$ ) between Eqs. (12.30) and (12.35). We readily obtain

$$
\begin{aligned}
& I_{2}^{2}=-\frac{\left(k_{3}+k_{4}\right) I_{1}^{2}+\left(\delta^{*} \omega-k_{2} L\right) I_{1}+E-\frac{1}{4} L^{2} k_{4}}{k_{4}-k_{3}}, \\
& I_{3}^{2}=\frac{2 k_{3} I_{1}^{2}+\left(\delta^{*} \omega-k_{2} L\right) I_{1}+E-\frac{1}{4} L^{2} k_{3}}{k_{4}-k_{3}},
\end{aligned}
$$

where, for each pair $(E, L)$, the value of $I_{1}$ must be constrained to the subset of the closed interval $\left[-\frac{1}{2} L, \frac{1}{2} L\right]$ where both $I_{2}$ and $I_{3}$ take real values.

Figure 12.1 was constructed this way and illustrates the qualitative changes undergone by the reduced flow for increasing values of the dynamical parameter $L$. For clarity, the radius of the different spheres is normalized to 1 . Thus, for small values of $L$ we find two fixed points of the elliptic type at $I_{1}= \pm \frac{1}{2} L$, and circulatory motion around them (first row of Fig. 12.1). Increasing the value of $L$ turns the fixed point ( $-\frac{1}{2} L, 0,0$ ) into hyperbolic in a bifurcation process in which two additional fixed points of the elliptic type appear in the meridian $I_{2}=0$ (second row of Fig. 12.1). Further increasing $L$ displaces the elliptic points ( $I_{1}, 0, \pm I_{3}$ ) towards the "north" and "south" poles of the sphere (third row of Fig. 12.1). Eventually, the fixed point ( $-\frac{1}{2} L, 0,0$ ) becomes elliptic again in a new bifurcation process, in which two fixed points of the hyperbolic type appear at the "equator" $I_{3}=0$ of the sphere (fourth row of Fig. 12.1). For still higher values of $L$ these symmetric points ( $I_{1}, \pm I_{2}, 0$ ) migrate along the equator until they finally collapse at $\left(\frac{1}{2} L, 0,0\right)$ which then changes its type to hyperbolic (fifth row of Fig. 12.1). No further qualitative changes of the reduced flow are observed for increasing values of $L$.

### 12.2.2 Equilibria and bifurcations. Analytical computation

The flow stemming from Hamiltonian (12.35) is obtained from the integration of

$$
\begin{align*}
& \dot{I}_{1}=-2\left(k_{4}-k_{3}\right) I_{2} I_{3},  \tag{12.36}\\
& \dot{I}_{2}=2\left(k_{4}+k_{3}\right) I_{1} I_{3}+\left(\delta^{*} \omega-k_{2} L\right) I_{3},  \tag{12.37}\\
& \dot{I}_{3}=4 k_{3} I_{1} I_{2}-\left(\delta^{*} \omega-k_{2} L\right) I_{2} . \tag{12.38}
\end{align*}
$$

Remarkably, this differential system becomes analogous to the Euler equations for the free rigid body rotation if $L=\tilde{L}=\delta^{*} \omega / k_{2}$, a case in which the closed-form solution is


Figure 12.1: From top to bottom, opposite views (left/right col.) of the bifurcation sequence of the Hamiltonian flow (12.35) for increasing values of $L$. Reprinted by permission from Springer [396].
obtained in terms of Jacobi elliptic functions. Rather than pursuing the general solution, we are satisfied with computing the equilibria previously visualized, as well as the parameter values at which the bifurcations take place.

The equilibria are in full agreement with what was anticipated by depicting the flow. Indeed, that the points

$$
\begin{equation*}
E_{ \pm 1}=\left( \pm \frac{1}{2} L, 0,0\right) \tag{12.39}
\end{equation*}
$$

are always equilibria results from the vanishing of Eqs. (12.36)-(12.38) when $I_{2}=$ $I_{3}=0$. When $I_{2}=0$ and $I_{3} \neq 0$ Eqs. (12.36) and (12.38) identically vanish, but for Eq. (12.37) to vanish it is required that

$$
I_{1}=I_{1, \text { halo }} \equiv \frac{k_{2} L-\delta^{*} \omega}{2\left(k_{3}+k_{4}\right)} \Rightarrow\left|I_{3}\right|=I_{3, \text { halo }} \equiv \frac{1}{2} \sqrt{L^{2}-4 I_{1, \text { halo }}^{2}} .
$$

If $L>\delta^{*} \omega /\left(k_{2}+k_{3}+k_{4}\right) \approx 0.0768606$ then $\left|I_{3}\right|>0$ and the two symmetric equilibria

$$
\begin{equation*}
E_{ \pm 2}=\left(I_{1, \text { halo }}, 0, \pm I_{3, \text { halo }}\right) \tag{12.40}
\end{equation*}
$$

also exist. Finally, Eqs. (12.36) and (12.37) vanish identically when $I_{3}=0$, but to make null Eq. (12.38) when $I_{2} \neq 0$ we need

$$
I_{1}=I_{1, \text { Bridge }} \equiv \frac{k_{2} L-\delta^{*} \omega}{4 k_{3}} \Rightarrow\left|I_{2}\right|=I_{2, \text { Bridge }} \equiv \frac{1}{2} \sqrt{L^{2}-4 I_{1, \text { Bridge }}^{2}},
$$

which in turn requires that $\delta^{*} \omega /\left(k_{2}+2 k_{3}\right)<L<\delta^{*} \omega /\left(k_{2}-2 k_{3}\right)$, a case in which also exist the two symmetric equilibria

$$
\begin{equation*}
E_{ \pm 3}=\left(I_{1, \text { Bridge }} \pm I_{2, \text { Bridge }}, 0\right) . \tag{12.41}
\end{equation*}
$$

It is simple to check that the bifurcation at $L=\delta^{*} \omega /\left(k_{2}+2 k_{3}\right)$ originates from $E_{-1}$, whereas the bifurcation at $L=\delta^{*} \omega /\left(k_{2}-2 k_{3}\right)$ stems from $E_{1}$.

The usual linearization of the flow in Eqs. (12.36)-(12.38) could be used to show that the stability of the equilibria is in agreement with the elliptic or hyperbolic character of the fixed points visualized in the previous section.

### 12.2.3 Partner orbits of the equilibria in the center manifold

The equilibria of the reduced phase space correspond to particular orbits of the Hill problem whose dynamical characteristics are easily identified with the help of Deprit's Lissajous canonical variables. To do that, the Hopf variables are written in terms of the Lissajous variables defined in Eqs. (12.23)-(12.27). Namely,

$$
\begin{equation*}
I_{0}=\frac{1}{2} L, \quad I_{1}=\omega s d \cos 2 g, \quad I_{2}=\omega s d \sin 2 g, \quad I_{3}=\frac{1}{2} G \tag{12.42}
\end{equation*}
$$

which provide other evidence of the removal of short-period effects related to the elliptic anomaly $\ell$ carried out in the normalization process.

Thus, in the case of the equilibria $E_{ \pm 1}$ and $E_{ \pm 3}$, given by Eqs. (12.39) and (12.41), respectively, Eq. (12.42) shows that $G=\omega a b=0$. That is, on average, either $a$ or $|b|$, the semi-axes of the Lissajous ellipse, vanishes, thus yielding rectilinear oscillations on the center manifold. Because $g=0$ for $E_{1}$, the harmonic oscillations are in the $z_{1}$ direction, as follows from Eqs. (12.23)-(12.26). On the contrary, $g=\frac{\pi}{2}$ for $E_{-1}$, and the oscillations take place in the $y_{1}$ direction. In the case of the two equilibria $E_{ \pm 3}$, the constant value $g \neq 0$ is determined from the components $I_{1}$ and $I_{2}$ in Eq. (12.41), and the oscillations take place on the $\left(y_{1}, z_{1}\right)$ plane. Finally, in the case of $E_{ \pm 2}$, given in Eq. (12.40), because $G \neq 0$ both semi-axes have nonzero values, thus yielding, on average, elliptic motion on the center manifold. The elliptic oscillations take place in the ( $y_{1}, z_{1}$ ) plane, and the area of the ellipse $\pi a|b|=\pi|G| / \omega$ depends on the value $|G|=2 I_{3 \text {,halo }}$.

To recover the original dynamics in Cartesian variables, we need first to come back from the normalized to the subindex-1 variables, and then to use the linear transformation in Eq. (12.10). Then one finds that the equilibria of the reduced dynamics on the sphere match the familiar periodic orbits of the Hill problem about the libration points. Specifically, the Lyapunov planar orbits are the partners of the $E_{-1}$ equilibria, and the Lyapunov vertical orbits are the partners of $E_{1}$. The two branches of halo orbits correspond to the $E_{ \pm 2}$ equilibria, whereas $E_{ \pm 3}$ match the two-lane bridge of periodic orbits that link the Lyapunov planar orbits with the vertical ones.

Due to the truncation order of the perturbation approach, the analytical solution will not provide exact periodic orbits of the Hill problem. However, the initial conditions provided by the perturbation solution are readily improved with the help of a differential-corrections algorithm to get the desired periodic orbit. Some of these algorithms need to be fed with an approximation of the period $T$, which can be estimated from the normalized variables from the rate of variation of the eccentric anomaly $\mathrm{d} \ell / \mathrm{d} t=2 \pi / T$. After writing Eq. (12.35) in Deprit's Lissajous variables using Eq. (12.42), the latter is obtained from Hamilton equations. In particular, if we limit to first-order effects, then $\mathcal{N}=\omega L-\frac{1}{4} \delta \omega(L+2 \omega s d \cos 2 g)$, from which

$$
\begin{equation*}
\frac{\mathrm{d} \ell}{\mathrm{~d} t}=\omega-\frac{1}{4} \delta \omega\left(1+\frac{1}{\sqrt{1-G^{2} / L^{2}}} \cos 2 g\right), \tag{12.43}
\end{equation*}
$$

where the needed values $g$, $G$, and $L$, are computed from Eq. (12.42) after replacing the Hopf variables by the values taken at the corresponding equilibria.

For the second-order truncation of the analytical solution hitherto discussed this procedure is successful only for energy values close to the energy of the libration point equilibrium (small values of $L$ ), which, therefore, exclude the computation of halo orbits as well as orbits of the bridge family. However, the validity of the perturbation solution is extended with the straightforward computation of higher orders, as it was already anticipated with the explicit presentation of the term $\mathcal{K}_{0,3}^{*}$ of the Hamiltonian (12.32).

### 12.3 Higher orders

Extension of the Hamiltonian normalization in complex variables (12.31) to higher orders is just a matter of mechanizing operations [424]. After reformulation in the Hopf variables, the higher-order normalized Hamiltonian takes the form

$$
\begin{equation*}
\mathcal{I}=\omega L+\sum_{n \geq 1} \frac{1}{n!} \mathcal{I}_{n}\left(I_{1}, I_{2}, I_{3} ; L\right) \tag{12.44}
\end{equation*}
$$

This normalized polynomial involves powers of the Hopf coordinates higher than 2, and, therefore, the orbits of the reduced flow cannot be solved explicitly as was previously done in §12.2.1. Alternatively, the flow is efficiently visualized by depicting contour plots of $\mathcal{I}\left(I_{1}, I_{2}, I_{3} ; L\right)=E$. In particular, the flow is rendered in real time with the technique of painting Hamiltonians previously used in Fig.5.6. This is illustrated in Fig. 12.2 for a seventh-order truncation of Eq. (12.44).


Figure 12.2: Painting the phase space of the Hill problem about the libration points to show the bifurcation of halo orbits from Lyapunov planar orbits ( $-\frac{1}{2} L, 0,0$ ).

On the other hand, in order to use the analytical solution for the computation of libration-point orbits far away from the libration points, an accurate computation of the different equilibria is required. The flow stemming from the Hamiltonian (12.44) is now obtained from the differential system

$$
\begin{align*}
& \dot{I}_{1}=I_{2} I_{3} \sum_{n \geq 0} F_{1, n}\left(I_{1}, I_{2}, I_{3} ; L\right),  \tag{12.45}\\
& \dot{I}_{2}=I_{3} \sum_{n \geq 0} F_{2, n}\left(I_{1}, I_{2}, I_{3} ; L\right),  \tag{12.46}\\
& \dot{I}_{3}=I_{2} \sum_{n \geq 0} F_{3, n}\left(I_{1}, I_{2}, I_{3} ; L\right), \tag{12.47}
\end{align*}
$$

which still provides the same solutions as Eq. (12.39) for the Lyapunov orbits. Halo orbits ( $I_{1}, 0, \pm I_{3}$ ) also exist, but now the values $I_{1}$ and hence $I_{3}=\frac{1}{2} \sqrt{L^{2}-4 I_{1}^{2}}$, as results from Eq. (12.30), are different from those in Eq. (12.40), and must be numerically computed from the implicit equation in $I_{1}$,

$$
\begin{equation*}
\sum_{n \geq 0} F_{2, n}\left(I_{1}, 0, I_{3}\left(I_{1} ; L\right) ; L\right)=0, \tag{12.48}
\end{equation*}
$$

which makes Eq. (12.46) vanish. The value of $L$ in which the halo orbits bifurcate from the point $\left(-\frac{1}{2} L, 0,0\right)$ is now given by the $\operatorname{root} \sum_{n \geq 0} F_{2, n}\left(\frac{1}{2} L, 0,0 ; L\right)=0$. Finally, the ana$\log$ equilibria ( $I_{1}, \pm I_{2}, 0$ ) to those in Eq. (12.41) are computed by solving the implicit equation in $I_{2}$,

$$
\begin{equation*}
\sum_{n \geq 0} F_{3, n}\left(I_{1}, I_{2}\left(I_{1} ; L\right), 0 ; L\right)=0, \tag{12.49}
\end{equation*}
$$

where, from Eq. (12.30), $I_{2}=\frac{1}{2} \sqrt{L^{2}-4 I_{1}^{2}}$. The bifurcation and termination points of the two-lane bridge of periodic orbits linking planar and vertical Lyapunov orbits are obtained from the computation of the roots of the implicit equation $\sum_{n \geq 0} F_{3, n}\left(\frac{1}{2} L, 0\right.$, $0 ; L)=0$.

The precision of the solution generally increases with the truncation order of the perturbation theory. However, one should keep in mind the risks inherent to a futile escalation in accuracy. Indeed, if the computation of the perturbation solution is carried out using integer arithmetic, the size of the integer numbers grows notably from one order to the next one. For instance, at the 11th order of the perturbation approach we found that the integer numbers to handle may involve more than 100 digits. This fact makes memory allocation an issue that notably slows the computation of higher orders, whose computational burden grows exponentially [424]. Computations are radically expedited working in real floating-point arithmetics, yet the propagation of truncation errors due to the physical length of the computer's registers must be carefully traced in this case [100, 328]. In particular, the transformation from complex to real variables produces some complex residuals, whose magnitude grows with the order of the perturbation theory at a faster rate than the growing of the real terms. Because this rate notably increases when the computations are extended beyond the order 15 , the 16th order is recommended as a practical limit of applicability of the perturbation solution [424].

The construction of a higher-order analytical solution follows the steps outlined above. That is, for the selected value of the dynamical parameter $L$-which is roughly related with the size of the orbit-the equilibrium in the reduced phase space of the desired orbit (Lyapunov planar or vertical, halo, or pertaining to the bridge) is computed first. It may require one to solve Eq. (12.48) for a halo orbit, or Eq. (12.49) in the case of an orbit of the bridge. Then the corresponding Lissajous variables are computed and translated into complex (prime) variables for a discrete number of values $\ell \in[0,2 \pi)$. The (direct) Lie transformation of the normalization is then applied to recover the orig-
inal dynamics in the subindex-1 variables. Finally, application of the linear transformation (12.10) will provide the original dynamics in Cartesian coordinates relative to the libration point.

The accuracy of the analytical perturbation solution thus computed is assessed by checking the periodicity $\Delta=\max \left|\xi_{i}(T)-\xi_{i}(0)\right|, \xi_{i} \in(x, y, z, X, Y, Z)$, of the orbit obtained by numerical propagation of one of the points provided by the analytical solution. This procedure is illustrated below with some examples for different truncations of the higher-order solution, which we borrow from [424]. A systematic scan showing the efficiency of the perturbation solution in an ample vicinity of the libration points of the Hill problem can be found in [424].

### 12.3.1 Lyapunov orbits

Lyapunov orbits exist always for energies above that of the libration points. Low-order truncations of the perturbation solution provide good approximations to the actual dynamics of orbits of moderate amplitude, yet higher-order truncations are required when the Lyapunov orbits grow in size.

Thus, for $L=0.01$ we found that the orbit predicted by the fourth-order truncation matches its partner vertical Lyapunov orbit, but only at the precision of the graphics, and the periodicity error is $\Delta \approx 10^{-6}$ in Hill problem units. Periodicity improves gradually with the truncation order of the perturbation solution, becoming smaller than $10^{-10}$ at the 11th order. Analogous results are found for the Lyapunov planar orbit with $L=0.01$, for which the 11th-order truncation yields $\Delta<10^{-11}$. Errors slightly improve when using higher-order truncations, yet the improvements become negligible beyond order 13 for both Lyapunov orbits.

As expected, higher-order truncations are needed when the Lyapunov orbits evolve farther away from the libration points. Thus, for instance, when $L=0.2$-that is, more than one order of magnitude larger than in the previous example-a truncation order between seven and nine is needed for the analytical perturbation solution to mimic the behavior of the actual orbit at the precision of the graphics. The accuracy of the 15th-order truncation of the analytical solution is $\Delta=\mathcal{O}\left(10^{-6}\right)$ in both types of Lyapunov orbits, and no relevant improvements are found when extending the perturbation solution to higher orders. Lyapunov orbits provided by the analytical solution for $L=0.2$ are shown with gray dots in Fig. 12.3 superimposed to their respective partner true periodic orbits (full lines). These plots are depicted in units of the Hill problem, and the origin is the libration point.

### 12.3.2 Resonant orbits

The analytical perturbation solution predicts the bifurcation of halo orbits from Lyapunov planar orbits when $L=0.0781869$. On the other hand, because their size is


Figure 12.3: Analytical vertical and planar Lyapunov orbits for $L=0.2$ (dots) superimposed to their partner, numerically integrated, periodic orbits (full lines).
large, we need higher-order truncations of the perturbation solution to mimic the actual dynamics. A sample resonant halo orbit for $L=0.2$ is shown in the left plot of Fig. 12.4. In this particular example, a ninth-order truncation of the analytical solution yields a periodicity error of the order of one thousandth. The quality of the analytical solution gradually improves with higher-order truncations, yet we did not find improvements beyond the 17th-order truncation, in which case the periodicity is $\Delta=\mathcal{O}\left(10^{-7}\right)$.

Periodic orbits of the two-lane bridge linking both kinds of Lyapunov orbits only exist for large values of $L$. Therefore, they may fall out of the range of validity of the Legendre polynomials expansion carried out in Eq. (12.5). In spite of that, we have already shown that their existence is correctly predicted by the second-order truncation of the reduced dynamics, yet their exactness notably varies depending on the truncation used. For instance, while the 14th-order truncation finds the bifurcation from a planar Lyapunov orbit at $L=0.834458$, and the termination in a vertical Lyapunov orbit at $L=1.0632$, these values non-negligibly vary when using different approximations. We checked that the 14th-order truncation correctly predicts the existence of an orbit of the bridge family for $L=0.9$, as shown in the right plot of Fig. 12.4. Still, the periodicity error is gross, $\Delta=\mathcal{O}\left(10^{-2}\right)$, and does not improve with higher-order truncations. On the other hand, the initial conditions provided by the analytical solution are amenable of being improved through differential corrections to converge to the true periodic orbit.


Figure 12.4: Resonant analytical orbits (gray dots) superimposed to their partner numerically integrated periodic orbits (full lines). Left: halo orbit for $L=0.2$. Right: orbit of the bridge family for $L=0.9$, in which the primary is depicted with a black spot. After [424].

## 13 Quasi-satellite orbits

The Hill problem Hamiltonian consists of quadratic terms except for the one representing the non-negligible interaction between the primary of smaller mass and the orbiter, which otherwise will both evolve with pure Keplerian motion about the primary of bigger mass. Because quadratic Hamiltonians give rise to linear dynamics, which is integrable, when this last term is small the Hill problem admits a natural perturbation arrangement in which the zeroth-order Hamiltonian comprises the quadratic terms and the nonlinear interaction is taken like the perturbation. In particular, this perturbation Hamiltonian may be representative of the coorbital dynamics of the lighter primary and the orbiter about the heavier primary.

As mentioned in the Introduction, conspicuous solutions of the coorbital motion are the so-called quasi-satellite orbits, which exist out of the Hill sphere and are useful in different astrodynamics applications. Because of that, a full description of the computation of analytical perturbation solutions is provided here, yet limited to the planar case. Like in previous chapters we hold formally the (superfluous) mass parameter and synodic rotation rate of the Hill problem due to the insight they provide on the dynamics, but also because they permit the systematic check of dimensions as an additional test to be applied to the analytical expressions obtained at each step of the perturbation procedure.

On the one hand, the usefulness of perturbation solutions for mission designing of artificial satellite missions is clearly illustrated in this chapter with the identification of orbit design parameters that are derived from the formal integrals obtained after the complete Hamiltonian reduction. On the other hand, the difficulties that may be found in the computation of the average dynamics of restricted three-body models are clearly manifested by the appearance of non-trivial integrals depending on special functions. The latter not only make the closed-form solution difficult, but neither admit a representation by fast-convergent series in this specific case.

### 13.1 Planar case. Epicyclic coordinates

In the planar case $z=Z=0$, and the Hill problem Hamiltonian in Eq. (10.17) is now arranged in the form

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{0}(x, y, X, Y ; \dot{\boldsymbol{\vartheta}})-\mu / r, \tag{13.1}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}}$ and

$$
\begin{equation*}
\mathcal{H}_{0}=\frac{1}{2}(X+\dot{\vartheta} y)^{2}+\frac{1}{2}(Y-\dot{\vartheta} x)^{2}-\frac{3}{2} \dot{\vartheta}^{2} x^{2} \tag{13.2}
\end{equation*}
$$

The Hamilton equations of $\mathcal{H}_{0}$ give rise to a linear differential system, whose solution is straightforward [47, 113]. Alternatively, the Hamiltonian flow stemming from

Eq. (13.2) is readily integrated after performing the transformation from Cartesian to epicyclic variables $(x, y, X, Y) \mapsto(\phi, q, \Phi, Q ; \dot{\vartheta}, k),{ }^{1}$ given by

$$
\begin{align*}
& x=a \xi+b \sin \phi, \\
& y=a \eta+a \cos \phi, \\
& X=-2 B \eta-B \cos \phi, \\
& Y=-B \xi-B \sin \phi, \tag{13.3}
\end{align*}
$$

where

$$
\begin{equation*}
a=2 b, \quad b=(2 \Phi / \dot{9})^{1 / 2} \tag{13.4}
\end{equation*}
$$

have units of length,

$$
\begin{equation*}
B=\dot{\vartheta} b=(2 \dot{\vartheta} \Phi)^{1 / 2}, \tag{13.5}
\end{equation*}
$$

has units of length divided by time,

$$
\begin{equation*}
\xi=\xi(Q, \Phi) \equiv \frac{1}{2 k} \frac{Q}{B}, \quad \eta=\eta(q, \Phi) \equiv k \frac{q}{b}, \tag{13.6}
\end{equation*}
$$

are nondimensional versions of $Q$ and $q$, respectively, and $k$ is a scaling factor.
The first two equations of Eq. (13.3) assign to each point of the orbit ( $x, y$ ) a reference ellipse $(x-a \xi)^{2} / b^{2}+(y-a \eta)^{2} / a^{2}=1$, where the ratio of semimajor axis $a$, which is in the $y$-axis direction, to semiminor axis $b$ is always 2 . That is, the eccentricity of the reference ellipse is $e=\sqrt{3 / 4}$. The coordinates of the center of the reference ellipse are

$$
\begin{equation*}
x_{\text {center }}=a \xi=\frac{1}{k \dot{\theta}} Q, \quad y_{\text {center }}=a \eta=2 k q, \tag{13.7}
\end{equation*}
$$

and the orbit is traveled clockwise. Similarly, the last two equations of Eq. (13.3) assign to each point of the hodograph $(X, Y)$ a circle $(X+2 B \eta)^{2}+(Y+B \xi)^{2}=B^{2}$, of radius $B$ centered at $X_{\text {center }}=-2 B \eta=-2 k \dot{\vartheta} q, Y_{\text {center }}=-B \xi=-\frac{1}{2} Q / k$. The hodograph is traveled counterclockwise.

The transformation given by Eqs. (13.3)-(13.6) is canonical and yields the complete reduction of Hamiltonian (13.2) in epicyclic variables. Namely,

$$
\begin{equation*}
\mathcal{H}_{0}=\mathcal{H}_{0}(-,-, \Phi, Q) \equiv \dot{9} \Phi-\frac{3}{8}(Q / k)^{2}, \tag{13.8}
\end{equation*}
$$

which discloses the ignorable character of $\phi$ and $q$, and hence reveals that $\Phi$ and $Q$ are the two needed independent integrals of the quadratic Hamiltonian (13.2).

[^22]The flow stemming from $\mathcal{H}_{0}$ is obtained from the trivial integration of the Hamilton equations. That is,

$$
\phi=\phi_{0}+\dot{\Theta} t, \quad q=q_{0}-\frac{3}{4 k^{2}} Q t
$$

which show that the phase of the reference ellipse $\phi$ evolves periodically whereas the coordinate of its center grows unbounded in the $y$-axis direction, as follows from Eq. (13.7). Solving Eq. (13.3) for the epicyclic variables, the constant values of $\Phi$ and $Q$ are obtained from the initial conditions ( $x_{0}, y_{0}, X_{0}, Y_{0}$ ), like

$$
\Phi=\frac{1}{2 \dot{\theta}}\left[\left(X_{0}+\dot{\vartheta} y_{0}\right)^{2}+\left(2 Y_{0}+\dot{\vartheta} x_{0}\right)^{2}\right], \quad Q=2 k\left(Y_{0}+\dot{\vartheta} x_{0}\right) .
$$

Therefore, choosing such initial conditions that $Y_{0}=-\dot{\vartheta} x_{0}$ makes $Q=0$ and hence yields periodic motion (a fixed ellipse for the orbit and a fixed circle for the hodograph). Conversely, $q$, and hence $\eta$ in Eq. (13.6), grows linearly when $Q \neq 0$. That is, initial conditions such that $Y_{0} \neq-\dot{\vartheta} x_{0}$ give rise to drifting ellipses in the $y$-axis direction with corresponding drifting hodographs in the $X$-axis direction, as follows from Eq. (13.3).

However, perturbations of the integrable motion due to the gravitational attraction of the central body, which are given by the term $-\mu / r$ of Eq. (13.1), produce important qualitative changes in the solutions. Indeed, for a wide range of initial conditions, the drift of the ellipse is turned into slow oscillations of its center about the origin. The oscillatory behavior gives rise to the so-called quasi-satellite orbits, in which the orbiter remains relatively close to the primary at the origin yet clearly out of the Hill sphere of influence [46, 276, 524].

When the transformation to epicyclic variables (13.3) is applied to the radius, we obtain

$$
\begin{equation*}
r=a \sqrt{\Delta^{2}+\xi \sin \phi+2 \eta \cos \phi+\xi^{2}+\eta^{2}} \tag{13.9}
\end{equation*}
$$

in which the term

$$
\begin{equation*}
\Delta=\sqrt{1-\frac{3}{4} \sin ^{2} \phi} \tag{13.10}
\end{equation*}
$$

allows one to foresee the appearance of elliptic functions in the perturbation solution.
Finally, replacing Eqs. (13.8) and (13.9) into Eq. (13.1), we obtain the Hamiltonian of the planar Hill problem in epicyclic variables. Namely,

$$
\begin{equation*}
\mathcal{H}=\dot{\vartheta} \Phi\left(1-3 \xi^{2}-\frac{\gamma}{\sqrt{\Delta^{2}+\xi s+2 \eta c+\xi^{2}+\eta^{2}}}\right), \tag{13.11}
\end{equation*}
$$

in which we abbreviated $c \equiv \cos \phi$ and $s \equiv \sin \phi$ for the sake of conciseness, while the nondimensional function $\gamma \equiv \gamma(\Phi)$ stands for

$$
\begin{equation*}
\gamma=\frac{\mu}{a \dot{\vartheta} \Phi}=\frac{\mu \dot{\vartheta}}{B^{3}}=\frac{\mu \dot{\vartheta}}{(2 \dot{\vartheta} \Phi)^{3 / 2}} \tag{13.12}
\end{equation*}
$$

For simplicity, we fix the scale factor of the transformation to epicyclic variables to $k=\sqrt{3 / 4}$, which turns $q=q_{0}-Q t$ for the unperturbed problem. Then we make use of the Lie transforms method to compute a perturbation solution to the quasisatellite orbits problem by the complete Hamiltonian reduction of Eq. (13.11), up to some truncation order. As usual, the reduction is split into the elimination of shortperiod terms, which is carried out first, and the consequent removal of long-period terms.

### 13.2 Elimination of short-period effects

First of all, Eq. (13.11) is arranged in the form of the usual perturbation Hamiltonian (2.30), in which $\epsilon$ is a formal small parameter. Then we compute the Lie transformation $(\phi, q, \Phi, Q) \mapsto\left(\phi^{\prime}, q^{\prime}, \Phi^{\prime}, Q^{\prime} ; \epsilon\right)$ that, up to some truncation order, makes $\phi$ cyclic in the transformed Hamiltonian in the prime variables.

Instead of choosing the quadratic Hamiltonian (13.8) like the integrable part of the perturbation Hamiltonian, we rather make the choice $\mathcal{H}_{0,0}=\dot{\vartheta} \Phi$, which is a harmonic oscillator of frequency $\dot{\vartheta}$, cf. §2.2.2, in this way implicitly assuming that the phase of orbiter in the reference ellipse evolves much faster than its center. Then the Lie derivative (2.49) is simply $\mathcal{L}_{0} \equiv\{\quad ; \dot{\Theta} \Phi\}=\dot{\vartheta} \partial / \partial \phi$, showing that the kernel of the Lie operator is made of terms that are free from $\phi$. The homological equation (2.48) is then solved by indefinite integration

$$
\begin{equation*}
\mathcal{W}_{m}=\frac{1}{\dot{\vartheta}} \int\left(\widetilde{\mathcal{H}}_{0, m}-\mathcal{H}_{0, m}\right) \mathrm{d} \phi . \tag{13.13}
\end{equation*}
$$

Currently lacking a strategy for computing the perturbation solution in closed form, the perturbation term $-\mu / r$, whose integration would require the use of sophisticated special functions [47], is expanded under the assumptions that the third body and the central gravitation exert perturbations of the same order [401]. These assumptions are materialized taking

$$
\begin{equation*}
\eta=\mathcal{O}(\epsilon), \quad \xi=\mathcal{O}\left(\epsilon^{2}\right), \quad \gamma=\mathcal{O}\left(\epsilon^{4}\right) \tag{13.14}
\end{equation*}
$$

Integration of terms related with the function $\Delta$ defined in Eq. (13.10) relies on the use of special functions. This fact makes the identification of the kernel and image of the Lie operator difficult, and the gradual coupling of the different orders of the perturbation approach establishes de facto a limit up to which the elimination of the fast angle $\phi$ can be carried out [401].

With the assumptions in Eq. (13.14), the perturbation terms of Eq. (13.11) are $\mathcal{H}_{1,0}=$ $\mathcal{H}_{2,0}=\mathcal{H}_{3,0}=0, \mathcal{H}_{4,0}=4!\frac{1}{2} B^{2}\left(-3 \xi^{2}-\gamma / \Delta\right)$, and, up to $\epsilon^{10}$,

$$
\begin{equation*}
\mathcal{H}_{i, 0}=i!\frac{1}{2} B^{2} \frac{\gamma}{\Delta^{2 i-7}}(c \eta)^{i^{*}} \sum_{j=1}^{i_{2}} t_{i^{\star}+2 j-2, i_{2}-j}(s) \eta^{2 j-2} \xi^{i_{2}-j}, \tag{13.15}
\end{equation*}
$$

where $i^{\star}=i \bmod 2$ and $i_{2}=\left\lfloor\frac{1}{2}(i-2)\right\rfloor$, from Eq. (6.5), $t_{1,0}=1$, and the remaining coefficients $t_{k, l}$ are given in Table 13.1.

Table 13.1: Coefficients $t_{k, l}$ in Eq. (13.15).

| $2,0: \frac{9}{8} s^{2}-1$ | $0,3:-\frac{189}{512} s^{9}+\frac{459}{256} s^{7}-\frac{207}{64} s^{5}+\frac{41}{16} s^{3}-\frac{3}{4} s$ |
| :--- | :--- |
| $0,1: \frac{1}{2} s-\frac{3}{8} s^{3}$ | $2,2: \frac{297}{64} s^{8}-\frac{4761}{256} s^{6}+\frac{849}{32} s^{4}-\frac{249}{16} s^{2}+3$ |
| $3,0: 1-\frac{11}{8} s^{2}$ | $4,1:-\frac{7965}{1024} s^{7}+\frac{6075}{256} s^{5}-\frac{375}{16} s^{3}+\frac{15}{2} s$ |
| $1,1: \frac{9}{8} s^{3}-\frac{3}{2} s$ | $6,0: \frac{3309}{1024} s^{6}-\frac{909}{128} s^{4}+\frac{39}{8} s^{2}-1$ |
| $4,0:-\frac{227}{12} s^{4}+\frac{11}{4} s^{2}-1$ | $1,2: \frac{27}{16} s^{6}-\frac{171}{32} s^{4}+\frac{21}{4} s^{2}-\frac{3}{2}$ |
| $2,1: \frac{153}{64} s^{5}-\frac{87}{16} s^{3}+3 s$ | $3,1:-\frac{285}{64} s^{5}+\frac{155}{16} s^{3}-5 s$ |
| $0,2:-\frac{27}{64} s^{6}+\frac{45}{32} s^{4}-\frac{3}{2} s^{2}+\frac{1}{2}$ | $5,0: \frac{303}{128} s^{4}-\frac{13}{4} s^{2}+1$ |

### 13.2.1 Lower orders

On account of the Hamiltonian arrangement made, we trivially find $\mathcal{H}_{0,1}=\mathcal{H}_{0,2}=$ $\mathcal{H}_{0,3}=0$, and hence $\mathcal{W}_{1}=\mathcal{W}_{2}=\mathcal{W}_{3}=0$. Besides, since $\widetilde{\mathcal{H}}_{0, i}=\mathcal{H}_{i, 0}$ for $i=4, \ldots, 7$, corresponding terms $\mathcal{H}_{0, i}$ are chosen by simply averaging the terms $\mathcal{H}_{i, 0}$ of the original Hamiltonian over $\phi$. That is, at fourth order,

$$
\mathcal{H}_{0,4}=\left\langle\widetilde{\mathcal{H}}_{0,4}\right\rangle_{\phi}=-4!\frac{1}{2} B^{2}\left(3 \xi^{2}+\gamma \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{\Delta} \mathrm{~d} \phi\right)=-4!B^{2}\left(\frac{3}{2} \xi^{2}+\gamma \tilde{K}\right),
$$

where we use the notation $\tilde{K} \equiv K\left(k^{2}\right) / \pi$. Analogously, we find

$$
\mathcal{H}_{0,5}=0, \quad \mathcal{H}_{0,6}=6!B^{2} \frac{2}{3} \gamma(\tilde{E}-\tilde{K}) \eta^{2}, \quad \mathcal{H}_{0,7}=0
$$

where $\tilde{E} \equiv E\left(k^{2}\right) / \pi$. Homologous terms of the generating function are then computed from Eq. (13.13), to obtain

$$
\begin{aligned}
& \mathcal{W}_{4}=4!\Phi y F^{*}, \\
& \mathcal{W}_{5}=5!\Phi \frac{1}{\Delta} y \eta s \\
& \mathcal{W}_{6}=6!\Phi y\left\{\frac{2}{3}\left[F^{*}-E^{*}-\frac{1}{\Delta}\left(\frac{1}{\Delta^{2}}+1\right) \frac{3}{4} s c\right] \eta^{2}-2 \frac{\xi}{\Delta} c\right\} \\
& \mathcal{W}_{7}=7!\Phi \frac{2}{3} y \eta\left[\frac{\eta^{2}}{32 \Delta^{5}}\left(21 s^{5}-70 s^{3}+48 s\right)-\left(\frac{1}{\Delta^{3}}-8 \tilde{E}\right) \xi\right],
\end{aligned}
$$

where $F^{*} \equiv 2 \tilde{K} \phi-F\left(\phi \mid k^{2}\right)$ and $E^{*} \equiv 2 \tilde{E} \phi-E\left(\phi \mid k^{2}\right)$ are periodic functions of $\phi$ with period $\pi$. We remark that an integration constant has been added to the solution
of Eq. (13.13) in order to guarantee that $\mathcal{W}$ is free from short-period effects. Namely $\left\langle\mathcal{W}_{i}\right\rangle_{\phi}=0, i=4, \ldots 7$.

Short-period direct and inverse corrections vanish at the first three orders. At the fourth,

$$
\phi_{0,4}=-4!\frac{1}{2} \gamma F^{*}, \quad q_{0,4}=0, \quad \Phi_{0,4}=4!\Phi \gamma\left(\frac{1}{\Delta}-2 \tilde{K}\right), \quad Q_{0,4}=0 .
$$

At fifth order,

$$
\phi_{0,5}=-5!\gamma \frac{\eta}{\Delta} s, \quad q_{0,5}=0, \quad \Phi_{0,5}=-5!\Phi y \frac{\eta}{\Delta^{3}} c, \quad Q_{0,5}=-5!B \frac{k}{2} \frac{\gamma}{\Delta} s
$$

while the sixth-order corrections are

$$
\begin{aligned}
& \phi_{0,6}=6!\gamma\left\{\frac{c}{\Delta}\left[\frac{3}{4}\left(\frac{1}{\Delta^{2}}+1\right) \eta^{2} s+2 \xi\right]+\eta^{2}\left[E^{*}-F^{*}\right]\right\} \\
& q_{0,6}=6!b \frac{\gamma}{2 k} \frac{1}{\Delta} \cos \phi \\
& \Phi_{0,6}=6!\Phi \gamma\left\{\frac{4}{3} \eta^{2}(\tilde{E}-\tilde{K})+\frac{1}{2 \Delta^{3}}\left[\left(3-\frac{1}{\Delta^{2}}\right) \eta^{2}-\xi s\right]\right\} \\
& Q_{0,6}=6!B \frac{\gamma}{2 k} \eta\left[\frac{3}{4 \Delta}\left(\frac{1}{\Delta^{2}}+1\right) c s+E^{*}-F^{*}\right],
\end{aligned}
$$

and, at seventh order,

$$
\begin{aligned}
& \phi_{0,7}=7!y \eta\left[\left(\frac{1}{\Delta^{3}}-8 \tilde{E}\right) \xi+\frac{1}{9} \frac{s}{\Delta}\left(\frac{3}{\Delta^{4}}-\frac{7}{\Delta^{2}}-14\right) \eta^{2}\right] \\
& q_{0,7}=-7!b \frac{\gamma}{6 k} \eta\left(\frac{1}{\Delta^{3}}-8 \tilde{E}\right), \\
& \Phi_{0,7}=7!\Phi \frac{\gamma \eta}{2 \Delta^{5}}\left[\frac{1}{3}\left(\frac{5}{\Delta^{2}}-11\right) \eta^{2}+3 \xi s\right] c, \\
& Q_{0,7}=7!B \frac{k}{3} \gamma\left[\left(\frac{1}{\Delta^{3}}-8 \tilde{E}\right) \xi+\frac{1}{4} \frac{s}{\Delta}\left(\frac{3}{\Delta^{4}}-\frac{7}{\Delta^{2}}-14\right) \eta^{2}\right]
\end{aligned}
$$

all of them to be evaluated using the prime variables. On the other hand $\mathcal{V}_{i}=-\mathcal{W}_{i}$, $i=4, \ldots, 7$, and the inverse corrections are just the opposite of the direct ones, which now must be evaluated in the original variables.

### 13.2.2 Higher orders

The coupling of different Hamiltonian terms starts at the eight order, where $\widetilde{\mathcal{H}}_{0,8}=$ $35\left\{\mathcal{H}_{0,4}+\mathcal{H}_{4,0}, \mathcal{W}_{4}\right\}+\mathcal{H}_{8,0}$. The choice $\mathcal{H}_{0,8}=\left\langle\widetilde{\mathcal{H}}_{0,8}\right\rangle_{\phi}$ produces

$$
\mathcal{H}_{0,8}=8!B^{2} \gamma\left[\gamma\left(1-2 \tilde{K}^{2}\right)+\frac{1}{9}(14 \tilde{E}-11 \tilde{K}) \eta^{4}+\frac{\tilde{K}-4 \tilde{E}}{k^{2}} \xi^{2}\right] .
$$

Then, from Eq. (13.13),

$$
\begin{aligned}
\mathcal{W}_{8}= & 8!\Phi \frac{2}{3} \gamma\left\{\frac{3}{4} \gamma\left[\left(\tilde{K}+\frac{1}{2 \Delta}\right) F^{*}-P^{*}\right]+\frac{1}{12}\left(11 F^{*}-14 E^{*}\right) \eta^{4}\right. \\
& +\left(4 E^{*}-F^{*}\right) \xi^{2}+\frac{1}{\Delta}\left[\frac{1}{16}\left(\frac{5}{\Delta^{6}}-\frac{8}{\Delta^{4}}-\frac{11}{\Delta^{2}}-14\right) \eta^{4} s\right. \\
& \left.\left.+\frac{1}{2}\left(\frac{3}{\Delta^{4}}-\frac{1}{\Delta^{2}}-8\right) \eta^{2} \xi+\left(\frac{3}{4 \Delta^{2}}+3\right) \xi^{2} s\right] c\right\},
\end{aligned}
$$

where $P^{*} \equiv 2 \phi-\Pi\left(\frac{3}{4} ; \phi \mid 0\right)$ is periodic with period $\pi$. We remark that the equality

$$
\Pi\left(\frac{3}{4} ; \phi \mid 0\right)=\int_{0}^{\phi} \frac{\mathrm{d} \psi}{1-\frac{3}{4} \sin ^{2} \psi}=2 \arctan \left(\frac{1}{2} \tan \phi\right),
$$

is only true in the open interval $\phi \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. Indeed, at $\phi=\frac{\pi}{2}$ (resp. $\phi=-\frac{\pi}{2}$ ) the incomplete elliptic integral of the third kind evaluates to $\pi$ (resp. $-\pi$ ). On the contrary, the arc tangent function remains indeterminate at these values. Therefore, since $\phi$ may grow unbounded, the use of the former should be preferred for evaluation purposes, which, besides, avoids the demodulation that would be required if using the arc tangent function.

The eighth-order terms of the direct corrections are

$$
\begin{aligned}
\phi_{0,8}= & 8!\gamma\left\{\gamma\left[P^{*}-\frac{1}{4}\left(6 \tilde{K}+\frac{1}{\Delta}\right) F^{*}\right]+\frac{5}{36}\left(14 E^{*}-11 F^{*}\right) \eta^{4}\right. \\
& +\left(F^{*}-4 E^{*}\right) \xi^{2}+\frac{1}{\Delta}\left[\frac{2}{3}\left(8+\frac{1}{\Delta^{2}}-\frac{3}{\Delta^{4}}\right) \eta^{2} \xi-\left(3+\frac{3}{4 \Delta^{2}}\right) \xi^{2} s\right. \\
& \left.\left.+\frac{5}{48}\left(14+\frac{11}{\Delta^{2}}+\frac{8}{\Delta^{4}}-\frac{5}{\Delta^{6}}\right) \eta^{4} s\right] c\right\}, \\
q_{0,8}= & 8!b \frac{\gamma}{k}\left\{\frac{4 E^{*}-F^{*}}{3} \xi+\frac{c}{4 \Delta}\left[\left(\frac{1}{\Delta^{4}}-\frac{1}{3 \Delta^{2}}-\frac{8}{3}\right) \eta^{2}+\left(\frac{1}{\Delta^{2}}+4\right) \xi s\right]\right\}, \\
\Phi_{0,8}= & 8!\Phi y\left\{\gamma\left[1-\frac{1}{2 \Delta^{2}}+\tilde{K}\left(\frac{1}{\Delta}-2 \tilde{K}\right)-\frac{3}{8 \Delta^{3}} F^{*} s c\right]\right. \\
& +\frac{\eta^{4}}{9}\left[\frac{1}{8 \Delta^{5}}\left(\frac{35}{\Delta^{4}}-\frac{190}{\Delta^{2}}+227\right)+14 \tilde{E}-11 \tilde{K}\right] \\
& \left.+\xi^{2}\left[\frac{1}{\Delta^{3}}\left(\frac{1}{2 \Delta^{2}}-1\right)+\frac{\tilde{K}-4 \tilde{E}}{k^{2}}\right]+\frac{\eta^{2} \xi}{4 \Delta^{5}}\left(\frac{5}{\Delta^{2}}-17\right) s\right\}, \\
Q_{0,8}= & 8!B \frac{k}{9} \gamma\left\{\left(14 E^{*}-11 F^{*}\right) \eta^{2}+\frac{3}{\Delta}\left[\xi\left(8+\frac{1}{\Delta^{2}}-\frac{3}{\Delta^{4}}\right)\right.\right. \\
& \left.\left.+\eta^{2}\left(\frac{7}{2}+\frac{11}{4 \Delta^{2}}+\frac{2}{\Delta^{4}}-\frac{5}{4 \Delta^{6}}\right) s\right] c\right\} \eta,
\end{aligned}
$$

which must be evaluated in the prime variables.

While the eighth-order term of the inverse generating function is still the opposite of the direct one, $\mathcal{V}_{8}=-\mathcal{W}_{8}$, the coupling with the fourth-order short-period corrections happens at this order, making that the inverse and direct short-period corrections are no longer the same. Still, the inverse corrections of $q$ and $Q$ are $\tilde{q}_{0,8}=-q_{0,8}$ and $\tilde{Q}_{0,8}=-Q_{0,8}$, but $\tilde{\phi}_{0,8}$ and $\tilde{\Phi}_{0,8}$ must be complemented with additional terms. Namely,

$$
\begin{aligned}
& \tilde{\phi}_{0,8}=-\phi_{0,8}+8!y^{2}\left(\frac{1}{2 \Delta}-\tilde{E}\right), \\
& \tilde{\Phi}_{0,8}=-\Phi_{0,8}+8!y^{2} \Phi\left[2 \tilde{K}\left(\frac{1}{\Delta}-\tilde{K}\right)-\frac{1}{8 \Delta^{2}}\left(4+\frac{3}{\Delta} F^{*} s c\right)\right],
\end{aligned}
$$

where the right sides of these equations are evaluated in original variables.
At ninth order, Deprit's recursion (2.15) yields

$$
\widetilde{\mathcal{H}}_{0,9}=56\left\{\mathcal{H}_{0,4}, \mathcal{W}_{5}\right\}+70\left\{\mathcal{H}_{4,0}, \mathcal{W}_{5}\right\}+56\left\{\mathcal{H}_{5,0}, \mathcal{W}_{4}\right\}+\mathcal{H}_{9,0},
$$

from which $\mathcal{H}_{0,9}=\left\langle\widetilde{\mathcal{H}}_{0,9}\right\rangle_{\phi}=0$. Next, from Eq. (13.13),

$$
\begin{aligned}
\mathcal{W}_{9}= & 9!\Phi y\left\{\frac{1}{2 \Delta}\left(\frac{7}{36 \Delta^{8}}-\frac{17}{18 \Delta^{6}}+\frac{11}{20 \Delta^{4}}+\frac{11}{15 \Delta^{2}}+\frac{22}{15}\right) \eta^{5} s+\frac{2 \eta \xi^{2}}{3 \Delta}\right. \\
& \times\left(\frac{3}{4 \Delta^{4}}-\frac{1}{\Delta^{2}}-2\right) s+\left[\frac{\eta^{3}}{9 \Delta^{5}}\left(\frac{5}{\Delta^{2}}-19\right)-k \log 8(\Delta+k c)^{2}\right] \xi \\
& \left.+\frac{2}{9} y \eta\left[\frac{1}{\Delta}\left(4 \tilde{K}-\frac{7}{8 \Delta}\right) s-\frac{F^{*}}{\Delta^{3}} c+\frac{9}{4} k \log \frac{1-k s}{1+k s}\right]\right\},
\end{aligned}
$$

and hence

$$
\begin{aligned}
\phi_{0,9}= & 9!y\left\{\frac{\eta \eta}{\Delta}\left[s\left(\frac{11}{8 \Delta}-4 \tilde{K}\right)+\frac{c F^{*}}{2 \Delta^{2}}\right]+\frac{\eta \xi^{2}}{3 \Delta}\left(8+\frac{4}{\Delta^{2}}-\frac{3}{\Delta^{4}}\right) s\right. \\
& +\xi\left[k \log 8(\Delta+k c)^{2}+\frac{5 \eta^{3}}{18 \Delta^{5}}\left(19-\frac{5}{\Delta^{2}}\right)\right]+\frac{5}{4} k y \eta \\
& \left.\times \log \left(\frac{1+k s}{1-k s}\right)-\frac{\eta^{5} s}{4 \Delta}\left(\frac{7}{6 \Delta^{8}}-\frac{17}{3 \Delta^{6}}+\frac{33}{10 \Delta^{4}}+\frac{22}{5 \Delta^{2}}+\frac{44}{5}\right)\right\}, \\
q_{0,9}= & 9!\frac{b y}{4 k}\left\{\frac{\eta^{3}}{9 \Delta^{5}}\left(\frac{5}{\Delta^{2}}-19\right)+\frac{\eta \xi s}{3 \Delta}\left(\frac{3}{\Delta^{4}}-\frac{4}{\Delta^{2}}-8\right)-k \log 8(\Delta+k c)^{2}\right\}, \\
\Phi_{0,9}= & 9!\Phi y\left\{\frac{3 \xi}{4 \Delta}\left[\frac{5 \eta^{3}}{9 \Delta^{6}}\left(19-\frac{7}{\Delta^{2}}\right) c-2\right] s+\frac{\gamma \eta}{2 \Delta^{2}}\left[\left(2-\frac{4 \tilde{K}}{\Delta}+\frac{1}{\Delta^{2}}\right) c-\frac{F^{*}}{\Delta}\right.\right. \\
& \left.\left.\times\left(\frac{k^{2}}{\Delta^{2}}-2\right) s\right]+\frac{c \eta}{\Delta^{5}}\left[\left(4-\frac{5}{2 \Delta^{2}}\right) \xi^{2}-\frac{\eta^{4}}{8 \Delta^{2}}\left(\frac{7}{\Delta^{4}}-\frac{98}{3 \Delta^{2}}+\frac{101}{3}\right)\right]\right\}, \\
Q_{0,9}= & 9!B \frac{k}{9} y\left\{\frac{\gamma}{2 \Delta}\left[s\left(\frac{3}{4 \Delta}-2 \tilde{K}\right)+\frac{c F^{*}}{2 \Delta^{2}}\right]+\frac{\xi^{2} s}{3 \Delta}\left(2-\frac{3}{4 \Delta^{4}}+\frac{1}{\Delta^{2}}\right)\right. \\
& +\frac{\eta^{2} \xi}{6 \Delta^{5}}\left(19-\frac{5}{\Delta^{2}}\right)+\frac{k}{4} \gamma \log \frac{1+k s}{1-k s} \\
& \left.-\frac{\eta^{4} s}{2 \Delta}\left(\frac{35}{72 \Delta^{8}}-\frac{85}{36 \Delta^{6}}+\frac{11}{8 \Delta^{4}}+\frac{11}{6 \Delta^{2}}+\frac{11}{3}\right)\right\} .
\end{aligned}
$$

Now, the first time for the perturbation arrangement chosen, $\mathcal{V}_{9} \neq-\mathcal{W}_{9}$. More precisely,

$$
\mathcal{V}_{9}=-\mathcal{W}_{9}-9!\Phi \frac{\gamma^{2} \eta}{18 \Delta}\left[\left(\frac{2}{\Delta}-4 \tilde{K}\right) s+\left(1+\frac{3}{4 \Delta^{2}} s^{2}\right) F^{*} c\right]
$$

and the inverse short-period corrections are $\tilde{q}_{0,9}=-q_{0,9}$ and

$$
\begin{aligned}
& \tilde{\phi}_{0,9}=-\phi_{0,9}+9!\frac{y^{2} \eta}{36 \Delta}\left[74\left(\frac{1}{\Delta}-2 \tilde{K}\right) s+\frac{1}{\Delta^{2}} F^{*} c\right], \\
& \tilde{\Phi}_{0,9}=-\Phi_{0,9}+9!\frac{\Phi \gamma^{2} \eta}{18 \Delta^{2}}\left[\left(14-\frac{58}{\Delta} \tilde{K}+\frac{15}{\Delta^{2}}\right) c+\frac{11}{\Delta}\left(2-\frac{3}{4 \Delta^{2}}\right) F^{*} s\right], \\
& \tilde{Q}_{0,9}=-Q_{0,9}+9!B \frac{11 k}{18 \Delta} \gamma^{2}\left[\left(\frac{1}{\Delta}-2 \tilde{K}\right) s+\frac{1}{2 \Delta^{2}} F^{*} c\right],
\end{aligned}
$$

whose right sides are evaluated in the original variables.

### 13.2.3 Additional Hamiltonian terms

At tenth order, Deprit’s recursion (2.15) leads to

$$
\begin{aligned}
\widetilde{\mathcal{H}}_{0,10}= & 84\left\{\mathcal{H}_{0,4}, \mathcal{W}_{6}\right\}+126\left\{\mathcal{H}_{4,0}, \mathcal{W}_{6}\right\}+126\left\{\mathcal{H}_{5,0}, \mathcal{W}_{5}\right\} \\
& +126\left\{\mathcal{H}_{0,6}, \mathcal{W}_{4}\right\}+84\left\{\mathcal{H}_{6,0}, \mathcal{W}_{4}\right\}+\mathcal{H}_{10,0},
\end{aligned}
$$

from which $\mathcal{H}_{0,10}$ is chosen by averaging. Standard computations yield

$$
\mathcal{H}_{0,10}=\frac{10!}{3} B^{2} \eta^{2} \gamma\left[3 \gamma+8 \tilde{K}(\tilde{E}-\tilde{K}) \gamma+\frac{71 \tilde{E}-50 \tilde{K}}{27} \eta^{4}+(8 \tilde{K}-20 \tilde{E}) \xi^{2}\right] .
$$

The computation of the tenth-order term of the generating function addresses the indefinite integration of the incomplete elliptical integrals of the first and second kinds. Lacking a closed-form solution, we only apply the short-period corrections up to the ninth order. However, for the particular Hamiltonian arrangement chosen, the term $\mathcal{W}_{10}$ does not play a role in the computation of the next three orders of Deprit's triangle and allows us to obtain the next three Hamiltonian terms [398],

$$
\begin{aligned}
\mathcal{H}_{0,11}= & -\frac{11!}{4} B^{2} y^{2}, \\
\mathcal{H}_{0,12}= & \frac{12!}{2} B^{2} \gamma\left\{\left[\frac{4}{3}+5\left(\tilde{K}-\tilde{K}^{3}-\tilde{E}\right)\right] \gamma^{2}+\frac{4}{9}(\tilde{K}-16 \tilde{E}) \xi^{4}\right. \\
& +\frac{1}{3}\left[\left(9-30 \tilde{K}^{2}-8 \tilde{E}^{2}+44 \tilde{E} \tilde{K}\right) \eta^{4}+8\left(3+2 \tilde{K}^{2}-8 \tilde{E} \tilde{K}\right) \xi^{2}\right] \gamma \\
& \left.+\frac{1}{324}(644 \tilde{E}-425 \tilde{K}) \eta^{8}-\frac{10}{27}(74 \tilde{E}-35 \tilde{K}) \eta^{4} \xi^{2}\right\} \\
\mathcal{H}_{0,13}= & -13!B^{2} \gamma \eta\left\{\frac{8 \gamma^{2}}{13}+\frac{\gamma}{36}[64 \tilde{E}(\tilde{K}-\tilde{E})+15] \eta+\frac{2}{3}(\tilde{K}+26 \tilde{E}) \eta \xi^{2}\right\} .
\end{aligned}
$$

### 13.2.4 Long-period Hamiltonian

Once $\phi$ is removed up to $\mathcal{O}\left(\epsilon^{13}\right)$, the new Hamiltonian terms are reformulated in the prime variables. We obtain the new Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\dot{\vartheta} \Phi^{\prime}-\frac{1}{2}\left(Q^{\prime 2}+\Omega^{2} q^{\prime 2}\right)+\mathcal{P}\left(-, q^{\prime}, \Phi^{\prime}, Q^{\prime}\right), \tag{13.16}
\end{equation*}
$$

where $\Omega=\Omega\left(\Phi^{\prime}\right)$ is the libration frequency

$$
\begin{equation*}
\Omega=\dot{\vartheta} \sqrt{\tilde{K}-\tilde{E}} \sqrt{\gamma}, \tag{13.17}
\end{equation*}
$$

which is obtained replacing $\Phi$ by $\Phi^{\prime}$ in the computation of $y$ from Eq. (13.12). Note that $\Omega / \dot{\mathscr{G}}=\mathcal{O}\left(\epsilon^{2}\right)$ due to the assumption $\gamma=\mathcal{O}\left(\epsilon^{4}\right)$ in Eq. (13.14).

The disturbing term $\mathcal{P}$ of the Hamiltonian (13.16) is conveniently arranged in the form

$$
\begin{equation*}
\mathcal{P}=\dot{\vartheta} \Phi^{\prime} \sum_{i=0}^{2} \sum_{j=0}^{2-i} \sum_{n=0}^{4-2 i-2 j} p_{i, j n} \gamma^{i+1} \xi^{2 j} \eta^{2 n} \tag{13.18}
\end{equation*}
$$

where $\xi$ and $\eta$ are now obtained replacing $q, Q$, and $\Phi$ in Eq. (13.6) by $q^{\prime}, Q^{\prime}$, and $\Phi^{\prime}$, respectively. The numeric coefficients $p_{i, j, n}$ are listed in Table 13.2.

Table 13.2: Coefficients $p_{i, j, n}$ in Eq. (13.18) (after [403]).

| $0,0,0:-2 \tilde{K}$ | $0,1,2:-\frac{10}{27}(74 \tilde{E}-35 \tilde{K})$ |
| :--- | :--- |
| $0,0,1: 0$ | $0,2,0: \frac{4}{9}(\tilde{K}-16 \tilde{E})$ |
| $0,0,2: \frac{1}{9}(14 \tilde{E}-11 \tilde{K})$ | $1,0,0: \frac{1}{2}-2 \tilde{K}^{2}$ |
| $0,0,3: \frac{2}{81}(71 \tilde{E}-50 \tilde{K})$ | $1,0,1: \frac{7}{6}+\frac{16}{9}\left(2 \tilde{E}^{2}-3 \tilde{K}^{2}+\tilde{E} \tilde{K}\right)$ |
| $0,0,4: \frac{1}{324}(644 \tilde{E}-425 \tilde{K})$ | $1,1,0: 8+\frac{16}{3}(\tilde{K}-4 \tilde{E}) \tilde{K}$ |
| $0,1,0: \frac{4}{3}(\tilde{K}-4 \tilde{E})$ | $1,0,2: 3-\frac{2}{3}\left(4 \tilde{E}^{2}+15 \tilde{K}^{2}-22 \tilde{E} \tilde{K}\right)$ |
| $0,1,1: 4(\tilde{K}-12 \tilde{E})$ | $2,0,0: \frac{4}{3}+5\left(\tilde{K}-\tilde{K}^{3}-\tilde{E}\right)$ |

As a result of the averaging, $\phi^{\prime}$ is ignorable in Eq. (13.16), and hence $\Phi^{\prime}$ is a dynamical parameter that remains constant along the motion. That is, on average, the motion of the center of the reference ellipse decouples from the $\phi^{\prime}$ motion.

### 13.3 The nature of the long-term solution

The most relevant qualitative aspects of the quasi-satellite orbits dynamics are provided by the first two terms in the right side of Eq. (13.16), which brings the Hamiltonian into the form of two coupled harmonic oscillators. Indeed, after neglecting $\mathcal{P}$
from Eq. (13.16), we get the simplified Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{0}=\dot{\vartheta} \Phi^{\prime}-\frac{1}{2}\left(Q^{\prime 2}+\Omega^{2} q^{\prime 2}\right), \tag{13.19}
\end{equation*}
$$

which shows that the center of the reference ellipse moves with a simple harmonic motion of (constant) frequency $\Omega$ with respect to the primary of lesser mass. On the other hand, the phase $\phi^{\prime}$ of the orbiter in the reference ellipse evolves with unperturbed frequency $\dot{\vartheta}$, yet the dependence of $\Omega$ on $\Phi^{\prime}$ has the effect of modulating this phase with long-period variations due to the motion of the center of the reference ellipse.

The uncoupled motion of the center of the reference ellipse is readily solved after applying the harmonic transformation, which we already used in Eq. (2.40). That is, $\left(q^{\prime}, Q^{\prime}\right) \mapsto(\theta, \Theta ; \Omega)$

$$
\begin{equation*}
q^{\prime}=\sqrt{2 \Theta / \Omega} \sin \theta, \quad Q^{\prime}=\sqrt{2 \Omega \Theta} \cos \theta \tag{13.20}
\end{equation*}
$$

which turns Eq. (13.19) into $\mathcal{H}_{0}=\dot{\Theta} \Phi^{\prime}-\Omega\left(\Phi^{\prime}\right) \Theta$, thus showing that both $\Theta$ and $\Phi^{\prime}$ are integrals of the simplified problem. The trivial integration of Hamilton equations shows that, on average, the motion combines the linear evolution of the phase of the center of the reference ellipse with respect to the origin $\theta=\theta_{0}-\Omega\left(\Phi^{\prime}\right) t$, with the linear evolution of the phase of the reference ellipse $\phi^{\prime}=\phi_{0}^{\prime}+\left[\dot{\theta}-\Theta \Omega\left(\Phi^{\prime}\right)\right] t$, which grows at a slightly modified rate with respect to the unperturbed motion. The initial phase and the value of $\Theta$ are computed from the initial conditions $q_{0}^{\prime}$ and $Q_{0}^{\prime}$ using the inverse transformation of Eq. (13.20). Namely,

$$
\begin{align*}
\Theta & =\frac{1}{2 \Omega}\left(Q^{\prime 2}+\Omega^{2} q^{\prime 2}\right),  \tag{13.21}\\
\sin \theta & =\frac{\Omega q^{\prime}}{\sqrt{Q^{\prime 2}+\Omega^{2} q^{\prime 2}}}, \quad \cos \theta=\frac{Q^{\prime}}{\sqrt{Q^{\prime 2}+\Omega^{2} q^{\prime 2}}} . \tag{13.22}
\end{align*}
$$

A higher-order approximation that is also solvable in closed form is obtained by keeping explicit some additional terms of the long-term Hamiltonian (13.16). Indeed, taking additional terms from Eq. (13.18), we write

$$
\begin{equation*}
\mathcal{H}=\dot{\vartheta}^{*} \Phi^{\prime}-f_{1}\left[\frac{1}{2}\left(Q^{\prime 2}+w^{2} q^{\prime 2}\right)+\beta^{2} w^{2} q^{\prime 4}\right], \tag{13.23}
\end{equation*}
$$

in which $\dot{\vartheta}^{*}=\dot{\vartheta}\left(1+\sum_{i=0}^{2} p_{i, 0,0} y^{i+1}\right)$ with the numeric coefficients $p_{i, 0,0}$ of Table 13.2, whereas $\beta$ and $w$ are (constant) functions of $\Phi^{\prime}$ defined by

$$
\beta^{2}=\frac{\dot{g}}{\Phi^{\prime}} \frac{11 \tilde{K}-14 \tilde{E}}{64(\tilde{K}-\tilde{E})}, \quad w^{2}=\frac{\Omega^{2}}{f_{1}}, \quad \text { with } f_{1}=1+\frac{4(10 \tilde{E}-\tilde{K})}{9(\tilde{K}-\tilde{E})} \frac{\Omega^{2}}{\dot{g}^{2}} .
$$

The reduced ( $q^{\prime}, Q^{\prime}$ ) flow stemming from Hamiltonian (13.23) is immediately identified with the motion of a Duffing oscillator without forcing term [179, 255, 491] in a time
scale proportional to $f_{1}$. However, the closed-form solution of the Duffing oscillator involves Jacobi elliptic functions, thus not leading to the desired insight. Therefore, Eq. (13.19) still provides a more enlightening integrable zeroth-order Hamiltonian than Eq. (13.23).

On the other hand, the use of special functions can be avoided using the Lindstedt series approach [459, 516, 526], which, besides, allows for the inclusion of higherorder effects of the long-period Hamiltonian (13.16). These kinds of solutions provide results of comparable accuracy to the semi-analytical integration that is customarily approached for the computation of quasi-satellite orbits with large librations [401, 403, 404, 456].

### 13.4 Complete Hamiltonian reduction

Alternatively to the Lindstedt series solution in [403], a higher-order perturbation solution can be approached by computing a new Lie transformation that removes the long-period terms from the mean-element Hamiltonian (13.16). In this way the new Hamiltonian is completely reduced, up to some truncation order, and, therefore, is trivially integrated.

When constraining to the order of $\epsilon^{10}$ used in the construction of the high-order Lindstedt series solution obtained in [403], and removing the prime notation for brevity, the mean-variable Hamiltonian (13.16) is

$$
\begin{equation*}
\mathcal{H}=\dot{\vartheta} \Phi\left\{1-3 \xi^{2}+\sum_{i=0}^{1} \sum_{j=0}^{1-i} \sum_{n=0}^{3-2 i-2 j} p_{i, j, n}^{*} y^{i+1} \xi^{2 j} \eta^{2 n}\right\} \tag{13.24}
\end{equation*}
$$

with coefficients $p_{i, j, n}^{*}=p_{i, j, n}$ of Table 13.2 save for $p_{0,0,1}^{*}=-\frac{4}{3}(4 \tilde{E}-\tilde{K})$.

### 13.4.1 Extended harmonic transformation

The transformation that removes the long-period terms from the mean-element Hamiltonian (13.24) is more naturally approached in the harmonic variables given in Eqs. (13.21) and (13.22). However, in view of Eqs. (13.17) and (13.12), the libration frequency $\Omega$ is not a physical parameter but depends on $\Phi^{\prime}$. Then the pair $(\phi, \Phi)$ must also be transformed to make the transformation canonical in the whole phase space. This is achieved with the extended harmonic transformation

$$
\begin{align*}
& \Psi=\Phi  \tag{13.25}\\
& \psi=\phi+\frac{\Gamma^{\prime}}{2 \Gamma} q Q  \tag{13.26}\\
& \Theta=\frac{1}{2 \Gamma}\left(Q^{2}+\Gamma^{2} q^{2}\right) \tag{13.27}
\end{align*}
$$

$$
\begin{equation*}
\sin \theta=\frac{\Gamma q}{\sqrt{Q^{2}+\Gamma^{2} q^{2}}}, \quad \cos \theta=\frac{Q}{\sqrt{Q^{2}+\Gamma^{2} q^{2}}} \tag{13.28}
\end{equation*}
$$

in which $\Gamma$ denotes an arbitrary function of $\Phi$, and $\Gamma^{\prime} \equiv \partial \Gamma / \partial \Phi$.
That the transformation given by Eqs. (13.25)-(13.28) is canonical is guaranteed after checking that the differential form $W \equiv \Psi \mathrm{~d} \psi+\Theta \mathrm{d} \theta-Q \mathrm{~d} q-\Phi \mathrm{d} \phi$ is an exact differential (see [243], for instance). Indeed, we readily check that $W \equiv \mathrm{~d}(\Psi \psi-\Phi \phi-$ $\frac{1}{2} \Theta \sin 2 \theta$ ). The inverse transformation is

$$
\Phi=\Psi, \quad \phi=\psi-\frac{1}{2}\left(\Gamma^{\prime} / \Gamma\right) \Theta \sin 2 \theta, \quad Q=\sqrt{2 \Theta \Gamma} \cos \theta, \quad q=\sqrt{2 \Theta / \Gamma} \sin \theta,
$$

where, because $\Phi=\Psi$, now $\Gamma \equiv \Gamma(\Psi)$ and $\Gamma^{\prime} \equiv \partial \Gamma / \partial \Psi$.
In the current case, $\Gamma=\Omega(\Phi)$ is given by Eq. (13.17). Therefore, Eq. (13.26) turns into $\psi=\phi-\frac{3}{8} q Q / \Phi$, whereas Eqs. (13.27)-(13.28) are now replaced by Eqs. (13.21)-(13.22). Besides, the inverse transformation is replaced by

$$
\begin{equation*}
\Phi=\Psi, \quad \phi=\psi+\frac{3}{8}(\Theta / \Psi) \sin 2 \theta, \quad Q=\sqrt{2 \Theta \Omega} \cos \theta, \quad q=\sqrt{2 \Theta / \Omega} \sin \theta \tag{13.29}
\end{equation*}
$$

After applying the new transformation of variables to the long-term Hamiltonian (13.24), it is rearranged in the form

$$
\begin{equation*}
\mathcal{H}=\dot{\Theta} \Psi \sum_{m=0}^{2} \frac{\varepsilon^{m}}{m!} \mathcal{H}_{m, 0}(\theta, \Theta ; \Psi) \tag{13.30}
\end{equation*}
$$

where $\varepsilon$ is a new formal small parameter, and the new Hamiltonian terms are

$$
\begin{aligned}
& \mathcal{H}_{0,0}=1+\kappa_{2,0} \frac{\Omega^{2}}{\dot{\theta}^{2}}+\kappa_{4,0} \frac{\Omega^{4}}{\dot{\theta}^{4}}+\kappa_{6,0} \frac{\Omega^{6}}{\dot{\theta}^{6}}+\kappa_{0,1} \frac{\Theta}{\Psi}, \\
& \mathcal{H}_{1,0}=\kappa_{3,1} \frac{\Omega^{3}}{\dot{\vartheta}^{3}} \frac{\Theta}{\Psi} \cos ^{2} \theta+\sigma_{3,1} \frac{\Omega^{3}}{\frac{\Theta}{3}} \frac{\Theta}{\Psi} \sin ^{2} \theta+\sigma_{0,2} \frac{\Theta^{2}}{\Psi^{2}} \sin ^{4} \theta, \\
& \mathcal{H}_{2,0}=\kappa_{2,2} \frac{\Omega^{2}}{\dot{\vartheta}^{2}} \frac{\Theta^{2}}{\Psi^{2}} \sin ^{2} \theta \cos ^{2} \theta+\sigma_{-1,3} \frac{\Theta^{3} / \Psi^{3}}{\Omega / \dot{\vartheta}} \sin ^{6} \theta,
\end{aligned}
$$

where $\Omega=\Omega(\Psi) \equiv \mu^{1 / 2}(\tilde{K}-\tilde{E})^{1 / 2} \dot{g}^{3 / 4}(2 \Psi)^{-3 / 4}$, from Eq. (13.12), and the numeric coefficients $\kappa$ and $\sigma$ are given in Table 13.3. The integrable term $\mathcal{H}_{0,0}$ consists of the terms of the Hamiltonian (13.30) that are free from $\theta$, independently of their smallness. Besides, $\mathcal{H}_{1,0}$ and $\mathcal{H}_{2,0}$ are homogeneous under the assumption $\Theta / \Psi=\mathcal{O}\left(\Omega^{3} / \dot{\vartheta}^{3}\right)$, which is the reason for the different arrangement from [404].

### 13.4.2 Secular Hamiltonian

A new Lie transformation $(\psi, \theta, \Psi, \Theta) \mapsto\left(\psi^{\prime}, \theta^{\prime}, \Psi^{\prime}, \Theta^{\prime} ; \varepsilon\right)$ from mean to secular variables is applied to remove the remaining long-period effects from Eq. (13.30). Because

Table 13.3: Numeric coefficients in Hamiltonian (13.30).
$K_{2,0}=-\frac{2 \tilde{K}}{\tilde{K}-\tilde{E}} \quad K_{4,0}=\frac{1}{2} \frac{1-4 \tilde{K}^{2}}{(\tilde{K}-\tilde{E})^{2}} \quad K_{6,0}=\frac{4+15\left(\tilde{K}-\tilde{K}^{3}-\tilde{E}\right)}{3(\tilde{K}-\tilde{E})^{3}}$
$\kappa_{0,1}=-1 \quad \kappa_{3,1}=\frac{4(\tilde{K}-4 \tilde{E})}{9(\tilde{K}-\tilde{E})} \quad \kappa_{2,2}=2 \frac{\tilde{K}-12 \tilde{E}}{\tilde{K}-\tilde{E}}$
$\sigma_{-1,3}=\frac{71 \tilde{E}-50 \tilde{K}}{48(\tilde{K}-\tilde{E})} \quad \sigma_{0,2}=\frac{14 \tilde{E}-11 \tilde{K}}{16(\tilde{K}-\tilde{E})} \quad \sigma_{3,1}=\frac{21-32(\tilde{K}-\tilde{E})(3 \tilde{K}+2 \tilde{E})}{24(\tilde{K}-\tilde{E})^{2}}$
$\psi$ is a cyclic variable, $\Psi$ is an integral of the mean-element Hamiltonian that is not affected by the transformation. That is, $\Psi^{\prime}=\Psi$, and, in consequence, $\Omega$ remains unaltered. Besides, the Lie derivative can be simplified to just $\mathcal{L}_{0} \equiv\{\quad ;-\Omega \Theta\}=-\Omega \frac{\partial}{\partial \theta}$. Then the homological equation (2.48) is solved by indefinite integration

$$
\mathcal{V}_{m}=\frac{1}{\Omega} \int\left(\mathcal{H}_{0, m}-\widetilde{\mathcal{H}}_{0, m}\right) \mathrm{d} \theta
$$

The standard application of the Lie transforms method, up to the second order of $\varepsilon$, yields the secular Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}\left(-,-, \Psi^{\prime}, \Theta^{\prime}\right) \equiv \dot{\vartheta} \Psi^{\prime}\left[1-\sum_{i=0}^{3}\left(\frac{\Theta^{\prime} / \Psi^{\prime}}{\Omega / \dot{\vartheta}}\right)^{i} \sum_{j=0}^{3-i} h_{i, j}\left(\frac{\Omega}{\dot{\vartheta}}\right)^{2 j+2}\right], \tag{13.31}
\end{equation*}
$$

where the coefficients $h_{i, k}$ are given in Table 13.4. Note that $h_{0,2}$ and $h_{1,1}$ are different from the corresponding values in [404] because of the slightly different Hamiltonian arrangement made here.

Table 13.4: Coefficients $h_{i, j}\left(h_{0,3}=0\right)$ in Eq. (13.31).

| $0,0: \frac{2 \tilde{K}}{\tilde{K}-\tilde{E}}$ | $0,1: \frac{4 \tilde{K}^{2}-1}{2(\tilde{K}-\tilde{E})^{2}}$ | $0,2: \frac{15\left(\tilde{K}^{3}-\tilde{K}+\tilde{E}\right)-4}{3(\tilde{K}-\tilde{E})^{3}}$ |
| :--- | :--- | :--- |
| $1,0: 1$ | $1,1: \frac{64(\tilde{K}-\tilde{E})(4 \tilde{K}+5 \tilde{E})-63}{144(\tilde{K}-\tilde{E})^{2}}$ | $1,2:-\frac{1}{2}\left(\frac{4}{9} \frac{\tilde{K}-4 \tilde{E}}{\tilde{K}-\tilde{E}}+h_{1,1}\right)^{2}$ |
| $2,0: \frac{3}{4} \frac{11 \tilde{K}-14 \tilde{E}}{32(\tilde{K}-\tilde{E})}$ | $2,1: \frac{42 h_{2,0}-61 \tilde{K}^{2}+137 \tilde{K} \tilde{E}-58 \tilde{E}^{2}}{48(\tilde{K}-\tilde{E})^{2}}$ | $3,0: \frac{1829 \tilde{K}^{2}-3652 \tilde{K} \tilde{E}+1364 \tilde{E}^{2}}{49152(\tilde{K}-\tilde{E})^{2}}$ |

The Hamiltonian (13.31) is completely reduced to a function of the new momenta $\Psi^{\prime}$ and $\Theta^{\prime}$, which, therefore, are constant, whereas $\psi^{\prime}$ and $\theta^{\prime}$ grow linearly with time. That is,

$$
\begin{equation*}
\psi^{\prime}=\psi_{0}^{\prime}+n_{\psi} t, \quad \theta^{\prime}=\theta_{0}^{\prime}+n_{\theta} t \tag{13.32}
\end{equation*}
$$

where, on account of $\partial \Omega / \partial \Psi^{\prime}=-k^{2} \Omega / \Psi^{\prime}$, the constant, secular frequencies $n_{\psi}=$ $\partial \mathcal{H} / \partial \Psi^{\prime}$ and $n_{\theta}=\partial \mathcal{H} / \partial \Theta^{\prime}$ are

$$
\begin{equation*}
n_{\theta}=-\Omega \sum_{i=1}^{3} i\left(\frac{\Theta^{\prime} / \Psi^{\prime}}{\Omega / \dot{\vartheta}}\right)^{i-1} \sum_{j=0}^{3-i} h_{i, j}\left(\frac{\Omega}{\dot{\vartheta}}\right)^{2 j}, \tag{13.33}
\end{equation*}
$$

$$
\begin{equation*}
n_{\psi}=\dot{\vartheta}\left[1+\frac{1}{4} \sum_{i=0}^{3}\left(\frac{\Theta^{\prime} / \Psi^{\prime}}{\Omega / \dot{\vartheta}}\right)^{i} \sum_{j=0}^{3-i}(2+i+6 j) h_{i, j}\left(\frac{\Omega}{\dot{\vartheta}}\right)^{2 j+2}\right] . \tag{13.34}
\end{equation*}
$$

### 13.4.3 Long-period corrections

The generating function $\mathcal{V}=-\Theta^{\prime} \sum_{j \geq 0}\left(\varepsilon^{j} / j!\right) \mathcal{V}_{j+1}$ of the transformation to prime variables has been obtained up to the second order of $\varepsilon$. At first order,

$$
\mathcal{V}_{1}=\left[\sqrt{-\frac{1}{2} h_{1,2}} \frac{\Omega^{2}}{\dot{\vartheta}^{2}}+\frac{1}{6} h_{2,0} \frac{\Theta / \Psi}{\Omega / \dot{\vartheta}}(4-\cos 2 \theta)\right] \sin 2 \theta,
$$

from which we obtain the long-period corrections

$$
\begin{aligned}
& \psi_{0,1}=\frac{\Theta}{\Psi}\left[\frac{1}{24} h_{2,0} \frac{\Theta / \Psi}{\Omega / \dot{\vartheta}}(4-\cos 2 \theta)+\frac{3}{2} \chi \frac{\Omega^{2}}{\dot{\vartheta}^{2}}\right] \sin 2 \theta \\
& \theta_{0,1}=-\left[\frac{1}{3} h_{2,0} \frac{\Theta / \Psi}{\Omega / \dot{\vartheta}}(4-\cos 2 \theta)+\chi \frac{\Omega^{2}}{\dot{\vartheta}^{2}}\right] \sin 2 \theta \\
& \Theta_{0,1}=\Theta\left[\frac{1}{3} h_{2,0} \frac{\Theta / \Psi}{\Omega / \dot{\mathscr{\vartheta}}}(4 \cos 2 \theta-\cos 4 \theta)+2 \chi \frac{\Omega^{2}}{\dot{\vartheta}^{2}} \cos 2 \theta\right],
\end{aligned}
$$

with $\chi \equiv \frac{2}{9}(5 \tilde{K}-\tilde{E})(\tilde{K}-\tilde{E})^{-1}-\frac{7}{32}(\tilde{K}-\tilde{E})^{-2}$. As usual, the right members are evaluated in prime variables for direct corrections, and in original variables for inverse corrections.

At second order,

$$
\begin{aligned}
\mathcal{V}_{2}= & \left(v_{2,2} \frac{\Omega^{4}}{\dot{\vartheta}^{4}}+v_{2,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+v_{2,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}\right) \sin 2 \theta \\
& +\left(v_{4,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+v_{4,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}\right) \sin 4 \theta+v_{6,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}} \sin 6 \theta
\end{aligned}
$$

with the numeric coefficients $v_{i, j}$ of Table 13.5. For our aims, second-order corrections are only relevant in the computation of the secular constants of the theory. In consequence, we only provide the inverse corrections. Namely,

$$
\begin{aligned}
\psi_{0,2}= & \frac{\Theta}{\Psi} \kappa_{1,6,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}} \sin 6 \theta+\frac{\Theta}{\Psi}\left(\kappa_{1,4,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+\kappa_{1,4,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}\right) \sin 4 \theta \\
& +\frac{\Theta}{\Psi}\left(\kappa_{1,2,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+\kappa_{1,2,2} \frac{\Omega^{4}}{\dot{\theta}^{4}}+\kappa_{1,2,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}\right) \sin 2 \theta, \\
\theta_{0,2}= & \left(\kappa_{2,2,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+\kappa_{2,2,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+\kappa_{2,2,2} \frac{\Omega^{4}}{\dot{\vartheta}^{4}}\right) \sin 2 \theta \\
& +\left(\kappa_{2,4,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+\kappa_{2,4,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+\kappa_{2,4,2} \frac{\Omega^{4}}{\dot{\theta}^{4}}\right) \sin 4 \theta
\end{aligned}
$$

Table 13.5: Coefficients $v_{i, j}$ of the generating function term $\mathcal{V}_{2}$.

| $2,0: \frac{7 \tilde{K}^{2}+484 \tilde{K} \tilde{E}-788 \tilde{E}^{2}}{16384(\tilde{K}-\tilde{E})^{2}}$ | $2,1: h_{2,0} \frac{1449-64(\tilde{K}-\tilde{E})(107 \tilde{K}+55 \tilde{E})}{864(\tilde{E}-\tilde{K})^{2}}$ |
| :--- | :--- |
| $4,0:-\frac{548 \tilde{E}^{2}-1012 \tilde{K} \tilde{E}+437 \tilde{K}^{2}}{16384(\tilde{K}-\tilde{E})^{2}}$ | $4,1:-\frac{42 h_{2,0}+502 \tilde{E}^{2}-467 \tilde{K} \tilde{E}-8 \tilde{K}^{2}}{576(\tilde{K}-\tilde{E})^{2}}$ |
| $6,0: \frac{1163 \tilde{K}^{2}-2860 \tilde{E} \tilde{K}+1724 \tilde{E}^{2}}{147456(\tilde{K}-\tilde{E})^{2}}$ | $2,2: \frac{63-64(\tilde{K}-\tilde{E})(4 \tilde{K}+5 \tilde{E})}{144(\tilde{K}-\tilde{E})^{2}} \sqrt{-2 h_{1,2}}$ |

$$
\begin{aligned}
& +\left(\kappa_{2,6,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+\kappa_{2,6,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}\right) \sin 6 \theta+\kappa_{2,8,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}} \sin 8 \theta, \\
\Theta_{0,2}= & \Theta\left[\kappa_{3,0,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}+\kappa_{3,0,2} \frac{\Omega^{4}}{\dot{\xi}^{4}}+\kappa_{3,0,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}\right. \\
& +\left(\kappa_{3,2,2} \frac{\Omega^{4}}{\dot{\vartheta}^{4}}+\kappa_{3,2,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+\kappa_{3,2,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}\right) \cos 2 \theta \\
& \left.+\left(\kappa_{3,4,1} \frac{\Theta}{\Psi} \frac{\Omega}{\dot{\vartheta}}+\kappa_{3,4,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}}\right) \cos 4 \theta+\kappa_{3,6,0} \frac{\Theta^{2} / \Psi^{2}}{\Omega^{2} / \dot{\vartheta}^{2}} \cos 6 \theta\right],
\end{aligned}
$$

which must be evaluated in original variables, and whose numeric coefficients $\kappa_{i, j, k}$ are given in Table 13.6.

Table 13.6: Coefficients $\kappa_{i, j, k}$ of the inverse second-order long-period corrections.

| $1,6,0:-\frac{1724 \tilde{E}^{2}-2860 \tilde{E} \tilde{K}+1163 \tilde{K}^{2}}{294912(\tilde{E}-\tilde{K})^{2}}$ | $1,2,2: \frac{[64(\tilde{E}-\tilde{K})(5 \tilde{E}+4 \tilde{K})+63][64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63]}{6912(\tilde{E}-\tilde{K})^{4}}$ |
| :---: | :---: |
| 1,4,0 $: \frac{548 \tilde{E}^{2}-1012 \tilde{E} \tilde{K}+437 \tilde{K}^{2}}{32768(\tilde{E}-\tilde{K})^{2}}$ | $1,4,1: \frac{1218 \tilde{E}^{2}-893 \tilde{E} \tilde{K}-202 \tilde{K}^{2}}{768(\tilde{E}-\tilde{K})^{2}}+\frac{119(14 \tilde{E}-11 \tilde{K})}{16384(\tilde{E}-\tilde{K})^{3}}$ |
| $1,2,0: \frac{788 \tilde{E}^{2}-484 \tilde{E} \tilde{K}-7 \tilde{K}^{2}}{32768(\tilde{E}-\tilde{K})^{2}}$ | $1,2,1:-(14 \tilde{E}-11 \tilde{K}) \frac{64(\tilde{E}-\tilde{K})(65 \tilde{E}+129 \tilde{K})+1743}{24576(\tilde{E}-\tilde{K})^{3}}$ |
| $2,2,0:-\frac{1084 \tilde{E}^{2}-572 \tilde{E} \tilde{K}-71 \tilde{K}^{2}}{8192(\tilde{E}-\tilde{K})^{2}}$ | $2,2,1: \frac{(14 \tilde{E}-11 \tilde{K})}{(\tilde{E}-\tilde{K})} \frac{64(\tilde{E}-\tilde{K})(109 \tilde{E}+209 \tilde{K})+2835}{36864(\tilde{E}-\tilde{K})^{2}}$ |
| $2,4,0:-\frac{76 \tilde{E}^{2}-572 \tilde{E} \tilde{K}+343 \tilde{K}^{2}}{16384(\tilde{E}-\tilde{K})^{2}}$ | $2,4,1:-\frac{64(\tilde{E}-\tilde{K})\left(530 \tilde{E}^{2}-118 \tilde{K}^{2}-349 \tilde{E} \tilde{K}\right)+189(14 \tilde{E}-11 \tilde{K})}{18432(\tilde{E}-\tilde{K})^{3}}$ |
| $2,4,2: \frac{(64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63)^{2}}{82944(\tilde{E}-\tilde{K})^{4}}$ | $2,2,2:-\left[\frac{4}{9} \frac{5 \tilde{E}-5 \tilde{K}+9 \tilde{K}}{\tilde{E}-\tilde{K}}+\frac{7}{16(\tilde{E}-\tilde{K})^{2}}\right]\left[\frac{4}{9} \frac{\tilde{E}-\tilde{K}+6 \tilde{K}}{\tilde{E}-\tilde{K}}+\frac{7}{16(\tilde{E}-\tilde{K})^{2}}\right]$ |
| $2,6,0:-\frac{20 \tilde{E}^{2}+44 \tilde{E} \tilde{K}-37 \tilde{K}^{2}}{24576(\tilde{E}-\tilde{K})^{2}}$ | $2,6,1: \frac{(14 \tilde{E}-11 \tilde{K})(64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63)}{36864(\tilde{E}-\tilde{K})^{3}}$ |
| $2,8,0: \frac{(14 \tilde{E}-11 \tilde{K})^{2}}{65536(\tilde{E}-\tilde{K})^{2}}$ | $3,6,0:-\frac{71 \tilde{E}-50 \tilde{K}}{1536(\tilde{E}-\tilde{K})}$ |
| $3,4,0: \frac{548 \tilde{E}^{2}-1012 \tilde{E} \tilde{K}+437 \tilde{K}^{2}}{4096(\tilde{E}-\tilde{K})^{2}}$ | $3,4,1: \frac{64(\tilde{E}-\tilde{K})\left(502 \tilde{E}^{2}-8 \tilde{K}^{2}-467 \tilde{E} \tilde{K}\right)+63(14 \tilde{E}-11 \tilde{K})}{9216(\tilde{E}-\tilde{K})^{3}}$ |
| $3,2,0:-\frac{122 \tilde{E}^{2}-286 \tilde{E} \tilde{K}+137 \tilde{K}^{2}}{1024(\tilde{E}-\tilde{K})^{2}}$ | $3,2,1:-(14 \tilde{E}-11 \tilde{K}) \frac{64(\tilde{E}-\tilde{K})(13 \tilde{E}+23 \tilde{K})+315}{4608(\tilde{E}-\tilde{K})^{3}}$ |
| $3,0,0: \frac{17(14 \tilde{E}-11 \tilde{K})^{2}}{8192(\tilde{E}-\tilde{K})^{2}}$ | $3,0,1:-(14 \tilde{E}-11 \tilde{K}) \frac{64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63}{1536(\tilde{E}-\tilde{K})^{3}}$ |
| $3,0,2: \frac{(64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63)^{2}}{20736(\tilde{E}-\tilde{K})^{4}}$ | $3,2,2: \frac{[64(\tilde{E}-\tilde{K})(5 \tilde{E}+4 \tilde{K})+63][64(\tilde{E}-\tilde{K})(\tilde{E}+5 \tilde{K})+63]}{10368(\tilde{E}-\tilde{K})^{4}}$ |

### 13.4.4 Orbit design parameters

The formal integrals $\Psi^{\prime}$ and $\Theta^{\prime}$ are related to the dimension of the reference ellipse, and to the amplitude of the oscillations of the center of this ellipse about the origin, respectively. Therefore, these dynamical parameters provide control over the size of the orbit and how close the orbiter can approach to the origin, and play an important role like orbit design parameters [398, 456].

Indeed, when the two last equations of Eq. (13.29) are plugged into Eq. (13.7), the coordinates of the center of the reference ellipse in the new variables become

$$
\begin{align*}
& x_{\text {center }}=\frac{1}{k} \frac{\Omega}{\dot{\vartheta}} M \cos \left(\theta_{0}^{\prime}+n_{\theta} t\right),  \tag{13.35}\\
& y_{\text {center }}=2 k M \sin \left(\theta_{0}^{\prime}+n_{\theta} t\right), \tag{13.36}
\end{align*}
$$

in which $\Theta^{\prime}, \Psi^{\prime}$, and hence $\Omega \equiv \Omega\left(\Psi^{\prime}\right)$ are constant. So it is the amplitude of the oscillations

$$
\begin{equation*}
M=\sqrt{2 \Theta^{\prime} / \Omega} \tag{13.37}
\end{equation*}
$$

and the minimum distance with which the orbit will approach the primary of smaller mass in the $y$-axis direction,

$$
\begin{equation*}
y_{\min }=a-2 k M, \tag{13.38}
\end{equation*}
$$

which corresponds to the maximum elongation of $y_{\text {center }}$ in that direction, and this happens each time that $\theta_{0}^{\prime}+n_{\theta} t=(2 m-1) \frac{\pi}{2}$, with $m$ integer.

Then an analytical orbit with given semimajor axis of the reference ellipse $a$ that approaches the origin a minimum distance $y_{\min }$ is computed as follows. First, compute $M=\left(a-y_{\min }\right) /(2 k)$ from Eq. (13.38). Next, compute $\Psi^{\prime}=\Phi$ from Eq. (13.4), and $\Omega=$ $\left[\dot{\vartheta}(\tilde{K}-\tilde{E}) /\left(\Psi^{\prime} a\right)\right]^{1 / 2}$, from Eqs. (13.17) and (13.12). Finally, from Eq. (13.37),

$$
\begin{equation*}
\Theta^{\prime}=\frac{1}{2} M^{2} \Omega \tag{13.39}
\end{equation*}
$$

While the choice of the initial conditions $\psi_{0}^{\prime}$ and $\theta_{0}^{\prime}$ is arbitrary, their careful selection may help in the design of particular periodic orbits, as will be shown in brief.

### 13.4.5 Periodic orbits

The ratio $R=R\left(\Psi^{\prime}, \Theta^{\prime}\right) \equiv n_{\psi} / n_{\theta}$ computed from Eqs. (13.33) and (13.34) provides another design parameter useful in periodic orbit design. Indeed, for rational values of $R$ the orbit will be periodic in the secular $\left(\psi^{\prime}, \theta^{\prime}, \Psi^{\prime}, \Theta^{\prime}\right)$ variables. However, the periodicity requirement will be generally in contradiction with the chosen values of $a$ and
$y_{\text {min }}$, which will result in $R$ being real as opposite to rational. Nevertheless, the desired periodicity will normally be achieved with minor modifications of the parameters that define $a$ and $y_{\text {min }}$. Indeed, from Eq. (13.4) $a=a\left(\Psi^{\prime}\right)$, and from Eqs. (13.39) and (13.38) $\Theta=\Theta\left(\Psi^{\prime} ; y_{\min }\right)$. Then, keeping $R$ (rational) and $y_{\min }$ fixed, a new value of $a$ is computed by solving $\Psi^{\prime}$ from the implicit equation $R\left(\Psi^{\prime} ; \Theta^{\prime}\left(\Psi^{\prime} ; y_{\min }\right)\right)-R=0$. The new value of $\Psi^{\prime}$, which is readily obtained with a root-finding procedure, in turn provides a new value of $a$ that now yields the desired commensurability.

The periodicity of the orbit in the secular variables yields a concomitant periodicity in the mean variables. This is due to the fact that the transformation from secular to mean variables only depends on the secular variables, which have been made periodic by design. Analogously, the transformation from mean to osculating variables only depends on mean elements, which, we have just seen, are periodic with the same period of the secular solution. However, due to the unavoidable truncation of the analytical solution, the numerical propagation of the initial conditions of a periodic orbit computed in such a way will produce an orbit of the planar Hill problem that is only approximately periodic. Improvement of the initial conditions to obtain a true periodic quasi-satellite orbit of the Hill problem with the desired characteristics will be achieved, in general, with the standard computation of differential corrections, which are efficiently integrated in Cartesian coordinates [422, 426].

It is worth mentioning also that the arbitrariness in the selection of the initial secular values of $\psi^{\prime}$ and $\theta^{\prime}$ may compromise the convergence of the differential corrections procedure. This is the case of multiple periodic orbits with close tracks. Indeed, when the initial conditions and period predicted by the perturbation solution are not close enough to the desired periodic orbit, the differential correction algorithm will probably derail to a different, close, periodic orbit with stronger stability characteristics. On the other hand, as will be illustrated in $\S 13.5$, one can take advantage of this fact to compute 1:1-resonant periodic orbits in spite of them falling out of the convergence domain of the analytical solution.

For instance, disregarding primes for brevity, if the chosen initial conditions are $\psi=0$ and $\theta=\pi / 2$, application of the transformations in Eq. (13.29) yields $\phi=\psi=0$, $\Phi=\Psi=\frac{1}{8} \dot{\theta} a^{2}, q=\sqrt{2 \Theta / \Omega}=\frac{1}{2 k}\left(a-y_{\text {min }}\right), Q=0$, from which $\eta=\eta_{\max }=1-y_{\min } / a$, $\xi=0$, from Eq. (13.6). Then application of the transformation (13.3) would result in the Cartesian variables $x=0, y=2 a-y_{\min }, X=-3 B+\dot{\vartheta} y_{\text {min }}, Y=0$, corresponding to an exterior end of the quasi-satellite orbit (both for the orbit and the hodograph), a region in which consecutive tracks of the solution get close to each other. This fact may cause difficulty in the convergence of the differential corrections to the proper orbit. The same happens when choosing the initial conditions $\psi=\pi, \theta=-\pi / 2$, which yield $x=0, y=-2 a+y_{\min }, X=3 B-\dot{\vartheta} y_{\min }, Y=0$. The initial conditions $\psi=0, \theta=-\pi / 2$ or $\psi=\pi, \theta=\pi / 2$, yield interior ends of the solution $x=0, y= \pm y_{\text {min }}, X= \pm B \mp \dot{\vartheta} y_{\text {min }}$, $Y=0$, which experience exactly the same problems.

On the other hand, it commonly happens that two consecutive tracks of a quasisatellite orbit become more distant from each other along the $y$ axis when the cen-
ter of the corresponding reference ellipse is closer to the origin than in the exterior or interior parts of the orbit. This fact makes the differential corrections algorithm find more favorable conditions for the fast convergence to the desired periodic orbit when the initial conditions are chosen from a reference ellipse whose center is close to the origin. As a rule, choosing $\psi=0, \theta=0$, which correspond to the Cartesian variables of the planar Hill problem $x=\xi a, y=a, X=-B, Y=-\xi B$, where $\xi=(\Omega / \dot{\vartheta})\left(1-y_{\min } / a\right) /\left(2 k^{2}\right) \ll 1$, will produce satisfactory results, yielding convergence to the desired periodic orbit with the expected quadratic rate theoretically predicted for differential correction algorithms.

Finally, it is worth noting that the applicability of the perturbation solution is restricted by construction to the case of slow librations of the reference ellipse when compared to the fast motion of the orbiter, $\Omega \ll \dot{\vartheta}$, hence excluding the useful case of 1:1 periodic orbits. Still, the perturbation solution can be used in practice to find this kind of strong resonant motion. Thus, for orbits with design parameters $a=y_{\min }$ the amplitude of the librations will be very small, and, in consequence, consecutive tracks of the orbit will be very close to each other in any place along the quasi-satellite orbit. This fact, which will make it almost impossible for the differential corrections algorithm to converge to the designed multiple-period periodic orbit, will usually let it converge to the dominant, strongly stable, 1:1 resonant orbit. This practical use of the analytical solution will be illustrated in the following examples.

### 13.5 Examples

To illustrate how the perturbation solution can be used in the design of quasi-satellite orbits we provide two examples. The first one deals with the challenging problem of quasi-satellite orbits with large amplitude libration. The second example shows how the perturbation solution can be effectively used in the design of a classical distant retrograde orbit under the 1:1 resonance condition.

### 13.5.1 Large amplitude libration

The parameters $a=9$ and $y_{\min }=2.5$, in units of the Hill problem, are chosen for the design of a quasi-satellite orbit with large amplitude libration. Then, from the sequence described in §13.4.4, we obtain the approximate values: $M=3.75278, \Psi=10.125$, $\Omega=0.0574682$, and $\Theta^{\prime}=0.404672$. These values are set into Eqs. (13.33) and (13.34) to obtain the secular frequencies $n_{\theta}=-0.0734688$, and $n_{\psi}=1.00971$, respectively. These frequencies are close to a 55:4 resonance but they are not exactly commensurable, yielding the ratio $R_{0}=13.7434$ between the libration period and orbital period.

To get an exact commensurability $R=14$, the closest integer value to $R_{0}$, we modify sequentially the initial value of $\Psi$ using the secant method. That is,

$$
\begin{equation*}
\Psi=\Psi_{n}+\frac{\Psi_{n+1}-\Psi_{n}}{R_{n+1}-R_{n}}\left(R-R_{n}\right) . \tag{13.40}
\end{equation*}
$$

After five iterations we found that the value $\Psi=10.412533967155952$ produces the desired commensurability to the computer's numerical precision, corresponding to a slightly longer semimajor axis of the reference ellipse, as computed from Eq. (13.4) replacing $\Phi$ by $\Psi$, which is only $1.4 \%$ longer than the original value. The new libration frequency, which is about $2 \%$ slower than the original one, is computed from Eq. (13.17).

Next the new value $\Theta^{\prime}=0.41188510904143977$ is computed from Eq. (13.39), and the new orbital and libration periods

$$
\begin{equation*}
T_{\mathrm{O}}=\frac{2 \pi}{n_{\psi}}=6.22511673870462, \quad T_{\mathrm{L}}=\frac{2 \pi}{\left|n_{\theta}\right|}=87.1516343418646 \tag{13.41}
\end{equation*}
$$

are computed from the corresponding secular frequencies in Eqs. (13.34) and (13.33), respectively. As expected, $T_{\mathrm{L}}$ is now exactly 14 times longer than $T_{O}$. For the improved values, Eq. (13.32) produces a quasi-satellite orbit that is periodic after the libration period.

The Cartesian coordinates of the 14:1-resonant quasi-satellite orbit, which are computed from Eqs. (13.29) and (13.3), are depicted in the left plot of Fig. 13.1. To show the agreement of the computed orbit with the required design ( $a=9.1269, y_{\min }=2.5$ ) we displaced the $x$ axis from the origin to the value $y=2.5$. The right plot of Fig. 13.1 shows the evolution of the center of the reference ellipse scaled by the semimajor axis $a$-the nondimensional variables $\xi$ and $\eta$ in Eq. (13.7). Note that $\xi$ and $\eta$ are displayed in different scales for visualization purposes.

The long-period corrections in $\S 13.4 .3$ provide the orbit in mean elements, which is also periodic with the same periodicity, and the short-period corrections also yield a periodic quasi-satellite orbit of the perturbation solution in osculating elements. As shown in the left plot of Fig. 13.2, the amplitude of the oscillations of the center of the reference ellipse is shorter both in mean and osculating elements in the $y$-axis direction and slightly longer in the $x$-axis direction than the amplitude in secular variables. Besides, this trajectory is much more involved in the osculating elements because it is modulated by the orbital period due to the coupling with the phase of the ellipse. The long-period corrections clearly modify also the orbit as shown in the right plot of Fig.13.2. The short-period corrections introduce corrections of lesser amplitude and the orbit in osculating elements is not displayed.

On the other hand, due to the truncation of the perturbation solution, if we compute initial conditions from the osculating elements obtained from the perturbation solution, and propagate them in the original planar Hill problem equations, we do not


Figure 13.1: Left: Secular periodic orbit after 14 revolutions. Right: trajectory of the guiding center of the reference ellipse.


Figure 13.2: Left: Guiding center of the reference ellipse in osculating (black line), mean (gray curve) and secular elements (dots). Right: mean-element orbit (black dashed line) superimposed to the secular orbit in the left plot Fig. 13.1 (gray curve).
find an exactly periodic orbit. However, as discussed in §13.4.5, these initial conditions are readily improved by means of differential corrections to give a true periodic quasisatellite orbit of the planar Hill problem with similar characteristics to those aimed by the design parameters. This is illustrated in Fig. 13.3, where the osculating solution predicted analytically and the improved solution computed using differential corrections are shown superimposed. We finally remark that convergence to a true periodic orbit with the desired characteristics is usually feasible differentially correcting the secular initial conditions and period. In this way, the need of conversion from secular to mean and to osculating elements is avoided. In this last case, the new periodic orbit may be slightly different from the one obtained from the osculating solution.


Figure 13.3: Improved, 14:1 periodic orbit and hodograph of the Hill problem (dots) superimposed to the osculating analytical periodic solution (gray curves).

### 13.5.2 1:1 resonance

Again, we choose $a=9$ but we fix the other orbit design parameter $y_{\text {min }}=a$, trying to get minimum librations of the reference ellipse. The new choice yields the same values as before except for $M=0$ and $\Theta^{\prime}=0$. For these particular values Eqs. (13.33)(13.34) take a simpler form, and turn the computation of the secular frequencies into the abridged formulas

$$
\begin{equation*}
n_{\theta}=-\Omega \sum_{j=0}^{2} h_{1, j}\left(\frac{\Omega}{\dot{\vartheta}}\right)^{2 j}, \quad n_{\psi}=\dot{\vartheta}\left[1+\frac{1}{2} \sum_{j=0}^{3}(1+3 j) h_{0, j}\left(\frac{\Omega}{\dot{g}}\right)^{2 j+2}\right] . \tag{13.42}
\end{equation*}
$$

We obtain $n_{\theta}=-0.0578611, n_{\psi}=1.00763$, and hence $R_{0}=17.4147$. Then a refined value $\Psi=9.805769504452774$ is obtained by iteration of Eq. (13.40) with $R=17$. Next, Eq. (13.39) yields $\Theta^{\prime}=2.0067075011 \times 10^{-4}$, and Eq. (13.41) $T_{0}=6.233222965910465$. Finally, the secular, periodic orbit is computed using Eq. (13.32), which is evaluated along the libration period $T_{\mathrm{L}}=17 \times T_{\mathrm{O}}$.

The propagation of initial conditions of this secular orbit in the original planar Hill problem does not yield a true periodic orbit. On the other hand, we failed in improving them with differential corrections to converge to a true periodic 17:1 resonant orbit of the planar Hill problem, as expected from the close proximity of the different tracks. However, as discussed in $\S 13.4 .5$, when we require the differential corrections algorithm to find a periodic orbit with the orbital period, contrary to the libration one, the algorithm shows fast convergence to the desired 1:1-resonant orbit. The accuracy of the analytical prediction is illustrated in Fig. 13.4, where the secular and numeric orbits are shown superimposed-in the left plot for the orbit and in the right plot for the center of the reference ellipse.


Figure 13.4: Left: secular periodic orbit after 17 revolutions (full line) superimposed to the true 1:1-periodic orbit (white dots). Right: corresponding trajectories for the center of the reference ellipse (dots represent the secular solution).
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- frequency $4,6,8,143,162,163,166-168$, 170, 172, 331, 332, 334
-terms $2,6,8,9,26,41,101,106,143,163$, 166-168, 170-174, 197, 247
semi-analytical integration $6,10,13,16,203$, 242
separatrix 269
series $1,8,17,173,224,292$
- expansion 10, 11, 13, 17, 45, 64, 89, 91, 95, 122, 184, 185, 194, 203
-formal 4
- Fourier 8, 43, 45, 52, 69, 110, 126, 134, 154, 155, 157, 249, 276
- Legendre polynomials 13, 20, 93, 203-206, 208, 211, 212, 214, 215, 220, 258, 296, 311
- Lindstedt 2, 22, 26, 324
- power 4, 10, 18, 19, 29, 30, 45, 105, 112, 176, 185, 197, 199, 292, 313
- product 31
- reversion 2, 3, 8, 45, 50, 64
- skew composition, reversion 4
- Taylor 29-31, 33, 34, 37, 52
- processors 8
short-period corrections 6,13,25, 26
- atmospheric drag 248, 249
- ecliptic frame 222
- Hill problem 266, 267
- main problem 104, 119, 122
- planetary satellites 280, 281, 292, 293
- quasi-satellite orbits 318, 320, 321, 332
- solar radiation pressure 237
-tesseral 180, 181
- third body 208
- zonal problem 133, 139, 143, 174
short-period elimination 1, 9, 15
- Hill problem 266, 274, 277
- libration points orbits 295
- quasi-satellite orbits 316
- solar radiation pressure 242
-tesseral 180, 194, 196, 201
- third body 207
- zonal problem 134, 149, 153, 174
short-period Hamiltonian 149
small divisors 4, 9, 194, 299
small parameter $31,37,50-52,110,160,163$, 170
-formal 37, 39, 46, 68, 70, 154, 156, 177-179, 181, 184, 198, 206, 221, 265, 280, 316
- physical 37, 46, 65, 73, 102, 125, 154, 156, 177, 198
spherical rotor 4, 50
stability indices 264
stroboscopic node 11, 196, 200
stroboscopic transformation 195, 199, 202
superintegrable 53, 77
Symbol-X orbit 211, 212
three-body problem 18-20, 253
- restricted 253, 254, 288, 313
- restricted, circular $2,19,20,22,25,253,254$, 256, 257
torsion transformation 104, 105
- generating function 105
triaxial ellipsoid 278
variables
- action-angle 4-7, 16, 45, 46, 48, 49, 63, 64, 69, 72, 77, 84, 241
-Andoyer 58, 61-64, 69
- canonical 4, 29, 30, 34, 96, 110, 177, 197, 238
- Cartan coordinates 18
- Cartesian 39, 79, 80, 85, 93, 94, 165, 170, 279, 301, 307, 310, 314, 330-332
- complex 4, 23, 24, 70, 72, 295, 298-302, 308, 309
- cyclic, ignorable $37,48,58,60,79,80,93$, 94, 102, 127, 145, 154, 159, 268, 314, 316, 322, 326
- cylindrical 107
- Delaunay 7, 16, 83-85, 87, 95, 96, 103, 110, 111, 120, 121, 126, 127, 137, 144, 150, 156-160, 163, 170, 175, 177, 180, 184, 185, 214, 218, 228, 237, 241, 246, 266, 279
- Deprit's Lissajous 23, 295, 301, 306, 307, 309
- epicyclic 25, 313-316
- equinoctial 16
- harmonic 39, 69, 324
- Hopf coordinates 23, 295, 302, 303, 306-308
- Kramers-Deprit 241
- Moser elements 18, 87, 212, 241
- non-canonical 16, 163
- nonsingular 16, 17, 69, 97, 122, 163, 218, 229, 293
- oblate spheroidal 102
- on the sphere, Deprit 117, 282
- orbital elements $6,13,16,85,95,125,126$, 165, 176, 181, 208, 214, 229, 247
- P:Q-resonant 195, 196
- Poincaré 16, 129
- polar 17, 79, 80, 84, 85, 91, 94, 102-104, 107, 122, 139, 149, 245, 279
- semi-equinoctial $16,97,115,122,129,132$, $166,218,228,232,238,272$
- spherical 5, 92
- vectorial elements $17,18,77,87,210,213$, 235, 239
variation equations $2,3,7,88,97,99,209$, 229, 239, 242, 270, 272, 282, 303
variation of parameters 2,7
vectorial flow 88, 208, 209

Zeipel, H. von 3
zero velocity

- curve 256, 257, 259
- surface 256, 257, 259

Zhukovsky-Volterra Hamiltonian 303
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[^0]:    1 Integrals found with this method do not exist in general, yet may survive in some non-resonant regions [29, 353].
    2 The independent algorithms of Hori and Deprit are, in fact, equivalent, as discussed by different authors [91, 288, 486]. On the other hand, efficient alternatives to Deprit's algorithm are commonly used in other fields than astrodynamics and celestial mechanics, like plasma physics, optics, and molecular dynamics [177, 178, 619]. Still, the different approaches are essentially equivalent [356].

[^1]:    3 This rule has exceptions and there are cases in which the observables are precisely the good solution variables [644].

[^2]:    4 The nomenclature "stroboscopic mean node" has been attributed to Garfinkel [228].

[^3]:    5 The solution of [79] was later amended in [658] using a technique developed in [196] for removing

[^4]:    6 Analogous elements seem to have been customarily used by quantum physicists, and they are sometimes attributed to Jauch and Hill; cf. [120] p. 374.

[^5]:    7 A recent proposal suggests to enlarge the prefix to von Zeipel-Lidov-Kozai to credit the much earlier findings of Hugo von Zeipel on this topic [313, 697].

[^6]:    8 This fact has been pointed out to the author by Alexander Burov, Dorodnitsyn Computing Centre of the Russian Academy of Sciences, in private communication of November 2018.

[^7]:    9 The efficient treatment of special functions in a calculus of perturbation is a problem that seems to have remained open since many years ago [36, 82, 83, 153].

[^8]:    1 Customary arguments to justify the vectorial decomposition $\boldsymbol{\omega}=\dot{\psi} \boldsymbol{s}_{3}+\dot{\theta} \boldsymbol{n}+\dot{\varphi} \boldsymbol{b}_{3}$ have been pointed out as erroneous in [448].

[^9]:    2 It can be checked that $\rho$ is solution of both Eq. (3.61) and Eq. (3.62), so in this way we have obtained $\rho$ as an anti-derivative of integrals for which we still lack rules to solve.

[^10]:    1 For historical considerations on the discovery of this vector and the different names attached to it, the interested reader is referred to the erudite discussions in [241, 242].

[^11]:    2 Dimensional versions of these variables have been earlier proposed [120, 592].

[^12]:    1 An alternative, equivalent procedure is to reorganize the one-degree-of-freedom Hamiltonian (6.43) in the form $\mathcal{Q}=\mathcal{Q}_{0,0}^{\prime}+J_{2} \mathcal{Q}_{1,0}^{\prime}$, in which $\mathcal{Q}_{0,0}^{\prime}=\mathcal{Q}_{0,0}+J_{2} \mathcal{Q}_{1,0}$ and $\mathcal{Q}_{1,0}^{\prime}=\frac{1}{2} J_{2} \mathcal{Q}_{2,0}$, with the same assumption: that the generating function does not depend on $\ell$.
    2 This approach is attributed to R. H. Smith in [297].

[^13]:    1 In fact, since these rates are not constant, second derivatives should be taken into account. In particular, that of the mean anomaly [203].

[^14]:    2 http://www.esa.int/Our_Activities/Navigation/Galileo

[^15]:    1 Low-precision ephemerides, like those in [482] extracted from [109, 110], suffice for this purpose.

[^16]:    1 The equivalent variables $X=-\eta_{1}, Y=-\eta_{2}, Z=-e_{3}$ were used in [495].

[^17]:    2 Short-period corrections to the radius due to oblateness perturbations were, in fact, first given by Kozai [360].

[^18]:    1 A denomination that Vashkov'yak attributes to A. I. Neishtadt [651]. For a recent review on the topic and contributions by other authors, most notably H. von Zeipel, see [313].

[^19]:    2 Because $\mathcal{W}_{2}$ is purely periodic in the mean anomaly, as checked from Eq. (11.5), the term $\mathcal{H}_{0,3}$ is different from the one in Eq. (A.4) of [418]. Similar differences appear in higher orders.

[^20]:    3 This would not be the case of the science orbit about Enceladus discussed previously, where the ellipsoidal figure perturbations would be of higher order than the third-body effects.

[^21]:    4 These kinds of tours were originally devised in the non-averaged restricted three-body problem dynamics [248]. In particular, they are efficiently designed based on the stable and unstable manifolds associated to repeat ground-track orbits of the planetary-satellite problem [247, 427].

[^22]:    1 Classically, the transformation to epicyclic variables is derived from the traditional solution of the Hamilton-Jacobi equation of the quadratic Hamiltonian (13.2) [257, 336, 529].

