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operatorinfrastructurefoundations,fromthecoretotheedgenetworks,theaccessnetwork,andthe
customerpremisesLAN(localareanetwork).Inthiscontext,theresidentialgateway(RGW)constitutes
anidealcandidateforvirtualization,asitstandsbetweenthehomeLANandtheaccessnetwork,imposing
aconsiderablecostfortheNSPwhileconstitutingasinglepointoffailureforalltheservicesofferedto
residentialcustomers.ThischapterpresentstherationaleforthevirtualRGW(vRGW)concept,providing
anoverviewofpastandcurrent implementationproposalsanddiscussinghowrecent technological
developmentsinkeyareassuchasnetworkingandvirtualizationhavegivenacompetitiveedgetoa
RGWvirtualizationscenario,whencomparedwithtraditionaldeployments.

Chapter 11
Software-DefinedVehicularNetworks(SDVN)forIntelligentTransportationSystems(ITS).......... 305

Rinki Sharma, Ramaiah University of Applied Sciences, Bangalore, India

Vehicularcommunicationisgoingtoplayasignificantroleinthefutureintelligenttransportationsystems
(ITS).Duetothehighlydynamicnatureofvehicularnetworks(VNs)andneedforefficientreal-time
communication,thetraditionalnetworkingparadigmisnotsuitableforVNs.IncorporatingtheSDN
technologyinVNsprovidesbenefitsinnetworkprogrammability,heterogeneity,connectivity,resource
utility,safetyandsecurity,routing,andtrafficmanagement.However,therearestillseveralchallenges
andopenresearchissuesduetonetworkdynamicity,scalability,heterogeneity,interference,latency,and
securitythatneedtobeaddressed.Thischapterpresentstheimportanceofvehicularcommunication
infutureITS,thesignificanceofincorporatingtheSDNparadigminVNs,taxonomyfortheroleof
SDVN,thesoftware-definedvehicularnetwork(SDVN)architecture,andopenresearchissuesinSDVN.
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A POSSIBLE HISTORY OF THE FUTURE

Theredlightkeptonblinking.Itwastoolate.TheRussians?Moscowwashitfirst.Beijingcamenext.
TheYankees,then?Afterall,thefailedassaultontheCapitolacoupleofdecadesagoshouldhavebeen
takenasaseriouswarning.ThenewPresident-electalwaysentertainedherreputationofahellraiser,
andsocialnetworksofallkindswerefloodedbyherdailyanger,followedbymillionsofhaters.The
Internethadgonetrulyglobalsince2035:anyoneandanythingwasgloballyreachable.

AlthoughSpaceXfailedtosecuretripstoMarsbecauseofamaliciousmalwarethatjeopardizedthe
operationoftheirrecyclablespaceshuttles,theydidmanagetobringNASAstafftotheMoonin2027.
AndtheyalsolaunchedsomanysatelliteconstellationsthatnightonEarthhadbecomeanicesouvenir:
circumnavigationat500kmhighinevitablyaffectedsleepcycles.Buteveryonewasconnected:wasn’t
ittheultimateobjective?13billionpeople,severalhundredtimesmoreofconnectedobjectseventually
madetheInternettheonlycommunicationnetworkthatwasleft.

Datalakesbloomedinallcontinents,startingwiththeold,pioneeringGaia-XEuropeanprojectthree
decadesago,immediatelyfollowedbycountlessAmerican,Chinese,Indian,andBrazilianinitiativesthat
transformedthedigitalworldintoavastdataspace.Spreadingoverallcontinents(Antarcticaincluded
foritsobviouscoolingcapacities),telcocloudinfrastructureswereoperatedbytheso-calledGAFAM
attheexpenseofincumbentoperatorsthatsoonbecamehistory.

“Tomorrowneverdies”asawell-knownBritishspywouldhaveputbackinthe20thcentury:the
truthwasnolongerthetruth.Thetruthisthatfakenewsruledtheworld,butveryfewwereconcerned
aboutit.Becauseeverybodywasconnectedandthatwasallthatmatteredformost.

Teleworking,whencompatiblewiththeactualworktoaccomplish,hadbecometherulesincethe
WorldHealthOrganizationfailedtoconvincegovernmentstoeliminatetheCovid-19virusanditsin-
numerablevariants.Tele-educationwasalsotherule,atleastforthosewhocouldaffordthepricefor
accessingreliableteachingandsupportmaterialwithdecentnetworkaccessconditions.

Formostofthepopulation,socialnetworkshadindeedbecometheonlysourceofinformationand
educationwithenoughbandwidthtoposttheir200-characterquestionswherevertheymayconnectto
theInternet.Andthesenetworkskeptcontroloverwhattheiruserswereentitledtoshareornot.Of
course,bookshadbecomehistorytoo(andwereconsideredthenewgoldforsmugglersattheriskof
beingpartoftheburningsifevertheywerecaughtbythehenchmenfromtheMinistryofInformation).
Thegloballibraryhadgonevirtual.

ButWashingtonDCwentdowntoo.ErasedfromthesurfaceoftheEarthintheblinkofaneye.
So,whotakestheblame?

xvi
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Despitealltheeffortsmadetoachievedigitalinclusionataglobalscalewhiledevelopingenergy-aware
networkingtechniquesforthebenefitoftheplanet(andmankindforthatmatter),thesmallpopulation
oftheVanuatuislandsbecamedesperate.Yes,theywereconnected.Yes,theyusedsolarcellstosupply
theenergyrequiredtocommunicatewiththeglobalVillage.Buttheycouldn’tpreventthewaterstorise.
TheybecametheveryfirstclimaticrefugeesoftheAnthropoceneage.Theyhadlosttheirhomesand
wereforcedtoembarkonanerraticjourney,destinationnowhere.

Andthisreallypissedthemoff.
Withalltheonlinetutorialsavailable(from“howtocookabananapie?”to“howtodismantlean

atomicbomb?”)andthetechexpertisetheyhadacquiredoverdecadesofsocialnetworking,theymanaged
tocreatealethalvariantoftheMiraivirusthatfirstinfectedtheaforementionedsatelliteconstellations.

ThedescendantsofthesurvivorsofMonsieurdelaPérouse’s“Astrolabe”shipwreckthenmadesure
themalwarepropagatedatthespeedoflightsothatalltheshinyboxesthatstupidlycircledtheglobe
forthesakeofglobal,reportedlysafecommunication,wereusedasamplifiersofsolarwindsthatliter-
allytorchedtheEarth.

Sciencefiction?Maybe.Maybenot.

A SHORT STORY OF THE FUTURE: NEW DESIGNS 
FOR THE FUTURE INTERNET

TheInternetasweknowitistheprivilegedinfrastructureforglobalcommunications.Itneverceasedto
evolvefromtheveryfirstmailthatwasexchangedbetweenacoupleofterminalsbackintheseventies
ofthelastcenturytothecurrentbloomingofasetoftechniquesthataremeanttoachievevariousgoals,
includingafewthatsomewhatechothesocietalandenvironmentalstakesthathavebeenelaboratedby
theUnitedNations.Suchgoalsinclude(butarenotlimitedto):

• Accesstocontentwithadecentlevelofqualityregardlessofwheretheend-userconnectstothe
networkbymeansofenvironmentallyadaptiveconnectivityschemes.

• Makesurethenetworkisinstrumentalinthestruggleagainstclimatechangebymeansofenergy-
efficientdesignsthatincludedevices,networks,anddatacenters.

• Facilitatetheproductionandtheallocationofwhateverresource(network,CPU,storage)involved
intheprovisioningoftheaforementionedconnectivityservicesbymeansofnetworkautomation
techniques.

• Protectcommunications,end-userpremisesandindividualsfromanykindofattackandmakethe
Internetasaferplacebymeansofproperriskassessmentandadvancedattackmitigationschemes.

THE NETWORK IS INSTRUMENTAL TO FOSTER DIGITAL INCLUSION

TheCovid-19pandemicdramatically affects our everyday life.Confinement and curfewsmeasures
questionworkingproceduresandaccesstoeducationandculture.Thepandemicalsorevealsthatnot
everybodyaccessestheInternetequally,i.e.,thosewholiveinrural,possiblydesertedareasarehav-
inghardtimestogoonlinebecauseofpoorcoverageconditions,whereasothersenjoyseveralhundred
Mbit/saccessratesthankstotheirfiberconnection.
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Ofcourse,thecloserthecontent,thebettertheexperience.Localandcustomizedcontentwouldbe
evenbetter.Nevertheless,itisnotavailableeverywhere.Centralizationremainsaconcernofthecurrent
Internetdesign.Indeed,afewplatformsexploitdata(includingprivacydata)thattheydonotshareand
theypreventothersfromaccessingsuchdata.Oneiconicexampleistherecentevolutionofapopular
app’sGeneralConditionsofUsethatliterallyallowapopularcompanythatownsabigsocialnetwork
toexploit thatappusers’data forwhateverpurpose (targetadvertisement,customerprofiling,etc.).
Suchcentralizationmustbequestionedforthebenefitofend-users.Anditstimulatestheneedformore
distributedplatforms,therebyrevisitingthecurrentInternetarchitecture.

Thepandemicalsoreveals thecritical importanceofnetworkdesigns thatcanaccommodate the
mostconstrainingdelayandlatencyrequirements.Themassiveuseofvideoconferencing,sometimes
deployedatlargescaletocompensaterestrictionsthatforbidthephysicalattendanceofstudentsinam-
phitheatersforexample,isoneiconicexampleoftheextremesolicitationofnetworkresources.Access
tovideofootageorlivestreamingthusquestionscurrentContentDeliveryNetwork(CDN)designs,as
cacheserverscurrentlyhostedinPointsofPresencemayprovetobeinefficientinaccommodatingan
ever-growingdemandraisedbyend-userswhosenetworkaccessconditionscanbeextremelydifferent
onefromanother.

Likewise,thedevelopmentofimmersiveservicesbaseduponvirtualandaugmentedrealitytech-
niquesforvarioususages(e.g.,industrial3Dmodeling,immersiveexperiencesinvariousyetvirtual
environments)arelikelytosolicitthenetworkandcompanionresourceslikecomputationalandstorage
resources,atthecostofrevisitingaccesstocontent,especiallywhentheend-userisinmotion.

Inaddition,theforeseeableyetmassivedevelopmentoftheInternetofThings(IoT)raisesnewnet-
workchallenges.Notonlythedimensioningfigureshavenoequivalentintoday’sIPnetworksasseveral
ofthousandsobjectsmaybenetworked,theverynatureoftheconstraintsthatpertaintosomeofthese
networkobjectsquestioncurrentnetworkdesigns:CPUandenergylimitationsnowbecomecriticalin
theroutecomputationprocess,especiallywhentheconnectedobjectsareusedtocollectbiometricdata,
suchasthebloodpressureorheartbeat.

TheIPforwardingschemethathasbeenenforcedforthepastthreedecades(andcounting)proved
itslongtimeefficiencythatcanbesummarizedbythefollowingobservation:anythingcanbecarriedin
IPpacketsandIPpacketscanbecarriedoveranything.TheevolutionoftheTCP/IPprotocolsuitehas
ledtoaprettyrichtoolkitthatincludes(butisfarfrombeinglimitedto)trafficencryptioncapabilities,
advancedtrafficengineeringtechniquesincludingschemesbaseduponthemanipulationofinforma-
tionthatisadditionaltothedestinationaddresscarriedintheIPpacketheader,resourcesignalingand
reservationcapabilities,etc.

AstrengthoftheTCP/IPmodelisthatthere’salwaysroomforimprovementasnewdemands,con-
straints,orrequirementsappear,whichthereforestimulatesinnovation.Somecommunitiesquestioned
thevalidityofthemodelovertheyearsandcameupwithanewprotocolthatwouldreplaceIPatthe
riskofignoring30yearsofInternetevolution(andcounting).Othersratherfocusonadvancedcapa-
bilitieswhereIPcouldstillplayakeyroleforforwardingdifferentkindsoftraffic,butwouldalsobe
distortedtocarryspecifictrafficthatispoorlytoleranttodelay,inter-packetdelayvariation,latency,
letalonepacketloss.

QuestioningthefutureofIPisonlynaturalandmustremainaprimaryincentivefornetworkinnova-
tion.ChallengingIPisalsopartoftheaforementionedinnovationwhichmaytakeitsshareinreshaping
theInternet.
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FUTURE CONNECTIVITY SERVICES SHOULD BE ENERGY-
EFFICIENT, ENVIRONMENTALLY FRIENDLY, AND USER-CENTRIC

Energy-efficienttechniquesareakeychallengefornetworkoperators.Besidessourcingpoliciesthat
usuallytakecareofpowersupplyandenergyconsumptionconsiderations,additionaltechniquesare
requiredtoautomaticallycontroltheenergyconsumptionduringthelifetimeofanetwork:thisiswhat
wecall“energy-awarenetworking”.Energy-efficientnetworkingthusbecameapillarofsomeofnetwork
operators’strategies.Besidesmarketingmotivations,“Greener”designsareendorsed.Suchdesignsrely
uponthecombinationofenergy-efficientnetworkingandcomponentsthatembarkonlythefunctions
thatarestrictlyrequired.Evenifimportantprogresswasaccomplishedtosupporttoolstobettercontrol
theenergyefficiencyofsomenetworkelements,moreeffortisrequiredtosocializethesetoolstousers
sothattheycanenablethem(e.g.,controlWLANactivation,supportofthe“energyeconomy”mode).

Fromfrugalinnovationconceptsthatusuallytargetthemarketofdevelopingcountriestotheuseof
energyinformationasameanstocomputeenergy-efficientroutes,thepaneloftechniquesthatcontrib-
utetothedevelopmentofenergy-efficientnetworkdesignsisbroad.Dutycyclemanagementthatused
toapplytotheradiocomponentsofsensorscouldforexampleexpandtoWideAreaNetwork(WAN)
resources,wheretrafficpatternsandpeakhourswouldbetterdictatehowtrafficshouldbeforwarded
overnight,andwhetherputtingsomenetworkcomponents(nodes,linecards)intoanidlestateprogres-
sivelybecomesacommonpractice.

Energy-awaredesignsalsoaimatreducingthecarbonfootprintaswellasthepollutiongeneratedby
fossilenergy,amongothersources.

OnenetworkingexamplewherepollutiongreatlymattersistheIntelligentTransportService(ITS)
thatreliesuponso-calledautonomousvehicles,andwhichismeanttobettermastercartrafficandits
dreadfulconsequencesintermsofairpollution,amongothers.Itisthusenvisionedbysomevendors
thatchained,driver-less,vehiclesthatrideinspecificlaneswillimprovetheefficiencyofcartranspor-
tationwhilelimitingcaraccidents,therebyimprovingpassenger’ssafety.However,moreeffortisstill
requiredtoreachsuchobjectivesassomestudiesrevealedthatautonomouscarsmayincreasepollution.

Fromanetworkingperspective,ITSservicesraiseverystringentconstraintsthatincludetheneedto
detectandanticipatethepresenceofobstaclesontheroad,theneedtodynamicallymanagetrafficlights
toensurethebestpossibletrafficfluidity,theneedforinter-vehiclecommunicationforvariouspurposes
–accesstotheInternet,managementofcarbreakdown,speedmasteringasafunctionofthetraffic,etc.

Ofcourse,thedynamicmanagementofITSserviceresourcescantakeadvantageofnetworkauto-
mationtechniques.

SET THE CONTROLS FOR THE HEART OF THE AUTOMATED NETWORK

Theexpansionoftheserviceportfoliosproposedbynetworkoperatorsandserviceprovidersisfurther
exacerbatedbythedeploymentofnewinfrastructures,suchas5Gnetworks.Evenbetter(orworse,for
thatmatter),5Ginfrastructuredeploymentsandforthcomingtelco-cloudarchitectureshavejuststarted
butthecommunityalreadyinvestigateswhatmorecouldbebroughtbythenextgenerationsofnetworks.
Also,communicationservicesbecomemoresophisticatedastheircompositionreliesuponacomplex
alchemyoffunctionsthataremeanttoaccommodatevariousrequirementsandconstraints.

xix
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Theconfigurationofsuchfunctionsiscomplexandthereforepronetoerrors.Inaddition,thetimeit
takestocompleteexecutiontasksandassesstheirconformanceagainstthetargetservicefurtherextends
thetimeforacustomertoaccesstheservicehe/shehassubscribedto.

Thebasicmotivation for introducingnetworkautomation techniques in servicedesign,delivery,
andoperationalproceduresistoshortensuchproductiontimes,whilesignificantlyreducingtherisk
ofmakingerrorsateverystageoftheserviceproduction,fromtheexposureofserviceparametersto
service-inferredresourceallocation,fulfillmentandassurance.

Networkautomationtechniqueshaveattractedtheinterestofthenetworkoperators’communityfor
quitesometime.TheadventandtheprogressivemasteringofSoftware-DefinedNetworking(SDN)
techniquesintheearly2010’swasanimportantmarker:SDNcomputationlogicsfacilitatedynamic
resourceallocationandpolicyenforcement,regardlessoftheunderlyingnetworkinginfrastructureand
itscompanionvendortechnologies.

Inaddition,thepastfewyearshavebeentheopportunitytopublishseveralstandarddatamodels
fromwhichtheSDNcomputationlogicshavetheabilitytodynamicallyinstantiatenetworkfunctions
andservice-inferredpoliciesinatechnology-agnosticmanner,therebyalleviatingtheriskoftedious
vendorlock-ins.

Inthemeantime,virtualizationtechniquesthathavebeenappliedtoflexiblymanageresourcesindata
centerscannowapplytoawholesetof“core”networkfunctions,suchasthefunctionsthatpertainto
thecoreofa4Gora5Gnetwork.Opensourcecommunitiesbloomedtoo,tofacilitateaccesstorunning
codesandletnetworkoperatorshopethatthephysicalgeartheyhavebeendeployingforthepastthree
decadesintheirnetworkswouldeventuallybecomehistory.Andbereplacedbycommodityhardware
thatwouldonlyberesponsibletoswitchpacketsat(almost)thespeedoflight,whileopensourcesoft-
warewouldbecometheprivilegedplaceholderfordevelopingadvancedcapabilitiesinaContinuous
Integration/ContinuousDeployment(CI/CD)fashion.

Withthisconceptofdisaggregationwherenetworkingsoftwareisbrokendownintofunctionswhose
placementcanbeoptimized,networkoperatorsenteraworldofvirtualizedcapabilitieswhose5Gde-
ploymentislikelytobeoneofitsmosticonicrepresentatives.VirtualCustomerPremisesEquipment
(vCPE)areamongtheVirtualNetworkFunctions(VNFs)thatclaimtoholdthepromisesofflexibility
andadaptabilitythathavelongbeencherishedbyserviceproviderswhoarenotonlyconcernedwiththe
optimizationoftheOperationalExpenditure(OpEx)budgets,butalsowiththeirabilitytoexactlyaddress
therequirementsoftheircustomerswhileoptimizingnetworkresourceusage,theirglobalfootprint,and
thenumberofcallsdiscontentcustomersmayplacetotheirhotlinesupport.

Withasliceof(service)orchestrationontopofnetworkautomationframeworksandtheprogressive
masteringofArtificialIntelligencetechniques,theservicedeliveryjourneyshouldbeabletoalleviate
theriskofbumpsintheroadthatmaycompromisethequalityoftheservice.Fromthedynamicservice
parameterexposureandnegotiationtoservicefulfillmentandcompliance,networkautomationbecomes
globalandsystemic.

Orchestrationplaysakeyroleinsuchanidyllicenvironment,asoutcomesoftheaforementioned
negotiationwouldfeedtheorchestration’scomputationlogicsothatitcandynamicallystructurethe
servicerequestedbythecustomer,identifytheelementaryfunctionsthatwillcomposesuchservice,and
thenforwardinstructionstotheSDNcomputationlogicsothatitcanreliablylocatethemostrelevant
instancesofsuchfunctionsandproceedwithresourceallocationandconfiguration.

TheOpenNetworkAutomationPlatform(ONAP)projecthostedbytheLinuxFoundationisoneem-
blematicexampleofanopen,programmable,orchestrationplatformthatisconceivedtoprocessservice
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ordersandinstructsanembeddedSDNcomputationlogictodelivertheservicethathasbeenrequested.
PartnersoftheONAPprojectarenumerousandincludesseveral,yetmajorincumbentoperatorsand
legacyvendorsfromaroundtheworld.

Regretfullyenough,thenetworkautomationjourneyhasonlystarted.Itisstillalongwaybefore
holdingthepromisesofnetworkautomation,ascurrentexperiencestillconfirmstheneedforasetof
declarativeconfigurationtasks,whilefeedbackmechanismsandcontrolloopstobeactivatedatevery
stageoftheservicedeliveryprocedureremainareasthathavebeenhardlyinvestigatedsofar,letalone
commerciallyimplemented.

A SAFER INTERNET?

Quiteinevitably,thepandemicalsohighlightstheweaknessesofcurrentnetworkdesigns.Besidespoor
networkconnectivityconditionsinsomeareasaspreviouslymentioned,theattacksurfaceduetotele-
workingprocedureshasdramaticallyincreased.Indeed,tunnelsareestablishedbetweentheCPEand
theenterprise’sintranetandtunnelsarequitewell-knownasprivilegedattackvectors.

Generallyspeaking,attacksofallsorts(denialofservice,identityspoofing,ransomware,malware)
haveneverceasedtoexpandovertheyears.Theirnumberexpanded,butalsodidtheiramplitude(number
ofvictims,uptoseveralofTbit/softraffic),scope(uptothescaleoftheglobalInternet)andduration
(uptoseveralweeks).Securityhasalwaysbeenamajorconcernofnetworkoperatorsandservicepro-
viders.Despiteaprettyefficienttoolkit(trafficfilters,trafficencryption,robustauthenticationschemes,
etc.),securitypolicieshavealwaysbeenenforcedinareactivemode:thedetectionofanattacktriggers
specificmitigationactions,butexperienceshowsthattheycanneverpreventsomedamage.

Inotherwords,thequestionis:howtomovefromthreedecadesofprotectedinfrastructurestoafuture
wherethenetworkbecomestrulyprotectiveifnotcollaborativewithotherpartneringpeers?Thebasic
motivationforthisradicalchangeinconceivingsecuritypoliciesis(1)toanticipateattacks(regardlessof
theirnature)waybeforetheycausedamageand(2)tomitigateattacksasclosetotheirsourceaspossible.

Someprogresshasbeenrecentlyachievedinthisdirection,withthepublicationofacoupleofstan-
dardsthatdetailhowthedetectionofapotentiallysuspecttrafficbyanagentthatwouldbehostedinthe
networkcanleadtothesignalingofarequestthatwouldbesenttoamitigationserverwhosecomputa-
tionlogicwouldthenproceedwiththedefinitionofamitigationplan.Thismitigationplanwouldthen
beenforcedbyalltherelevantcomponentstoredirectanddiscardtheattacktrafficforexample.Even
better,suchamitigationplancouldbeforwardedtopartneringnetworkssothattheycananticipatethe
attackbeforeitreachesthem.

Asliceofartificialintelligencewouldalsoassisttheaforementionedagentsintheattacktrafficde-
tectionprocess,bymeansofpredictivetrafficanalysistechniquesthatwouldhelpthemcomparewhat
theyobservewithasetoftrafficpatternstheagentswouldmaintaininalocallibrary.

Thisprotectivenetworkingframeworkcanbeappliedtoanykindofinfrastructure.Networkingun-
mannedaerialvehicles(UAV)isnoexception,andalbeitsuchdronenetworkingraisesspecificsecurity
issues,protectivenetworkingcanprovideguaranteestopreserveservicecontinuitywhereUAVswould
beusedtoredirecttraffictoandfromtheInternetwhenevertheCPEconnectiontothenetworkislost,
forexample.

Also, assessing the security risk is an important task when considering the deployment of new
networks,newfeaturesornewservices.Suchassessmentmaylook,butitisimportanttodevelopand
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enforcerigoroussecurityriskassessmentmethodologiesforimprovingtheefficiencyofsecuritypoli-
cies,hencenetworkrobustness.

Ofcourse,thebloodyvirusisnottheonlyincentiveforreconsideringhownetworksaredesigned,
deployedandoperated.Butexperienceshowsthatmajorcrisesaretheopportunitytoshedadifferent
lightonissuesthatmayhavebeeninvestigatedforquitesometimeandothersthatmayhavebeenover-
lookeduntilnow(e.g.,networkconnectivitywithanadequatelevelofquality).

WHAT THIS BOOK IS ABOUT

Thisbookexploressomeofthetechniquesthathavebeenhighlightedearlierinthisforeword.Thebook
isorganizedintothreemainareas:

• Section 1: New Network Designsforimprovedcontentdelivery,betterenvironmentalandenergy
consumptionfootprint,andadvancedpacketforwardingtechniques.Thispartincludesthefollow-
ingchapters:
◦ NewIP:EnablingtheNextWaveofNetworkingInnovation
◦ CollaborativeNetworkingTowardsApplication-AwareNetworking
◦ Content Delivery Networks: On the Path Towards Secure Cloud-Native Platforms at the

Edge
◦ GreenbyDesign

• Section 2: Latest Developments in Network Automation, includingorchestration,virtualiza-
tionandSDN.Thispartincludesthesechapters:
◦ FutureSDN-BasedNetworkArchitectures
◦ NetworkFunctionsVirtualization(NFV):ChallengesandDeploymentUpdate
◦ AutomationofNetworkServicesfortheFutureInternet
◦ ONAP:AnOpenSourceToolkitforZeroTouchAutomation
◦ Granular VNF-Based Microservices: Advanced Service Decomposition and the Role of

MachineLearningTechniques
◦ RevisitingtheConceptofVirtualizedResidentialGateways
◦ Software-DefinedVehicularNetworks(SDVN)forIntelligentTransportationSystems(ITS)

• Section 3: Towards “Attack-Proof” Network Security Frameworks.Thispartincludesthefol-
lowingchapters:
◦ FromProtectedNetworks toProtectiveandCollaborativeNetworking:AnApproach toa

GloballyAnticipativeAttackMitigationFrameworkfortheFutureInternet
◦ DroneSecurity:ThreatsandChallenges
◦ SecurityRiskAssessmentsandShortfallsforEvaluatingandProtectingDynamicAutonomic

SystemsinFutureInternet

Thetechniquespresentedinthisbookmaynotlimittheslideofsocialnetworksintohatred.They
maynotbeabletorefrainmankindfromlaunchingsatelliteconstellations.Theymaynotpreventrising
waters,letalonesolarwinds.

Butthetechniquespresentedinthisbookarelikelytobeinstrumentalforthedevelopmentofatruly
global,energy-efficient,andsaferInternet.
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Thisiswhywebelievethatthefutureofnetworkinghasneverbeensobright.
Enjoytheride.
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ABSTRACT

Industrial machine-type communications (e.g., industrial internet), emerging applications such as holo-
graphic type communications, IP mobile backhaul transport for 5G/B5G (beyond 5G) for ultra-reliable 
low latency communications and massive machine-type communications, emerging industry verticals 
such as driverless vehicles, and future networking use cases as called out by ITU-T’s focus group on 
network 2030 all require new networking capabilities and services. This chapter introduces “New IP,” 
a new data communication protocol that extends packet networking with new capabilities to support 
future applications that go beyond the capabilities that are provided by internetworking protocol (IP) 
today. New IP is designed to allow the user to specify requirements, such as expectations for key per-
formance indicators’ (KPIs) service levels, and other guidance for packet processing and forwarding 
purposes. New IP is designed to interoperate with existing networks in a straightforward manner and 
thus to facilitate its incremental deployment that leverages existing investment.
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INTRODUCTION

Current Internet technologies, with the Internet Protocol (IP) as its bedrock, have been a tremendous 
success. Originally devised as a way to interconnect computers over long distances in a highly resilient, 
decentralized manner that would be able to withstand outages of links and nodes, IP has evolved in a 
breathtaking fashion ever since. Today, the Internet interconnects not just a handful of computers but 
billions of devices (including “Things”) with an exorbitant volume of traffic growing at a breakneck pace. 
In addition, the Internet is able to support services that did not exist at the time of its conception – such 
as the World Wide Web or Social Media – and that would have been deemed impossible to support at 
the time – such as “real time” services like voice and interactive video. Throughout its evolution, the 
Internet has also been a driving force enabling network convergence, allowing previously separate cus-
tom networks to be integrated into a single infrastructure providing significant economies of scale. This 
made networks much more economical to operate, further contributing to their increasing pervasiveness.

It is thus fair to say that the Internet has come a long way, morphing from a niche novelty into a 
societal backbone that supports an ever-expanding set of services. Internet technology centers on IP 
(Internet Protocol) and the TCP/IP protocol suite in the data plane, as well as related mechanisms such 
as Quality of Service (QoS). While Internet technology has seen many extensions, at the core of its 
success are still its original principles based on best-effort, hop-by-hop forwarding. These principles 
do not provide any hard guarantees about whether packets will arrive within a certain time, or even in 
their original order, or even arrive at all, but they offer simplicity in terms of their implementation and 
resilience to perturbations experienced in the network. This does not mean that there have not been 
plenty of advances. Switching technologies like MPLS provide enforcement of homogenous traffic 
forwarding policies for each and every packet of a given flow. Traffic Engineering (TE) techniques like 
MPLS-TE with Path Computation Element (PCE) provide some guarantees about the compliance of a 
path with traffic requirements and fast-reroute capabilities at the network layer. However, none of these 
technologies is able to provide actual end-to-end latency gurantees or in general more Service Level 
Agreement (SLA) aware connectivity. In general it is left up to other layers to deal with any fallout of, 
for example, lost packets.

However, the question is whether the same principles will be applied forever, able to support any and 
all technical requirements of an ever-growing array of services and converging even more networks until 
all networking infrastructure can be consolidated, or whether foundational barriers will eventually be 
encountered that will prove hard if not impossible to overcome. As laid out later in this chapter, in recent 
years, a number of new requirements and networking use cases have begun to appear which cannot be 
readily supported by today’s Internet technologies. This is because they exhibit properties that cannot be 
remedied by simply layering new capabilities on top, even assuming that the issue of Internet ossification 
can be overcome. Note that Internet ossification refers to the increasing inability to add new services, 
capabilities, and functions to the existing Internet, due to a variety of factors from adversarial impact of 
middleboxes to standardization hurdles. The fact that many of these use cases open up the possibility 
for a whole new wave of innovation for networked applications and connected industries adds to the 
pressure for answers to the question of how the required capabilities might be supported in the future.

Many of the new networking use cases involve applications that require a very high degree of preci-
sion in sending data from one place to another, for example, with regards to end-to-end service-level 
guarantees such as end-to-end latency or reliability with low packet loss ratio. These requirements are 
compounded by that many of those applications are mission-critical and are highly sensitive to any viola-
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tions of required service guarantee. Existing Internet applications might experience a gradual deterioration 
of the Quality of Experience (QoE) when underlying network service levels are degraded. For example, 
audio quality may degrade, or Web page load times become more sluggish, but the application as a whole 
may fundamentally still be usable. In contrast, many future applications may break down completely 
even when slight degradation occurs. For example, the ability to safely operate remote machinery may 
be lost completely when network latency or loss cause an operator to lose their sense of haptic control 
due to timing requirements of control loops being exceeded.

It should be noted that “precision” with regards to latency is not to the same as latency that is simply 
“ultra-low”, and the two should not be confused. Precision latency simply means that a given quantified 
latency target (not necessarily ultra-low) will be met, as it is required for an application of a networking 
service to function. Clearly, a network will not be able to deliver on arbitrary latency targets. Targets for 
ultra-low latency in particular will be challenging as physical limitations apply; in such cases realities 
will dictate that some guarantees simply cannot be given and some use cases cannot be supported when 
they necessitate communication that extends beyond certain distances.

These characteristics (e.g., need for high precision and low latency) coupled with low tolerance for 
any degradations are not a good match for the best-effort Internet principles. Given very tight bounds for 
tolerance, traditional techniques to compensate at upper layers for any deficiencies, such as retransmission 
(to compensate for loss) or buffering (to smoothen variations in experienced service levels) may no longer 
be sufficient. In addition, challenges abound with regards to security and how to maintain privacy in an 
increasingly interconnected world. New answers are likely to be needed and are worth the investigation.

One possible answer for this is “New IP” (Li et al., 2020), a networking technology that is designed to 
address those issues. To be clear, New IP is not intended as a complete replacement for existing Internet 
Technology. Instead, it is designed (1) to progressively connect more networks and systems that require 
support for new services (many of which may not be connected to the Internet today) and (2) to be eas-
ily interoperable with the legacy networks to leverage the investments that have been made. This way, 
it will allow for incremental addition of new services and applications where they need to be supported 
and gradual migration over time.

This chapter will take a look at the proposed “New IP” and how we got here. To this end, we will 
start with an overview of some of the applications and use cases which are emerging. We will describe 
their associated network requirements which need to be addressed to make them a reality and unleash a 
whole new wave of innovation. Subsequently, the particular technical issues that need to be addressed 
and foundational hurdles that need to be overcome with existing technology are analyzed. With this 
background, we will present the fundamentals of New IP. We will also describe how New IP addresses 
some of the requirements and use cases that are of interest to the Industry. This is followed by a discus-
sion of how New IP can be incrementally deployed. A brief discussion of related work as well as an 
outlook for future work will conclude the chapter.

Use Cases and Requirements

In order to better understand the requirements that Internet Technology will be increasingly confronted 
with, let us take a look at some of the networking applications and use cases that are emerging and that 
will need to be supported in the future. Many of those use cases are running into limitations in network 
technology. This creates bottlenecks for innovation that is waiting to happen but that can only be fully 
unleashed once the bottlenecks are removed.
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As we will show, many of these bottlenecks relate to the ability to deliver network service levels 
with very high precision and extremely high reliability as required for mission-critical services. In ad-
dition, other more traditional requirements still apply. These include aspects such as support for higher 
bandwidth and low latency, advances in operational efficiency in order to increase profitability, greater 
security while at the same time ensuring privacy, as well as agility to rapidly adapt networks and network-
ing services to new requirements and deployment needs while continuing to support existing services 
without any negative impact or disruption.

Several industry consortia and standards bodies have been considering emerging networking appli-
cations, including the IETF, the ITU-T Focus Group on Network 2030, the 5G Alliance for Connected 
Industries and Automation, the 5G Automotive Association, and the 3GPP. The following will present 
sample use cases and applications deemed particularly representative and illustrative of the challenges 
being posed. Many additional examples can be found in documents produced by those respective or-
ganizations, e.g., in ITU-T FG-NET2030 (2020), 5GACIA (2020), 5GAA (2017), and 3GPP (2018).

Industrial Control and Automation

Industry 4.0 refers to the next step in control and automation of traditional manufacturing and industrial 
practices using smart technology. Much has been made of the emergence of Industry 4.0 as the next step 
in the industrial revolution. In many cases, this involves machine-to-machine communications in which 
the control logic is separated from the industrial machinery (including robots) that it controls. This al-
lows holistic control and coordination of sets of machines that need to be operated together instead of 
independent of each other, in many cases involving precisely synchronized and choreographed work 
sequences. By placing the control logic into separate integrated controllers, coordinating those work 
sequences become much easier and less error-prone than if each machine were integrated with its own 
local controller. Controllers might be hosted in a single location on a factory floor or might even be 
hosted remotely in the central/edge cloud.

A prerequisite for this use case to work is a network that is able to deliver packets within very precise 
latency bounds and with extremely high reliability. Packets that arrive late can have a detrimental effect 
and cause machinery to spin out of control. As an illustrative example one can picture a gyroscopic 
controller like those that might be found in a Segway scooter, adjusting the balance in a tight control 
loop using data from sensors that detect velocity and tilt. Any sluggishness or uneven delay in sensor 
readings would rapidly put the equipment off-balance, putting a rider at risk. Due to the real-time nature 
of gyroscopic control, controllers and sensors today are collocated and no one would dream of separat-
ing them and having them communicate over a network, as latency and delay variations would yield 
such a solution ineffective. However, similar requirements apply to controllers of robotic arms, where 
positioning and control of actuators occurs using control loops that feedback locational awareness from 
robotic arm sensors, involving latency in the range of a few milliseconds or even sub- milliseconds.

As another example, consider the need for safety precautions on a factory floor where equipment 
may need to be shut off rapidly using circuit breakers in case of an emergency (5GACIA, 2020). For this 
purpose, heavy and dangerous machinery (e.g., rotating saws, laser beams, welding equipment) can be 
placed in a perimeter that is protected by a light curtain. A light curtain consists of a transmitter and a 
receiver. The transmitter emits multiple parallel light beams towards the receiver. If one of the beams is 
interrupted by an object, for example a hand that is getting too close, the light curtain generates a signal. 
The chosen distance between light beams is determined by the smallest object requiring detection (e.g., 
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a human finger). Typically, a light curtain system will periodically poll safety equipment in order to 
elicit a response within a specified time or subscribe to a continuous stream of sensor data to confirm 
the safety equipment is operational. The required response time for a light curtain is generally based on 
the specific industrial use case, e.g., the proximity of the nearest worker to a potential danger, the walk-
ing speed of the worker, and the total reaction time (sensors plus controller plus time required to halt 
the machine) that is needed to place the machine in a safe state. Certain safety functions may require a 
very short response time, sometimes as short as 1 ms, which places a corresponding upper bound on the 
maximum acceptable network latency for a remote controller (and thus its location).

If the response is delayed or not received within this interval, the machine is placed in a safe state, i.e., 
stopped, brakes activated, power cut off, etc. In order to restart operations, manual intervention may be 
required, such as acknowledging and canceling a safety message on the operator panel. The cost for such 
interruptions increases drastically when not just a single machine, but interlinked machines are impacted.

The assembly of automobile parts is another example in which the joining of chassis and car body, 
requires precise communication between the conveyor carrying the chassis and the conveyor carrying 
the body to move them both in synchronous manner to allow them to be bolted together. Printed circuit 
board assembly lines typically operate entirely autonomously, but can be remotely controlled to implement 
product changes in real-time or to capture in-process data. Again, communication is required between 
the multiple controllers for the various components/devices on the assembly line and the central control 
unit. Similarly, chemical manufacturing involves tightly controlled processes involving continuous adjust-
ments based on data reported from multitudes of sensors measuring flow rates, temperature, and pressure 
occurring at pumps, valves, stirrers, and other components. Some applications also involve video feeds 
that must be continuously monitored, resulting in high demands also in terms of required bandwidth.

There are several common themes to all these industrial applications. If they are to be controlled 
from remote controllers, the interconnecting network must provide connectivity services with very tight 
latency guarantees. This includes very low end-to-end latency, generally in the order of very few mil-
liseconds. As a side note, this of course rules out control over very long geographic distances due to the 
limited propagation speed of light. However, remote control across an area that is significantly larger 
than a factory floor is still possible, for example across an urban area with control logic placed near the 
edge. Likewise, latency variations must be tightly controlled. In many cases, packets must be evenly 
spaced due to additional synchronization requirements. Generally, it is not sufficient for communica-
tion services to merely optimize end-to-end latency and have applications accept whatever outcome can 
be delivered. Instead, precisely quantified bounds must be guaranteed that satisfy the requirements as 
determined by the nature of the application.

It goes without saying that networks must also be very reliable and avoid packet loss. Due to tight 
timing requirements, having the sender retransmit packets after they are determined as lost by the receiver 
is simply not an option. Likewise, very high data rates must be supported due to the myriads of sensor 
readings occurring at very high velocity.

Perhaps it is worth mentioning that there is, however, one aspect in which industrial applications 
can be arguably a bit more benevolent than other applications. This concerns that data traffic and traf-
fic matrix in many such applications and their deployments tend to be fairly stable over time: the same 
data rates between the same sources and sinks need to be continuously supported, with the same service 
level objectives, across deployments that are “reasonably” stable. In other words, traffic tends to be more 
predictable and less bursty compared with other scenarios.
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All of the above requirements make industrial applications quite distinct from other scenarios. Ac-
cordingly, we refer to the technology that is able to operate in those settings as “Operational Technol-
ogy” (OT), as opposed to “IT” (Information Technology). Due to its unique and extremely stringent 
requirements, OT is today largely based on networking technology that is separate from IP and that is 
in many cases limited to very small physical distances, for example a factory floor (Industrial Internet 
Consortium, 2017). Those same requirements have until today been preventing network convergence 
based on IP as has happened with so many other network services.

Holographic-Type Communications

The use of holograms as a means for users to interact with computing systems has long captured people’s 
imagination, as evidenced in movies such as “Star Wars” or “Minority Report”. Holographic display 
technology has made significant advances in recent years. As a result, holographic applications are well 
on their way to becoming a reality. Many such applications will involve network aspects, specifically 
the ability to transmit and stream holographic data from remote locations across the network to render 
it on a local holographic or light field display.

Far from constituting mere gimmicks, useful examples of such applications abound. For example, 
Holographic Telepresence will be used to project remote participants as lifelike holograms to local meet-
ing participants in a room. Conversely, immersive spaces may project holograms resembling artefacts 
from a distant location into a room to immerse the user into that space. Remote troubleshooting and 
repair applications will allow technicians to interact with holographic renderings of artefacts located in 
a remote location that would be difficult to reach otherwise, such as an oil-drilling platform. Training 
and education can provide users with the ability to dynamically interact from remote with ultra-realistic 
holographic objects for teaching purposes. Then there is immersive entertainment, gaming, sports, and 
much more.

It is easy to foresee that the majority of those applications will involve holographic-type communi-
cations (HTC), i.e., the ability to transmit and stream holographic data across networks. This raises the 
question what makes holograms unique and how they differ from other media types. What is it about 
holograms that would pose significant challenges to a network? An excellent analysis is provided in 
Clemm et al. (2020); some of its findings are summarized here.

One aspect that makes a hologram different from other types of images is the fact that it interacts 
with the viewer, changing what the eyes perceive depending on how and from where it is being looked 
at. A viewer’s position may change along six degrees of freedom (6DoF): up/down, left/right, forward/
backward, roll, pitch, and yaw. As the viewpoint changes, objects that appeared to be in the foreground 
and that perhaps even obstructed parts of other objects may move into the background, with other ob-
jects coming more prominently into the picture. In effect, a hologram thus contains multiple images at 
the same time. This is one intuitive reason why the amount of data to represent a hologram can be very 
large, depending on size and resolution. Accordingly, the transmission of an uncompressed human-size 
hologram may require hundreds of Gbit/s or even several Tbit/s (Xu et al., 2011). Compression and view-
point prediction techniques are making significant advances and can reduce data volumes significantly 
(Schwarz et al, 2019). However, even when compressed, the data volumes involved are still significant and 
their transmission may incur significant latency that is unacceptable for highly interactive applications.

Hence, other schemes need to be devised that minimize the volume of data to be transmitted while 
maintaining acceptable image quality. This means focusing on the data that will likely have the highest 
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effect on quality first, for example, transmitting image data that is in focus at the highest quality, while 
transmitting other portions of the image at lesser quality (e.g., reducing resolution, frame rate) or not at all 
(e.g., dropping certain tilts and angles). To allow for transmission at such differentiated qualities, images 
are often partitioned into three-dimensional (3D) tiles, building on the concept of two-dimensional tiles 
that are used for analogous reasons in virtual reality applications. Alternatively, a point cloud could be 
partitioned in a set of objects, each represented by a separate smaller point cloud. Depending on viewpoint, 
some aspects of the image or objects in the point cloud might be obscured in their entirety or be outside 
the field of view and may not have to be transmitted at all, a fact that is exploited by smart solutions.

3D tiles and point cloud objects can be streamed independently of one another, each with its own 
custom quality parameter settings. These settings may vary in aspects such as color depth, resolution, 
and frame rate, with the highest settings applied to the objects or tiles at the center of focus. On the re-
ceiver, the original image is assembled from these different components arriving over different streams. 
These streams must be synchronized in order to avoid additional delay for buffering while waiting for 
components of image data to arrive.

Table 1 summarizes the parameters that might vary for different types of media, adding more dimen-
sions as media becomes more advanced: from color depth and resolution for a single image, via frame 
rates for video and numbers of tiles in Virtual Reality (VR) or Augmented Reality (AR) applications, 
towards variation of angles and viewpoints for volumetric media.

Determining the user focus in order to select which portions of the image data to prioritize depends 
on how the user interacts with the media, for example, what the user wants to look at next. To maintain 
a high quality, it would be unacceptable to experience deteriorations in image quality every time the 
user refocuses or moves while waiting for image streams to adjust and new image data to load. Delays 
of 20 milliseconds until an image adjusts will be noticeable, even more so when the user is moving 
continuously, and hence not be acceptable. Therefore, determination of which portions of image data 
will be needed next needs to be done proactively in advance. This is commonly referred to as the “user 
interactivity problem”. Addressing the user interactivity problem involves user movement prediction 
schemes that allow to proactively adapt contents to be streamed to ensure the right image content is 
already being served up just when it is needed. As changes in user position are predicted (or detected), 
the receiver communicates those changes back to the server, which allows the server to subsequently 
adjust its image data streams accordingly.

Supporting such schemes requires highly adaptive and ultra-low latency control schemes to be able 
to adapt streamed holographic contents as needed. The shorter the round-trip delay, the better the experi-
ence of the user will be due to avoidance of quality fluctuations during user movement. A frame rate of 

Table 1. Various types of media and parameters

Artefact Parameters

Still image Resolution, Color depth

Video Frame rate

VR/AR Tiles

HTC Viewpoints per 6DoF: up/down, left/right, forward/backward
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60 frames per second would require a round-trip time of approximately 15 ms to allow for reactions in 
real time, which also needs to include required time for processing required for capture and rendering. 
However, in realistic scenarios, a time budget of 15 ms turns out to be insufficient to accomplish this. 
User movement prediction allows to mitigate this. However, the further the time horizon moves into 
the future, the more difficult it becomes to perform accurate prediction. To some degree, the effects of 
longer round-trip latency can also be mitigated by transmitting additional image data beyond the one 
being in focus in case it becomes needed if sufficient bandwidth is available. However, even in the case 
where such redundancy is an option, doing so will result in the waste of bandwidth that could be put to 
better use by transmitting image data in higher quality.

It is important to realize that all these considerations apply even in the case where the application 
does not involve interaction with a live remote party, such as in the case of a holographic video call. 
Instead, they apply even in the case of canned contents by virtue of user interactivity affecting the data 
needing to be streamed at any particular instant. This makes streaming of holographic content different 
from streaming video contents, where an initial delay incurred by video buffering might be acceptable.

Vehicular Networks

A lot of progress has been made of the rise of self-driving vehicles in recent years. Much of the atten-
tion has been given to technology that allows vehicles to drive autonomously, relying on feeds from a 
multitude of sensors being processed on-board the vehicle. Advances have indeed been impressive, even 
if technical and regulatory hurdles remain.

However, at the same time other variants of driverless vehicle technology are emerging that may have 
not received as much attention as autonomous vehicles but that are just as exciting and that constitute an 
enormous potential. This concerns remote driving, in which vehicles are not truly autonomous but can 
be remotely controlled and operated, for example a driver who operates from a remote pod in similar 
ways that unmanned aerial vehicles (a.k.a., drones) might be. Remote operations require networking 
services to carry everything from vehicle-driving commands to continuous remote feeds of video and 
telemetry data in order to provide visibility to the remote operator.

As a minimum goal, the remote operator should be able to see the same that a driver inside the car 
would be able to see, and possibly more. For one, feeds can be pre-processed and enhanced to direct 
attention to potentially hazardous conditions such as wet or icy surfaces, presence of pedestrians, and 
enhanced for better visibility, e.g., cutting through fog or poor illumination. In addition, feeds from the 
car can be augmented with feeds from other sources, for example feeds from other cars that are ahead or 
feeds from roadside infrastructure, such as a feed about the traffic situation of an upcoming intersection 
from sensors mounted as part of traffic lights or street lights.

Remote driving enables driverless vehicles where autonomous driving falls short and can also be 
used to complement it. For example, it is easy to conceive driverless vehicles that drive for the most 
part autonomously (such as on highways that are well-marked, have dedicated lanes, without needing 
to be concerned for erratic pedestrians), but that allow a remote driver to take over under certain condi-
tions, for example, in residential settings for the “last mile”. In addition, regulatory environments may 
prohibit the use of autonomous driving technology in some scenarios where remote driving would be 
permissible. Other factors to consider include economics and customer acceptance.

Remotely operated vehicles may also be of interest to personal transportation services, providing a 
safe work environment for drivers. Other uses of remotely operated vehicles involve environments that 
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are both difficult to navigate in (precluding autonomous driving) and that would be hazardous or unsafe 
for humans to operate in, for example construction vehicles in remote sites or emergency service vehicles 
in areas that are affected by chemical spills, by active wildfires, or by hurricane conditions.

Obviously, safety is of utmost importance for any such applications. Unexpected obstacles or events 
can occur at any point in time, from erratic pedestrians coming out of “nowhere” to garbage falling from 
a truck. At a speed of 60 km/h, a vehicle travels roughly 16 meters per second. Any latency incurred 
by the network adds to the latency already incurred by human (or automated) reaction times as well 
as processing time required for rendering, adding to the distance required for the vehicle to come to a 
stop (or to take other evasive action in scenarios where stopping is either not feasible or not possible). It 
would be clearly unacceptable to lose visibility from or control over a vehicle at any point in time. The 
ramifications for the network are thus clear: in addition to having to support significant data volumes, 
end-to-end latency must be very low and indeed guaranteed to ensure safe operating conditions. High 
reliability and avoidance of packet loss are critical as retransmissions would result in unacceptable 
increases in delay. Due to the mission-critical nature of the application, any deterioration results not 
only in a mere deterioration of the QoE but makes the application unfeasible and hazardous to operate, 
putting lives at risk.

Other interesting applications for vehicular networks involve vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2X) communications, benefitting even regular driving application. For example, a 
problem today concerns scenarios in which visibility is restricted by a truck in front. A video feed from 
the vehicle up front will provide a driver with greater visibility, allowing to anticipate e.g. hazards that 
allow stopping in time without rear-ending the vehicle in front. Likewise, passing assistants could make 
passing safer by analyzing data feeds from the vehicle in front regarding its speed and acceleration, 
oncoming traffic, and road conditions.

Summary of Inferred Requirements

The common themes in the above listed, and other, applications include the need for networking ser-
vices that offer very low latency and that are able to support multiple concurrent data streams with very 
high velocity and high data rates. In that regard, the resulting requirements simply extrapolate the same 
trajectory that networking applications have been following for many years: applications will require 
greater transmission rates to be able to communicate growing volumes of data. At the same time, they 
demand ever-lower latency, often to the point where it is clear that they can only be offered within a 
given geographical span due to inherent physical limitations.

However, the requirements go further. Beyond low latency and high bandwidth, there is a need for 
high precision: networks must deliver services with service level objectives, specifically latency objec-
tives, that are not just “optimized” but quantifiable, that can be guaranteed, and that are highly reliable. 
In addition, networking services must be able to support multiple concurrent data streams whose service 
levels are highly synchronized, to support applications relying increasingly on many concurrent feeds of 
interdependent data. Of course, some applications and deployment scenarios can arguably be addressed 
by special-purpose networks that bypass Internet Technology and Layer 3 altogether, such as private 
5G on a factory floor for industrial IoT applications. While viable in certain niches, those solutions do 
not benefit from network convergence and the ability to utilize the same networking infrastructure for a 
multitude of services and deployments, resulting in a wide range of benefits including lower cost due to 
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economies of scale associated with commodity networking equipment, improved operational efficien-
cies, and greater Return on Investment (RoI).

The need for high-precision also reflects the lack of tolerance of any degradation or fluctuation of 
service levels that are delivered by the network. Another common theme of the presented applications 
concerns the fact that they are not tolerant of missed guarantees of end-to-end latency or packet loss. 
Rather than degrading gracefully with a slightly reduced QoE, any misses result quickly in a complete 
breakdown of the application. Solutions at the application layer or by applications themselves, such as 
clever buffering or encoding schemes, are often possible for applications that have greater tolerance for 
service level misses or less stringent service level needs. However, they are simply not an option for 
many of those new applications. At the same time, many of the intended applications are mission-critical, 
with any failures posing significant dangers in the real world. It is one thing if network conditions result 
in deteriorating quality of a video call, but a different thing entirely if it causes a remotely-controlled 
emergency vehicle to spin out of control. While there are significant benefits and business potential 
of the envisioned applications, the realization of those applications will be utterly unfeasible without 
networks to support those requirements.

For this reason, it makes sense to revisit the foundations the current Internet is built on and to ex-
plore what modifications/additions may be needed to prepare networks that will be able to support the 
anticipated next wave of networking applications. This will be further discussed in the following section.

Motivation and Gap Analysis

Now that we have introduced some of the emerging networking use cases and their implied requirements 
for networking services, let us turn to the question of why the existing Internet technology may not be 
sufficient and what foundational challenges need to be overcome to result in successful solutions. The 
answers to this will pave the way to New IP, make it clear why it is needed, motivate its underlying 
design principles, and explain how it can be used to address those challenges.

Connectivity Vs. Service-Level Guarantee

Current Internet technology has connectivity service as its essential networking goal and allows users to 
send packetized data between any source and destination using IP transfer capabilities. IP provides basic 
forwarding service as a protocol of the data plane. It is complemented with additional protocols on the 
control plane to provide services such as domain name resolution and maintenance of dynamic routing 
tables. However, as far as forwarding is concerned, any additional capabilities or functional gaps need 
to be addressed by protocols that are layered on top of IP, starting with the transport layer and extending 
to the application layer.

IP itself has been deliberately governed in ways that make extensions extremely difficult. IPv4 is 
sunsetting and all further standardization has ended. IPv6 per RFC 8200 permits extension headers that 
can be processed by the destination but that is not allowed to affect packet per-hop behavior. Hop-by-hop 
option headers can be inspected (but not modified) by intermediate nodes but may not be supported by 
every deployment or node. This has resulted in the “hourglass” design of the Internet with its widely 
recognized benefits (for example, universal interoperability, high scalability and high stability). There 
are also a few notable associated shortcomings, for example ossification, i.e., the hurdles to evolve its 
design to support new requirements in the data plane). While many overlays and Layer 2/Layer 2.5 
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enhancements have been made to augment networking capabilities that cannot be provided in IP, there 
is need for extensibility in IP layer itself. To that regard, one notable recent effort has been the work on 
IPv6 Segment Routing (SRv6), resurrecting source routing principles in the context of IP. Despite its 
successes, even this effort has shown the limitations of IPv6 extensibility and the difficulties in enhanc-
ing it. It is therefore up to protocols at upper layers to devise and apply extra schemes that address any 
additional requirements that are not supported by IP itself.

For example, video streaming required ways to deliver video continuously in the best possible qual-
ity without disruptions due to the need to wait for subsequent video frames to load. This resulted in the 
introduction of DASH (Dynamic Adaptive Streaming over HTTP) (ISO/IEC 23009-1, 2019), based on 
the idea of breaking contents into small parts encoded in different quality that would be requested incre-
mentally depending on current network conditions. The combination of clever buffering and transcoding 
schemes and multiple protocol layers over IP (TCP, HTTP, and DASH) was able to adapt shortcomings 
such as the possibility of packet loss, packet reordering, and variations in bandwidth in order to deliver 
a smooth QoE.

In some cases, requirements can be addressed through physical deployment. For example, Content 
Delivery Networks (CDNs) places frequently requested content in servers and systems close to clients 
in order to reduce distance and latency to result in a better acceptable user experience (in addition to 
reducing load on network and servers). Edge computing and fog computing are more recent incarna-
tions of the similar idea to work around the issue that TCP/IP cannot guarantee predictably short la-
tency. Likewise, specialized deployments of Internet Technology with dedicated circuits in controlled 
environments may be able provide guarantees in special cases, such as described in (Wikipedia, 2021). 
However, the challenge remains to provide the same support across general networking infrastructure 
that carries a multitude of converged services for many users and applications simultaneously without 
imposing prohibitive constraints on deployments.

The belief in each case is that as long as access to network connectivity is granted and clients show 
some ability to adapt, whatever QoS is inherently provided by the network will prove sufficient as the 
basis for overlaid services. And truth be told, this belief has turned out to be correct for the vast variety 
of services supported today over the Internet. This development was fueled further by simultaneous 
breathtaking advances in transmission technologies which provide vast increases in networking band-
width coupled with hugely improved loss characteristics, offering leaps in service quality “for free”.

However, for all its advances, providing connectivity is different from providing actual guarantees as 
demanded by mission-critical applications of the type that were described earlier. While service levels 
are optimized and become acceptable for services that degrade gracefully, resulting in slightly reduced 
QoE by users when network service levels deteriorate, their deterioration is always a very real possibility. 
Fundamentally, access to connectivity amounts to access to service that, at their core, remain by nature 
“best effort”. But sometimes, best effort, despite all the best intentions, is not sufficient. What is needed 
are services that are guaranteed to provide a certain level of service, that can be relied on by mission-
critical applications, and simply do not allow for glitches that might result in catastrophic failure. For 
example, when networks are used to connect machine tools and industrial controllers, some automation 
functions require the maximal communication latency to be 10 ms. Some of the deployments may involve 
interconnected components across different sites or even in the cloud. If the network does not provide 
10 ms latency, it does not operate correctly and may even cause an accident.

The reason why those mission-critical applications are not a reality over the Internet today is that 
Internet Technology has not been able to deliver the connectivity services that must be able to adhere to 
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stringent service level requirements with a high degree of precision. At the end of the day, an application 
will not care whether or not its traffic has “higher priority” than that of other applications, or whether 
networking resources have been reserved for it. What is will instead care about is whether its service 
level requirements have been met, which ultimately enables their ability to deliver the user experience 
that is expected from them.

What is required in particular are “in-time services” and “on-time services” as explained in ITU-T 
FG-NET2030 (2019):

“In-time services” are services that ensure delivery of packets with a required latency that is not to be 
exceeded. Packets may be delivered at any time before or until the latency deadline. A client application 
requesting an in-time service will specify the required maximum latency that is not to be exceeded. In 
addition, any constraints under which the required latency is to be delivered must also be specified – 
specifically, the expected bandwidth (e.g., bit rate, possibly differentiated by sustained and burst rates) 
as well as the acceptable miss rate (i.e., the ratio of packets that are dropped or do not meet the required 
latency versus the total number of packets).

“On-time services” are services that ensure the arrival of data within a specific time window. Like 
in-time services, they impose a maximum latency that is not to be exceeded. In addition, they indicate a 
minimum latency. A packet must be delivered no later than upper bound of the time window, but also no 
earlier than the lower bound of the time window. The window can be specified either in terms of specify-
ing lower and upper bounds, or in terms of a latency target representing the midpoint of the window and 
the size of the window. A special case of an on-time service is the case when the time window is nomi-
nally “0” (with the lower bound equaling the upper bound), resulting in latency which is deterministic 
within the bounds of the clock uncertainty. A client application requesting an on-time-service will thus 
specify the required latency (for example, using a target latency midpoint and acceptable time window, 
or using lower and upper latency bounds). As with in-time services, constraints under which the required 
latency is to be delivered (expected bandwidth, acceptable miss rate) must also be specified. Figure 1 
summarizes the difference between in-time and on-time data delivery and shows the latency with which 
a packet is expected to be received. Packets whose actual latency falls outside the range that is depicted 
in green (i.e., packets that are too late or too early) are considered out of compliance with the service 
level objective and contribute to the miss rate. The miss rate specifies the ratio of packets that fail to be 
delivered per the required latency, i.e., whose actual latency falls outside the required latency range, or 
that are lost entirely. The miss rate must approach “0” as close as possible.

An “in-time service” can be considered as a special case of an on-time service in which the accept-
able latency window extends all the way from zero. However, solutions that support an on-time service 
involve additional challenges beyond solutions that support merely an in-time service: because packets 
must not be delivered earlier than a minimum latency, the network can give the forwarding preference 
to other packets or send the packet along a slower path when needed.

The need for the definition of parameters and constraints to qualify expectations and capture require-
ments for instances of connectivity has been recognized before, for example described in RFC 7297 for 
IP Connectivity Provisioning Profiles. Both In-time and On-time services can be thought of as instances 
of such profiles, provided and guaranteed as part of a dynamic service offering. Likewise, there have 
of course been many attempts to improve the ability of the network to provide better quality of service. 
IETF has defined two complementary QoS architectures in order to facilitate delivery of networking 
services whose QoS requires certain guarantees.
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The first QoS architecture, IntServ, includes two services: Controlled Load Service (Wroclawski, 1997) 
and Guaranteed Service (GS) (Shenker et al., 1997). The latter is of particular relevance as it provides 
per-flow fixed bandwidth guarantees based on the concept of reserving resources in advance for a given 
flow. GS traffic is shaped at the ingress network edge as necessary so the flow does not consume more 
resources than have been reserved. To support latency guarantees, flows need to be re-shaped on every 
hop as collisions and resource contention between packets could still occur, which in turn might lead 
to the possibility of loss and unpredictable variations in latency. GS does not support flows to dynami-
cally adjust the bitrate. It also offers no mechanisms to slow down packets in case a minimum latency 
is desired, as might be required for applications requiring fairness such as gaming or financial trading. 
Furthermore, queueing does not prioritize packets on their desired service level.

The second QoS architecture, DiffServ (Blake et al., 1998), is a multiplexing technique that is used 
to manage resources such as bandwidth and queuing buffers on a per-hop basis between different classes 
of traffic. This allows to separate traffic into different classes which can be assigned different priority. 
This allows traffic of applications that may be more sensitive to latency or loss to be given preference 
over traffic of applications that are more tolerant, for example applications that can afford retransmission 
and do not require remote communications in near-real time. While being given preference is better than 
not being given preference at all, it does not eliminate the possibility of degraded service levels or packet 
drops due to collisions with other traffic. It constitutes a per-hop optimization but no path-level guarantee.

More recently, the IETF DetNet Working Group has proposed the Deterministic Networking Architec-
ture (DetNet) (Finn et al., 2019). The DetNet architecture intends to provide per-flow service guarantees 
in terms of maximum end-to-end latency, as well as packet loss ratio and upper bounds on out-of-order 
packet delivery. The most fundamental limitation of DetNet, similar to GS, is in its targeted scope of 

Figure 1. In-time vs on-time services (from ITU-T FG-NET2030 (2019))
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Constant Bit Rate (CBR) reservations, whereas many future applications may have highly variable bi-
trates (for example, holographic applications as explained earlier). Lower latency bounds, as required 
for on-time services, are also not directly supported in DetNet. At the time of writing (as per 2020), it is 
not clear how exactly DetNet will be implemented to meet the said requirements in IPv4/IPv6 without 
causing foundational backward compatibility issues.

Time-Sensitive Networking (TSN) (Time-Sensitive Networking (TSN) Task Group, 2020) provides 
in effect a Layer 2 variation of IntServ with two enhancements: Cyclic queueing (async mode) allows 
for traffic shaping and avoids the need for time synchronization. Frame Replication and Elimination 
for Reliability (FRER) introduces “1:n” path protection, allowing to send replicated packets across dif-
ferent paths that should be provisioned to be disjoint. Replicas are eliminated on egress and latency is 
minimized by delivering the first instance that is received. TSN is geared towards short distances and 
essentially for Layer 2 switching domains, i.e. not routing capable. Like IntServ, TSN is furthermore 
geared towards CBR, not variable-rate traffic and does not support slowdown of packets based on mini-
mum required latency.

It should be noted that the lacking ability to provide service level guarantees also reduces the ability 
of service providers to monetize their services. While they can monetize access to services, monetiz-
ing of guarantees becomes much more difficult because the guarantees given may not be “absolute” 
but statistical by nature. This leaves a substantial portion of the networking business opportunity to the 
providers of “over the top” services and services that rely on upper-layer protocols, implemented by 
interconnected systems without requiring specific support by the network which as a result provides 
little added value and opportunity.

Loss and Retransmission Vs Lossless Networking

Another aspect of the current “best effort” Internet is that it is prone to packet loss that can occur due to, 
for example, congestion. As explained earlier, many emerging use cases (such as teleoperation of critical 
machinery) involve mission critical applications that are not tolerant for any Service Level Objective 
(SLO) violations, let alone packet loss.

Of course, loss can be mitigated by retransmission. For example, a sender can resend packets when 
an acknowledgment for packets is not received in time, as in the case of TCP. However, doing so leads 
to further delay, typically at least tripling one-way latency. This would simply be unacceptable to many 
of the same emerging applications that are also sensitive to packet loss. As one mitigation approach, 
senders could decide to proactively resend critical data packets repeatedly in short succession without 
awaiting their acknowledgment first. This might result in a smaller delay penalty in case of loss; however, 
doing so would be wasteful and substantially increase network load, resulting in further congestion and 
even more collisions and thus loss. In turn, this could require networks to be substantially larger dimen-
sioned to begin with, adding more bandwidth and forwarding capacity. Even in deployments where this 
is technically feasible, it would however lead to a substantial increase in cost while still falling short on 
being able to guarantee avoidance of congestion loss.

To be clear, loss can have many causes and the possibility of loss can never be ruled out completely. 
For example, bit errors may occur as a result of an unstable transmission medium, a line failure such 
as a fiber cut might occur mid-transmission, a natural disaster such as a tsunami causes flooding which 
knocks forwarding equipment offline, a burst of cosmic rays interferes with wireless transmission. Of 
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course, in most cases networks might be protected against such events by using concurrent protective 
plans, but even then multiple failures might occur simultaneously and cause packet loss.

A far more common cause for loss, and the one to be therefore most concerned about, is congestion. 
The possibility of congestion occurring is rooted in and explained by queueing theory, and by the fact 
how queuing theory applies to packet-based network technology. Congestion typically occurs when 
packets arrive simultaneously from multiple incoming interfaces and need to be forwarded over the same 
outgoing interface, causing them to collide. As a result, packets need to be queued. However, memory 
that would be needed to implement buffers and queues at network nodes is expensive. This limits for 
practical purposes the number of packets that can queued, and any queue size has its limits. Once the 
queue is full, there is no space to put any additional packets and let the queue build up further, requiring 
them to be dropped.

Congestion loss is an issue inherent to IP which has not been overcome despite decades of QoS research. 
As described in the previous section, IntServ and DiffServ are the two foundational QoS architectures. 
DiffServ allows to differentiate packets in order to allow more critical (or loss-sensitive) packets to be 
given preference over other packets. This is an important optimization but does not eliminate the pos-
sibility of packet drops, as collisions with other traffic (of the same, or higher) priority can still occur. 
IntServ allows to reserve resources sufficient for a given flow, but does not fare well in the face of highly 
variable traffic rates. One mitigation would be to reserve enough resources that collisions can never occur 
even at peak rates, but doing so would be extremely wasteful and make networks prohibitively expensive.

What is needed is a technology that is able to rule out the possibility of loss due to congestion and, 
more generally, loss other than due to “Acts of God”. The current IP is fundamentally limited here. 
However, other technologies have proven that solutions do exist. For example, circuit switching does not 
suffer the same type of issues but operates on a set of different principles. While it is highly desirable 
to preserve the wealth of attractive properties of IP and packet switching, such as resilience, efficiency, 
and avoidance of connection establishment handshakes, IP’s inability to support more effective solutions 
that avoids congestion loss needs to be addressed.

Diversity In Addressing

Another observation IS that different application domains rely on different types of addressing. While 
IP networks are of course built around IP addresses, the same cannot be said for other types of networks. 
Plenty of other addressing schemes are in use, including E.164 addresses for telephone service (ITU-T, 
2010), 16-bit Zigbee addresses in Zigbee (IoT) networks (ZigBee Alliance, 2015), MAC addresses at 
layer 2, or numeric ID in some industrial networks. Each of these addressing schemes comes with its 
own peculiarities but also has its own reason for being so. Some of those reasons may be historical but 
others are technical as well.

For example, E.164 addresses allow for easy distributed administration by separate authorities us-
ing hierarchical schemes (which can also be used to route calls between administrative domains). An 
interesting feature is that, where endpoints are within the same domain (for example, the same area 
code, country code, or even the same private branch exchange network), only the portion of the address 
within that same domain needs to be included. For example, on the same branch exchange, only the 
other party’s extension number needs to be dialed, not the part of the globally unique number such as 
country code and area code that would be shared between both endpoints. As a result, it is possible to 
dial much shorter numbers when global disambiguation is not required.
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Zigbee addresses are very short, consisting of only 16 bits, targeted at low-power devices in domains 
where transmission of every bit comes at a premium in terms of its energy cost. As a result, Zigbee 
networks are very local in nature and addresses are only unique within the scope of their particular net-
work. Addressing Zigbee devices globally is not possible within the Zigbee architecture itself. Instead, 
it requires the addition of a globally addressable proxy that goes beyond the Zigbee framework. MAC 
addresses are not targeted at routing at all, but at unique identification of hardware devices connected to 
a network. Unlike other addresses, they are generally assigned not by operators of a network but often 
by manufacturers and intended to be permanently bound to a specific piece of equipment.

For a device to be directly connected to an IP network, it needs to have an IP address – consisting 
of 32 bits in the case of IPv4 or 128 bits in the case of IPv6. Without it, it can neither send nor receive 
any data, as both the source and the destination address must be included in any IP data packet. Any 
network that is supposed to converge on IP but that uses non-IP address has therefore to define a solution 
to translate between address spaces. This requires the introduction of address translation functions along 
with various types of data stores to maintain the corresponding mappings – whether ARP tables in the 
case of MAC and IPv4, proxies maintaining port mappings to Zigbee addresses, or directory functions 
to translate between E.164 and IP. This sets out to complexity. Additional complexity is involved when 
an address does not merely refer to a single endpoint, for example in case of multicast addresses.

The reality is that the diversity of different types of devices that need to be interconnected across 
different domains will continue to grow. Increasingly, this will not only include classical IT systems 
(servers, computers, client devices) and user devices (tablets, phones, smart TVs) but IoT devices, in-
cluding low-power devices, and OT – operational technology such as found in industrial applications. 
Today, accommodating all these may require translation functions and gateways if a common federative 
layer is not used (e.g., IP). However, for networks to be truly convergent, the goal would be not only 
for different types of networks to be interconnected, but for different types of systems and end devices 
to be interconnected using the same network technology and the same internetworking architecture. 
However, doing so will require an underlying network protocol that is able to accommodate different 
types of addressing and address architectures. Systems interconnecting via IP are required to have an IP 
address today. What will be required instead to accomplish true convergence is free choice in the type of 
addresses being used, allowing endpoints to be addressed in a manner of their choosing, not IP i.e., not 
32-bit or 128-bit addresses as the only option. This capability is referred to as “Free Choice Addressing”.

Embedded Security (Intrinsic Security) and Other Aspects

There are many other aspects in which the current state-of-the-art of Internet technology needs improve-
ments to meet the requirements for future networking applications. These include aspects such as:

• Support for very agile network service lifecycles: As the number of emerging networking applica-
tions, many with unique requirements, continues to explode, network providers need to be able to 
rapidly introduce new network services, or network services with properties that need to be rapid-
ly adapted to new contexts, deployments, and application needs. Likewise, the business landscape 
may require users of network services to be able to rapidly adapt services to their needs. This 
will require advances in network programmability. Today’s model of vendor-defined (supporting 
service features via new firmware or hardware-based networking features) or operator-defined 
(supporting service features via programmable software-defined networking (SDN) controllers, 
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Virtualized Network Functions (VNF), Service Function Chaining (SFC), even slicing will no 
longer be sufficient. Instead, networking technologies will need to enable development lifecycles 
that are much more agile than today and move from “Dev Ops” to “Flow Ops” (i.e., dynamic pro-
grammability of networks at the flow level). This will require support of novel network program-
ming models. It also requires development of new programmable networking hardware, which 
offers the ability to map novel network programming primitives into packet processing pipelines 
and the execution of custom logic at line rate.

• Manageability: Some emerging networking applications place very high demands on latency and 
precision that need to be supported at very high scales, coupled with expectations of zero loss and 
disruption, and much higher availability than today. This requires corresponding manageability 
capabilities, for example, to be able to rapidly and proactively identify and eliminate any potential 
sources of service level degradations while managing networks and services at unprecedented 
scale. However, today’s manageability capabilities very much reflect the “best effort” mindset of 
Internet technology itself, relying on network and flow statistics that are heavily sampled and thus 
provide limited network visibility. Advances in internetworking technology must be accompanied 
by corresponding advances in manageability, from the ability to provide telemetry that is both 
comprehensive in its coverage and “smart” in terms of being actionable, towards better support for 
operational scale as promised, e.g., by intent-based networking. All of these are hampered by the 
current state-of-the-art in IP, for example limitations in terms of the amount of in-situ Operations, 
Administration, Management data (iOAM) (Brockners et al., 2020) that can be piggybacked and 
transferred using IP packets and limitations in the ability to rapidly adapt which telemetry being 
collected on a per-packet basis as demanded by the current situation.

• Privacy: There is a growing awareness of lack of privacy in the Internet by the general public. 
New networking services and applications need to be able to comply with heightened user privacy 
expectations in order to be viable. However, current Internet technology is notoriously lacking 
in many regards, not only at the application level. For example, the current architecture and best 
practices tend to use long-lived address allocations that makes it easy to track a user, and most 
information in packet headers are in the clear and therefore observable by eavesdroppers.

As relevant as those aspects are, arguably the most important one is security. Security encompasses 
a whole basket of properties, from encryption to keeping information secure to inherent network prop-
erties that make a service or user much harder to attack. Perhaps most important among these is the 
assurance that communication is indeed trustworthy. This includes assurance that packet content that is 
received is indeed authentic, i.e., that it has not been altered while in transit and that it is complete (or, 
if incomplete, any missing data and breaches in authenticity are immediately obvious). It should also 
not be observable from outside parties, touching also on concerns for privacy.

At the same time, trustworthiness includes ensuring that information about the source or origin of 
the packet is authentic, i.e., that a sender cannot simply impersonate someone else. It is this aspect in 
particular where current IP technology is intrinsically lacking. At the root of the problem is that the 
source address information in IP data packets is not authenticated. This makes it very easy to spoof 
addresses (i.e., substitute someone else’s address as source), which is at the root of a wide range of 
notorious attack vectors.

For example, spoofing IP addresses facilitates Denial of Service (DoS) attacks by obfuscating the 
true origin of the attack. Worse, it facilitates reverse amplification attacks, in which the volume of attack 
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traffic is amplified manifold by unsuspecting systems. The fundamental attack pattern has an attacking 
system that sends a set of short requests to a large set of legitimate systems using the attack victim’s IP 
address as source. Those systems in turn send their responses to the attack victim. When the responses 
that are generated are significantly larger than the requests themselves, the volume of attack traffic is 
magnified as a result. Likewise, fraudulent schemes such as phishing or spam are facilitated by the ease 
with which IP addresses can be spoofed, as it makes it easier for attackers to impersonate a different 
originator, making it easier to avoid both suspicion and detection.

It should be noted that the requirement to avoid false impersonation is not to be confused with 
prohibiting networking traffic from being anonymous. To the contrary, it is a perfectly legitimate and 
in fact important requirement to allow senders to obscure their identity to outside observers, even to 
service providers, and allow them to remain anonymous if they wish to do so. This might even include 
the option of not including a source address at all. It is then up to the discretion of the receiver whether 
or not to process such anonymous traffic. However, when a source address is used, the receiver and the 
network should be able to rely on it as authentic – the right to be anonymous should not be confused 
with the ability to impersonate others at will.

Of course, over the years many security capabilities have been added to IP, offering encryption of 
payload and tunneling of packets, making them very secure from outside observation and tampering. There 
are even clever schemes that have been devised to deal with the problem of IP address spoofing, from 
schemes to maintain “safe sender” lists to proposals that require senders of email to submit micropay-
ments with their messages that would be reimbursed only if the receiver deemed it not to be spam. The 
idea is to discourage sending of spam by making large volumes prohibitively expensive, while making 
the cost of individual, legitimate emails to be negligible. However, despite all these efforts, security 
remains a problem, fundamentally caused by that it is not an intrinsic part of IP but an afterthought that 
requires other components to make it worth. As a result, secure solutions are more complex, harder to 
operate, and more difficult than they would otherwise have to be, in turn leading to the many security 
vulnerabilities that are an unfortunate reality of the Internet today.

NEW IP AND ITS NEW FUNDAMENTAL FUNCTIONS

Evolution of Foundational Components

Since the very beginning, the Internet has followed the datagram forwarding model of packet delivery, 
which is up to the intervening routers to get a packet to the correct destination by using the destination 
address contained in the packet. IP has evolved from packet switching in early 1960s, to IPv4 in 1981, 
and to IPv6 in 1995. A general-purpose and fixed-format IP address is used and general-purpose connec-
tivity is provided, despite of some failed efforts to introduce variable-length addresses (Deering (1992), 
Francis (1994)). As analyzed in the previous sections, emerging applications require what existing IP 
is not able to support, for example, guarantees of arrival time, packet loss ratio and throughput, and as-
surances of security and reliability for packet deliveries.

In this section, we describe a new protocol which evolves from statistical multiplexing to computa-
tional multiplexing, best-effort forwarding to high-precision communications, from “One Size Fits All” 
fixed-format addressing to multi-family free-choice addressing, and from transport that is based on fixed 
loss-retransmission cycle to user-defined qualitative communications as pictured in Figure 2.
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Computational Multiplexing

In packet-switched networks, statistical multiplexing, as shown in Figure 3, is used to multiplex data 
packets from multiple input lines and forward them to multiple outputs following the first-come first-
serve order or other scheduling disciplines. In this way, many data flows can share the network resources 
on a common forwarding path, in the meantime the scheduling conflicts and resource competition of the 
simultaneously arriving packets are resolved by following a handful of packet forwarding rules. The ag-
gregation of flows in a multiplexer is governed by statistical relationships such that over a certain period 
the entire flow usually has a consistent bit rate with smooth variation as compared to single packet in a 
flow and all flows enjoy the same statistically equal opportunity in using network resources. Although 
statistical multiplexing can make the most efficient use of network resources and accommodate traf-
fic bursts, routers are not aware of latency requirements and thus treat all packets equally in allocating 
network resources and offering forwarding services to them so that mission-critical applications would 
often miss their deadlines. For example in Figure 4, the latency-sensitive packet 3 arrives at the tail of 
an already built-up queue (behind packet 1 and packet 2) of an output port, but under the statistical mul-
tiplexing the packet 3 that needs to depart as soon as possible will only get forwarded after all packets 
ahead of it are sent out.

Figure 2. Evolution of foundational components
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A new function of New IP is to carry Service-Level Objectives (SLO) such as end-to-end latency and 
packet loss ratio in the packet and make routers aware of it. Legacy routers would not process New IP SLO 
related fields, but simply forward the packet towards the destination. Instead of statistical multiplexing, 
routers perform what we call computational multiplexing in which it is decided by a computational pro-
cess whether or not the packet should be dropped, and in case of not, where the packet is inserted in the 
outgoing transmission list (Dong et al., 2020). Computational multiplexing is not a particular algorithm. 
It is a multiplexing principle, which is no longer statistical, but taking packets’ SLOs into consideration, 
e.g. latency guarantee (how much time left before the packet is considered to fail the latency SLO) and 
adjusting the packets’ queueing positions before they are transmitted. Although DiffServ treatment in the 
network is achieved by marking traffic class or priority of the packet, DiffServ does not adapt to packet 
level SLO variation and has very raw granularity at class level in terms of QoS guarantee (Shenker et 
al., 1997). Going back to [REMOVED REF FIELD] Figure 3 again, by running a computational process 
at packet level, the router will find that Packet 3 should be inserted before Packet 1 and Packet 2 in the 
outgoing list as pictured in Figure 4. If a packet is too late for its deadline, the packet should be dropped 
even if there is still room in the packet buffer. That said, the outgoing packet buffer is not a queue any 
more but a linear list. Different types of SLOs require different algorithms, data structures and schedul-
ing disciplines in the computational process for multiplexing.

High-Precision Communication

As analyzed in previous sections, what the current IP provides is essentially best-effort type services, but 
new applications such as industrial control and automation often require guaranteed SLOs. In particular, 
High Precision Communications (HPC) are of interest, which concern the guaranteed latency, packet 
loss ratio and throughput. The target performances such as latency, reliability, throughput, etc. may be 
defined at the much finer granularity of a packet, a group of packets, or a flow.

Figure 3. Statistical multiplexing
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Best-effort service is not predictable and is based on the current network state. There is little or no 
prior knowledge about available performance, and no control over the network at any time. The best-
effort network infrastructure could delay, buffer, or drop packet indiscriminately. Reliability is mainly 
provided by retransmission with other more advanced mechanisms such as Traffic Engineering (TE). 
However, retransmission can guarantee neither throughput nor latency. In New IP, we bring new net-
work capabilities that can be used for High Precision Communications. The network should be able to 
distinguish packets in transit and treat them appropriately to achieve the requested SLOs.

ManyNets and Free-Choice Addressing

As analyzed in previous sections, the existing IP adopts a “one size fits all” approach and defines a 
general-purpose fixed address format. But in reality, the fixed-format address does not really fit all nicely. 
Many types of networks (that are called “ManyNets” in this chapter) have been emerging with different 
types of addresses, with the satellite networks and IoT networks being part of ManyNets.

In order to connect ManyNets – and especially those that are currently unknown but may come out 
in the future - to the Internet, New IP defines a mechanism to accommodate any type of addressing 
systems, which is referred to as Free-Choice Addressing.

Qualitative Communications

In the user payload of the current packet, all the bits and bytes are equally significant. When congestion 
or other network errors arise, the packet may be dropped as a whole. But for some applications in reality, 
for example, images, video frames, and holographic objects, bits and bytes are not equally significant 
and what’s important is their semantics or entropy. Instead of dropping the entire packet, application 
may prefer dropping less significant parts of packets and keeping more significant ones if possible. It 
opens up a new communication method, called Qualitative Communications, which is still under active 

Figure 4. Computational multiplexing
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research (Li et al., 2019) (Dong et al., 2019) (Dong et al., 2020) and one of the possible implementations 
is informally defined as follows:

• On the sender node, the user or applications chooses to use Qualitative Communications or not. If 
yes, go to the next step. The users need to be ready to get degraded quality of service if the network 
congestion happens. The user could set up the tolerance margin that is acceptable.

• The user or applications organize the data payload into a sequence of multiple sub-payloads, 
usually pages or chunks, and assign semantics (e.g. significance level) to each sub-payload. Each 
sub-payload is represented by the start and end position in the payload. Note, nothing prevents the 
source from reducing the packet size (for example, including fewer sub-payloads per packet and 
sending more packets instead). Qualitative Communication is proposed for large payload scenar-
io, which could co-exist with the approach that the source intentionally makes the payload small.

• The user defines what actions should be taken by intermediate routers when an abnormal event 
happens, e.g., the packet buffer reaches the high-water mark as an indication of congestion. The 
action can simply be “drop” or “cut”, or generally “wash” that is currently under research (Li et 
al., 2019). For example, when the buffer reaches the high-water mark, the router drops first sub-
payload and the last sub-payload, but keeps the rest of sub-payloads. This allows for partial drop 
rather than entire drop. If checksum exists, it would be applied to in the chunk level. The user can 
also define rules for the receiver’s use, for example, ignoring checksum, ignoring dropped sub-
payloads, repairing methods for lost sub-payloads, etc.

• On the intermediate routers, if no abnormal event happens, no actions are taken. But in case of 
abnormal event such as network congestion, the router will drop sub-payloads as specified by the 
sender. Note that the router will not check the content of the payload. It is sufficient to know where 
the sub-payload starts and ends to process the sub-payloads.

• On the receiver node, the receiver will perform the rule as specified by the sender. If abnormal 
event has happened on the path, usually the receiver will ignore the checksum.

In Qualitative Communications, we care about their qualitative properties instead of their quantitative 
bytes. Qualitative communications promise a new direction that would support holographic type com-
munications. Please refer to (Li et al., 2019) (Dong et al., 2019) (Dong et al., 2020) for some research 
progress.

In New IP, we design a mechanism to support qualitative communications by utilizing in-network 
signaling and context-based qualitative payload formats. The qualitative payload formats associate a 
differentiating property or relationship within the packet payload. Potentially the payload is divided into 
multiple parts with a degree of importance, entropy, contextual information, etc., linked to each part or 
a group of parts. With such knowledge carried along within the packet and known to the network, ac-
tions taken by the network will not necessarily be on the entire packet, but at much finer granularity, i.e., 
on the part(s) of the packet. This may prevent entire packet dropping as well as re-transmissions in the 
networks, and yet still be able to deliver partial data to the receiver with a tolerable quality. Applications 
that are willing to trade-off between entire re-transmissions and a bearable degraded quality of data are 
most suitable for such qualitative payloads.
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Courier Services Analogy

The data transport in the Internet draws resemblance to the delivery logistics in postal or courier services, 
which is very well understood. As shown in Figure 5, the packet header is analogous to the sender and 
receiver address on the envelope, and the packet payload is analogous to the letter enclosed within the 
envelope. The mail is then dispatched by the postal service while the sender and receiver do not have 
any knowledge of the route or time taken by the delivery. This is how the best-effort service in the cur-
rent Internet works.

Over the years, the courier services have evolved to offer value-added services to meet new business 
and economical requirements by the customers. Also, the sender and receiver addresses may be in dif-
ferent languages and in different formats to accommodate international mails. Now the courier services 
become customizable, trackable, and assurable. For example, the customers are able to customize the 
guaranteed delivery time, e.g., overnight delivery (urgent and fast).

While modern courier services have evolved, the data delivery model in the Internet has not changed 
much. In order to bridge the gaps identified above and to meet requirements of future applications, we 
will follow the idea in the courier service evolution to design a new Internet protocol.

Figure 5. Resemblance between classical mail and IP packet
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A Brief Description of New IP

As modern courier services evolve from classical mail systems by providing more services to the end 
users such as guaranteed delivery, New IP follows a similar trajectory to evolve from the existing IP as 
shown in Figure 6. As all services of classical mail services are kept in modern courier services, all the 
features of the existing IP are also kept. As being designed as of today, New IP is an extension, optimi-
zation and improvement of the existing IP in the following aspects:

• New IP provides a new module or component, called Contract, to support and implement high-
precision communications. The concept of Contract is similar to what modern courier services 
provide to the customers so that customers write down their delivery requirements such as over-
night shipment.

• New IP provides a new mechanism, called Free-Choice Addressing, to support and implement 
ManyNets in order to connect more networks and their terminals that have not been connected to 
the Internet yet and in order to protect hundreds of billions of dollars investment in the industrial 
assets for industrial networks and the existing Internet infrastructure. The free-choice addressing 
system also allows the continued use of the existing IPv4 and IPv6.

• New IP provides a mechanism to support and implement Qualitative Communications by using 
user-specified contract.

In what follows we will briefly provide an overview and describe major features of New IP. It should 
be noted that New IP is still evolving. It has not yet been standardized yet and details of its design are 
subject to change as experiences are being gained.

Figure 6. Resemblance between modern courier express mail and New IP packet
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New IP Packet Format

The New IP packet format is designed to include three major elements as shown in Figure 7:

• The New IP Shipping element is motivated by the fact that a fixed type of addressing does not fit 
all the reachability scenarios in different verticals and diversified network infrastructures. New IP 
allows for hybrid formats of addresses according to the functionality and end devices’ access net-
work types. The New IP shipping takes the integrability with the existing address schemes (e.g., 
IPv4 and IPv6) as the highest priority, while allowing different types of addresses to be integrated 
and communicated in a flexible way.

• The New IP Contract is all about new network capabilities and services such as high-precision 
communications, as well as the network service customization. It provides a method to enable 
new types of modern courier-like network services at the finest packet-level granularity. Contracts 
do not only create avenues for the next level of user-defined networking on the data plane, but 
also aim to be compatible with network operator’s requirements to perform telemetry, operation, 
administration and management, as well as elastically grow services on-demand and create new 
business models.

• The New IP Payload can be the same as that in the existing IP, but can also be a sequence of sub-
payloads, which share the same sources and destinations, but may have different priorities in terms 
of packet drop when congestions or other abnormal conditions arise. In the existing IP, a sub-pay-
load can be encapsulated in a single but smaller packet by itself. When all such single but smaller 
packets for sub-payloads arrive at the same router at the same time, if there is not enough free 
space in the packet buffer, the router will randomly drop them one by one until the buffer holds 
the remaining ones. New IP qualitative payload will provide a drop-differentiating preference to 
the intermediate routers so that the routers will drop sub-payloads in the order of sender-defined 
preference. A major application of this feature is to send qualitative images such as holographic 
objects over networks using jumbo frames (Borman et al., 1999) or super jumbo frames.

Header Specification

The New IP packet is a sequence of four specifications started with the Header Specification. The Header 
Specification, also called Manifest Field sometimes, keeps the packet logistics such as Time-To-Live 
and Total Length, and in particular, contains three pointers to the other three specifications, respectively:

• Shipping Pointer (Addressing Offset) specifies the offset and Shipping Type.
• Contract Pointer (Contract Offset) specifies where the Contract Spec starts.
• Payload Pointer (Payload Offset) specifies the offset and length of the Payload Spec.

Currently, the Header Specification has the following fields as shown in Table 2, with exact formats 
and lengths still subject to the standardization.

The IPv6 extension header mechanism provides an opportunity to define more features, mostly on 
routing aspects, e.g., SRv6. If the IETF agrees, it is possible to define a new type of extension headers 
that would do what the ‘Contract’ does. But as of this writing, there is no such existing extension header 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



26

New IP
 

nor discussions on extending such headers to support and implement what the ‘Contract’ does. On the 
other hand, even if such extension header be agreed and standardized for IPv6, it would not work with 
other types of addresses such as IPv4 addresses and others.

Although new IPv6 extension headers might be defined and leveraged to carry the contract portion of 
New IP with many architectural restrictions set forth in RFC8200; New IP has three major distinctions 
and benefits that are summarized as follows:

• New IP is hardware and line rate processing friendly. New IP enables parallel processing of con-
tract information. For example, in time guarantee, status collection and accounting can be pro-
cessed and realized simultaneously. While IPv6 has sequential processing, with chains of header 
extensions. New IP enables faster loading and processing of contract and metadata as it has clear 
markers in the header. On the other hand, the Contract processing and the Addressing processing 

Figure 7. New IP packet format

Table 2. New IP Header Specification

    Flags and Logistics

    TTL     User Data Protocol     Total Length

    Shipping Type     Shipping Pointer

    Contract Pointer

    Payload Pointer
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are also independent of each other, and therefore some related features can be processed in paral-
lel as well.

• When a tunneling is introduced, the Contract will always sit on the outermost “header” so that 
the intermediate routers will honor and fulfil the contract. In contrast, when an IPv6 packet is en-
capsulated by another tunneling protocol, the extension header will be encapsulated inside by the 
tunneling protocol so that the routers will only see and process the outermost tunneling protocol 
without knowledge of any encapsulated protocols.

• New IP is a next generation framework and provides foundation for the future evolution. For ex-
ample, most of current industrial networks are private, which means the addressing used in those 
industrial networks could be various. With the cloudification trend, the industrial networks are 
likely to be connected to the Internet. It is intended to protect the address types used in the indus-
trial networks to continue being used, thus New IP provides a shipping spec to allow any kind of 
addressing types to be incorporated, and potentially allow hybrid addressing types for source and 
destination. The ‘Contract’ is uniform with and oblivious to any addressing systems. It works with 
IPv4 addresses, IPv6 addresses, and many others.

Shipping Specification

The Shipping Specification is a mandatory section of the New IP packet and specifies the sender and 
receiver’s addresses. Depending on the Shipping Type, the Shipping Specification may have different 
formats.

In order to be compatible with IPv4, IPv6, and MPLS and in order to re-use IPv4 and IPv6 addresses, 
New IP defines the following Shipping Types as being reserved at the time of this writing (2021):

1: The Shipping Specification field is an IPv4 packet header.
2: The Shipping Specification field is an IPv6 packet header.
3: The Shipping Specification field is an MPLS packet header.

When Shipping Type is a reserved number above, the Shipping Field is a self-contained packet as 
defined above, and the Contract pointer and Payload pointer are ignored.

Other new Shipping Types are being defined as follows:

4: The Shipping Specification field contains IPv4 addresses for both the source and the destination (but 
no other IPv4 header fields).

5: The Shipping Specification field contains IPv6 addresses for both the source and the destination (but 
no other IPv6 header fields).

Other shipping types are still under research, for example, Flexible addressing system (variable length 
addresses) (Jia, Chen, & Jiang, 2020), (Jia, Li & Jiang, 2020) (Tang et al., 2020), Geography-based ad-
dresses (longitude, latitude), Location + ID, Service ID, and the source and destination addresses are 
mix-and-match of IPv4 and IPv6 addresses.

How the Shipping Types are defined and their numbers are assigned will depend on a standardization 
process. For most applications, the sender and the receiver addresses are either IPv4, or IPv6, or their 
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mix and match. In particular, Shipping types 4 and 5 are of interest, and in the case of IPv4, a packet is 
structured as shown in Table 3.

Contract Specification

A Contract describes a formal service specification of a service expected by the sender. If a packet is 
delivered to the receiver, but its Contract is not fulfilled, the delivery is considered to be unsuccessful. 
There has been research on Contract in the literature, and the extensions of packets with Contracts (or 
equivalents) have been called Big Packet Protocol (BPP) (Li et al., 2018) (Dong & Li, 2019). In this 
sub-section, we describe the basic features of Contracts and give examples.

Declaratively, a contract is a set of “Event-Condition-Action” rules described as follows (Figure 8):

A major use of Contract is to specify the requirements for high-precision communications at the packet 
level. For example: In-Time latency Guarantee for 10 ms. The contract can be conceptually specified as 
“<Action><Metadata>” with <Action> being “in-time-guarantee” and the <Metadata> being “10 ms”.

Basic contracts can be combined together. For example, in-time latency guarantee for 10 ms and 
packet loss ratio guarantee for 1/1000000.

There are potentially many uses of Contract, but for our purposes we are particularly interested in 
the following uses as of now:

• In-Time Latency Guarantee
• On-Time Latency Guarantee
• Packet Loss Ratio Guarantee
• Throughput Guarantee
• Drop ordering of sub-payloads when congestion or other error conditions arise

Table 3. A special case of New IP packet

Header Spec IPv4 address IPv4 address Contract Spec Payload Spec

Figure 8. New IP contract
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In the protocol specification, the above conceptual descriptions of actions, conditions, events and 
metadata are encoded by numbers and subject to its standardization process. More actions, conditions 
and metadata types can be added when necessary.

High-Precision Communications as discussed in previous sections are specified as a contract by 
using In-Time Latency Guarantee, On-Time Latency Guarantee, Packet Loss Ratio Guarantee, and/or 
Throughput Guarantee.

The implementation of contracts in routers involve a large array of techniques including network-wide 
structural techniques, forwarding-path level techniques, and inter and intra-host techniques, buffer man-
agement, scheduling disciplines, etc. For example, (Dong et al., 2020) gives a quantified analysis on the 
latency requirement that network-based Augmented Reality and Virtual Reality and future holographic 
applications impose to networking and summarizes how New IP functions support the precise low la-
tency requirement. Latency-Based Forwarding (LBF) (Clemm and Eckert, 2020) proposed to averagely 
distribute the time budget to the remaining hops when packets require in-time or on-time guarantee, with 
such requirement and time budget being carried in the contract. Dong and Li (2020) further investigated 
how to schedule multiple packets in the outgoing queue with in-time guarantee requirement such that 
the total average dwell time of the packets in the router can be minimized. Han et al. (2020) and Dong 
et al. (2021) leveraged New IP in order to achieve in-band signaling for flow admission and resource 
reservation at intermediate routers. The granular flow-level latency guarantee service with scalable 
control plane and data plane were proposed.

Payload Specification

The New IP payload can be a traditional payload, a sequence of bits/bytes, or it may be a qualitative 
payload that carries quality, entropy or semantics of the payload. Such payloads are subject to qualita-
tive communication service (Dong et al., 2019) processing when corresponding events happen. New 
IP Contract can be utilized to carry the context of a qualitative packet. The context could specify how 
significant a particular piece of data within the payload is. As an example, a media frame can be arranged 
in such a manner that the initial part of the payload is the most significant frame, the middle and last 
part enhance the resolution of this frame. The context could specify the encoding relationship among the 
different pieces of data within the payload. Proposals realizing qualitative communications by applying 
random linear network coding (Fragouli et al., 2006) are proposed by Dong and Li (2019) and Dong et 
al. (2020). In those proposals, the payload could be divided into multiple equal-sized pieces and applied 
with linear network coding, such that the significance of each piece does not differ. When qualitative 
processing to the packet is needed, the network node could initialize a random drop or drop from the tail 
as many as permitted and as needed until the packet can be retained in the forwarding buffer.

Brief Discussion on How New IP Addresses The Gaps

The gaps that were pointed out in previous section can be summarized into the following four major 
categories:

• Service level guarantee at packet level.
• Lossless networking.
• Diversity in addressing schemes.
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• Embedded security.

While it is impossible to cover how we address all these aspects in detail, we briefly discuss how the 
above-described New IP evolutions bridge those gaps. High-precision communication constructs can be 
realized through the extensible and hardware processing friendly contracts. Computation multiplexing 
aims to provide at packet level service guarantees, e.g., in-time guarantee and on-time guarantee. Contract 
carried in the packet is intended for the network to be aware of the SLOs and take the corresponding 
actions. There is a lot more than protocol level support needed for these to be achieved in the deploy-
ments; those include but not limited to granular resource reservations, admission control and a better host 
network feedback. Similarly, lossless networking that is required by volumetric, real-time, and intelligent 
data delivery for future immersive media can be realized with the user-defined Qualitative Communica-
tion, which intends to largely eliminate the possibilities for packet re-transmissions while trading-off 
between user’s satisfaction for experienced latency and slight media quality degradation within tolerable 
degree. A flexible addressing mechanism in the header beyond current 32-bit and 128-bit only options 
address many deployment scenarios (industrial, satellite and spectrum efficient communications) and 
provide security by obscurity in some industrial deployments. Security and inter-domain aspects are 
briefly discussed in the following other considerations sub-section, and we also call them out as one of 
the future work items.

Other Considerations

Beyond the protocol specification itself, there are many additional considerations that need to be ad-
dressed to make New IP a complete solution. While a detailed discussion would go beyond the scope of 
the book, this section would not be complete without at least touching on a number of those. It should 
also be mentioned that New IP is still on the “bleeding edge” of the technology and we expect further 
refinements as implementation and deployment experiences are gained. Further refinements can be 
expected once New IP is subjected to standardizations.

One set of considerations concerns the ability to support New IP in high-performing networking 
hardware at line rate. Most aspects of New IP, such as the mapping of header and shipping spec, are 
straightforward to support. A more interesting aspect concerns the contract specifications. Contracts may 
involve a variable number of rules, each of which can contain multiple conditions and actions. This per 
se can make mapping to existing packet processing pipelines challenging. However, there are a number 
of factors to consider to alleviate that concern, several of which have been investigated by Francois et 
al (2020). For one, contracts can be augmented with indications of any serialization dependencies for 
each clause (i.e., for each condition or action). This facilitates mapping into pipelines with concurrent 
stages, allowing for parallelized processing of contract clauses. The length of the pipeline is determined 
by the maximum number of steps needing to be serialized; support of pipelines of longer lengths will 
require corresponding silicon support. Also, implementation can be simplified, and performance gained 
by using contract templates, i.e., constraining contracts to be of a certain structure (such as, a number of 
conditions that is not to be exceeded, or of contract clauses needing to be serialized). As more power-
ful hardware processing capabilities emerge, any such usage constraints can be subsequently relaxed.

Another set of considerations concerns security. Both traditional concerns, such as addressing the 
possibility of source address spoofing, and new concerns, such as the potential for tampering with con-
tracts, need to be addressed. For this reason, New IP needs to support inherent authentication of shipping 
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and of contract specs. This can be accomplished using special security contracts which do allow to carry 
and refer to security material as part of that contract.

A third set of considerations concerns possibilities for flow-level performance optimization. Including 
the same contract with every packet can be wasteful in case of applications involving flows with high 
volumes of packets that are each subjected to the same packet. In those cases, it would be beneficial to 
allow for the possibility of defining a contract at the level of a flow which is then implicitly referred to 
by each of the flow’s member packets. Indeed, such a facility can be provided through stateful extensions 
referred to as “statelets”. Statelets in effect constitutes glorified pieces of flow cache memory that can 
be used, among other things, to cache flow contracts at nodes along a path. As part of its processing of 
a packet, a node will check for presence of a statelet and apply any applicable contract. Various second 
order considerations and challenges deal with path congruency and management of the statelet cache 
itself. For further details on this, as well as for another interesting set of New IP applications, interested 
readers are asked to refer to Clemm and Chunduri (2019).

Deployment

Digitization is happening across the industry verticals from transportation and distribution, financial 
services, health care, manufacturing, factory automation to mining and agricultural sectors. Not all 
these industrial sectors need stringent SLAs and better privacy/security from the network connectivity 
perspective, but a vast number of them do need. New IP is motivated by expanding the limit and scope 
of the Internet so as to connect the networks and terminals that require stringent KPIs and that have not 
been connected to the Internet with better privacy and security properties suited beyond ICT. Thus, the 
deployment of New IP will expand the scope of the Internet from current ICT industry to beyond ICT, 
and in particular to Operational Technology (OT). New IP is especially suited for industrial machine-
type communications that often require high-precision KPIs and whose devices may be assigned other 
addresses than IPv4/IPv6 addresses. Some typical deployment examples include: (1) Large manufac-
turing companies that go over a large number of workshops or production floors; (2) Applications for 
vehicles to the infrastructure; (3) To connect 5G (R)AN (gNB) to the Core Network; (4) To connect 5G 
gNB to MEC sites; (5) Metropolitan-range networks for smart city applications. From the architectural 
point of view of the Internet, New IP can be deployed in an Autonomous Systems (AS) within the cur-
rent Internet architecture. For example, applications that require stringent and high-precision KPIs, as 
pictured in Figure 9, is one such deployment scenario. In what follows we will take a look at some issues 
and examples more closely.

Compatibility and Interoperability

This section discusses the interoperability issue when New IP is deployed in a brownfield environment. 
As discussed earlier, being different from the existing IP, New IP by itself does not define any specific 
addressing system. Instead, it provides a free choice addressing mechanism to use or reuse whatever 
addressing systems the users and network operators choose to use for their networks and applications. 
As IPv4 and IPv6 are the protocols used in the existing Internet, we will discuss the following scenarios:

• New IP host/router sending a packet to a New IP network
• IPv4/IPv6 host/router sending a packet to a New IP network
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• New IP host/router sending a packet to an IPv4/IPv6 network
• New IP host/router sending a packet to a network where New IP is partially deployed

New IP Host/Router Sending A Packet To A New IP Network

This is the scenario we have perceived for new applications discussed in previous sections. This is 
mostly for greenfield network deployments, for example, a new OT network which needs beyond best 

Figure 9. New IP deployment in the Internet

Figure 10. New IP greenfield deployment
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effort transmission. In this scenario, every router supports New IP as shown in Figure 10, and therefore 
all/full benefits of New IP can be reaped from high precision services, free-choice addressing as well 
as increased security.

IPv4 and IPv6 are the addressing scheme of the existing Internet. The free-choice addressing mecha-
nism of New IP allows IPv4/IPv6 to continue to be used in New IP networks with the additional features 
and capabilities provided by the Contract of New IP. The routing protocols for IPv4 and IPv6 can also 
continue to be used for basic connectivity and can be enhanced for new capabilities as needed.

Any new addressing scheme other than current 32-bit (IPv4) and 128-bit (IPv6) needs enhancements 
to the routing protocols. However, most of the widely used routing protocols today support multiple 
address families and addition of new addressing schemes do necessitate routing protocol enhancements 
to support these. Though this is a change to the existing routing protocol specifications and implementa-
tions, it is not a foundational change to the protocols operation/deployment and multiple address families 
can continue to co-exist.

For other addressing schemes, the free-choice addressing mechanism of New IP allows them to be 
used seamlessly. For any unknown addressing scheme today but to be developed in the future to meet 
a particular industry segment, the free-choice addressing mechanism provides the desired extensibility. 
Any semantic addressing and flexible length addressing schemes could be used inside New IP after they 
are agreed in the eco-system and standardized through a due standardization process for interoperability.

Another aspect of free-choice addressing concerns with translations needed in certain E2E scenarios. 
Free-choice routing and addressing does not imply the need for address mappings or translations all the 
time. In fact, it is the goal to enable flexible addresses without the need for such mapping steps, which 
add complexity to deployments and introduce the need for state. This topic is further discussed in detail 
in Song H. et al.

IPv4/IPv6 Host/Router Sending A Packet To A New IP Router

In this scenario as depicted in Figure 11, when the New IP edge router receives a packet from an IPv4/
IPv6 interface, the IPv4/IPv6 packet will be put into a New IP packet by simply using the corresponding 
reserved Shipping Type (1 for IPv4 packet and 2 for IPv6 packet).

This scenario may happen when an existing network management system is used to configure a New 
IP network through a New IP edge node, thus enabling New IP features in that domain. This allows 
gradual migration of the end systems and other networks connecting to the New IP island.

Figure 11. Legacy host/routers interaction with New IP island
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New IP Host/Router Sending The Packet To An IPv4/IPv6 Network

In this scenario, as depicted in Figure 12, a New IP packet is sent from a New IP router to an edge IPv4/
IPv6 router of an IPv4/IPv6 network

• If the New IP packet does not contain a contract and uses IPv4/IPv6 addresses, the edge router 
will natively reduce the New IP packet to an IPv4/IPv6 packet by truncating the Manifest field;

• If the New IP packet does not contain a contract and does not use IPv4/IPv6 addresses, when the 
remote next hop (the exit edge router) is known, as usual a tunnel (e.g., GRE, IP-in-IP, or IP-in-
UDP) can be used to transport the New IP packet to the remote exit edge router.

• If the New IP packet contains a contract, the full capabilities of the New IP packet would not be 
supported in the existing IPv4/IPv6 network, and thus the packet is dropped. Note that the ad-
dition of the Contract field in New IP packets distinguishes New IP from IPv4/IPv6 for future 
applications.

New IP Host/Router Sending A Packet To A Network 
Where New IP Is Partially Deployed

This scenario, as depicted in Figure 13, represents a partially upgraded IPv4/IPv6 network connected to 
a New IP network. With the traffic engineering technique (including SR) being used, a New IP packet 
can be forwarded along a specific path over which all routers support New IP (e.g., R11, R12, R13, and 
R14 in Figure 13). Though it is depicted in this example that all the nodes in the path have New IP sup-
port, concepts like loose path (e.g., R11, R13, and R14) or strict paths can be applicable in this scenario 
to make incremental deployments possible. In this example of loose path, as R12 does not support New 
IP, the packet has to be encapsulated and transported to node R13. For this to work, procedures similar 
to those defined in RFC 8663, in which MPLS-SR is carried over IP nodes, needs to be specified and 
further details for this scenario beyond is out of scope for this chapter. It is imperative all of the features 
of New IP can’t be realized in those incremental deployments or in the loose path scenarios. The main 

Figure 12. New IP host/router interaction via a legacy island
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take away here is incremental deployments for new data plane technologies like New IP is possible and 
can be leveraged effectively even in the partial deployment scenarios.

Mobile Backhaul Transport for 5G Applications

5G systems provide and support three major features: enhanced mobile broadband (eMBB), massive 
machine-type communications (mMTC), and ultra-reliable low latency communications (uRLLC), and 
3GPP defines the system architecture for 5G (3GPP, 2017) to be a radio access network (RAN) and a 
packet core network. The RAN and the packet core network are connected by a backhaul transport network.

Because of eMBB, mMTC and uRLLC, many applications have been envisioned to be enabled 
and supported, for example, intelligent transportation, smart factories, new immersive media (AR/VR, 
holographic), etc. For 5G-enabled uRLLC applications, all RAN, backhaul transport network, and the 
core network are required to support high reliability and low latency communications. For the purpose 
of this chapter, we are interested in the backhaul transport networks that connect 5G-RAN and the 5G-
CORE segments. In 4G/LTE, IP/MPLS is usually deployed to connect the RAN to the Core, but IP/
MPLS may not able to guarantee end-to-end high reliability and low latency (uRLLC). For 5G uRLLC 

Figure 13. Green on brownfield – Partially deployed New IP in a legacy island

Figure 14. 3GPP Protocol Stack with New IP at UE/Backhaul
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communications, New IP fits very well to support them from the UE to the Core by using the protocol 
stack that is depicted in Figure 14.

Figure 15 shows a few deployment scenarios of New IP in the 5G mobile core networks. When the 
New IP packet goes over the backhaul network from gNB to the core network, the New IP router will 
see the contract embodied in the New IP packet. If it requires uRLLC, the New IP router will honor 
and fulfil the contract on the packet loss ratio and end-to-end latency requirement. Different uRLLC 
applications may require different precisions of packet loss ratio and low latency communications, and 
the New IP router will treat them differently.

FUTURE WORK AND CONCLUSION

The research that has led to the development of “New IP” is motivated by and aimed at solving problems 
in Industrial machine-type communications, IP Mobile Backhaul Transport, Emerging Industry Verticals, 
and convergence of emerging networks. Some of these are discussed within ITU-T Network 2030. New 
IP has evolved from a small project to a multi-party community project with participation from many 
organizations throughout the world. Some network operators and industrial-manufacturing-related com-
panies have shown their interest in New IP, some research and experimental results have been published 
by the ITU, IEEE, and ACM; some meetings and workshops dedicated to New IP have been held.

There are several Proof-of-Concept implementations of New IP. Experiences from those implemen-
tations are used to evolve New IP further and to make it ready for eventual commercial deployment. 
Standardization of New IP has yet to occur and will be one of the next steps as it matures and more 
experience is gained.

Figure 15. New IP deployment in 5G/B5G Networks
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While New IP has come a long way since its beginning, there is still work that remains to be done. 
Likewise, as problems get solved, new opportunities for research open up. We conclude this chapter by 
providing a brief overview of some of the challenges that remain, many of which are coming into focus 
precisely because of the new possibilities that New IP allows for.

For example, New IP’s emphasis on high-precision networking brings into focus the need for ad-
ditional techniques that allow for further reduction of latency and possibility of packet loss. While New 
IP facilitates meeting of service level objectives, advances in buffer management and in optimization 
of dynamic resource allocation are still needed to make best use of resources and maximize network 
utilization. Advances in scheduling algorithms are needed to not only meet service level objectives but to 
also optimize for other considerations such as fairness. Another topic area concerns dynamic forwarding 
path selection for various optimization criteria and under constraints extracted from contracts, such as 
the need to avoid certain geographies or untrusted devices.

One area that we did not describe in greater detail concerns security. To eliminate problems such as the 
possibility for source address spoofing or the unauthorized tampering with contracts by nodes encountered 
in transit, New IP needs to be accompanied with mechanisms that allow for inherent authentication of 
both shipping and contract specs. For this purpose, special security contracts that carry security material 
as part of a packet’s contract specification. Further work is needed to finalize hardware-friendly designs.

Another area in need of further research concerns the impact of New IP on how networks are pro-
grammed and interacted with by applications. The unprecedented ability to define contracts or to request 
dynamic service level guarantees on a per-flow and per-packet basis opens up exciting new possibilities 
that will enable more powerful network programming models in the future. Harnessing these capabili-
ties will require, for example, new networking APIs to enable users and operators to take full advantage 
of them.
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KEY TERMS AND DEFINITIONS

Contract: A construct in a ‘New IP’ packet header that contains additional guidance for intermedi-
ate nodes along a path for how the packet should be processed. For example, a contract might contain 
a Service Level Objective for end-to-end latency for an in-time guarantee or a conditional directive to 
advise a forwarding decision depending on dynamic circumstances.

Free-Choice Addressing: A ‘New IP’ mechanism that allows applications to use any addressing 
mechanism instead of being constrained to IPv4 or IPv6 addresses as the only option.

High-Precision Communications (HPC): Communication services that are able to deliver on 
stringent service level guarantees (such as packet loss, end-to-end latency, and throughput) with a very 
high degree of accuracy, making them suitable for mission-critical applications that have no tolerance 
for degradations in service levels.

Holographic-Type Communications (HTC): Communication services that are able to transmit and 
stream holographic data across a network. HTC is characterized by its simultaneous support of very high 
throughput and very low latency across multiple concurrent and synchronized communications channels.

New IP: A new network layer protocol and framework that is characterized by its built-in support 
for Free Choice Addressing, Qualitative Communications, and Contracts.

Operational Technology (OT): A technology, including networking technology, that addresses the 
needs of industrial applications, such as monitoring and control of industrial equipment. Such applications 
require very tight performance guarantees. OT is seen as a counterpart to IT (Information Technology), 
used by enterprises as part of their back-end office infrastructure that has less critical performance needs.

Qualitative Communications (QC): A communication mechanism that is meant to structure packet 
payloads into chunks of different priority, allowing for the selective dropping of chunks instead of packets 
as a whole when congestion is encountered. This mechanism is useful for the implementation of a form 
of dynamic compression useful for latency-sensitive applications.

Service-Level Objective (SLO): A target value for a service level of a networking service that must 
be met. For example, SLO is used to characterize the requirement of a guaranteed service, for example, 
an in-time service.
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ABSTRACT

Application-aware networking (AAN) is a framework in which applications can discover services of-
fered by a network and explicitly signal their flow characteristics and requirements to the network. 
Such framework provides network nodes with knowledge of the application flow characteristics, which 
enables them to apply the correct flow treatment (e.g., bind the flow to a network slice, bind the flow to 
a service function chaining, set appropriate quality of service marking, invoke policing and shaping 
rules) and provide feedback to applications accordingly. This chapter describes how an application en-
abled collaborative networking framework contributes to solve the encountered problems. The chapter 
also describes recent proposals such as the PAN (path-aware networking) framework discussed within 
the IRTF and the APN (application-aware networking) framework that is meant to convey application 
identification and its network performance in-band.

INTRODUCTION

Todays’ networks, whether public or private, are challenged to support and thus deliver rapidly increas-
ing amounts of traffic having distinct requirement on underlying networks. Also, new channels for 
originating and consuming rich media are deployed at a rapid pace. Pervasive video and on-demand 
access are becoming second nature to consumers. Applications make extensive use of rich media, 
placing unprecedented quality of experience (QoE) demands on the underlying networks. These trends 
present challenges for network planning (including traffic forecast).

In order to deliver services as expected by users and set by applications themselves, now more 
so than ever before, identification and differential treatment of flows are critical for the successful 
deployment and operation of applications, especially in the post-covid era whore more and more 
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sensitive services have to be carried over the Internet. These applications use a wide range of sig-
naling protocols and are deployed by a diverse set of application providers that are not necessarily 
affiliated with the network providers across which the applications are used (i.e., application flows 
are forwarded). Network Operators often rely upon identification capabilities to deploy and therefore 
support a wide range of applications with the adequate quality. Such applications generate flows that 
may have specific characteristics and requirements such as bandwidth or latency constraints that can 
be met if made known to the network.

Historically, the identification of application flows has been accomplished using heuristics that 
infer flow characteristics based on transport port number ranges (e.g., TCP/25), network separation, 
or inspection of the flow itself. These inspection techniques include, but not limited to:

• Deep packet inspection (DPI), which matches against characteristic signatures (e.g., key string, 
binary sequence).

• Deep flow inspection (DFI), which analyzes statistical characteristics (e.g., packet length statistics 
like ratio of small packets, ratio of large packets, small payload standard deviation) and connection 
behavior of flows.

Each of these techniques suffers from limitations, particularly in the face of the challenges outlined 
previously.

Heuristic-based approaches may not be efficient and require continuous updates of application 
signatures. Port-based solutions suffer from port overloading and inconsistent port usage. Network 
separation techniques like IP sub-netting are error prone and increase network management complex-
ity. DPI and DFI are computationally expensive, prone to error, and become more challenging with 
greater adoption of encrypted signaling and secured media. An additional drawback of DPI and DFI 
is that any insights developed at one network node are not available, or need to be recomputed, at 
nodes further down the application flow path.

The goal of the Application-Aware Networking (AAN) framework is to offer mechanisms that allow 
applications to request differential network treatment for their flows and to learn what the network can 
do for them while preserving flow encryption practices. The intent is for the applications to have the 
ability: (1) to initiate information exchanges in order to provide a more precise allocation of network 
resources and thus a better user experience, while ensuring security for the flow data, and for ap-
plication flows to convey metadata that will be by the underlying network to provide a differentiated 
forwarding and process service.

The underlying logic is that applications that share information to be consumed by the networks 
while preserving the application-specific data privacy together with networks that are prepared in 
advance with applications flow treatment requirements will select and thus enable the appropriate 
means to offer the differentiated forwarding and traffic management behaviors matching those re-
quirements while preserving data encryption practices end-to-end. Applications can be designed to 
separate the protection of the data that is intended to be consumed by involved networks and the one 
that is exclusively restricted to the application remote endpoint(s). Typical requirements clauses are 
described in Boucadair, Jacquenet & Wang (2014).

The technical realization of the proposed architecture as discussed in Section “Solutions and 
Recommendations” is meant to illustrate sample functional components that may be involved. Other 
mechanisms may be used to achieve the target architecture. This chapter does not provide implemen-
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tation recommendations but sketches the ambitions to guide network transformations for the sake of 
more openness and flexibility to accommodate applications requirements. Doing so avoids making 
assumptions on the applications requirements, which may lead to “hard” and “frozen” engineering 
rules. Such rules are not deterministic as they rely upon heuristics that may be broken as a function 
of the evolution of the applications.

BACKGROUND

Evidently, media bandwidth requirements always depend on the service being used. For example, 
common services like e-mail require less bandwidth. By contrast, other services such as cloud-hosted 
virtualized desktops can place heavy per-user demands on an Internet connection, especially in deploy-
ments with high resolution desktops or multimedia. Similar reasoning applies for Augmented Reality 
(AR)/Virtual Reality (VR) services. Also, some tasks can be highly variable. For example, cloud storage 
services, whether straightforward file sharing such as Box and Dropbox or more complex document 
management such as SharePoint, end up using a variable amount of bandwidth. Photographs and video 
files can be huge and uploading these resources could consume a fair amount of the available band-
width, creating problems such as congestion, that are especially problematic on shared connections.

Latency considerations are also very important. Some applications, such as e-mail, are latency 
insensitive while real-time applications require small latencies. For example voice over IP (VoIP) 
applications become unusable in the presence of high end-to-end latency; even short delays of a few 
tens of milliseconds are enough to make a poor audio experience while hundreds of milliseconds can 
render them almost unlistenable, with 150 milliseconds generally regarded as the limit for tolerable 
voice calls.

Determining the bandwidth requirements of an application, or the services that can be used given 
the available bandwidth might not be trivial. The availability of required bandwidth is not the only 
important consideration as making good use of the bandwidth is also important. An approach to over-
come this is for the networks to be able to identify traffic flows in order to infer and then provide a 
differentiated treatment to flows based on their requirements. A common approach to identify traffic 
flows of applications in a network is to rely upon dedicated content-aware devices. These devices not 
only parse fields on the IP and transport headers but also recognize application-related information 
carried as application payload.

Content-awareness is mainly realized through DPI functionality, which inspects characteristic 
signature (e.g., key string, binary sequence), and DFI, which analyzes statistical characteristics and 
connection behaviors of traffic flows, to identify applications. However, there are limitations when 
deploying and operating these tools. IP applications, their characteristics and requirements change 
frequently and it takes time to complete application traffic analysis and update a signature database 
after a new application or release is available. This results in time windows where these new applica-
tions are unusable and identification is not accurate. In addition there are investment costs that cannot 
be neglected. Sometimes the cost to identify the traffic is no less than that of forwarding the traffic. 
Operational cost of the additional identifying nodes is also an important issue. More potential failure 
points and possible optical power split may affect the network quality and therefore the user experience.

Application-Aware Networking (AAN) addresses these problems by allowing networks to dissemi-
nate and advertise their capabilities and applications to request differential treatment for their flows 
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from network (with a focus on access networks). Networks may satisfy the explicit requirements that 
are signaled in dedicated signaling messages or in-band. If so, appropriate actions are undertaken by 
the network to accommodate the application requests.

APPLICATION-AWARE NETWORKING

Problem Statement

For successful application deployment and operation, networks require some visibility into traffic 
(preferably without decrypting the user payload) in order to troubleshoot, plan capacity, and perform 
accounting and billing. This is implemented by exporting observed traffic analysis via dedicated pro-
tocols such as Internet Protocol Flow Information Export (IPFIX) and Simple Network Management 
Protocol (SNMP) as well as other proprietary protocols. In addition, policy-based networking can be 
enabled using techniques that include traffic classification, policing and shaping, providing admis-
sion control, impacting routing, and permitting passage of specific traffic (e.g., firewall functions).

These techniques, require traffic visibility, and differentiated network services, are critical in many 
networks. However, relying on inspection and observation limits their deployment. Reasons for this 
include:

• Identification based on IP addresses/prefixes is difficult to manage. The addresses may be nu-
merous and may change; they may be dynamic, private, or otherwise not meant to be exposed 
and treated for identification purposes. With Content Delivery Network InterConnection (CDNI, 
Betrand et al., 2012), content could be served from an upstream CDN or any of a number of 
downstream CDNs, and it would not be possible to manually track the IP addresses of all the CDN 
surrogates. Even in cases where IP-based identification is possible, more granular identification of 
individual flows is not possible (e.g., audio vs. video vs. data).

• Classification based on TCP/UDP port numbers often result in incorrect behavior due to port 
number overloading, i.e. port numbers used by applications other than those claiming the port 
with IANA (Internet Assigned Numbered Authority). Let alone applications that use on purpose 
the same port number to bypass filters (e.g., DNS over HTTPS (DoH) that uses the same port 
number as HTTPS traffic).

• The emergence of protocols that multiplex multiple streams on the same 5-tuple (e.g., HTTP/2.0, 
QUIC).

• More and more traffic is encrypted, rendering DPI and DFI impossible, inefficient, or much more 
complex, and sometimes done at the expense of privacy or security (e.g., applications might be 
required to share encryption keys with an intermediary proxy performing DPI/DFI). An iconic 
example is the identification of the QUIC control signals.

• Visibility generally requires inspecting applications’ signaling traffic. Signaling traffic may flow 
along a different path than the actual application data traffic. Attempts to apply differentiated net-
work services are not effective in this scenario.

• There is a trend toward multi-pathing, allowing both signaling and data traffic to follow multiple 
paths, so that the entire flow is visible on any path.
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• Extensions to signaling protocols and changes to how an application use them can result in false 
negatives or false positives during traffic inspection.

• Inspection techniques are completely non-standard, so the ability and accuracy to identify traffic 
varies across vendors, and different implementations are likely to give different results for the 
same traffic. Some users consider them as a form of man in the middle attack as they act on the 
traffic without explicit consent from the user and without revealing to the users what usage is 
made based on the gleaned data. Exposing interfaces to application to explicitly request a network 
treated is an important transparency effort.

• Inspection techniques that require parsing the payload of packets impact the performance due to 
additional processing but also impact memory due to the growing number and size of signatures 
to identify new protocols. Let alone that DPI devices are usually deployed in strategic nodes that 
concentrate most of the traffic transiting in a network. Enabling DPI in addition to additional 
advanced function such as mirroring, which might be required by regulatory, may exacerbate 
performance degradation.

• Network services leveraging heuristic-based classification have a negative effect on the applica-
tion behavior by impacting its traffic while not providing explicit feedback to the application. This 
results in lost opportunity for the application to gain insight and adjust its operation accordingly.

Sample AAN Use Cases

This section covers a number of use cases that are relevant in the context of AAN, including the details 
and challenges for each use case.

Note that Li et al. (2020) follows another classification of the AAN use cases:

• Application-aware network slicing: This allows an application to be bound to a given network 
slice (that is, a network partition that will is customized for specific service/customer needs). This 
use case requires signaling means to be supported so that flows that belong a given applications 
are unambiguously associated with a network slice.

• Application-aware deterministic networking: A set of use cases are elaborated in (Grossman 
(2019). As a reminder, deterministic networking refers to the techniques that allows a network to 
deliver what it committed in terms of performance guarantees.

• Application-aware Service Function Chaining (SFC): This use case is meant to allow applications 
to control the set and the sequencing of the service functions that will be invoked when forwarding 
application flows within a network.

These use cases are variants of the ones listed hereafter.

Efficient Capacity Usage

Network traffic is bursty and often follows diurnal usage patterns such that there are times of day 
where traffic levels are at a peak, and other times of day where they are at a valley. Proper network 
and capacity planning should be able to cater to traffic at peak. Maintaining a network with consistent 
demand and usage patterns requires building capacity at a faster rate than the growth of the peak while 
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satisfying requirements for diversity, fault tolerance and performance; this may result in traffic being 
forwarded, prioritized, or dropped during congestion periods .

There are several problems to consider in this contex

• Simply building enough capacity for peak usage is not always efficient and cost-effective because 
not all traffic needs to transit the network at the exact moment it is queued. For example, stream-
ing video, real time communication, and head-to-head gaming need immediate access, while data 
synchronization with the cloud for backups, downloading software updates, or preloading content 
onto a CDN could be deferred to times when more capacity is available. Today, all of the traffic 
competes for the same capacity at the same time. Few tools exist to provide applications with the 
information they need to make more “intelligent” decisions on demand, and thus they mostly de-
fault to “as soon as possible”.

• Queue management is not a substitute for capacity, and often a network designed for long periods 
of congested operation provides a poor user experience, since queue management is ultimately a 
method to identify which traffic should be dropped first.

• A network that is not at peak usage has “idle” capacity. A well-managed network where capacity 
is added in increments may observe idle capacity, for example if bandwidth is added in increments 
of 10G or 100G, with only a small fraction of it being used before growth catches up. This ineffi-
ciency is magnified when one considers the spare capacity designed into most networks to tolerate 
failures in the network with minimal traffic impact. In many cases, the “idle” capacity even at peak 
may be up to 50%, and at off peak, it could be much higher.

• Few networks have consistent demand and usage patterns. While the average usage may follow 
a rough pattern, this does not always provide for flash demands, where a large number of users 
are simultaneously downloading an OS update, watching the same event via streaming video, 
more heavily using the network during weather events like snowstorms. Typical usage patterns 
also do not take into account the effects of outages like shifting large volumes of traffic around 
in the network, and so managing these exception events either requires further spare capacity, or 
acknowledgement that some traffic will be dropped due to congestion, with a noticeable impact to 
end user experience.

Firewall Traversal and Identification of New Applications

Firewalls use application-layer gateways (ALGs) to perform policy enforcement. For example, firewalls 
may implement a SIP-aware ALG function that examines the SIP signaling and manages the appropriate 
(firewall) pinholes for the Real-Time transport Protocol (RTP) media. In particular, a firewall extracts 
media transport addresses, transport protocol, and port numbers from session description (potentially 
for each direction “in/out”), and creates dynamic mapping(s) (i.e., pinhole(s)) for audio/video media 
to flow through. This model does not work in the following cases:

• Session signaling is end-to-end encrypted, e.g., using TLS (Dierks & Rescorla, 2008).
• The firewall does not understand the session signaling protocols or extensions that are used by the 

endpoints (e.g., WebRTC as defined by Bergkvist et al., 2013 or even new Session Description 
Protocol (SDP) attributes)).
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• Session signaling and media traverse different firewalls (e.g., signaling exits a network via one 
firewall whereas media exits a network via a different firewall).

• Session signaling and/or media is split across multiple paths (e.g., using Multipath TCP or 
Concurrent Multipath using Transfer Stream Control Transmission Protocol (CMT-SCTP)) so 
that a full exchange is not visible to any individual firewall.

Figure 1 illustrates an example of failure to identify new application resulting in media drop.

Video Bit Rate Adaptation

HAS, (HTTP Adaptive streaming, n.d) is an umbrella term for various HTTP-based streaming tech-
niques that allow an HTTP client to switch between multiple bitrates, depending on current network 
conditions.

A HAS client requests and receives a manifest file that contains information about the available 
streams at different bit rates together with the segments of the streams. After parsing the information 
encoded in this manifest file, the HAS client sequentially requests the chunks listed in the manifest 
file, starting from the lowest bitrate stream. If the client determines that the download speed is greater 
than the bitrate of the segment downloaded, then it requests the next higher bitrate segments. If later 
it finds that the network throughput has deteriorated by observing lower downstream speed, then it 
will request a lower bit rate segment.

Figure 2 depicts examples of clients with high, low, and varying bandwidth and playback conditions.
The problems with HAS are as listed below

• A HAS client selects the initial bitrate without knowing current network conditions. This could 
cause start-up delay and frame freezes while a lower bitrate chunk is being retrieved. A HAS client 
does not have a mechanism to learn current network conditions or to signal the flow characteristics 
and flow priority to the network.

• A HAS server can mark the packets appropriately but setting a DSCP codepoint has limitations. 
The DSCP value may not be preserved or honored over the forwarding path (especially, over the 
Internet) and the hosting Operating System may not allow setting DSCP values.

Figure 1. Failure to identify new application resulting in media drop
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• A network provider can use DPI to prioritize one-way video streaming content but this technique 
is expensive and fails if the traffic is encrypted.

• An application always knows better than DPI its connectivity requirements. Content providers 
may need a mechanism to convey the flow characteristics and desired treatment to the network 
provider. Existing mechanisms and the associated limitations are:
 ◦ A network provider can be informed of the IP addresses used by content providers to identify 

the traffic originating from its servers. As with any configuration, this is prone to human er-
rors and requires timely updates when changes occur. With CDNI, content could be served 
either from the upstream CDN or any of a number of downstream CDNs and it is not pos-
sible to manually track the IP addresses of all the CDN surrogates. There is also no way to 
differentiate content that could be available in different bitrates.

 ◦ If a HAS client is behind a NAT and a content provider uses a RESTful API (such as OneAPI, 
n.d.) to install differentiated QoS, the network provider has to find the pre-NAT information 
(that is, correlate the external IP address and port number with an internal IP address and 
port number as handled by the NAT). The content provider also needs to be aware of the 
network provider to which the client is attached and the IP address(es) of the Policy Decision 
Point (PDP) in the network provider to which it needs to signal the flow characteristics.

Multi-Interface Selection

Hosts are nowadays operating in multiple-interface environments. For each communication, a host 
with multiple interfaces needs to choose the best interface(s) to be used. Oftentimes, this decision is 
based on a static configuration and does not consider the link characteristics of that interface, resulting 
in negative user experience. The network interfaces may have different link characteristics; however, 

Figure 2. HTTP adaptive streaming
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in the absence of data about the upstream and downstream characteristics of the access link, the host 
and/or application may select the least fit interface. The application would also benefit from knowing 
the end-to-end path characteristics.

In Figure 3, a typical example of a mobile device with two network interfaces, WLAN (typically 
a Wireless LAN (WLAN) interface) and 4G, is shown. Since applications running on the device are 
not aware of network conditions, they may end up using an interface with lower bandwidth, higher 
delay, and jitter.

SOLUTIONS AND RECOMMENDATIONS

The goal of AAN is to offer mechanisms that allow applications to request network services for better 
user experience. The following techniques and solutions are proposed to address the issues described 
in the previous section.

• Efficient resources usage:
 ◦ AAN is a mechanism for networks to provide applications with information about network 

resource availability, so that individual applications can manage their demands. Such demand 
management will help to adequately handle the traffic by redirecting some of the demand to 
off-peak, and has an analog in the power industry where demand-based pricing or smart grid 

Figure 3. Host in multi-interface environment
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technology signals devices that use a large amount of power so that they can be intelligent 
about their demands and reduce the burden on the available capacity of the electrical grid.

 ◦ Similarly, AAN provides a means for applications to communicate their required perfor-
mance requirements. This information can be used by the network to determine the best way 
to deliver the requested service (within its scope).

 ◦ Provide a means for “below best effort” or scavenger class data transmission so that traffic 
marked as scavenger will be carried in periods of no congestion, but may be discarded during 
periods of congestion due to either peak usage or outages.

 ◦ The solution can be used in conjunction with techniques like Traffic Engineering (Auduche 
et al., 2001) and Segment Routing (Filsfils et al., 2018) in order to provide capacity for traffic 
that has specific performance requirements, or that could use sub-optimal paths. For exam-
ple, if capacity is available on a longer backup path and since some traffic is not affected by 
a few 10s of milliseconds of additional latency, it should be marked to use the non-optimal 
path even if that path is not seen as best by the routing protocol in use in the network.

• Identification of new applications for firewall traversal:
 ◦ The host provides the authorization it received from an application server, to a server that 

is trusted by the network to authorize flows and associated actions (e.g., policies). This is 
achieved by sending a cryptographic token as part of signaling which authorizes the firewall 
mapping for the media.

• Video Adaptation: use client metadata to help with video bit rate selection:
 ◦ A HAS client can use third party authorization to request access to network resources. At a 

high level, the client first obtains a cryptographic token from the authorizing network ele-
ment, and then includes that token in the request along with relevant flow characteristics. The 
ISP validates the token and grants the request accordingly.

• Multi-interface selection by using client metadata to help with interface selection, prioritization 
and aggregation:
 ◦ The problem can be solved if a mechanism is provided for applications to communicate 

required flow characteristics with the available interfaces, and to know about the network 
conditions of each interface, or to what extent the application flow requirements can be met 
by each interface. The application can then prioritize the interfaces based on information 
gathered and select interfaces that best meet its requirements.

The remaining of the section covers the details of the AAN approach and describes some of the 
techniques and protocols that it uses.

High Level AAN Approach

In the previous sections the need of communication between applications and networks was identified. 
In order to provide an implementable solution, the following requirements have to be considered:

• Identify the protocol(s) that best fit to solve the problem(s) depending on the use case, the applica-
tion that is going to use it, the connectivity and the network type jointly with the trust level present 
in a running environment.
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• Provide the specification on how the protocol(s) is/are used to solve the problem(s) and describe 
the required extension(s).

Applications continue to grow in number, type, and diversity. They are running on a multitude of 
host types and OSes and following different delivery models (native, web, cloud). Many use peer-to-
peer (P2P) or client-server models and open standard protocols for establishing connectivity.

Applications run in diverse environments such as enterprises, home networks, home automation 
environments, factory floors, hospital setting, and utilities. Devices hosting the applications may 
connect to the network in diverse ways, using different technologies, having multiple interfaces to 
the same or different network devices, connecting over diverse technologies such as cable, digital 
subscriber line (DSL), fiber to the home (FTTH), cellular, and wireless,. In order to operate in these 
environments, some applications already run lightweight client-server network protocols. One example 
of such protocols is the Session Traversal Utilities for NAT (STUN) to discover public addresses when 
behind NAT devices or (Rosenberg et al., 2008). Another is the Port Control Protocol (PCP) detailed 
in the work of Wing et al. (2013) and used to create explicit port forwarding rules.

The AAN solution requires a protocol to be used for signaling the application flow characteristics 
to the network and getting feedback from the network. At the time of writing this book, few existing 
protocols with new extensions are being considered:

1.  Client-server network protocol: PCP with flow metadata extensions. . Handles both TCP and 
UDP flows, but also other transport protocols (SCTP).

2.  On-path application protocol: STUN with flow metadata extensions between hosts. Handles 
UDP flows (media streams).

3.  On-path network protocol: RSVP (Braden et al., 1997) with flow metadata extensions. Handles 
all TCP, UDP, and raw IP flows. RSPV is limited to controlled environments.

Note that Li et al. (2020) suggests a framework that falls under AAN and in which application 
identification and required network performance are carried in the packet itself. A new encapsulation 
is used for this purpose. Such supplied information is mean to facilitate performing application-level 
traffic steering and network resource adjustment as a function of the conveyed requirements.

Flow Metadata Processing

In AAN, applications signal the flow characteristics and service required. The network responds back 
to applications with the result of processing the request.

Depending on its nature and needs, the application may request different services (e.g., bandwidth 
accounting, report of available bandwidth within service class, notification on certain events). As 
the application requirements change, the flow characteristics communicated to the network may be 
revised. When network state changes or when different events occur, if needed, network elements 
can send updates.

For example, at startup, an application may send bandwidth, delay and jitter requirements. The 
network performs bandwidth accounting against the matching service class and sends a response to 
the application. In another example, an application requests the bandwidth available for a class with 
certain delay and jitter guarantees. The network responds and the application adjusts the rate to the 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



54

Collaborative Networking Towards Application-Aware Networking
 

available bandwidth. If the available bandwidth changes, the application is notified and can read just 
the bit-rate.

Port Control Protocol (PCP)

Port Control Protocol (PCP, Wing et al., 2013a) provides a mechanism to describe a flow to the net-
work. The primary driver for PCP has been creating port mappings on NAT and firewall devices. When 
doing this, PCP pushes flow information from the host into the network (specifically to the network’s 
NAT or firewall device), and receives information back from the network (from the NAT for firewall 
device). PCP allows applications to create mappings from an external IP address, protocol, and port to 
an internal IP address, protocol, and port. These mappings are required for successful inbound com-
munications destined to machines located behind a NAT or a firewall. Figure 4 illustrates the PCP 
messages exchanged to create a mapping on the PCP controlled device.

Figure 4. PCP Generic client-server interaction

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



55

Collaborative Networking Towards Application-Aware Networking
 

This simple bi-directional communication of flow information using PCP makes PCP a very suit-
able candidate to signal other interesting flow information, useful for AAN, from a client to a server.

PCP FLOWDATA Option

The FLOWDATA option (Wing et al., 2013b) described in this document allows a host to signal the 
bi-directional characteristics of a flow to its PCP server. A few examples are minimum and maximum 
bandwidth, delay and loss tolerance for upstream direction. Downstream direction characteristics can 
also be signaled.

After signaling, the PCP server determines if it can accommodate that flow, making any configu-
ration changes if necessary to accommodate the flow, and returns information in the FLOWDATA 
option indicating its ability to accommodate the described flow.

Usage and Processing

A host may want to indicate to the network the priority of a flow after the flow has been established 
(typical if the host is operating as a client) or before the flow has been established (typical if the host 
is operating as a server). Both of these are supported and depicted in the following diagrams.

Figure 5. Client initiated connection before flow prioritization

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



56

Collaborative Networking Towards Application-Aware Networking
 

Figure 5 shows a connection being first established and then the flow being prioritized. This allows 
for the fastest connection setup time with the server.

The diagram in Figure 6 shows first the client asking the network to prioritize a flow, then establishing 
a flow. This is useful if the priority of the flow is more important than establishing the flow quickly.

Figure 7 shows a PCP client getting a PCP MAP mapping for incoming flows with priority. This 
ensures that the PCP client has a mapping and all packets associated with the incoming TCP connec-
tions matching that mapping are prioritized. The PCP Client in this case could be a video server in 
a data center

The diagram in Figure 8 shows how two separate connections, where only one is active at a time, 
use the same instance identifier.

The authors are not aware of any deployment of this proposal.

Figure 6. Client initiated connection after flow prioritization
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Traversal Using Relay NAT (TURN)

Traversal Using Relay NAT, TURN, (Mahy et al, 2020) is a protocol that is often used to improve 
the connectivity of P2P applications. By providing a relay service, TURN ensures that a connection 
can be established even when one or both sides are incapable of a direct P2P connection. A client can 
choose to signal flow characteristics of a relay channel to the TURN server, so that the TURN server 
is aware of the flow characteristics of the channel. The TURN server can potentially signal back to 
the client that it can (fully or partially) accommodate the flow. This sort of signaling will be useful 
for long-lived flows such as media streams or WebRTC data channels, traversing through the TURN 
server. The TURN server can further communicate the flow information to a number of on-path de-
vices in its network using a Policy Decision Point (e.g., a SDN controller). Thus, the network hosting 
the TURN server can accommodate the flow. With this mechanism, a TURN client can request the 
TURN server to provide certain characteristics for the relayed channel on both legs (client-to-server, 
server-to-peer).

Figure 9 depicts a TURN client signaling the desired flow characteristics to a TURN server over 
the TURN ChannelBind request.

Figure 7. Server initiated connection after flow prioritization
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AAN SDN

One of the goals of SDN is to define a set of techniques, existing or new, that allows for easy auto-
mation and offer means to interact with network resources dynamically in order to ensure optimized 
resource usage. A comprehensive overview of the SDN landscape and the functional taxonomy of the 
techniques used can be found in the work of Boucadair & Jacquenet (2014).

There are several proposals on how the network can be programmed with flow information in order 
to enable different service policies (e.g., traffic prioritization). Typically this involves a controller 
that collects flow information by receiving copies of flow data packets or performing DPI if on-path. 
Many flows today are very dynamic, time-bound (short lived), encrypted and asymmetric, and require 
different priorities depending on network conditions, direction, time of the day, and other factors. 
Therefore, this means that controller examination of the flow packets cannot be used successfully to 
infer flow and metadata information (Penno et al., 2014).

Figure 8. Two server connections with same instance ID
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Architecture

In order to automate the resource allocation and usage, AAN proposes the following SDN architecture 
and message flow as illustrated in Figure 10 (Penno et al., 2014)

• Applications running on the end points (e.g., User Equipment, Data Center Servers, CPE routers) 
signal associated metadata to Network Elements. This can be achieved by using PCP (Wing et al. 
2013a) with the PCP Flow Extension (Wing et al., 2013b) which allows a PCP Client to signal 
flow characteristics to the network, and the network to signal its ability to accommodate that flow 
back to the host.

• The Policy Decision Point (PDP, Yavatkar et al., 2000) manages resources and triggers configura-
tion operations based on applicable policies. To achieve this, a protocol that has built-in primitives 
for reliable real-time messages and that, ideally, shares information about network availability 
between the network device and the PDP is required. REST, Extensible Messaging and Presence 
Protocol (XMPP) (Saint-Andre, 2011) or similar protocols are good candidates.

• PDP installs the flows in routers or switches and assigns them a series of actions, modify flow ac-
tions, collect statistics, or (more importantly) extend the provisioning of these flows end-to-end. 
PCP with THIRD_PARTY option, NETCONF (Enns et al., 2011) or any similar protocols.

Figure 9. Message diagram, operating a server
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In Figure 10, the middlebox is any flow-aware device (e.g., edge router, switch, CPE router).
Some advantages of the AAN architecture are:

• Host driven: The host/ application, which has the information required to make the correct service 
request is responsible for communicating the flow metadata according to the application needs. 
The approach works with encrypted and multi-party flows.

• Network Authorization: When network access control is required, the host gets authorization from 
the Application Server trusted by the network in order to install flows and associated actions (e.g., 
policies). The Application Server could be deployed in a third party network. This is important for 
networks that do not trust the host.

• Immediate incremental value for endpoints and applications in an end-to-edge manner: once a 
AAN CPE router is installed, applications could signal flow characteristics to the network for both 
directions and benefit from traffic prioritization, firewall pinholes and other services without other 
changes to the network.

Message Flow

When an end host installs a flow entry in the middlebox through a PCP message, a call is made to the 
PDP. This message carries the following information:

Figure 10. ACEN signaling flow with SDN
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• Match condition elements, including source/destination IP, source/destination port, Layer 4 
Protocol, VLAN Id.

• Metadata conveyed in PCP FLOWDATA option.
• Lifetime in the PCP response which is mapped, for example, to the OpenFlow’s idle_timeout 

(Openflow, 2014). This way, the PCP client is aware when the flow entry is removed.

The PDP uses any relevant protocol, e.g., NETCONF (Enns et al., 2011) or OpenFlow (Openflow, 
2014) to add, delete and modify flows and their metadata. For example, an OpenFlow controller could 
get the information of configured queues and their properties. The OpenFlow controller either associ-
ates the flow with appropriate queue or instructs the OpenFlow-enabled network device to rewrite the 
DiffServ Code Point (DSCP) bits for the flow based on the metadata conveyed in the REST message.

When an application-driven flow times out or is explicitly deleted, if required, a REST API call 
is generated and the controller is notified. This allows the PDP to delete the flow from other devices 
in the network.

The PDP could also decide on its own to remove the installed flow. In this case, a PCP unsolicited 
response is sent to the PCP Client owner of such flow.

Deployment Considerations and Challenges

There are a few challenges with enabling the AAN technique. The selection and extensions of the 
signaling protocol(s) is one. In many cases, the use of an existing protocol limits the deployment to 
the use cases that were targeted by the initial protocol specification.

The other challenge with the signaling protocol is path congruency with the associated flow 
(path-coupled vs. path-decoupled). With client-server signaling protocols (out of band signaling), the 
application needs to contact the server on a node that is on the forwarding path. In some cases, e.g., 
dual homing or when a server is not directly connected, this may not always be possible.

Path-coupled (also known as “on-path”) protocols try to guarantee that signaling messages follow 
the same path as the data packets. They typically do this by encapsulating the messages they initiate 
with the same header as the data packets. Intermediate nodes are enabled to inspect and intercept these 
packets. In addition they probe routing or forwarding with a locally created dummy data packet and then 
pre-route the packet accordingly. One example is RSVP. Path congruency with data flow is ensured 
as long as all devices on path are enabled. But this is rarely the case and the reality is that these types 
of protocols are only deployed today in small controlled environments, never in the public Internet.

In-band signaling protocols carry the signaling messages in packets that are, for the purpose of 
routing or switching, identical with the data packets. STUN is one such protocol. There are no con-
gruency issues with these types of protocols. However, as in the case of on-path signaling, they open 
up security holes.

A network device receives application messages either because they are addressed to the device 
or the device is configured to intercept them. Most requests need to be processed and some create 
state. A request message will consume network resources such as CPU, memory, hardware entries 
required for classification, and bandwidth. To prevent denial of service attacks, it is important that non-
authenticated and non-authorized messages are dropped early in the processing chain. Also, network 
devices should allow operator selection for the type of processing (e.g., process, drop or forward only).
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There are cases where a signaling message specifies flow data for either or both directions of the 
flow and it is possible for network devices to receive conflicting flow data for a given direction of 
the flow. Appropriate conflict resolution is important in this case and needs to be clearly specified 
by the standards.

As discussed in Trammel (2020), an important challenge for AAN is the trustworthiness of dis-
covered network information, including path properties (Enghardt & Kraehenbuehl (2020)). Absent 
reliable mechanisms, information disseminated by networks for use by applications can be intercepted 
and manipulated by misbehaving nodes. Means to authenticate path property information must be 
supported.

From a deployment standpoint, and as adequately discussed in Trammel (2020), an open ques-
tion is “how can the incentives of network operators and end-users be aligned to realize the vision 
of path aware networking, and how can the transition from current (“path-oblivious”) to path-aware 
networking be managed?”.

FUTURE RESEARCH DIRECTIONS

Some of the challenges to deploy AAN are listed below:

• Formalize how practically an application can determine its network requirements and how it de-
cides which parts can be managed at the application layer (e.g., application-specific congestion 
control) and those require a cooperation from the underlying network.

• Update applications to support AAN.
• Update some network elements to support AAN.
• Support from browsers and OSes to provide appropriate AAN API to applications.
• Provide UIs to tweak the priority of flows on an endpoint.

AAN must consider security and privacy implications to provide protection again false claims, 
leakage of private information, and unwarranted differentiated treatment of flows. For example, the 
network may need to validate application provided flow information before using it to provide dif-
ferential treatment of the application’s flows. Similarly, an application may need assurance of confi-
dentiality protection before providing potentially sensitive information.

A basic security requirement of AAN is that there must be a mechanism for mutual authentica-
tion between the application signaling flow information and the network entity that uses this flow 
information to provide differential treatment for flows as well as feedback to applications about such 
treatment. Without this, the solution is open for attacks with fake applications falsely claiming to be 
legitimate applications that require special treatment, i.e., the network infrastructure is at risk of be-
ing misused. Should the network entity be spoofed, applications could be misled that the network has 
accommodated the requested flow characteristics.

AAN is being actively pursued within the IETF standardization community and has gathered mo-
mentum and interest from service providers, vendors, and application providers.
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CONCLUSION

The goal of AAN is to provide a framework for programmable networks that allows applications to 
seek for collaboration by typically signaling flow characteristics that help network providers to un-
ambiguously identify and therefore tweak the treatment of associated application flows.

This is a very important step in moving towards a model where a host, based on application use, 
can demand appropriate treatment anywhere and anytime. This will also serve as an important step 
for network monetization by means of differentiated connectivity offered and guaranteed to applica-
tions. This collaborative approach is also important the overall QoE will be enhanced at each layer.
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KEY TERMS AND DEFINITIONS

ALG: Application-level gateway is a security component deployed on firewall or NAT boxes to allow 
customized traversal filters in order to support address and/ or port translation for certain application 
layer protocols.

CDN: Content delivery (or distribution) network is a set of servers deployed in multiple data centers 
across the internet in order to serve content to end users while also offering high performance and high 
availability.
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DFI: Deep flow inspection is a packet filtering technique that analyzes statistical characteristics like 
packet lengths, ratio of large packets and small payload standard deviation, and connection behavior of 
flows, to determine the actions to be applied to application flow or session packets (e.g., classify, mark, 
redirect, block, drop).

DPI: Deep packet inspection is another form of computer network packet filtering that examines 
the packet content to decide on the actions to be taken on the packets or for the purpose of collecting 
statistical information.

PAN: Path-aware networking describes an architecture where endpoints can discover the properties 
of paths they use and how these endpoints react to these properties that affects the transmission of their 
flows. As such, PAN covers both the discovery of path properties and path selection by an endpoint.

PCP: Port control protocol is a protocol that allows hosts to control how the incoming IP packets 
are translated and forwarded by an upstream router that performs Network Address Translation (NAT) 
or packet filtering (firewall, typically).

SDN: Software-defined networking is a network architecture that allows network administrators 
to manage network services through abstraction of lower-level functionality. This is achieved through 
mechanisms that allow decoupling of the control and forwarding planes.
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ABSTRACT

This chapter provides an overview on the recent advances and perspectives on content delivery networks 
(CDNs). After a reminder on the definition and core features of CDNs, the first section highlights their 
importance with quantitative illustrations. The second section identifies the various types of CDNs which 
have been deployed to address different markets. The growth of the CDNs has been driven primarily by 
video streaming. Next to media content, CDNs have evolved to deliver always more demanding social 
networks and applications. Security solutions are now fully integrated into CDNs and marketed as flag-
ship products. The third, fourth, and fifth sections outline the challenges and technical evolutions of the 
CDNs to keep up with their customers’ hunger for media content, web performance, and security. The 
sixth section focuses on the convergence of CDNs and clouds. The seventh section reviews the status 
and perspectives of different approaches for using multiple CDNs. The last section presents the current 
positioning and future perspectives of the CDNs in the mobile domain.

Content Delivery Networks:
On the Path Towards Secure Cloud-

Native Platforms at the Edge

Yannick Le Louédec
Orange S.A., France

Gaëlle Yven
Orange S.A., France

Valéry Bastide
Orange S.A., France

Yiping Chen
Orange S.A., France

Gwenaëlle Delsart
Orange S.A., France

Mateusz Dzida
Orange S.A., France

Frédéric Fieau
Orange S.A., France

Patrick Fleming
Orange S.A., France

Ivan Froger
Orange S.A., France

Lahcene Haddak
Orange S.A., France

Nathalie Labidurie Omnes
Orange S.A., France

Vincent Thiebaut
Orange S.A., France

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



67

Content Delivery Networks
 

INTRODUCTION

A Content Delivery Network (CDN) is a set of servers specifically designed and deployed over one or 
several networks for optimizing the storage and delivery of content (e.g., web objects, audiovisual live 
or on-demand content, large files). From a high-level and functional perspective (Figure 1) the main 
components of a CDN include: request routing servers that handle and redirect content requests towards 
cache node servers, cache node servers (a.k.a., CDN delivery servers) that deliver the requested content, 
content ingestion servers that ingest content in the CDN, analytics and accounting servers, and manage-
ment servers.

CDNs are expected to handle 72% of the global Internet traffic by 2022 while it handled up to 56% in 
2017 (Cisco, 2019a). The outstanding development of CDNs since the late 90s has been driven by their 
intrinsic strengths: reliability, scalability, improved service latency thereby leading to a better quality 
of experience for end users, and better network resource utilization leading to a reduction of congestion 
risks and costs of interconnection links.

From a business perspective, there is an increasing trend for “commoditization” in the CDN industry 
with strong market competition and price decline. In such challenging context, CDNs must evolve to 
meet the (new) requirements of the supported applications. CDN players concentrate their technical 

Figure 1. CDN Functional Model
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and business strategies on fast evolving and promising areas such as web acceleration, web security, 
“serverless” edge computing, convergence with clouds, multi-CDN systems, or IoT and mobile networks.

This chapter aims to provide an overview of these recent advances and perspectives on CDNs.
This chapter is organized as follows. First, the introduction sets the context. After a short reminder 

of the definition, role and core features of CDNs, this section highlights their importance in today’s 
Internet and provides some quantitative illustrations. The second section identifies the different types 
of CDNs currently deployed and the market segments targeted. The growth of CDNs has been driven 
primarily by video streaming in the last decade. Next to media content, CDNs have evolved to deliver 
content from always more demanding websites, social networks, and web applications. Besides, web 
security solutions are now fully integrated into CDNs’ infrastructures and marketed as flagship products. 
The third, fourth, and fifth sections outline the challenges and technical evolutions of CDNs to keep up 
with the intensifying needs for media content, web performance, and security, respectively. The sixth 
section focuses on the convergence of CDNs and clouds. The converging and competitive landscape 
of online content delivery and cloud services opens new business opportunities for the market players, 
as well as technical challenges and innovations, introduced in this section. The increase in the number 
of CDNs and related players stimulate the development of multi-CDN strategies. The seventh section 
reviews the status and perspectives of different approaches for using multiple CDNs. The last section 
discusses CDNs with a focus on cellular networks. It particularly outlines the current positioning and 
future perspectives of CDNs in the mobile domain (a.k.a., cellular networks).

CDN MARKET ECOSYSTEM: AN OVERVIEW

This section introduces CDN positioning within a service delivery ecosystem. Then, it provides an 
overview of the main CDN market players.

CDNs In the Overall Technical Chain

CDNs address different needs such as audiovisual content delivery at large scale, but also others such 
as web acceleration. Audiovisual contents are by far the main type of contents delivered by CDNs in 
terms of traffic volume. So the design of the CDNs, notably the major ones, has been conditioned and 
adapted for audiovisual content delivery. Thus, this section makes first a focus on the CDNs in the overall 
audiovisual technical chain before considering other domains of applications such as web acceleration.

Before being delivered, audiovisual contents have first to be prepared and adapted to accommodate 
the bandwidth constraints of the underlay networks on which they have to be distributed.

In the technical chains specifically implemented by Telecom operators (a.k.a., Telcos) for their au-
diovisual service offers, this preparation is achieved by either a Television (TV) head-end or a Content 
Management System (CMS). The TV head-end component is devoted to live content and, thus, faces 
strong real-time constraints: video compression must be achieved on-the-fly. Conversely, CMS compo-
nents are devoted to on-demand content; real-time constraints are released, and video compression may 
possibly be more efficient.

Audiovisual contents can be destined to a wide variety of devices, ranging from Smartphones to 
Ultra High Definition TV screens (e.g., 4K, 8K). The screen size, the available storage capacity, but 
also the supported encoding formats, Digital Rights Management (DRM) and delivery protocols have 
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to be taken into account in the content preparation. As such, each content may have to be translated into 
several media files.

Last but not least, content preparation must deal with rights management. Some contents, such as 
royalty-free User-Generated Contents (UGCs), may be free of specific requirements. In contrast “pre-
mium” contents may have to be encrypted to be protected from unauthorized viewing. The access to these 
contents might also be protected, for example by means of URL signing (van Brandenburg, Leung, & 
Sorber, 2020), and restricted to a specific geographical area (called geo-blocking). In addition, content 
right-owners may demand requirements on concurrent stream limitations for a given household. These 
may apply, for example, when the household subscribed to an audiovisual service offer giving access 
to a catalog of contents on all registered devices and access networks. The CDN plays a major role in 
fulfilling a part of these requirements.

Once prepared, audiovisual contents are ready to be delivered. Different solutions, hereby designated 
as “content delivery components”, exist to achieve the content delivery, such as CDNs and IP multicast, 
as well as others that are outside the scope of this chapter, like the Peer-to-Peer (P2P) protocols. Content 
delivery components can co-exist in the same networks; they can be combined too. IP multicast is the 
most efficient way to distribute the same content simultaneously to many receivers, be they end-user 
devices (e.g., for live content delivery) or even CDN delivery servers (e.g., for feeding them with a content 
catalog). Yet, IP multicast requires specific protocols that are not supported by all end-user devices or 
activated in all networks. Moreover, it does not suit all types of audiovisual content services and content 
profiles (e.g., massive catalog of low popularity contents as made available on online social networks). 
These issues have favored the development of CDNs in the 2000s and 2010s, in parallel to IP multicast. 
Contents are ingested in the selected or combined set of content delivery components; this means they 
are made available to these components. In the case where several media files have been prepared for a 
given content, all these media files must be made available for the end-users, who will pick one of them 
as a function of various criteria, such as access conditions.

Contents have also to be referenced and exposed, for instance, through an Electronic Program Guide 
(EPG), web pages or applications that are browsed by end users. In any case, end-users’ browsing and 
content selection is achieved by interacting with a service platform. The service platform satisfies a given 
end-user’s request for a given content item by triggering the delivery by one content delivery component 
(or by a combination of content delivery components) to this end-user’s terminal device of the adequate 
media file, selected in accordance to the context, which may include the characteristics of the requesting 
device, user-end’s preferences and available bandwidth, among others.

Whatever the content delivery components (or a combination thereof), the media files can be delivered 
by means of various protocols. The incumbent options consisting in streaming content with the Real 
Time Streaming Protocol (RTSP) (Stiemerling, Schulzrinne, Rao, Lanphier, & Westerlund, 2016) or in 
achieving content download or progressive download with the HyperText Transfer Protocol (HTTP) are 
getting outdated. Instead, ABR (Adaptive Bit Rate) streaming (DASH, 2019) is a disruptive solution, 
by cutting each content into segments and providing each segment with different qualities or bitrates. 
Segments are delivered using HTTP. ABR dynamically adapts the format to the available bandwidth and 
to the terminal device’s status (e.g., amount of resources available to decode and display video frames). 
Now supported by any device, adaptive streaming is an efficient solution letting the device itself select 
the adequate media file (Bentaleb, Taani, Begen, Timmermer, & Zimmermann, 2018).

The variation of the consumed bandwidth always includes a peak during the busiest hours. Network 
(including CDN) dimensioning is usually based on these peak hours. It is important to notice that CDN 
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servers - placed close to end users by design - and which have been provisioned before the peak hours 
may lead to significant improvements.

The CDN Market Players

There are mainly four types of players that are involved in the content delivery chain: CDN vendors, 
CDN operators, content service providers, and Telcos.

• CDN vendors develop content delivery products and market them to other actors, such as content 
service providers or telecom operators. Broadpeak©, Varnish Software AB, Qwilt© are positioned 
on this segment for example (BroadPeak, 2020a);

• CDN operators mainly sell services over their own managed CDNs. CDN operators may also sell 
a licensed CDN to Telcos. In this case, the Telco has to manage the CDN services provided by a 
CDN operator solution. Akamai Technologies, Inc. and Limelight Networks, Inc. are examples of 
CDN operators. Currently (2020), the main CDN operators provide a worldwide coverage for all 
types of media contents and web resources. They have been negotiating with telecom operators 
to deploy their CDN servers close to end-users, thereby offering a better Quality of Experience 
(QoE) and reducing the delivery costs of Telcos.

• Content service providers present a catalog of contents to end-users, ranging from premium con-
tent to royalty-free content, representing a large part of the Internet traffic. The largest content 
service providers, such as Google© with YouTube©, manage their own CDN for their own usage. 
To reduce costs and improve end-user experience, some of them partner with Internet Service 
Providers (ISP) to deploy their own CDN delivery servers and deliver their contents from within 
the ISPs’ networks, such as Google with Google caches or Netflix with Open Connect (Netflix 
2020).

• Telcos offer network access bundled with audiovisual services. Having the network under their 
control, they can deploy CDN delivery servers at different hierarchical levels as close to end-users 
as possible and exploit specific network features like IP multicast, offering the highest quality 
content with the lowest delay so that the perceived quality of experience is likely enhanced.

Telcos may play different business roles, such as:

• CDN operator role: by deploying a CDN within their networks, either for their own purpose so as 
to provide “Business-to-Consumer” (B2C) services, or with the objective of reselling CDN ser-
vices to third companies, which are, thus, called “Business-to-Business-to-Consumer” (B2B2C) 
services;

• Content service provider role: by deploying a complete content delivery chain to expose, prepare, 
and deliver its own content. Telcos may further contract with third parties’ content service provid-
ers to either broaden their content service portfolio or resell a content service.

Finally, it is worth mentioning that this section focuses mainly on the CDN technical chain and 
market ecosystem for audiovisual content delivery as it represents the majority of the traffic carried by 
today’s CDNs. But, next to audiovisual content services, CDN operators have significantly expanded 
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into CDN-based web acceleration and web security services. This trend is expected to continue to grow 
and to represent a significant part of the CDN players’ revenues in the short to long terms.

CDN AND MEDIA CONTENT DELIVERY SERVICES

This section outlines the challenges and technical evolutions to keep up with the intensifying needs 
for media content delivery, respectively on the Over-The-Top (OTT) and Internet Protocol Television 
(IPTV) content delivery markets.

Challenges and Technical Evolutions of OTT Content Delivery

ABR streaming has become a de facto standard in the OTT market of live and on-demand audiovisual 
content streaming applications, mostly supported by CDNs. Yet, this solution faces two major challenges, 
namely cost and end-to-end live latency:

• The economic burden on CDNs to deliver OTT streaming with ABR technology is destined to 
increase. The main reasons are: (1) increasing number of terminal devices consuming online au-
diovisual content, (2) improvements of content resolution, quality, and consequently the increase 
of the bitrate of the media content streams requested and played by these devices (e.g., 4K, HDR, 
high frame rates), (3) unicast delivery mode, forcing CDNs to support one delivery stream per 
user session, and (4) diversity of terminal devices, audiences and network conditions, which man-
date to package, store and deliver multiple redundant yet separated combinations of ABR media 
formats (e.g., MPEG Dynamic Adaptive Streaming over HTTP (DASH), HTTP Live Streaming 
(HLS)), media components (e.g., audio, video, subtitles), DRM systems, codecs (e.g., AAC (ISO/
IEC 14496-3), AVC (ISO/IEC 14496-10), HEVC (ISO/IEC 23008-2)), and ABR representations 
(resolution and quality levels), jeopardizing CDN delivery efficiency.

• The end-to-end live latency, a.k.a., “glass-to-glass” latency (i.e., from content capture to display) 
is significantly higher on OTT live streaming with ABR technology - typically 30 to 45 seconds 
-, than on IPTV or traditional broadcast delivery modes such as Satellite, Cable, and Digital 
Terrestrial Television (DTT) - commonly 3 to 12 seconds -. This has a direct impact on the bottom 
line, particularly in OTT live sport streaming market. Limelight’s State of Online Video report 
highlights findings from a series of consumer surveys about online viewing habits and opinions 
(Limelight, 2019); its latest version (2019) reports that “57.7 percent [of all respondents] said 
they would be more likely to watch live sports online if the stream was not delayed from the broad-
cast”; and this raises to two thirds among people aged 26-45.

To address these challenges Apple© and Microsoft© launched in 2017 an initiative to standardize a 
Common Media Application Format (CMAF) at MPEG, backed by other major OTT companies (e.g., 
Akamai©, Google©, Netflix©). The standard was published in 2018 and revised in 2020 (CMAF, 2020).

The first objective for specifying CMAF was to gain efficiency in content packaging, storage and 
delivery by having one single media format regardless of the nature and capabilities of the OTT device. 
The adopted approach has consisted in favoring existing technologies, notably the fragmented MP4 
container - derived from ISO’s Base Media File format - as container format, the support of the MPEG 
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codec suite AVC, HEVC, and AAC as the baseline for interoperability, and the MPEG Common En-
cryption (MPEG-CENC, ISO/IEC 23001-7). CMAF is basically a standard container. It does not aim at 
replacing DASH and HLS, but instead at handling media segments that can be referenced by both DASH 
manifests and HLS playlists. This allows to manage media files usable by both DASH and HLS, and 
thus to reduce significantly workflow complexity and costs in content production/packaging. Likewise, 
for content delivery, using a single CMAF source for several delivery protocols allows to reach higher 
cache hit ratios, hence a better usage of network and storage resources in the CDNs. Besides, MPEG-
CENC allows a given content to be encrypted once and decrypted by multiple playback devices even if 
they use different DRM systems.

The second objective in specifying CMAF was to ensure low latency in live ABR streaming. The 
CMAF’s low-latency mode (LL-CMAF) relies on the combined exploitation of CMAF chunks, Chunked 
Transfer Encoding (CTE) data transfer mechanism, and components specifically configured all along 
the end-to-end live content streaming chain:

• CMAF allows to split the CMAF segments into smaller sub-structures called CMAF chunks. 
CMAF chunks are addressable entities composed of a header and media samples. So the down-
stream transfer of the first encoded CMAF chunks of a given CMAF segment can start right away, 
piece by piece (“on the fly”), before that segment is entirely available.

• The CTE data transfer mechanism of HTTP 1.1 (Fielding, & Reschke, 2014) is used to proceed 
with this transfer downstream, based upon pieces called HTTP chunks: each HTTP chunk con-
tains a CMAF chunk.

• The components specifically configured all along the end-to-end live content streaming chain 
include in particular the intermediate CDN servers and the video players used by the terminal 
devices. They must all support this CTE data transfer mechanism to enable the low-latency mode. 
In addition the players supporting LL-CMAF must accurately estimate path bandwidth and jitter, 
and carefully manage their buffering behavior to maintain a smooth low-latency experience.

It is worth mentioning that the legacy ABR players can request and handle CMAF content, but at the 
granularity of CMAF segments only. So they can exploit CMAF-based media content but with standard 
(i.e., lower) ABR streaming latency performances.

LL-CMAF allows to deliver ABR streaming content with a live latency from 3 to 9 seconds, and thus 
lowers the gap with IPTV’s live latency, which is typically in the range of 3 to 7 seconds.

Challenges and Technical Evolutions of IPTV Content Delivery

IPTV is confronted to an always increasing competition with OTT streaming. IPTV targets TV sets con-
nected to Telcos’ Set-Top Boxes (STBs) mainly, while OTT streaming addresses all screens whatever 
their connection (e.g., computers, smart TVs, smartphones, tablets, etc.) as well as media streaming 
boxes and sticks (e.g., Google Chromecast©, Apple TV ©, etc.).

Besides, OTT streaming relies on a single ABR technology regardless of the screen technology. Thus, 
the developments are more efficient and cost-effective; all the more since they are backed by Internet 
giants (Apple, Google, etc.). All this favors the growth of an OTT streaming ecosystem, fertile both in 
terms of innovations and business development.
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In contrast, IPTV imposes the co-existence of two separate yet redundant types of operations and 
technologies: the first one for live services (e.g., IP multicast and MPEG-TS for content delivery, Con-
ditional Access Systems (CAS) for security), and the second one for on-demand applications such as 
Video on Demand (VoD) (e.g., ABR streaming for content delivery, DRM for security). Moreover, the 
integration between both types to support advanced features such as (n)PVR (network Personal Video 
Recorder), trick modes (e.g., pause and fast-forward viewing), as well as innovative monetization models 
like Dynamic Ad Insertion (DAI), is complex.

The incumbent advantages of IPTV over OTT streaming, namely latency and scalability, tend to 
shrink, as a consequence of the technical innovations related to OTT streaming, including the aforemen-
tioned CMAF, and the financial investments by Internet giants on the OTT streaming markets (Google/
Youtube, Netflix, Amazon Prime Video, etc.).

Subsequently, the leading suppliers in the streaming ecosystem tend to converge on OTT technologies 
and markets. The advanced features they develop for the ABR technology, such as DAI and security, 
are evolving fast. Meanwhile, MPEG-TS, the IPTV format, is quite frozen, and the number of IPTV 
STB SoC (System on Chip) and vendors is decreasing. As an illustration, ABI Research forecasts a 5% 
decline of the STB SoC Market between 2018 and 2023, driven by “cord-cutters having a wide variety 
of streaming services and video streaming boxes that don’t require a set-top box” (ABI, 2020).

Initiatives are engaged to design a next-generation IPTV, so as to keep its competitiveness against 
OTT streaming. These include making IPTV format and technologies converge with OTT, in order to 
take benefit from the fast evolution and cost-efficiency of the OTT streaming technologies.

Multicast-ABR (mABR) fits into this approach. mABR consists in leveraging the IP multicast tech-
nology to distribute content in ABR format over a managed Telco network. As illustrated in Figure 2 a 
typical mABR architecture involves a “Multicast Server” and a set of “Multicast Gateways”. The former 
ingests content in ABR format and transmits it over the Telco’s multicast network. The latter can be 
deployed either in the Telco’s network edge, or more probably in the home gateways, STBs, or terminal 
devices; they receive the IP multicast packets, extract the ABR-formatted content, to store it temporarily 
so that it is available to the ABR content playback function(s) located downstream (or within the same 
device if multicast gateway and playback functions are co-located).

Also, Figure 2 presents the three following functions: content preparation, content hosting, and content 
playback. Content preparation gathers encoding, encryption, and packaging operations. Content hosting 
ingests prepared content and makes it available for being distributed over the Telco network. Content 
playback achieves un-packaging, decryption and decoding operations, so that content can be displayed 
on the terminal device’s screen. All these three functions manipulate content in ABR format only, they 
are unrelated to the IP multicast-network.

Therefore, mABR allows to exploit on the one hand the efficiency of the IPTV multicast-based dis-
tribution scheme, and on the other hand the fast-evolving OTT streaming technologies, with all ABR’s 
advantages, to implement the high-value functions (e.g., codecs, content protection, Ad-Insertion) at 
the first stages (“headend”) and last stages (next to or in the terminal device) of the content delivery 
chain. In addition to becoming up-to-date and more flexible, this next generation of IPTV is expected 
to provide cost-efficiency by removing redundancies between the IPTV Live and VoD technologies, 
and by replacing IPTV security and chipsets in the STBs by cheaper ones from the OTT ecosystem.

In addition, mABR combined with LL-CMAF improves live latency performances up to being 
comparable with traditional IPTV services in Telcos’ managed networks. Traditional IPTV service 
latency is typically in the order of 3 to 7 seconds. mABR deployed over managed Telco networks with 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



74

Content Delivery Networks
 

small-buffer players should allow to reach a ~7 second latency on average, down to 3 seconds with LL-
CMAF (Tombes, 2019).

The primary business case for mABR is linear content delivery using IP multicast. And the CDN 
technology shall complement IP multicast in this content delivery architecture. First, the aforementioned 
content hosting function shall deliver unicast traffic, and the unicast repair function (used to retransmit 
multicast transport objects that have not been correctly received) as well. So traffic forwarding can be 
optimized with a CDN to improve scalability and reliability. Second, mABR could be used typically 
to deliver the most popular linear services, while the less popular ones could be delivered by means of 
unicast ABR sessions from the CDN. Third, linear services can be enhanced with advanced features, 
such as DAI, which may require the support of the CDN to pre-position content assets at or close to the 
terminal devices.

The concept of mABR was developed a few years ago, with Broadpeak’s nanoCDN technology. Other 
companies like Akamai have designed their own solutions since then. It is now attracting a growing 
interest, notably of IPTV operators, and a standardization work started within DVB, which published 
successive releases of reference architecture on 2018 and 2020 (DVB, 2018; DVB, 2020; ETSI, 2020).

Figure 2. Adaptive Media Streaming over IP Multicast. Simplified Reference Architecture. (DVB, 2020)
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CDN and WEB ACCELERATION SERVICES

Beyond media delivery, CDN providers are also major players of the web acceleration market. Their 
distributed platforms support both media and web acceleration services.

Figure 3 presents a reference architecture of the typical core components of a web acceleration platform. 
It is composed of three segments: acquisition segment, transport segment, and termination segment. This 
reference basis is exclusively used here as an informational model aimed at spatially decomposing the 
processing functions executed by the web acceleration systems. In an operational environment, specific 
systems may comprise only certain segments of this reference architecture. Similarly, functions assigned 
to certain segments can be merged into common indivisible components (implementations, in particular).

The acquisition segment is responsible for the efficient and secured acquisition of web resources 
from the originating (authoritative) servers. It protects the origin servers against capacity overload by 
controlling, limiting, and balancing the number of requests and bandwidth reaching the origin servers 
(and inferred links). Clusters of acquisition servers can be deployed across various datacenters, pos-
sibly close to origin servers. Therefore the acquisition process can be optimized by using a selection of 
multiple parallel acquisition nodes, taking into account their topological proximity to the origin serv-
ers. The acquisition segment can also have the capability to pre-fetch web resources (i.e., to acquire 
web resources even before they are requested by the end-users) according to predefined policies or on 
demand, in order to lower the pressure on the origin servers and to improve the latency perceived by the 
end-users. Besides, it may produce a static version of the dynamic web resources, and deliver this static 
version when the origin servers are unavailable. It can detect and cache access error messages when 
origin servers are unavailable, or produce error messages on its own. The acquisition segment secures 

Figure 3. Reference Architecture of Web Acceleration Platform
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the origin servers by acting as a reverse proxy for them. Transport protocols with encryption capabilities 
(e.g., TLS1.3, HTTPS, HTTP/2.0, QUIC/HTTP/3) secure the transmission of the acquired web resources 
(Bishop, 2020). Specific daemons can also be deployed on the origin servers’ infrastructure to create 
outbound-only connections to the acquisition servers, which avoids the exposure of the IP addresses as-
signed to origin servers and guarantees all acquisition requests originate from the acquisition segment.

The termination segment is responsible for fast and scalable delivery of the web resources to the 
end-users. It is composed of termination clusters of delivery servers located at the edge of the operator’s 
network. These servers shall support basic and advanced protocols (e.g., HTTP/1.1, HTTP/2, QUIC/
HTTP/3) as well as advanced congestion control mechanisms (at the transport layer, typically). TCP 
efficiency is optimized either thanks to a selective usage of TCP stacks and parameters, or by using pro-
prietary TCP (optimized) implementations. The same principles apply for UDP-based content delivery 
with QUIC/HTTP/3, in particular. The termination segment controls and balances the load among the 
termination clusters. The implementation of these mechanisms rely on the same techniques used for 
media content delivery (e.g., intra- and inter-cluster routing based on DNS name resolution or HTTP 
redirection). The termination segment also controls the replication and caching of the web resources in 
the different clusters. The delivery servers cache these resources in accordance with configured policies: 
enforcing, overruling, or overwriting the caching policy defined by the origin servers set in the HTTP 
headers. The CDN operator manages these policies; it may as well let its customers have a direct and 
advanced control over how, where, and how long their web resources are cached, via APIs acting on 
these policies.

The transport segment is responsible for robust and efficient transmission of the web resources from 
the acquisition segment to the termination segment. Composed of networking elements deployed at dif-
ferent locations of the underlying networks, the transport segment aims at achieving an optimal selection 
of the acquisition source cluster and the forwarding path, by taking into account the topological proximity 
between the acquisition clusters and the termination clusters, the administrative distance (e.g., BGP AS 
path) and latency associated with the forwarding paths, the load and available bandwidth of both the 
acquisition and transport clusters, and other administrative affinity policies (e.g. avoid a specific country 
or PoP). It is also capable of detecting and avoiding congestion in the end-to-end connections between 
the acquisition and termination segments. Major CDN players claim they enforce a significantly better 
routing policy than the standard (BGP-based) Internet routing policies: e.g., Akamai’s IP Application 
Accelerator© (IPA) (Akamai, 2020a) and Cloudflare’s Argo Smart Routing© (Cloudflare, 2020a).

Specific features can be set up on any of these three core components of the web acceleration platform, 
such as web resource compression and adaptation functions. Compression functions can be applied on 
text and graphical resources depending on the platform’s load and the configured policies. Adaptation 
functions are meant to optimize text resources with various techniques (e.g., HTML injection, text merg-
ing, splitting, “minification”), as well as to adapt the size and resolution of the graphical resources in 
accordance with the capabilities of the end users’ terminal devices.

In addition to these three core components, a web acceleration platform generally encompasses two 
complementary elements, namely a DNS infrastructure and a monitoring/analytics platform:

• The DNS part has a direct contribution to the end-to-end performance of the web acceleration 
systems. Therefore, the major CDN players manage their own DNS infrastructure with particular 
care. Cloudflare© claims that it ensures “DNS lookup speed of 11ms on average and worldwide 
DNS propagation in less than 5 seconds” (Cloudflare, 2020b). At the time of writing (October 
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2020), DNS performance benchmark tools available online like “www.dnsperf.com” (Dnsperf, 
2020) report results consistent with this statement, with a typical raw performance of 7.81 ms in 
Europe and 13.29 ms worldwide.

• CDN operators manage monitoring and analytics platforms to get and share with their customers 
insights on how the web resources and the aforementioned CDN core components and features 
behave and impact the end-to-end delivery performances. Customers can visualize Real-User 
Monitoring metrics, advanced real-time analytics on dashboards, and they can also select and 
direct log streams towards their own performance management tools to continuously improve con-
figurations, cost savings and end-user experience. They may also possibly emulate or test what-if 
scenarios to assess performances in case of sudden traffic bursts or in the event of security attacks 
of a great magnitude, for example.

CDN and Security Services

The primary business of CDN operators consists in deploying and managing servers in hundreds to thou-
sands of locations, and in providing content delivery and web acceleration services for many customers, 
including critical public administrations, leading e-commerce companies, as well as major media and 
entertainment corporations. As already mentioned, their traffic accounts for 52 percent of the whole 
Internet traffic in 2017, and up to 72 percent in 2022 (Cisco, 2019a). Needless to say that this essential 
role of these infrastructures makes them as privileged targets of security attacks. Cloudflare reports its 
“42 Tbps network blocks an average of 72 billion threats per day, including some of the largest DDoS 
attacks in history” (Cloudflare, 2020c). Akamai provides on its web portal detailed and regularly updated 
information on the state of web attacks (Akamai, 2020b; Akamai, 2020c; Akamai, 2020d). For example, 
for the week of October 19 to October 26, 2020, Akamai reports having observed among the most com-
mon web attack types 110+ Millions SQL Injection attacks, 18+ Millions Cross-Site Scripting attacks, 
3.89 Millions Remote File Inclusion, 145K PHP Injection attacks (Akamai, 2020e).

Therefore, the CDN operators have continuously developed technical expertise and solutions to counter 
security threats. By the way, they have inherent advantages for being legitimate players in the domain of 
web security. First they support a significant proportion of the whole Internet traffic. So they are well 
positioned to get insights on security attacks, as claimed by Akamai: “Interacting with 130 terabytes of 
data, 1 billion devices, and 100+ million IP addresses every day gives us unmatched intelligence and 
insights to protect your business 24/7/365” (Akamai, 2020f). Second, their infrastructures, distributed at 
large scale, are intrinsically well suited to mitigate many common attacks with anti-DDoS (Distributed 
Denial-of-Service) protection and Web Application Firewall (WAF). Quoting Cloudflare: their “network 
is 15x bigger than the largest DDoS attack ever recorded, allowing all internet assets on Cloudflare’s 
network to withstand even massive DDoS attacks” (Cloudflare, 2020d).

So, given the size and strategic importance of the cyber security market, CDN operators have logically 
target this market as one of their core business with dedicated service portfolios, gaining noteworthy 
commercial success. As an illustration, Akamai’s revenues for the second quarter ended June 30, 2020 
was $795 million, up to 13 percent year-over-year, including $259 million (hence one third) from Cloud 
Security Solutions, up to 27 percent year-over-year (Akamai, 2020g).

The CDN operators mainly address the web application security. The most common vulnerabilities 
and attacks in this domain are SQL injection, Cross-Site Scripting, (D)DoS attacks, Cross-Site Request 
Forgery, memory corruption, buffer overflow, and data breach.
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The security solutions proposed by the CDN operators own to five categories:

• Solutions to secure the access to applications.
• Solutions to secure the network infrastructure.
• Application security solutions.
• Security hub.
• Security solutions for specific applications.

The first category encompasses the solutions aimed at securing the access to applications. CDN 
players provide solutions to simplify and secure the access of users to critical applications, including 
multi-cloud applications (e.g., for online payment, for remote workforce to access enterprise applications). 
In this domain, traditional access solutions based on VPNs (Virtual Private Networks) come up against 
issues as users move to cloud-based applications and to mobile devices. Solutions proposed by CDN 
players include the replacement of VPNs by alternatives that interwork with Identity Providers, such 
as Azure Active Directory (AAD) or Amazon AWS Identity and Access Management (IAM). Certain 
CDN players have even expanded into the market of Identity and Access Management, to provide user 
authentication as a service (e.g., SSO authentication, two-factor authentication, multi-factor authentica-
tion), like Akamai with its Cloud Identity solution (Akamai, 2020h; Akamai, 2020i).

The second category (solutions to secure the network infrastructure) includes notably SSL/TLS, Layer 
3/4 DDoS and DNS security solutions. Unsurprisingly, as Internet web sites move onto encrypted traffic 
sessions, CDNs support SSL/TLS protection with all related features to simplify and speed up SSL/TLS 
session setup: certificate management operations, TLS configuration, support of advanced cipher suites, 
client authentication, HTTP Strict Transport Security (HSTS), Encrypted Server Name Indicator, etc. 
At the network and transport layers, CDNs may provide DDoS protection for any TCP/UDP application 
by relying, for example, on reverse proxy and/or BGP. Concerning DNS, as mentioned in the previous 
section, the major CDN players manage their own DNS infrastructure, empowered with DNSSEC, and 
provide protection against DNS attacks such as DNS cache poisoning, on-path attacks, or DNS spoof-
ing. CDN players have also been actively supporting the development of DNS over HTTPS (DoH), its 
standardization at the IETF (Hoffman, & McManus, 2018) and its deployment in operational networks. 
DoH consists in carrying the DNS messages between a client (e.g. a browser) and a DNS resolver in 
an encrypted fashion, over HTTPS. As an illustration, DoH is now activated by default in the USA on 
Mozilla Firefox browsers and their DoH queries are sent by default to DNS servers operated by the CDN 
operator CloudFlare (Mozilla, 2020a).

The third category (application security solutions) comprises WAF, Layer 7 DDoS Protection, bot 
management, and rate limiting solutions. WAF protects applicative servers and web applications against 
a wide range of suspicious behaviors and known vulnerabilities, like SQL injection, Cross-Site Script-
ing, and Cross-Site Request Forgery. A WAF inspects each HTTP request against managed rules, attack 
signatures, predefined template policies for well-known standard applications, accept-lists/discard-lists 
of URLs or IPs, as well as other possible inputs or databases, such as IP reputation databases and IP 
geolocation databases. It allows the legitimate requests to pass through; and it blocks, challenges or 
logs the suspicious ones. The CDN provider regularly updates the managed rules on the WAF as new 
security threats emerge, to protect the applications. Layer 7 DDoS protection systems exploit various 
strategies against DDoS attacks, including for example blocking or limiting the traffic per source IP 
address, exploiting the anycast routing to absorb the attack, and forwarding the legitimate requests to 
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their destinations, resulting in a CAPTCHA challenge. Bot management solutions aim at detecting 
bots, distinguishing the good ones (e.g., bots from search engines) and mitigating the malicious ones 
(e.g., marketing click frauds, content scraping, content spams, credit card stuffing, credential stuffing, 
application DDoS). Rate limiting solutions allows to protect applications from attacks such as DDoS 
attacks by controlling, blocking or conditioning the traffic using configurable templates and thresholds.

In practical deployments, WAF, anti-DDoS, bot management, and rate limiting solutions work in con-
cert. For example, the first three ones may rely on the fourth ones to counter some attack vectors. More 
generally, the CDN operators monitor the traffic in their networks to get insights on the evolution of the 
web security threats. They deploy specific automated systems for continuously aggregating data about 
the state of their networks, the traffic and the attacks, for analyzing such state with advanced heuristics, 
behavioral analytics and machine learning techniques, in order to generate alerts and counter-measures 
consisting in manual or automated updates of the configuration policies of the above-listed security 
solutions (e.g., WAF managed rules, rate limiters’ thresholds, bot management configuration). These 
solutions are, so to say, interacting with each other over an always learning network. Our fourth category, 
the security hub, designates this set of automated data aggregation, analysis and alerting systems which 
achieves the integration with and between the above-listed security solutions.

The fifth category corresponds to the security solutions that certain CDN operators develop for some 
specific applications, such as IoT applications or Web APIs. For example, Akamai proposes its IoT Edge 
Cloud products “IoT Edge Connect©” and “OTA Updates©” to securely connect millions of IoT devices 
and vehicles, for real-time data collection and messaging, as well as for over-the-air updates (Akamai, 
2020j). Akamai also proposes an “API Gateway” product which converts all of its CDN edge servers into 
API gateways. The customers’ APIs and servers benefit from the CDN’s scalability and security. Some 
API related processes such as API authentication, authorization, and quota management are managed 
at the edge. And APIs can be “supercharged” with the other security and web acceleration products of 
Akamai portfolio (Akamai, 2020k).

CONVERGENCE BETWEEN CDNS AND CLOUDS

CDN operators have been deploying geographically distributed servers to extend their footprint while 
locating them closer to the end-users. Other OTT actors like Amazon and Microsoft have been provid-
ing cloud-based “X-as–a-Service” (XaaS) offers where “X” includes Infrastructure, Platform, and Soft-
ware. These offers were usually supported by centralized infrastructures, mainly data centers connected 
somewhere to the Internet. Today, CDN and Cloud services/infrastructures tend to converge, to address 
intersecting markets, and to adopt common technical principles, such as cloud-native principles.

The CNCF (Cloud Native Computing Foundation) provides a definition of cloud-native: “Cloud native 
technologies empower organizations to build and run scalable applications in modern, dynamic environ-
ments such as public, private, and hybrid clouds.” (CNCF, 2019). CNCF refers directly to technologies 
like containers, service meshes, micro-services, immutable infrastructures, and declarative APIs. We 
refer in this section to “cloud-native” as a general software development approach that tends to enhance 
platform capabilities, manageability, and efficiency by means of continuous integration and deployment 
processes, as well as elastic cloud resources, which can be instantiated on demand.

A first evolution of the CDN operators towards the cloud-native approach has been to deploy a part 
of their CDN building blocks over cloud infrastructures. More precisely, this trend has been concerning 
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in priority the control plane of CDNs (e.g., request routing and monitoring operations), functions requir-
ing large storage (e.g., origin servers, log management platforms), and other value-added features (e.g., 
content preparation/encoding or multi-CDN selection as a service (NS1, 2020a; Akamai, 2020l) rather 
than the data plane of CDNs (e.g., content caching and delivery). From a business perspective, this trend 
brings stimulating opportunities to both the cloud service providers and their customers: for the former, 
the development of Infrastructure-as-a-Service (IaaS) or Platform-as-a-Service (PaaS) designs, thereby 
addressing the needs of content providers and content delivery service providers, and for the latter, the 
optimization of their infrastructure and data analytics.

Then, a new generation of CDN operators appeared in the last decade to push back the CDN and 
Cloud boundaries. These players, like Cloudflare© and Fastly©, have adopted cloud-native principles 
as ground-up technical foundations, and positioned from the outset their CDN infrastructures as edge 
computing platforms.

This is exemplified by the development of “serverless” edge computing offerings such as Cloudflare 
Workers, Fastly Compute@Edge©, and Akamai EdgeWorkers©. “Serverless” does not mean absence of 
servers. “Serverless” refers to a cloud computing execution model in which the cloud provider dynami-
cally manages the allocation of machine resources to its customers’ applications. These CDN operators 
have observed that they will probably never address exactly every possible use case expected by their 
customers, even if they keep on extending the features to be supported by their infrastructures. So the 
idea that lies beneath these offerings is to make the edge network programmable and to provide their 
customers with the capability to write and run their own micro-services directly on the edge computing 
platform. The role of the CDN operator thus consists in deploying servers in hundreds or thousands of 
locations all over the world. It is then up to the customers to decide how to use these resources, just like 
they do with (centralized) Cloud resources.

An infinity of use cases can then be envisioned, resulting in the reduction of the amount of traffic 
forwarded to origin servers, a faster end-user experience, and an increased reliability: managing at the 
edge user redirection logic, load balancing with tailored affinity algorithms, custom logic in HTTP cach-
ing rules to improve cache hit ratios, geolocation logics for delivering location-specific content, search 
autocomplete, URL decoding, tailored WAF rules, authorizations and crypto functions, allow-lists and 
block-lists, API gateways, A/B testing, dynamic content assembly, promotional campaigns, personalized 
video experiences via dynamic manifest manipulation and ad insertion, etc.

These edge computing platforms open to the customers must meet strong requirements with regards 
to security (a micro-service written and run by a given customer must affect neither the platform nor 
the other customers, in particular), scalability and efficiency (be able to deploy each customer’s micro-
service in hundreds to thousands of locations), as well as acceptance (the technical framework must be 
relatively easy to master and manage by the customers’ web programmers).

For its Worker solution Cloudflare decided to rely on Javascript, on the Javascript Engine V8 devel-
oped for Google Chrome and on the W3C Service Workers API:

• The Javascript Engine on the CDN edge servers runs the multiple programs written by the cus-
tomers, basically in a similar way as a web browser runs the Javascript programs from mul-
tiple web servers. The V8 engine was selected for its security maturity as well as its support 
of WebAssembly. WebAssembly started as a collaborative initiative from Google and Mozilla 
among others, and has evolved as a web standard published by the W3C (Webassembly.org, 2020; 
W3.org, 2020). It is an assembly-like language that enables to run programs with near-native per-
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formance, and to complement JavaScript in the most recent web browsers. The language comes 
with complementary tools: (1) toolchains allow to compile various other languages (e.g., C, C++, 
Rust) into WebAssembly, so programmers can write their code in the language of their choice, (2) 
WebAssembly Javascript APIs for loading WebAssembly modules and taking advantage of the 
performances of WebAssemby in JavaScript applications. Javascript being the default language 
for the V8 engine addresses the aforementioned acceptance requirement as it is anyway essential 
to every web programmer. And, at the same time, WebAssembly allows the web programmers 
to write micro-services in the language of their choice and run them as fast as possible on edge 
servers.

• The Service Workers API is also a W3C standard (Mozilla, 2020b). It has been designed for web 
browsers to manipulate the cache and the HTTP requests: to redirect or rewrite them, to modify 
a response, to generate several HTTP requests and combine the results, etc. Cloudflare Workers 
being written according to this standard Service Workers API are also named Cloudflare Service 
Workers.

Fastly made a different choice for its Compute@Edge solution (Leach, 2020). In particular Fastly 
decided to build its own native WebAssembly compiler and runtime, Lucet (Hickey, 2019), and to make 
it an open source, for that matter (Lucet, 2020). Fastly claims it could thus create a solution that is both 
secure and performant, with startup times under 35 microseconds (to compare Chromium’s V8 engine 
taking about 5 milliseconds), leading to a completely clean operating environment for every request, 
and eliminating the security risks related to data persistence between invocations.

Akamai’s EdgeWorkers aim at reaching the same objectives with Javascript bundles, like Cloudflare 
Workers (Akamai, 2020m). Besides, apart from EdgeWorkers, Akamai proposes also its Cloudlets of-
fering (Akamai, 2020n). Cloudlets are a fixed set of applications installed on Akamai’s edge servers, 
including “Application Load Balancer”, “Edge Redirector”, “Input Validation”, “Forward Rewrite”, etc. 
Like EdgeWorkers, they target customers who wish to bring more functionality at the edge to lower the 
number of requests sent to origins, to ease web operations and eventually improve end-user experience. 
But in contrast to EdgeWorkers, they don’t require any custom software development work.

These serverless edge computing offerings empower the corporate customers and their web de-
velopers with capabilities to create and run applications at a global scale, beyond centralized clouds, 
with advanced levels of performance and security. Moreover, these edge computing platforms built by 
developers for developers provide their customers with deep insights and controls thanks to their log 
streaming interfaces as well as their comprehensive APIs and other configuration tools, e.g., Terraform 
Fastly Provider (Terraform, 2020). Thus customers can quickly integrate these capabilities into their CI/
CD workflows and benefit from similar levels of agility for their DevOps processes as those experienced 
with more centralized clouds.

Besides, the CDN caching capability has generally been deployed until now on dedicated bare metal 
servers in order to provide the high and stable performances (in terms of session number, throughput, 
Time To First Byte) required by the large scale content delivery applications. Yet, CDNs are software 
systems in essence. This makes them potential candidates for being fully deployed on cloud-native 
virtual infrastructures, for example in containers. The drivers for such a migration take advantage of 
cloud-native principles:
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• Scalability: content delivery service providers and content providers are traditionally heavy users 
of large content storage and content delivery capacities, and their needs grow as the evolution of 
their offerings.

• Auto-scaling: cloud-native infrastructures ensure the possibility to use transport, storage, and 
computing resources strictly dimensioned to the traffic, data and CPU load and to reallocate ad-
ditional resources to absorb traffic peaks.

• Agility: Server resources can handle work tied to content delivery at peak hours and be switched-
off or reallocated to other tasks (e.g. data analytics) otherwise.

• Manageability: to ease software upgrades and roll-backs.

This trend may become conceivable by the dramatic increase of server performances and the emer-
gence of cloud-native solutions such as Kubernetes which supports features overlapping with CDNs 
(e.g., Ingress, Healthcheck, Logs management, Clustering, Scaling, Storage management). Nevertheless, 
CDN applications raise technical requirements that suggest customized designs:

• Controlled performances to ensure the adequate QoE expected by the end-user.
• Reservation of large amounts of resources for special events (e.g., Olympics).
• Specific requirements about cache locations; this looks easy to implement from a global vision 

where the objective would be to cache content in data centers at the granularity of countries, yet 
high audience content delivery services may require to cache contents in Telcos’ networks much 
closer to the end-users.

Finally, the convergence between CDNs and Clouds is also boosted by the “CDN-ization” of services 
and applications that used to be deployed on centralized clouds only. This decentralization of cloud 
service offerings is based upon the vision that centralized data centers, as historically designed for 
cloud computing infrastructures, are not necessarily well suited for global scale applications, real-time 
applications or for high bandwidth consuming applications. For example, the performances of security 
solutions like anti-DDoS systems benefit from being exploited at a global scale. The massive adoption 
of cloud offers by both the enterprise and mass market segments fosters the storage of all types of data 
in the cloud; therefore, it becomes relevant to allow end-users and remote workforce to access more 
rapidly these data by handling and caching the most important or popular data closer to the end-user 
location, typically on CDN edge servers. Cloud gaming and immersive applications requiring low latency 
and high speed connectivity are expected to become strong drivers for edge computing in fixed and 5G 
networks. Video surveillance solutions in smart cities should rely on Artificial Intelligence technologies 
deployed at the network edge. The amount of traffic caused by uplink video and data streaming should 
also decrease in networks.

MULTI-CDN STRATEGIES

The growing number of CDNs (and CDN players) have been stimulating initiatives to enforce multi-
CDN strategies. And various reasons have motivated CDN players to collaborate or content providers to 
use multiple CDNs for footprint extension, features extension, cost optimization, overload management, 
performance optimization and resilience. Yet, these initiatives have not been all based on the same vision 
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and principles. Two main models emerged, that we name the CDN federation model and the multi-CDN 
selection model, with different technical and business implications.

CDN Federation Model

A first model consists in interconnecting two (or more) CDNs so as to constitute a content delivery 
infrastructure offering larger footprint, more capacity and/or features. Cisco© picked the name “CDN 
federation” to designate such “multi-footprint, open CDN capabilities built from resources owned and 
operated by autonomous members” (Puopolo, Latouche, Le Faucheur, & Defour, 2011).

A CDN federation shall preferably appear as a single delivery platform (a “one stop shop”) to its 
customers (i.e., the content providers), so as to simplify their technical and business experiences, and 
market it as a competitive asset.

At the technical level it implies that only one CDN, hereby designated as the “Prime CDN”, interacts 
with the customer, in order (1) to ingest its content and content metadata (e.g., content validity period), 
(2) to provide the customer with reporting information, and (3) to give to the customer some control on 
its cached content (e.g., capacity to purge instantly some content from the CDN caches if needed). Yet, 
we may expect that some or all the other members of the CDN federation participate in the delivery of 
the content of that given customer. Thus, they must all be able (1) to ingest content and content meta-
data from the Prime CDN, (2) to generate reporting information that the Prime CDN aggregates for 
the customer, and (3) to enforce control operations triggered by the customer and relayed by the Prime 
CDN to the other CDN federation members. In addition, they must coordinate their request routing 
process with the Prime CDN, so that users’ content requests delegated by the Prime CDN to the other 
federation members are correctly handled by the latter. This illustrates the first major characteristic of 
the CDN federation model: it imposes the definition of commonly agreed technical interfaces, as well 
as the associated processes and protocols, inside the CDN federation to ensure a comprehensive set of 
operations in a coordinated and efficient way.

Besides, the only fact that the CDN federation model adds one or several intermediate cascaded CDNs 
in a given content delivery chain has a real impact on several content delivery mechanisms involving 
interactions with the terminal devices. This is the second major characteristic of the CDN federation 
model: it imposes to review and adapt certain content delivery processes, including (1) the management 
of the content delivery sessions over TLS, and the related credential management, (2) the management of 
URI signing and token authentication, (3) the management of Cross-Origin-Resource-Sharing (CORS), 
and (4) the efficient management of ABR sessions. Let us consider TLS for example. The promise of 
a CDN federation is to propose to the customer a one-stop-shop model in which it would interact with 
a Prime CDN only. But the CDN federation must also guarantee the security of the entire architecture. 
Thus, it must preserve a chain of trust in HTTPs that involves CDN players the customer may not be 
aware of. This leads to problematic situations. As an illustration, in the Recursive DNS-based Redirection 
mode (Seedorf, Peterson, Previdi, van Brandenburg, & Ma, 2016), the client establishes a TLS session 
with a CDN cache server that belongs to one CDN of the federation. And this client shall expect that 
this CDN cache server possesses the required TLS credentials of the customer. But the customer would 
never make available its credentials to CDN players it is not aware of. So specific solutions had to be 
defined to address such problematic situations.

This has motivated the production of specifications by standardization bodies and industry fora:
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• the definition of technical standards on CDN interconnection, mainly at IETF (Internet Engineering 
Task Force) CDNI (Content Delivery Networks Interconnection) working group (IETF, 2020), 
ETSI (ETSI, 2013), and

• the elaboration of specifications, recommendations and best practices in industry forums, in par-
ticular within the Open Caching Working Group of the Streaming Video Alliance (SVA) (SVA, 
2020).

The production from the IETF CDNI WG is iconic of the work that has been accomplished so far. 
These activities have been focusing on defining interfaces between two CDNs, assuming that any more 
complex configuration (involving more than two CDNs) is the combination of several instances of this 
basic two CDN patterns. In this point-to-point relationship between CDNs, the CDN that has a contract 
with the Content Provider is the upstream CDN (uCDN). The uCDN settles an interconnection with 
another CDN called a downstream CDN (dCDN). The dCDN is the infrastructure that actually delivers 
the content to the end-users. Note that there can be several cascaded CDNs: in this case, the uCDN is 
always the one that delegates the request and the dCDN is the one that receives the delegated request 
from the uCDN.

Figure 4 shows the five interfaces that compose the reference model of the IETF CDNI framework.

Figure 4. IETF CDNI Reference Model
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The Control Interface is involved in two types of processes: the first ones concern the bootstrapping 
and configuration of the other CDNI interfaces, the second ones (also named “trigger” processes) relate 
to content management operations such as pre-positioning, revalidating and purging content and/or 
content metadata. The Request Routing interface is split into two distinct sub-interfaces, the Footprint 
and Capabilities Advertisement interface and the Request Routing Redirection Interface, which are 
used respectively for exchanging routing information and for redirecting the users’ content requests. 
The Metadata interface governs how the content should be delivered (e.g., exchange of geo-blocking 
directives, availability windows, access control mechanisms, purge instructions). The Logging interface 
exchanges logs about the delivery activities, both in real-time used for runtime traffic monitoring and 
offline information suitable for analytics and billing. All these specifications are freely available online 
(IETF, 2020).

The IETF CDNI WG has also assessed the impacts of cascaded CDNs on specific content delivery 
processes, such as HTTPS delegation (Fieau, Stephan, & van Brandenburg, 2020), URI signing (van 
Brandenburg, Leung, & Sorber, 2020), and ABR streaming (van Brandenburg, van Deventer, Le Fau-
cheur, & Leung, 2013).

The Open Caching Working Group within SVA focuses on interoperability among content providers, 
commercial CDN operators, technology vendors and Telcos for delegation and delivery of streaming 
video with the goal of improving latency and QoE. An objective of this WG is to produce technical 
specifications for an Open Caching architecture enabling CDNs to delegate content requests to “Open 
Caches” located at the edge of the Telcos’ networks on behalf of the CDN’s customers (i.e., the content 
providers) (Finkelman, Devabhaktuni, & Stock, 2017). Given the proximity with IETF CDNI WG’s 
objectives, the SVA Open Caching WG adopts the specifications of CDNI interfaces from the IETF 
as a reference, or proposes extensions wherever relevant, for example with regards to Relayed Token 
Authentication (Klein, Gressel, & Biran, 2020). The CDN federation model and Open Caching specifi-
cations from the Streaming Video Alliance benefit from the active support of significant market players 
like Cisco, Qwilt, and Disney.

Multi-CDN Selection Model

We name the second model the multi-CDN selection model. Its main principle, and essential difference 
with the CDN federation model, resides in that the content provider has a direct view and control on the 
CDN selection process, i.e., the process of redirecting the user requests among the CDNs involved. This 
model does not contain intermediate cascaded CDNs, unlike the CDN federation model.

The technical implementation of this model requires at least a CDN selection (or CDN balancing) 
system. This sole component may suffice if the request redirection process needs to apply static rules 
only, based on time periods, content types, or user locations for example. Yet, this does not enable the 
redirection process to take into account the actual CDN status or the quality as experienced by the end-
users. Therefore, most implementations rely also on CDN performance data systems. These systems 
collect experience measurement and monitored data, which are exploited to improve accuracy and 
responsiveness in the decision process of the CDN selection system. Advanced implementations may 
even deploy agents in the terminal devices, such as Broadpeak’s Diversity system (Broadpeak, 2020b), 
to support switching between CDNs during a traffic session, or simultaneous utilization of multiple 
CDNs in a single traffic session (e.g., to request ABR segments from different CDNs during an ABR 
streaming session).
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Thus, a variety of implementations may co-exist, so as to accommodate different categories of content 
providers and requirements. Besides, the different CDNs participating in such a multi-CDN selection 
model may not even interact. This illustrates the major characteristic of the multi-CDN selection model: 
it does not require the achievement of some specific standardization works to be implemented, unlike 
the CDN federation model. Only some specific implementations may impose a higher level of integra-
tion between the players involved. For example, the use of the aforementioned Broadpeak’s Diversity 
system assumes that involved CDNs have the same content source (same origin). Another advantage is 
that the additional complexity raised by the federation model because of the cascaded CDNs approach 
doesn’t exist in the multi-CDN selection model.

But this model has also some drawbacks. The main disadvantage is that the scarcity of technical 
standards may force content providers to engage substantial tailored development and integration works 
so as to implement this model.

To address this issue, content providers may resort to multi-CDN solution providers. They belong 
to different categories:

• CDN selection (or CDN balancing) solution providers, such as Akamai Global Traffic Management© 
(GTM) (Akamai, 2020l) and Amazon Route 53© (Amazon, 2020).

• CDN performance data solution providers, like Conviva© (Conviva, 2020), Catchpoint© 
(Catchpoint, 2020) and Dynatrace© (Dynatrace (2020).

• Providers offering ranges of solutions or integrated solutions for implementing multi-CDN strate-
gies. For example, Broadpeak markets CDN products, as well as a CDN selection product named 
UmbrellaCDN©, and performance data collection solutions (e.g., Smartlib and Diversity systems) 
(BroadPeak, 2020a). Akamai also provides CDN services and performance data solutions, in ad-
dition to its GTM product. CDNetworks© and CloudFlare© are both CDN and CDN balancing 
solution providers as well (CDNetworks, 2020). Citrix Intelligent Traffic Management© (which 
acquired the French company Cedexis© in 2018) and NS1© are both CDN balancing and perfor-
mance data solution providers (Brooks, 2020; NS1, 2020b), and may thus act as “CDN brokers”.

Perspectives

The multi-CDN selection model has been broadly adopted, notably by content providers, while the 
CDN federation model has not yet truly picked up. Actually these models are not necessarily conflict-
ing or incompatible. Indeed they rely on some common technical mechanisms; for example methods 
for enforcing request routing decision are generally based on DNS resolution or possibly on HTTP 
request redirection in both models. In addition, developments achieved for one model should benefit 
to the other. In particular, the standards and recommendations published by standardization bodies and 
industry forums for the CDN federation model should contribute to harmonize the practices and APIs 
of the CDN service providers and multi-CDN solution providers, and thus simplify the implementation 
of multi-CDN strategies whatever the model.
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CDN AND CELLULAR NETWORKS

This last section discusses CDN usage in cellular networks. Particularly, it outlines the current position-
ing and future perspectives of the CDNs in the mobile domain.

In the current decade, CDNs have been constantly evolving to keep up with continuing trends in the 
mobile domain. First, they had and have to scale with the mobile traffic growth (seven-fold from 2017 
to 2022 globally, two times faster than fixed IP traffic), primarily due to video (79 percent of global mo-
bile data traffic by 2022, compared to 59 percent at the end of 2017) (Cisco, 2019a). Second, a specific 
trait of the mobile domain is the large diversity of terminals (e.g. feature phones, Smartphones, tablets, 
tethered PCs), with heterogeneous hardware and software characteristics in terms of screen size, storage, 
CPU, graphic chipset, mobile generations, operating system and APIs. Each of these characteristics may 
influence the way content are handled and delivered in general, including by CDN. For instance, differ-
ent adaptive streaming solutions may have to be used depending on the nature of the terminal device: 
HLS for Apple devices, DASH or Microsoft Smooth Streaming (MSS) for others. Nevertheless, there 
is a clear trend towards a broad adoption of high-end devices which generate the majority of mobile 
traffic and drive the increase of the mobile connection speeds (from 1.38 Mbps in 2013 to 6.8 Mbps in 
2016 and 28.5 Mbps by 2022). Third, next to user devices, M2M modules (e.g. cameras, sensor systems) 
are being deployed massively (four-fold growth between 2017 and 2022, up to 3.9 billion); thus CDN 
players develop specific offerings for this market segment, such as Akamai IoT Edge Cloud products. 
Fifth, the considerable number of mobile-connected devices (12.3 billion by 2022, up from 8.6 billion 
in 2017), their respective vulnerabilities (GSMA, 2020; Imani, 2018; Taleby Ahvanooey, 2017), and the 
now established practices of users to access cloud-based applications in mobility have led CDN players 
to pay a special attention to mobile security (Cisco, 2019a; Cisco, 2019b).

Yet, from an architectural viewpoint, CDN and mobile networks have developed separately until now. 
Historically, CDNs were first deployed to deliver content over fixed networks, and then utilized also for 
already deployed mobile networks. Besides the user plane of the mobile networks up to and including 
4G is composed of three parts basically: (1) the Radio Access Network (RAN) that connects the mobile 
devices to the Packet Core network and includes the radio interface, (2) the Packet Core Network that 
performs all functional operations for data forwarding, including traffic forwarding to and from the Inter-
net, mobility handling, charging, and security handling, (3) the sGi-LAN that connects the last gateways 
of the mobile Packet Core network (e.g., 3G GGSN (Gateway GPRS Support Node) or 4G PGW (Packet 
Data Network GateWay)) to the Internet and third networks. The sGi-LAN may encompass additional 
IP-based equipment to provide advanced features (e.g., NAT, firewalls, content caching and compression, 
Traffic Detection Function (TDF), legal filtering). For a more detailed information about 3G and 4G 
mobile architectures, the reader may for instance refer to the 3GPP standard documents (3GPP, 2020a) 
or also to Cox (2012). In these mobile networks all data packets exchanged with the mobile device are 
encapsulated in GTP tunnels (GPRS Tunneling Protocol) (3GPP, 2020b; 3GPP, 2021) between the (e)
NodeB and the last gateways of the mobile Packet Core network, the 3G GGSNs or the 4G PGWs. 
CDN delivery servers are thus inevitably deployed outside of the RAN and the Packet Core network, 
so between these last gateways and the origin servers: either in the sGi-LAN, on the Internet, or on any 
other 3rd party network involved in the delivery chain. By the way, these gateways are quite centralized 
in mobile networks; and this remains unchanged in 3GPP 5G Non-Standalone Architecture (NSA). Most 
mobile operators in the race to the first 5G deployments start with 5G NSA leveraging their existing 4G 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



88

Content Delivery Networks
 

physical core network and do not deploy virtualized core network. Therefore, CDNs did not and will not 
really contribute to release the traffic pressure on these mobile networks, be they 3G, 4G or 5G NSA.

3GPP has standardized solutions to improve the efficiency of content distribution within the cellular 
networks, such as (e)MBMS. MBMS stands for Multimedia Broadcast Multicast Services and eMBMS 
is the LTE version of MBMS. This technology relies upon multicasting content in the mobile network 
and broadcasting it on the radio interface. It has benefitted from continuous improvement at 3GPP since 
Release-6 for MBMS and Release-9 for eMBMS. Enhancements in Release-12 included in particular 
MOOD (Multicast Operation On Demand), which enables to seamlessly and automatically switch 
terminal devices between multicast and unicast delivery schemes depending on users’ demand. Then 
Release-14 added among others the Standardized xMB interface as a unified framework for managing 
services and sessions with content providers, as well as longer range and better efficiency at the radio 
access level (3GPP, 2020c). But eMBMS has never been massively adopted yet by mobile operators 
even if few commercial services have been launched, by Telstra in Australia for example (Telstra, 2018). 
Apart from these exceptions unicast remains the only delivery mode in these mobile networks whatever 
the content delivered to terminal devices (and mostly from CDNs).

This should evolve with 5G SA, opening new perspectives as regards to CDNs and cellular mobile 
networks.

First, 5G SA should implement the concept of Network Slicing that appeared in 3GPP Release-15. 
This enables to manage transport, storage, and computing resources as independent end-to-end logical 
networks, called network slices, over a shared physical infrastructure. It becomes much easier to ap-
ply custom caching and processing jobs as well as routing and QoS policies at mobile network edge, 
deployed deeper with 5G SA than before, so still closer to terminal devices. So CDNs could distribute 
CDN delivery servers deeper at mobile network edge to improve latency and bandwidth efficiency of 
content delivery. This organic integration of CDNs and mobile networks could also lead to a stronger 
functional integration. For example sharing information on the end-user’s localization between the cel-
lular network (for mobility management among others) and the CDN (for CDN delivery server selection 
and request redirection management) would become worthwhile, since CDN delivery servers get closer 
to the 5G NR interface.

Second, as the boundaries between CDN and Cloud Computing technologies tend to blur, CDNs 
shall evolve towards the delivery of advanced applications such as AR (Augmented Reality) stream-
ing, by leveraging the unprecedented performances of the 5G NR interface, as well as new distributed 
processing paradigms between edge nodes and terminal devices (e.g., split rendering of XR viewport).

Third, CDNs are promised to become an essential component in the design of future mobile TV services, 
possibly combined with the upcoming evolutions of (e)MBMS, ABR, mABR, CMAF, DAHOE (support 
of hybrid DASH/HLS over MBMS) (3GPP, 2020d), and Dynamic Ad Insertion systems, among others.

CONCLUSION

CDNs play a strategic role today in the networks and the global ecosystem. As the latter evolves, so will 
the CDNs. The main drivers are to improve scalability, flexibility and cost efficiency of the content de-
livery infrastructures, as well as end-user Quality of Experience. This chapter focused on a set of major 
trends, highlighting the main challenges, from both the technical and business perspectives.
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First, the convergence between OTT and IPTV media content delivery chains is underway. The 
audiovisual architectures which used to be dedicated to specific access networks and services evolve 
towards a single technical chain and aim at addressing the “any content, anytime, anywhere” motto. In 
this evolution, the management of content metadata and strategic positioning of the different types of 
market players will be instrumental. The incumbent advantages of IPTV over OTT streaming, namely 
latency and scalability, tend to shrink, as a consequence of the recent technical innovations on OTT 
streaming like CMAF and of the financial investments made by the Internet giants into the OTT stream-
ing markets. In return, initiatives have bloomed to design a next-generation of IPTV, so as to keep it 
competitive against OTT streaming. These include making IPTV format and technologies converge with 
OTT via solutions like mABR, in order to take advantage of the fast evolution and cost-efficiency of 
the OTT streaming technologies.

Second, next to audiovisual content services, CDN operators have strongly expanded into web ac-
celeration and web security services. They have inherent advantages for being legitimate players in both 
domains. Indeed, they generate a significant proportion of the whole Internet traffic. So they are well 
positioned to get insights on web delivery inefficiencies as well as on security attacks. Moreover, their 
infrastructures, distributed at large scale, are intrinsically well-suited to optimize web delivery perfor-
mances, and to mitigate many common attacks. Given the size and strategic importance of both these 
markets, CDN operators have logically set them among their core business operations with dedicated 
service portfolios, gaining noteworthy commercial success.

Third, CDN and Cloud services and infrastructures tend to converge, to address intersecting markets 
and to adopt common technical principles, such as cloud-native principles. CDN players are now po-
sitioning their infrastructures as edge computing platforms. This is exemplified by the development of 
serverless edge computing offerings such as Cloudflare Workers, Fastly Compute@Edge and Akamai 
EdgeWorkers. These offerings empower their customers with capabilities to create and run applications 
at a global scale, beyond centralized clouds, with advanced levels of performance and security. They 
can quickly integrate these capabilities into their CI/CD workflows and benefit from similar levels of 
agility for their DevOps processes as those experienced with more centralized clouds. Besides, CDNs 
are software systems in essence. This makes them potential candidates for being fully deployed on 
cloud-native virtual infrastructures. At last, the convergence between CDNs and Clouds is also boosted 
by the “CDN-ization” of services and applications that used to be deployed on centralized clouds only.

Fourth, the growing number of CDNs and CDN players have been stimulating to enforce multi-CDN 
strategies. Various reasons have motivated CDN players to collaborate or content providers to use mul-
tiple CDNs, including footprint extension, feature extension, cost optimization, overload management, 
performance optimization, and resilience. Yet, these initiatives have not been all based on the same 
vision and principles. Two main models emerged, with different technical and business implications: 
the CDN federation model and the multi-CDN selection model. They are not necessarily conflicting or 
incompatible. The developments achieved for one model should benefit to the other one.

Fifth, CDNs have been constantly evolving to keep up with continuing trends in the mobile domain. 
Yet, from an architectural viewpoint, CDN and mobile networks have developed separately until now. 
This shall evolve with 5G SA, opening new perspectives for CDNs and cellular mobile networks. Network 
Slicing and edge computing shall enable the distribution of CDN nodes closer to the end-users. This 
organic integration of CDNs and mobile networks could also lead to a stronger functional integration. 
Then, as the boundaries between CDN and Cloud Computing technologies tend to blur, CDNs shall 
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evolve to deliver advanced applications like AR streaming at the edge of mobile networks. And CDNs 
shall continue to be an essential component in the design of future mobile TV services.
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KEY TERMS AND DEFINITIONS

Adaptive Bit Rate (ABR) Streaming: Content delivery scheme based on segmenting content into 
small objects called segments encoded at multiple bitrates. The client accesses the content by requesting 
one after the other the segments that best fit the terminal and network conditions.

Caching: Special form of memory deployed in networks (on specific servers) as well as on com-
puter architectures and web browsers. When the same object is requested several times, caching aims 
at avoiding this object to be accessed as many times from its origin location so as to minimize resource 
utilization and latency.

Cloud: Set of servers as well as software and databases that run on them, accessed remotely, possibly 
via Internet, to manage, collect, manipulate, store, and deliver data.

Content Delivery Network (CDN): Set of servers specifically designed and deployed over one or 
several networks in order to optimize the storage and delivery of content objects (e.g., web objects, 
audiovisual live or on-demand content, large files).

Content Delivery Network Interconnection (CDNI): Relationship between CDNs that enables one 
CDN to provide content delivery services on behalf of other CDNs.

Home Network: The private local network inside the end-user’s premise, including all the terminal 
devices connected to it. The home network is connected to the internet via a home gateway.

Over-the-Top (OTT): Designate an Internet market player, application or service that does not rely 
upon Telcos or internet service providers, except for just getting connected to the end-users via the internet.
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ABSTRACT

The Intergovernmental Panel on Climate Change claims that global warming can be avoided by “reaching 
net zero carbon dioxide emissions globally around 2050 and concurrent deep reductions in emissions of 
non-carbon dioxide forcers, particularly methane.” To protect the planet and guarantee prosperity for 
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ENVIRONMENTAL STAKES

Climate Change

In 2018, the Intergovernmental Panel on Climate Change (IPCC) asserts that (Masson-Delmotte et al., 
2018) “human activities are estimated to have approximately 1.0°C of global warming above pre-industrial 
levels, with a likely range of 0.8°C to 1.2°C. Global warming is likely to reach 1.5 °C between 2030 
and 2052 if it continues to increase at the current rate.” According to the IPCC (Rogelj et al., 2018), 
reaching the 1.5 °C can be avoided by “reaching net zero carbon dioxide emissions globally around 2050 
and concurrent deep reductions in emissions of non-carbon dioxide forcers, particularly methane. Such 
mitigation pathways are characterized by energy-demand reductions, decarbonization of electricity and 
other fuels, electrification of energy end use, deep reductions in agricultural emissions, and some form 
of carbon dioxide removal with carbon storage on land or sequestration in geological reservoirs.”

all, The United Nations has set up a sustainable development program made up of 17 goals. Among them, 
Goal 12 establishes sustainable consumption and production patterns so that a social and economic 
growth does not increase the pressure on Earth’s resources, and Goal 13 constrains global warming. 
This chapter explores some actions the telecommunication companies have implemented: assessing the 
issues of mineral resources on network equipment, improving data centre energy consumption, reducing 
the average electricity intensity of the transmitting data, contributing to the energy transition.

Figure 1. The seventeen United Nations sustainable development goals - Source United Nations
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The United Nations Sustainable Development Goals

The United Nations are involved to protect the planet and guarantee prosperity for all through a sustain-
able development program (United Nations, 2020) made up of seventeen goals (Figure 1[REMOVED 
REF FIELD]). Among them, the goal number twelve establishes sustainable consumption and production 
patterns so that a social and economic growth does not increase the pressure on Earth’s resources due to 
the rebound effect, and the goal number thirteen constrains the global warming to 1.5 °C.

The GSM Association (GSMA), an association that represents nearly 800 mobile operators and 
manufacturers in 220 countries around the world, endorses the seventeen goals and claims that the mobile 
devices are useful to achieve the sustainable development goals (GSMA, 2019a) and that the mobile 
industry is playing a role in tackling climate change, developing a decarbonisation pathway aligned with 
the science-based target initiative (Science-based Targets, 2020) and in line with the Paris Agreement 
target of achieving net-zero emissions by 2050.

The GSMA first main idea is that electricity being used to power the telecommunication networks, 
switching from fossil fuels to renewable energies to lower their carbon footprint is a realistic option 
(GSMA, 2020). This is done through a mix of power purchase agreements, buying green electricity 
with associated guarantees of origin and additional unbundled guarantees of origin, and green electricity 
self-generation. The second one is that improvement of energy efficiency and circular economy are not 
sufficient to reach carbon neutrality. Therefore, for those scope 1 and 2 emissions that cannot be avoided, 
carbon offsets are the only remaining option. Concerning the scope 3 emissions, it is the responsibility 
of each player along the value chain to contribute to climate targets.

Mineral Resources Are Scarce and Critical For Network Equipment

The issues related to mineral resource scarcity have been covered for several industries such as the en-
ergy industry (Zepf et al., 2014), for industries located in a specific country (Department of the Interior, 
2018) or even for an entire supranational union industry (European Commission, 2020). All this research 
effort highlights that the modern industry uses more and more materials and for very specific purposes 
(e.g., germanium in optical fiber).

For the telecommunication industry the issue of scarce materials content in network equipment, or 
the different parameters to be considered when setting up a methodology on material criticality, has been 
discussed in (Vaija & Philipot, 2020). In these environmental assessments, the “when will it be depleted?” 
issue is examined for mineral resources. It is handled on one hand with the life cycle assessment methods, 
such as Abiotic Depletion Potential (Van Oers, De Koning, Guinée & Huppes, 2002) which considers, 
for a large set of elements (for example gold, silver, copper), a ratio between the world’s annual produc-
tion of a given material divided by the size of its world reserves. On the other hand with methods that 
allow to classify raw material as “critical”; these ones focus on parameters such as reliance to imports, 
capabilities to substitute the material by a non-critical one or recyclability rate.

Internet-Induced Global Energy Consumption is A Challenge

Fossil fuels contribute to the global warming: relying on them is not sustainable because their adverse 
impacts for the subsequent generations are high. Moreover, their availability in the medium term is 
problematic. In 2018, the International Energy Agency announced that the peak production of conven-
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tional oil had been reached around 2010, and even if shale oil production has offset this decrease it will 
not invalidate the concept of peak oil (Salameh, 2013). And the renewable energies are not yet there to 
relay fossil fuels: in 2018 only half of the growth in energy demand was provided by new deployments 
of renewable energies, the other half being produced by coal.

With respect to Internet energy consumption, it consumes 4.2% of the world’s primary energy and 
5.5% of the world’s electricity, while being responsible for 3.5% of the global CO2 emissions (Bordage, 
2019). Even if the fixed and mobile telecommunication networks represent less than 1% of the global 
CO2 emissions, the commitment in corporate social responsibility implies a strong involvement in the 
greenhouse gas emissions and the telecommunication companies should take actions to promote the 
transition to a carbon-free economy by offering other sectors solutions to reduce their own CO2 emissions.

HOW TELECOMMUNICATION COMPANIES GRAB THE CLIMATE STAKES

By Assessing The Issues of Mineral Resources On Network Equipment

With the knowledge about the materials contained in the network equipment obtained thanks to life 
cycle assessments, it is possible to have a better understanding regarding the methodology to undertake 
in order to reduce the environmental footprint as efficiently as possible. This comes in the form of dis-
mantling the equipment and gathering data at electronic and mechanical component level, for example 
with Materials Declarations1, as underlined in (Vaija & Philipot, 2020). However, even with good quality 
data on the content of the materials, a practitioner must be careful in the methodological choices to be 
made, whether they are based on the life cycle assessment or the criticality of the materials.

The following paragraphs give some insights on two methods applied to a network equipment, namely 
Abiotic Depletion Potential and handling critical raw material, allowing to work on the reduction of its 
environmental footprint.

Abiotic Depletion Potential Method Applied To 
A Radio Access Network Equipment

Regarding the methodologies related to the mineral resources, it has to be noted that the Abiotic Depletion 
Potential method considers for instance different types of approaches to evaluate the size of the reserves. 
Among these approaches, the “Ultimate reserves” approach considers the quantity of resource that is 
ultimately available in the earth crust (for example up to a depth of 10 km). The “Reserve base” approach 
considers only the identified resource that meets specified minimum physical and chemical criteria 
related to current mining practice. On top of these variants the fact that the world annual production of 
an element varies from one year to another has triggered the publication of updates (Van Oers, Guinée 
& Heijungs, 2020). When carrying out an assessment at equipment level the choice of the method can 
affect drastically the results (i.e., which elements of the equipment have the highest contribution to the 
abiotic depletion issue), as it was described for indium and phosphorus (Pradel, Garcia & Vaija, 2021).

The Abiotic Depletion Potential methodology was carried out on a baseband unit for a second genera-
tion (2G), a third generation (3G), and a fourth generation (4G) configuration including chassis, different 
baseband cards, optical transceivers as well as power units by Orange in 2020.
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Figures 2, 3, and 4 describe the contribution of different elements to the Abiotic Depletion Potential 
for this equipment, considering respectively the 1999 ultimate reserves method, the 2015 ultimate re-
serves method, and the 1999 reserve base method.

Between Figure 2 and Figure 3, the contribution of Gold to the total Abiotic Depletion Potential 
increased from 82.32% to 92.69%, which can be explained by the increase of the demand for this metal. 
Gold world primary production, i.e., mine production, jumped from 2330 tons in 1999 to 3000 tons 
in 2015 (National Minerals Information Center, 2020). In Figure 4 the main contributor to the Abiotic 
Depletion Potential is Indium. However, as it was underline in (Pradel, Garcia & Vaija, 2021), the issue 
with this metal is that the reserve base was estimated for 1999 on a very limited supply of 5700 tons. 
Since this value has been revised several times with, for example, estimations as large as 125,000 tons if 
all the zinc and copper ore that could be used as a source for indium was used (Gunn, 2014). Thus, with 
updated figures on the reserve base for all the different elements used in the base band unit manufactur-
ing the results will undoubtedly be different.

Figure 2. Abiotic Depletion Potential results with the ultimate reserves 1999 method for a baseband unit 
(2G/3G/4G configuration) - Source life cycle assessment carried out by OrangeTM

Figure 3. Abiotic Depletion Potential results with the ultimate reserves 2015 method for a baseband unit 
(2G/3G/4G configuration) - Source life cycle assessment carried out by Orange
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To analyse the limitation of the Abiotic Depletion Potential method, the assessment can be carried out 
with the reserve base and the world mine production figures from the U.S. Geological Survey publications.

Figure 5 shows how the assessment can be done for Antimony, a metalloid used for example as flame 
retardant (National Minerals Information Center, 2020). The blue bars show the years of reserve of a 
given year, simply by dividing the available reserve base by the world mine production For instance, 
for in 1996 the figures are respectively 4 200 000 metric tons of reserve for a world production of 108 
000 metric tons. The red bars show the remaining years of reserves in 2019 if the given year was used 
as reference. For instance, with 1996 as reference the reserves are estimated to be sufficient for about 
39 years thus in 2019 we would still have 16 years of supply.

For Antimony, the average reserves are almost always estimated to be about 10 to 15 years between 
1999 and 2019. If the values from 1999, 2000, 2001, 2003 or 2004 had proved to be accurate for fore-
casts it would mean that in 2019 Antimony would have already been depleted. However, as these values 
are calculated according to the reserve base it means that the amount of identified resource that meets 
specified minimum physical and chemical criteria related to current mining practice have been modified 
from year to year. This makes the assessment of depletion of elements a difficult task. Mining practices 
improve, the price of the ore fluctuates, new reserves can be discovered, the demand for the material 
can skyrocket (e.g., indium with the advent of Liquid Crystal Display technologies, touch panels and 
smartphones) or plummet if a substance is banned or a better one is introduced on the market, etc. All 
these factors will affect the estimation of the remaining years of reserves.

Method Handling Critical Raw Material Applied To 
A Radio Access Network Equipment

In addition to these calculations based on life cycle assessment and reserves, the same exercise can be 
carried out with methodologies on material criticality such as the one developed by the European Union 
(Blengini et al., 2020) or in (Vaija & Philipot, 2020).

By applying this second methodology to the material content of the baseband unit studied previ-
ously, the results shown in Figure 6 can be derived. It has to be noted that these results combine the 

Figure 4. Abiotic Depletion Potential results with the reserve base 1999 method for a baseband unit 
(2G/3G/4G configuration) - Source life cycle assessment carried out by OrangeTM
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mass of each material (in milligrams) with its criticality index. The latest being calculated by Orange 
for a selection of materials, on a scale from 0 to 1, according to a combination of years of reserves, 
global supply risk, substitution economic importance, substitution supply risk and end-of-life recycling 
rate. As the mass of tin, contained in the alloy used to solder most of the electronic components on the 
printed circuit boards, is much higher than the mass of bismuth the results are mostly influenced by the 
material content in the equipment.

Insights About The Eco-Design Process

This work implies to dive deep in the supply-chain and it requires for a telecommunication operator to 
work in partnership with the equipment provider, the electronic components providers and their raw 
materials suppliers. Standards as the General method to declare the use of critical raw materials in energy-
related products, or the International Electrotechnical Commission (IEC) project PNW 111-604 ED1 
(Material declaration – Part 1: General requirements) should also improve the way different companies 
are able to communicate on the material content of their equipment. Indeed, one of the main objectives 
of the IEC project is to “allows organizations to use this information in their environmentally conscious 
design process and across all product life cycle phases”. But the ability to communicate from one end 
of the supply chain to the other will not be the only requirement. All the materials used in these equip-
ment have a specific purpose, for instance indium-tin oxide for its combination of properties (optically 
transparent, electrically conductive, compatible with current mass market manufacturing process for 

Figure 5. Years of reserves of Antimony in the world for a given year (blue bars) and remaining years 
of stock in 2019 if the given year was used as reference - Source calculations carried out by OrangeTM
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Liquid Crystal Display, Organic Light-Emitting Diode or touch-panels). This is why substituting these 
materials is and will be challenging.

By Improving The Data Centers Energy Consumption

A data center can be represented as an overlay of layers, sketched in Figure 7, each layer providing a 
service to the layer immediately above it. From the bottom to the top, the first layer provides to the 
Information and Communication Technology (ICT) hardware layer tailored energy according to the 
layer’s requirements. The second layer provides to the software infrastructure layer all the resources (e.g., 
compute, network, storage) it needs to process and store all the information it receives. The third layer 
provides to the application layer all the resources (e.g., virtual machines, containers, and orchestrators) 
it needs to process and store all the information it receives.

The data center layer-based model (depicted in Figure 7) can be seen as a system that takes energy 
coming from a public grid as input, transforms this energy to processing power used by all the software 
it hosts, and disposes of the resultant heat. Two stages, shown in Figure 8[REMOVED REF FIELD], 
are involved in the transformation. In the first one, the incoming energy is split between the energy 
required by the ICT hardware layer and the energy required by the facilities. The second one consists 
of the transformation of the energy received by the ICT hardware layer into processing power used by 
both the software infrastructure layer and the service layer.

Figure 6. Criticality index for a selection of material contained in the baseband unit - Source calcula-
tions carried out by OrangeTM
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The energy consumption of the data center can be reduced: (1) by improving the efficiency of the 
technical environment layer, ideally by consuming no more energy than that required by ICT hardware 
layer, (2) by improving the ICT hardware layer efficiency, that is processing power delivered for a given 
amount of energy, (3) by improving the software infrastructure layer efficiency, and (4) by reducing the 
demand by the application layer on processing power.

Figure 7. Data center layer-based model

Figure 8. Data center energy transformation
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Improving The Technical Environment Layer Efficiency

While several now widespread technologies of cooling, such as hot and cold aisle arrangement, free 
cooling and passive cold door cooling, reduced the energy spent in cooling so that many state-of-the-
art data centers may reach a power usage effectiveness2 lower or equal to 1.3 (Coles, 2014), promising 
techniques will in the future keep on going the cooling system energy consumption reduction:

• Direct liquid cooling, where a liquid directly cools most heat-consuming components in a specific 
ICT equipment using dedicated piping (Douchet, Nortershauser, Le Masson & Glouannec, 2015).

• Submersion cooling, where conditioned off-the-shelf ICT equipment is immersed into a non-
conductive liquid.

• Thermosyphon loop based on a micro-channels evaporator and a condenser constituted of finned 
tubes (Nadjahi, Louahlia-Gualous & Le Masson, 2020) in order to have real passive cooling 
solution.

• Artificial Intelligence controlling the cooling and humidity control equipment especially for data 
centers at low load or in a versatile climatic environment.

State-of-the-art data centers may also expect a reduction of their energy consumption by up to 5% 
when moving their power distribution from the traditional alternative current and the uninterruptible 
power supply units to the 400 volts direct current and the 400 volts direct current power supply units. 

Figure 9. 400 volts direct current (400VDC) architecture versus alternative current (AC) architecture 
- Source OrangeTM
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Indeed, as shown in (Pratt, Kumar & Aldridge, 2007), the 400 volts direct current power distributions 
exhibit a better efficiency compared to the traditional alternative current ones. This better efficiency is 
obtained by reducing the number of conversion stages in the 400 volts direct current power distributions 
compared to the alternative current ones, from the grid to the electronic components in the equipment, 
and by reducing the power losses in the cable distribution.

Beyond energy efficiency, the 400 volts direct current offers the possibility to directly connect re-
newable energy sources to the direct current bus without inverter to convert direct current to alternative 
current as is required in the alternative current architecture. It also reduces the volume occupied by the 
uninterruptible power supply by 10% and the maintenance cost by 20-30% compared to the alternative 
current uninterruptible power supply.

Improving The Hardware Layer Efficiency

Despite the sustained traffic growth, the increase in the ICT hardware performance per watt has suc-
ceeded to thwart the increase of the data centers energy consumption (Jones, 2018). Manufacturers, like 
Intel®, design their chipsets with hardware controlled energy efficiency features aiming to influence 
on both the energy they consume and the performance they deliver (Schone et al., 2019). Since the 
chipset thermal design power3 affects the cost of the provisioning power, lowering it helps to get more 
performance without having to redesign the rack power envelop and the entire power distribution in a 
data center. Improvements in performance per watt should also come from custom application-specific 
integrated circuit deployed in Google’s data centers for the inference phase of neural networks (Jouppi, 
Young, Patil & Patterson, 2017). In addition to the works undertaken for increasing the performance per 
watt, ICT hardware is now built to support wider temperatures and relative hygrometry ranges (ASHRAE 
Technical Committee, 2016).

But the Uptime Institute4 (UptimeInstitute, 2020) raises a question about the expected energy efficiency 
gains for the forthcoming generations of central processing units: if the gains flatten out, the amount of 
energy needed by the data centers will follow the same trend as that followed by the demand for data.

Improving The Software Infrastructure Layer Efficiency

Virtual machine-based technologies are the cornerstone technologies for cloud computing. The hypervi-
sors, acting as an operating system, are responsible for scheduling the resources and hosting the guest 
operating system. Container-based technologies have also gained attention because containers only 
require an operating system, supporting programs and libraries, and system resources to run a specific 
program without any hardware abstraction. The container engine acts as a hypervisor while it leverages 
the underlying operating system for resource management (including resource allocation).

The energy management is affected by the use of an umbrella of hypervisors or container engines. 
Therefore the knowledge of the algorithms implemented in the hypervisors and in the operating system 
of the node hosting the container engines is needed to differentiate them.

To tackle this issue, several benchmarks have been conducted in terms of processing, storage, memory 
and network (Morabito, Kjällman & Komu, 2015). The main finding is that, albeit the container-based 
virtualization performances are better than its hypervisor counterpart, the difference is relatively small. 
With respect to energy, benchmarks have also been conducted (Morabito, 2015) to compare the perfor-
mance of four virtualization solutions: two hypervisor-based virtualization (KVM and Xen), and two 
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container-based ones (Docker and LXC). The results showed that the power consumption of the four 
solutions is similar when stressed with heavy CPU and memory workloads. In the case of network per-
formance analysis, Docker and LXC introduce lower power consumption.

To provide insights to the designers of the software infrastructure layer, the energy management 
has been evaluated by combining different hardware, different workloads and different hypervisors and 
container engines (Jiang et al., 2019). The study produced the following outcomes:

• The different hypervisors exhibit different power and energy consumptions on the same hardware 
running the same workload.

• Although the hypervisors have different energy efficiencies aligned with different workload types 
and workload levels, no hypervisor outperforms the other hypervisors on all platforms in terms of 
power or energy consumption.

• The container-based technology is not more power-efficient than the conventional virtualization 
technology.

• Although the ARM64 server has low power consumption, it completes computation tasks with a 
long execution time and, sometimes, high energy consumption.

Improving The Software Energy Efficiency

Software energy efficiency consists of taking into account the energetic cost of software during its 
lifecycle from the design to the usage phase. It is important as it impacts a wide range of users’ devices 
and ICT equipment. Both academic and industrial works are being conducted in order to cover software 
energy efficiency.

The first aspect and probably the most basic one that unlocks other considerations is the measure, 
where the purpose is to have accurate and fine-grained tools that can be used at multiple steps of the soft-
ware coding process (code, build, test, etc.). Having accurate measures would help detecting the slightest 
changes on the software energy consumption and investigating the causes, while fine-grained measures 
would allow measures at process, thread and even instruction level. As actual hardware measurement 
tools can be very accurate but not fine grained, many attempts have been made to build and improve 
software measurement tools to target the two previous requirements such as PowerAPI (Colmant et al., 
2018) or Joolmeter (Mittal, Kansal & Chandra, 2012).

Once accurate and fine-grained measures are available, the efforts will go towards taking actions 
to reduce software energy consumption. Many works that provide insights and guidelines on how to 
enhance software energy efficiency are available. For example, during the coding phase, it is possible to 
consider both reducing the produced code energy consumption (Hasan et al., 2016; Pereira et al., 2017) 
and the energy consumption of the coding phase itself (Kumar, Li & Shi, 2017).

While technical studies are important to advance the current state of knowledge about green software 
design, conducting quantitative and qualitative studies are as important to investigate developers’ con-
siderations on software energy efficiency. Works such as (Manotas et al, 2016; Linares-Vasquez et al., 
2014; Li & Halfond, 2014; Jagroep et al., 2017; Ournani et al., 2020) highlight that the performance and 
security of software products take precedence over their energy efficiency, making harder the production 
of energy efficient software. In addition, the aforementioned lack of tools to reduce the energy consump-
tion of software, the lack of developers’ knowledge on software eco-design, the lack of a documentation, 
and the lack of good practices, increase the difficulty to provide energy efficient software.
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By Reducing The Average Electricity Intensity of Data Transmission

According to (Aslan, Mayers, Koomey & France, 2017) the average electricity intensity of data trans-
mission, measured as kilowatt-hours per gigabyte, has decreased by half approximately every two years 
since 2000 for core and fixed-line access networks. An approach to identify the telecommunication 
networks energy efficiency lacks is to see them as separate protocol layers and look at each protocol 
layer individually. Two main layers can be identified:

• The transmission layer: its role is to transmit information over the physical medium between two 
nodes of the network with respect to constraints such as error-free, integrity, authentication, ci-
phering; it thus corresponds to both the PHY and LINK layers of the OSI model.

• The network layer: its role is to choose a path through the networks to transmit a packet with 
respect to constraints such as latency, bandwidth, or packet header information. Some addition-
al constraints (e.g., delay, capacity) can be taken into account by advanced routing/forwarding 
schemes. This is usually referred to as traffic engineered paths.

Improvements In The Transmission Layer

Most energy efficiency improvements in the transmission layer focused on the physical layers. With 
respect to the mobile radio networks, the different 3GPP-specified generations (i.e., second generation, 
third generation, fourth generation and fifth generation) have gradually implemented mechanisms in-
tended to increase the data speed. Three strategies have been applied and combined together: increasing 
the spectrum bandwidth, increasing the spectral efficiency and finally increasing the energy efficiency.

In the first strategy, the signal basic waveform is improved to support larger spectrum bandwidths. 
For instance, in mobile networks, Gaussian Minimum-Shift Keying, Code Division Multiple Access, and 
Orthogonal Frequency Division Multiplex, were introduced for 2G, 3G and finally 4G/5G, respectively, 
to support hundreds of kHz, few MHz, and finally dozens to hundreds of MHz, respectively.

In the second strategy, without using more spectrum, the user data rate is adaptively improved when 
the user’s device gets closer to the radio base station or access point (i.e. in a location where the signal-to-
noise ratio is better) thanks to recent advances in adaptive modulation and coding and in Multiple Input 
Multiple Output (MIMO) antenna techniques (Rusek et al., 2013). Indeed, the user’s device multiplies 
its data rate by a factor of 2, 4 and up to 10, simply by upgrading its modulation from Binary Phase-Shift 
Keying (BPSK), to Quadrature Phase-Shift Keying (QPSK), 16QAM and up to 1024QAM (Quadrature 
Amplitude Modulation), when it experiences a higher signal-to-noise ratio. Similarly, a user device 
equipped with several antennas, typically 4 for 5G, gets its data rate multiplied by a factor of 2 to 8 when 
it gets a higher signal-to-noise ratio. Some radio propagation conditions involving reflections and scat-
tering are also necessary. Fortunately such conditions are frequently met in environments such as indoor 
or dense urban areas. This second strategy increases the spectral efficiency in bits per second per Hz.

By combining the second strategy with a third and last strategy, the user data rate can be further 
improved without radiating more power. Indeed, in the third strategy the signal-to-noise ratio is boosted 
at the user’s device location thanks to the MIMO beamforming technique which adaptively focuses the 
energy in the direction of the device. This strategy increases the energy efficiency, in bits per second per 
Hz and per radiated power. Note that instead of being used to increase the data speed, the beamforming 
technique can be used to reduce the radiated power to meet a certain target data rate. In the case where the 
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radiated power is a major part of the energy consumption, reducing the radiated power does reduce the 
energy consumption. This is typically the case when the network is loaded and actively transmitting data.

These conventional techniques for managing the spectral and energy efficiency of data transmission 
are now supplemented by specific technologies explicitly designed to optimize energy utilization:

• Power amplifier improvement in efficiency due to new technology based on Gallium Nitride.
• Advanced sleep modes which consist in saving power by deactivating some electronic compo-

nents during idle periods when no data needs to be transmitted or received and when there are no 
synchronization signals to be sent.

• Massive MIMO (i.e. scaling up MIMO technology from few antenna-elements to several dozens 
or even hundreds) and improvements on efficiency of the related chipset, when the network is 
highly loaded.

The power amplifiers, which are the main consuming part of the radio base stations as radio signals 
need to be strongly amplified to ensure cell coverage, have seen their efficiency (ratio between emitted 
power and consumed power) increase from 30% for 3G amplifiers to 50% for 4G power amplifiers. It 
is slightly different for 5G in 3.5GHz band. 5G active antennas called massive MIMO are not mainly 
made of amplifiers as the antennas of the previous generations. The amplifiers are only a part of the 
massive MIMO power consumption as they include a lot of digital components mandatory for beam-
forming techniques used with this technology. Consequently, massive MIMO units are quite consuming 
but significant progress is expected in digital chipset area, leading to an improvement of the 5G average 
electricity intensity of transmitting data in the coming years. The aforementioned tenfold ratio should 
be reached in 2025 and could even increase further to twentyfold by 2030 (Orange, 2020). Figure 10 
highlights the improvement of the average electricity intensity of transmitting data starting from the 
second generation to the fifth generation.

Figure 10. Average electricity intensity of transmitting data (in kWh/GB) of successive mobile radio 
networks generations - Source OrangeTM
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To understand the contribution of the advanced sleep modes in the energy efficiency of the mobile 
radio networks, it is important to know that they are dimensioned to handle the peak traffic of the busy 
hours. During low traffic periods, in particular during night-time, several energy saving features, shut-
ting down some radio components (switch-off redundant frequency carriers, shutdown power ampli-
fiers, reduce input voltage etc.), can be activated by the operators to decrease the energy consumption 
of their mobile radio networks. With all the available features activated on all the cellular generations 
(2G/3G/4G) of the mobile radio networks generations of a given site, a decrease of 10% of the average 
electricity intensity of transmitting data can be expected. As some components are disabled when a given 
feature is active, a trade-off between the average electricity intensity of transmitting data and the quality 
offered to the users must be found. In 5G, some strategies, implemented with the use of advanced sleep 
modes (Salem, Gati, Altman & Chahed, 2017), exhibit that high energy gains can be obtained albeit 
some degradation in the users’ throughput and latency.

Innovative solutions have been explored to keep massive MIMO beamforming the most energy efficient 
possible, even under challenging conditions: typically, when the network has to focus towards very fast 
moving connected vehicles (Phan-Huy, Wesemann, Bjoersell & Sternad, 2018) or a dumb devices (light 
in electronics and signal processing) such as a connected object (Phan-Huy, Wesemann & Sehier, 2019).

Even though each new generation of wireless networks is more energy efficient than the previous, due 
to the fast data traffic growth, wireless networks keep on consuming more energy. The Electro-Magnetic 
Field exposure due to all technologies is also increasing and getting closer to the thresholds fixed by 
some countries in Europe where the exposure thresholds are set to lower values (GSMA, 2021) than 
the ones set by the international regulation (GSMA, 2019). To cope with this challenge, the research 
community has started to explore ultra-low power solutions to convey more data rate without radiating 
additional waves. Two strategies are being currently explored:

• Smart radio environments using Reflective Intelligent Surfaces (RIS) (Di Renzo et al., 2019).
• Ambient backscatter communications (Liu et al., 2013; Van Huynh et al., 2018).

In smart radio environments, an alternative to network densification is proposed to improve the cover-
age and capacity of an existing wireless network. Instead of deploying new access point to cover an area 
in need of capacity or coverage, one can deploy RISs, A RIS is not radiating any waves and is therefore 
an ultra-low power technology. A RIS acts as a mirror for waves, and deviates their propagation. An 
example of RIS implementation is an array of antenna-elements connected to tunable impedances that 
are electronically controlled to create a reflection from an intended incident direction to an intended 
output direction. A wireless network connected to RIS (though low rate wireless links or cables) can 
control RISs to deviate waves so that they converge towards the target coverage area or intended user. 
RISs can be seen as relays that do not actively radiate (Di Renzo et al., 2020).

In ambient backscatter communications, a promising technical enabler for energy-free communica-
tions and self-powered Internet of Things, a radio-frequency tag transmits a message to a radio-frequency 
reader without generating any radio wave. It simply reflects in all directions, i.e. it backscatters radio-
frequency waves already emitted by ambient sources such as broadcast television (Liu et al., 2013). 
The tag modulates its level of backscattering to transmit a message. The reader detects the message by 
analysing the variations induced by the tag in the signal it receives from the source. The principle to 
introduce “energy-free communicating” tags in 5G networks is also proposed (Gati et al., 2019). Such 
tags would backscatter the waves from 5G base stations and would be read by 5G mobile devices. Con-
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versely they would also backscatter 5G device waves and would be read by 5G base stations. Tags are 
self-powered devices and first prototypes (Rachedi et al., 2019; Rachedi, Phan-Huy, Ourir & De Rosny, 
2019) powered by a small solar-panel show promising results. They also show the limitations in terms 
of rate (few bps to few kbps) and range (few centimetres to few meters) due to the weakness of the signal 
that is backscattered by the tag. Innovative solutions based on the improvements at the tag side (Fara 
et al., 2020a; Fara et al., 2020b; Kokar et al., 2019), for instance by exploiting polarization diversity, 
and massive MIMO at the source side (Fara, Phan-Huy & Renzo, 2020) or the reader side (Fara et al., 
2020c) are being explored.

The energy efficiency improvements may also use some of the features of the network protocols sit-
ting in or above the physical layer. Table 1 highlights some of these features.

The coder-decoder (codec) can also be optimized to reduce the use of the following resources:

• Processor used for compression and decompression;
• Memory used for buffering;
• Network used for transmission;
• Middle boxes to perform transcoding.

Table 1. Network protocol features hosting the energy efficiency improvements

Protocol feature 
mechanisms Explanation Examples

Keep alive Reduce number of retransmissions; increase the associated timer TCP, Diameter, GTP

Failure retries Reduce number of retransmissions; increase the associated timer Diameter, GTP, DSCP

Periodic transfers Reduce number of periodic transfers when possible Applications

Security features Choose energy efficient cryptographic algorithms LAKA, RSACRT

Options Adopt the maximum number of default options if simplifies 
negotiation, without other negative effect SIP, TCP

Header compaction Adopt a compact format of headers when available SIP

Header compression Use a compressed and energy-efficient header format (with possible 
side effects to check)

ROHC (IP, UDP, TCP, ESP), 
HPACK (HTTP2)

Request prioritization Use request prioritization tags when available Diameter

Flow aggregation Multiplex several flows over the same connection, in order to 
minimize overhead due to supplementary connections SCTP or HTTP/2 multiple streams

Application data coding
Use compact user data coding: partial URIs, compact charsets, 
compression, compact code (e.g., ISO 8859-1 ASCII instead of ISO 
10646)

SIP, HTTP, SDP

Maximum Transmission 
Unit

Be aware of Maximum Transmission Unit constraints, and adapt the 
payload size to the Maximum Transmission Unit offered by the under 
layer in order to avoid rejects, fragmentation, overhead

PMTUD

Padding Avoid padding and blank lines SIP, HTTP, SDP
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Improvements In The Network Layer

The issue of reducing the energy in the networks can be partly addressed by putting their nodes (ser-
vice cards, network cards, or any other component) and links in low energy states and the European 
Telecommunications Standards Institute (ETSI) provides an information model for the fixed-networks 
based on the concept of Energy-Aware State (ETSI ES 203 237, 2014). An Energy-Aware State (EAS) 
is a property associated to a network component and has the following attributes:

• Power consumption: contains the electrical power (in Watt) of this EAS;
• Network performance: contains the quality of service parameters offered by this EAS;
• State transition: contains the set of the EAS reachable from this EAS and the transition delays (in 

second) between this EAS and the reachable EAS.

The nth EAS of a network component is modeled by a set of standby (S(k)) and power (P(j)) capabilities:

nth EAS = {Sk (n), Pj (n)} with 0 ≤ k ≤ K and 0 ≤ j ≤ J 

Where:

• S(k >0) (n) represents the kth standby state during which the network component is sleeping. In the 
Kth standby state, S(k = K) (n), the component is completely off;

• S(k = 0) (n) is the active state in with the network component is working;
• P(j > 0) (n) is the jth level in the active state where the network component provides a given perfor-

mance and consumes a given power;
• P(j = 0) (n) is the active state where the network component provides the highest performance and 

consumes the highest power;
• P(j = J) (n) is the Jth level in the active state where the network component provides the lowest per-

formance and consumes the lowest power.

The interface called “Green Standard Interface” is in charge of providing the commands set neces-
sary to the discovery, the access, the provisioning, the configuration, and the monitoring of the EAS.

Changing the energetic state of a network, by shutting down and waking up network components, 
means that it is possible to change its topology across the time of the day with respect to the traffic 
demands. Therefore, its control plane must be aware of the network components states in order to be 
sure that they will be able to forward the traffic flows. A proof of concept extending the OpenFlow Pro-
tocol5 with the Energy-Aware State concept demonstrated its usefulness to reduce the networks power 
(Bolla & Bruschi, 2015). The network power reduction is greater than the one obtained in works, such 
as (Cianfrani, 2012), which only address the network links states in contrast to the ETSI standard which 
addresses all the network components states.

In contrast with the real networks where the routes are established while the future traffic demands are 
unknown, the proof of concept knows them beforehand. To be closer to the real networks, an advanced 
scenario shall compute the routes with a machine learning technique based on the traffic demands his-
tory knowledge. Here, the hypothesis it that this knowledge contains information to predict the future 
demands and compute the routes with respect to an objective such as minimizing the network congestion. 
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In (Valadarsky, Schapira, Shahaf & Tamar, 2017) two machine learning techniques were analysed: the 
supervised learning and the reinforcement learning. In the first one, the optimal routes are computed 
for each traffic demand and the predicted traffic demand triggers the route computation with respect 
to that demand. In the reinforcement learning, an agent learns a mapping between the traffic demand 
history and the routing strategies. The more the agent receives rewards, the better the mapping. Since 
the analysis outcome suggests that the reinforcement learning outperforms the supervised learning, the 
machine learning technique implemented in the advanced scenario should be the reinforcement. In the 
scenario, the issue of the quality of service degradation induced by the latencies associated with the 
transitions between the Energy-Aware States, which are provided by the “state transition” attribute, 
should be understood.

The Energy-Aware States are hardware component states. In the virtualized networks, which are 
addressed within the ETSI Network Functions Virtualisation (NFV) architectural framework (ETSI GS 
NFV 002, 2013), the hardware resources are shared between the virtualized resources. The energy they 
consume is called virtualized energy, and their Energy-Aware States are called virtualized Energy-Aware 
States (vEAS). These vEAS are standardized in (ETSI ES 203 682, 2019) for the Network Service (NS) 
level, the Virtualised Network Function (VNF) level and the Virtualised Network Function Component 
(VNFC) level. Their usefulness in the NFV context are explained in (Bianchi et al., 2019).

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

According to the Intergovernmental Panel on Climate Change, the global warming can be avoided by 
“reaching net zero carbon dioxide emissions globally around 2050 and concurrent deep reductions in 
emissions of non-carbon dioxide forcers, particularly methane. Such mitigation pathways are charac-
terized by energy-demand reductions, decarbonization of electricity and other fuels, electrification of 
energy end use, deep reductions in agricultural emissions, and some form of carbon dioxide removal 
with carbon storage on land or sequestration in geological reservoirs”.

To protect the planet and guarantee prosperity for all, The United Nations has set up a sustainable 
development program made up of seventeen goals. Among them, the goal number twelve establishes 
sustainable consumption and production patterns so that a social and economic growth does not increase 
the pressure on Earth’s resources, and the goal number thirteen constrains the global warming.

This chapter provided an overview of some actions that the telecommunication companies implement 
to grab the climate stakes:

• By assessing the issues of mineral resources on network equipment. Some insights are given 
on two methods applied to a network equipment, namely Abiotic Depletion Potential and handling 
critical raw material, allowing to work on the reduction of its environmental footprint;

• By improving the data centers energy consumption. The energy consumption of the data cen-
ter can be reduced: by improving the efficiency of the technical environment layer, ideally by 
consuming no more energy than that required by the hardware layer; by improving the hardware 
layer efficiency, that is processing power delivered for a given amount of energy; by improving 
the software infrastructure layer efficiency; and by reducing the demand by the application layer 
on processing power;
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• By reducing the average electricity intensity of the transmitting data. An approach to identify 
the telecommunication networks energy efficiency lacks is to see them as separate protocol layers 
and look at each protocol layer individually. Two main layers can be identified: the transmission 
layer and the network layer. Most energy efficiency improvements in the transmission layers fo-
cused on the physical layers. Improvements in the network layer are tackled by putting the network 
nodes and links in low energy states.

Not all the actions are here examined because of their multitude. For example, collaborative network-
ing is needed so that networks that implement energy-inferred optimisation will advertise such capability 
to the applications (e.g., discover session timeouts, provide the control over a session). These applica-
tions will then use such capabilities to optimize the power consumption by avoiding to overload the 
network with frequent keepalives (e.g., by adjusting the keepalive interval as a function of the timeout 
advertised by the network). Also, Because of the rebound effect, the search for energy efficiency will not 
to be enough to girdle the telecommunication networks energy consumption, and the telecommunica-
tions companies should consider sobriety implementation. Beyond only focusing on their networks, the 
telecommunications companies seek to contribute to the energy transition by enabling the green energy 
consumption share to increase.
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Key Terms and Definitions

Circular Economy: Is an economic system of exchange and production which, at all stages of the 
life cycle of products (goods and services), aims to increase the efficiency of the use of resources and 
reduce the impact on the environment while developing the well-being of individuals.
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Decarbonization: Consists of gradually reducing the consumption of fossil fuels (coal, oil and 
natural gas) emitting greenhouse gases (mainly carbon dioxide and methane) or to store carbon dioxide 
underground.

Efficiency: Is the set of techniques that allow a service or product supplier to fulfil the demands 
with a reduced energy and mineral resources footprint. Efficiency may be split in component-based 
efficiency and end-to-end efficiency: • Component-based efficiency is the set of techniques that allow 
the optimization of energy consumption during operation of a hardware or software component of a 
network; • End-to-end efficiency enables network architects and service designers to optimize the usage 
of resources which are made used end-to-end on the purpose of delivering the service. 

Energy Transition: Is driven by the global carbon emissions that must be brought to zero to keep 
the global warming below 1.5 °C. It is built upon the increased integration of renewable energy in the 
realm of daily life.

Green by Design: Analyses the design of digital applications with the goal in mind of reducing their 
environmental footprint.

Green by ICT: Provides digital tools to reduce the environmental footprint of all the human activities.
Green for ICT: Consists in measurement tools and methods for reducing the environmental footprint 

of the ICT systems.
Power Purchase Agreement: Is a third-party financing model among the consumer, the renewable 

energy system owner, and the utility. The utility enters into a long-term contract, referred to as the power 
purchase agreement, to purchase the electricity generated by the system from the system owner.

Rebound Effect: Is the overall effect of technical, organizational and social progress, which increase 
the efficiency of the economy and consumption.

Scope: Refers to the classification of a company’s greenhouse gases emissions according to the 
greenhouse gas protocol. Three scopes are defined: • Scope 1 relates to the emissions emanating from 
fossil fuels that the company burns to produce energy; • Scope 2 covers the emissions generated during 
the production of the purchased energy by the company; • Scope 3 covers the emissions on the remaining 
value chain over which the company has some influence. On the upstream direction of the value chain: 
emissions generated for the production of the customers’ equipment (mobile phones, boxes, computers, 
etc.) and for the networks equipment, for their transportation and distribution, for the business travels, 
etc. On the downstream direction of the value chain: use of sold products by the customers, end of life 
management, etc.

Sustainability: Is about changing the way resources are exploited or hazards are managed so that 
adverse impacts downstream or for subsequent generations are reduced.

ENDNOTES

1  International Electrotechnical Commission 62474, Material Declaration for Products of and for 
the Electrotechnical Industry, https://std.iec.ch/iec62474

2  The power usage effectiveness reports the percentage of the energy yearly used by the ICT hardware 
layer with respect to the amount of energy yearly used by the data center.

3  The thermal design power is the maximum amount of heat generated by a computer chip that the 
cooling system in a computer is designed to dissipate under any workload.
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4  The Uptime Institute helps owners and operators to quantify their ability to provide a predictable 
level of performance from their data centers, regardless of the status of external factors.

5  https://opennetworking.org/wp-content/uploads/2014/10/openflow-switch-v1.5.1.pdf
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ABSTRACT

The goal of this chapter is to provide a clear view of SDN, its origin, and its possible future. This chapter 
starts by taking a step backwards and looks at SDN in a historic perspective by visiting the history of 
network programmability and identifies how it helped pave the way and shape SDN. This historic journey 
will provide a general context of SDN and put SDN into perspective. Then the authors show the current 
view of SDN as defined by standard development organizations (SDOs), provide a sense of SDN’s mal-
leability, explore SDN interactions with different networking architectures, and finally, provide a vision 
of a possible SDN future.

SDN: AN INTRODUCTION AND SOME HISTORICAL BACKGROUND

More than a decade has passed, since the advent of what is called, Software-Defined Networking (SDN). 
Network research gained a burst of activity and innovation in 2008 when SDN was introduced as a term 
by Stanford University researchers (McKeown et al., 2008) as an attempt to operate networks in a more 
programmable fashion and to run experiments (such as new protocols, interfaces, or algorithms) on real 
production networks.
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The main premise was that simulations and emulations can only provide insights of whether a proof 
of concept may be applicable. To actually deploy and test new protocols or architectures on real hard-
ware, the researchers would have to convince hardware manufacturers to adopt their ideas, which they 
are very understandably reluctant to do so as the design cycle of a new device could take a lot of time 
and provide limited to no return of investment. The only path left was to develop hardware themselves, 
using custom-based hardware as described by Lockwood et al. (2007). This custom-based hardware 
approach was embraced by the networking community.

SDN initially begun with the precept of separating the forwarding plane, the portion of the device 
that moves packets around, from the control plane, the portion of the device that decides how packets 
should be moved around, for research purposes. SDN gave the applications to program the forwarding 
behavior of network devices via a standardized interface. However, based on research and demonstration 
of SDN-enabled technologies, the industry realized that by utilizing the concepts proposed by the SDN 
proponents, they could solve real-world problems. For example, in environments such as Data Centers 
(DCs) where it is important to optimize resources and, thus, the capabilities to customize the forwarding 
behavior of the network and automating configuration tasks are key factors.

The separation adopted by SDN is achieved by abstracting the forwarding plane and providing an 
open interface to the control plane. Such a separation incurs many benefits to both planes as it allows 
research and innovation to occur independently in each plane. Developers could create network applica-
tions that directly program the forwarding functionality of network devices irrespective of the device 
and these applications can be physically located outside of the device itself.

SDN, while at that time a disruptive and empowering technology, was not a new concept. On the 
contrary, the concept of separating the control plane from the forwarding plane has been present in the 
networking field for a long time, as documented by Feamster et al. (2013) and Mendonca et al. (2013). 
As discussed in Feamster et al. (2013) and later in this chapter, the main reasons for SDN adoption was 
the need for programmability, especially in DCs, where it was more cost-effective to write sophisticated 
control programs than using proprietary switches that could not support new features without engage-
ment of the equipment vendors. It is important for the sake of historical accuracy and given the context, 
to take a step back and discuss the precursors to SDN.

The concept of separation to create new services dates even back with ITU’s SS7 (ITU, 1993) net-
works, where the signaling of telephone calls was separated from the actual phone call to setup and 
tear down phone calls, thus, enabling new services to be formed such as local number portability and 
number translations. In the networking domain, ITU’s ATM recommendations (ITU, 1990) were also 
based on the concept of separating signaling and data path, with signaling being used to set up virtual 
circuits prior to sending any packets and TINA (as discussed in Lengdell et al. (1996)) where network 
resources where modeled using the Network Resource Information Model (NRIM) to provide abstrac-
tions to service software.

Next came the era of Active and Programmable Networks (A&PN), as surveyed by Tennenhouse et al. 
(1997) and Campbell et al. (1999), where network programmability was the focus. A&PN was based upon 
a richer model than programmability and presented two alternatives: in-band and out-of-band controls.

In-band control was the most representative approach of the active networking school of thought from 
those years, where the concept was that code would be traversing the network alongside the packets to 
be executed at specific nodes in the network such as Active Node Transfer System (ANTS) discussed 
by Wetherall et al. (1998). However, it was the out-of-band control (i.e., the programmable networks 
approach) that was the privileged topic of research and experimentation. The programmable networks 
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concept was to allow software to control how the devices process packets, a concept that would later be 
the rationale of SDN development.

There was a couple of interesting research projects that came out of the A&PN era such as the P1520 
(Biswas et al, 1998), and Tempest (Rooney et al., 1998) projects. The IEEE P1520 standardization ef-
fort addressed the need for a set of standard software interfaces for programming networks in terms of 
rapid service creation and open signaling by defining a set of levels of abstraction and their respective 
interfaces similar to SDN concepts. The Tempest project, taking a cue from the advances of network 
virtualization enabled multiple virtual networks to coexist on the same set of physical switches by al-
lowing software controllers to control how network devices should forward traffic.

Network virtualization and the results of Tempest were also picked up and the experimentation 
research trend manifested itself in national programs such as the Global Environment for Network In-
novations (GENI) in USA, and Future Internet REsearch (FIRE) [REMOVED REF FIELD]in Europe, 
which involved the majority of research labs and teams of the A&PN era.

Born out of the vision of network programmability and driven by the Network Processing Forum 
(NPF) in 2001, the Forwarding and Control Element Separation (ForCES) working group was chartered 
in the IETF. ForCES (RFC 3746), in a few words provides a modelling language (RFC 5812) to describe 
network resources as blocks, called Logical Functional Blocks (LFBs) which, when interconnected create 
a graph of resources. A group of LFBs constitute a Forwarding Element (FE) and a group of FEs along 
with Control Elements (CE) constitute network elements. LFBs inside an FE can represent configurable 
device functions which when grouped together (even within an NE) can create network services. LFBs 
also can represent resources pertaining to managing NE resources. In addition, ForCES also specified 
an open and secure protocol (RFC 5810) that can query and control these LFBs.

Followed by a couple of research projects such as the 4D project (Greenberg et al., 2005) and the 
Routing Control Platform (RCP) (Caesar et al., 2005), the Ethane project (Casado et al., 2007) led to the 
specification and the development of the OpenFlow protocol (McKeown et al., 2008).

OpenFlow (McKeown et al., 2008) as a framework was initially developed in 2009 to provide a way 
for researchers to run experiments and protocols in networks. At that time network equipment were mostly 
black boxes to researchers who were unable to test new routing algorithms in real networks with real 
hardware equipment instead of software or simulations. OpenFlow provided a common programmable 
interface towards the forwarding plane that allowed researchers to dynamically populate the Forwarding 
Information Based maintained by OpenFlow switches. Although it was initially advanced as part of the 
Stanford Clean Slate Program as stated in Roberts (2009), later development and specification was taken 
over by the Open Networking Foundation (ONF) which has continued to extend it. It has undergone 
several versions and iterations since its inception.

The OpenFlow framework, consists of a controller and a switch. The controller uses the OpenFlow 
protocol to manage a static model of an OpenFlow switch. Incoming packets are grouped into flows 
based on specific match fields, e.g., the same source and destination IP address, or the same TCP/UDP 
port numbers. When a packet enters an OpenFlow switch it goes through one or a series, depending on 
the version, of Flow Tables. Each Flow Table maintains a set of Flow Entries. If a packet header matches 
a Flow Entry, then the instructions of the Flow Entry are executed.

One interesting byproduct of OpenFlow was the introduction of more programmable networking 
slices (Sherwood, 2010). While network virtualization was typically done by Virtual Local Area Network 
(VLANs), (Sherwood, 2010) demonstrated the use of Flowvisor, an architecture to create custom slices 
of networks based on specific flow characteristics.
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The static nature of OpenFlow led to the latest SDN incarnation, Programming Protocol-independent 
Packet Processors, commonly known as P4 (Bosshart et al., 2014). P4 was originally defined by Stanford 
and in 2018 joined the ONF and the Linux Foundation. In a few words, P4 is a programming language 
that allows a developer to program a P4-enabled hardware on how to parse incoming packets, match 
them based on custom fields, and create the actions that should be enacted upon matched packets.

With the P4 language a developer defines three distinct structures. The first is the description of pos-
sible distinct incoming headers, with fine grained definition, all header fields named and specified at 
bit-precision level. The second is a parse tree detailing all the possible combination of expected header 
fields contained in packets and how these should be parsed. The third and final structure is similar to 
OpenFlow’s “match-action” table where packets are matched based on parsed header fields, and, when 
matched, the exact action to be performed. The notable difference in the last structure between OpenFlow 
and P4 is that the developer is expected to define in P4 the exact action performed.

Initially P4 did not include a control interface and was configured by a Command Line Interface 
(CLI). However, during the development of P4 the need for a common control protocol arose, and, as 
such, the proponents of P4 defined the P4Runtime specification (P4Runtime Specification 2020). The 
P4Runtime specification is a Remote Procedure Call (RPC) mechanism for controllers to configure the 
P4 data plane. The P4Runtime specification is based on Google’s RPC mechanism (gRPC) (Google 
RPC, 2020).

It is not coincidental that SDN and the concept of network programmability strongly reemerged with 
the advent of cloud computing, virtualization, and DC technologies. The lack of network programmability 
in a clear and uniform approach irrespective of the heterogeneity of devices was still a challenge that was 
being overcome. SDN’s overall motivation, in addition to solving network cloud provisioning is driven 
by the desire to deploy, control, and manage (virtual) networks, devices and services (e.g., load balanc-
ers, firewalls) by introducing a high level of automation in the overall service delivery and operation 
procedures. Virtualization and DC technologies have steadily increased the number of devices, physi-
cal and virtual that a data center IT team needs to manage and maintain, as well as considering Virtual 
Machine (VM) migration, multi-tenancy, and custom services, all these add up to an ever-increasing 
operational load on network administrators.

The aforementioned problem was usually addressed with scripts or manual configurations, but SDN 
provided a clean and deterministic approach. The solution that SDN provided was to provide applications 
a standardized and centralized approach to control and manage the network, providing a very appealing 
toolset for network administrators. In addition, as a side benefit, it provided a software-based approach 
to virtualize the network, as discussed in Sherwood et al. (2009), allowing researchers to take control of 
a portion of the actual hardware and network for experimentation. SDN had a very fertile ground where 
there was a specific need to be covered, such as DC resource usage optimization as discussed earlier, 
the level of technological maturity was right, which made SDN a success whereas earlier attempts on 
network programmability failed to move ahead.

One of the most notable SDN examples is Google’s SDN-based WAN (Jain, 2013) for interconnecting 
DCs using OpenFlow. Google showcased that using SDN concepts for WAN interconnection can greatly 
improve performance in link utilization and that centralizing a controller to aggregate link topologies 
reduces the system load and increases the overall network availability.

SDN has come a long way, but during its course since 2008 and due to the increased interest of the 
community, it has undergone many changes, e.g., OpenFlow evolved through several iterative versions, 
from 1.0 to 1.5; P4 has undergone a similar evolution through different versions since its inception, 
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namely the P4-14 and P4-16 (1.0, 1.1, and 1.2 versions). SDN was also embraced in different ways by 
Standard Development Organizations (SDOs) and many network equipment vendors attempted to brand 
their product, architecture or research as SDN. This has inadvertently led to a fragmented and disjoint 
view of what SDN is, what is its architecture, what layers and planes it encompasses, and what are its 
abstractions and interfaces.

Having visited the history of network programmability and how it helped pave the way and shape 
SDN, the rest of this chapter attempts to provide a more general context of what SDN is by taking a step 
back and putting SDN in perspective. We will start with the current view as defined by SDOs, provide 
a sense of SDN’s malleability, explore SDN interactions with different networking architectures, and 
finally provide a vision of a possible SDN’s future.

A Broad and Current View of SDN

RFC7426 provides a detailed description of the SDN layers architecture. By dividing the SDN architecture 
into distinct planes, abstraction layers, and interfaces, RFC7426 aims to clarify SDN terminology and 
establish a set of commonly accepted ground across the SDN community. Figure 1 takes SDN into per-
spective and visualizes the architecture, the layers, and the interfaces that take part in the overall picture.

It must be noted that Figure 1 provides an abstract view, meaning that implementations may vary. 
For example, many implementations in the past have opted for placing the management plane on top of 
the control plane. This can be interpreted as having the control plane acting as a service to the manage-
ment plane. Also, while not shown explicitly in the figure, these planes can be placed in a recursive 
manner, for example multiple control planes one on top of the other, or services and applications may 
span multiple layers such as both the control and management.

A network device, as shown in Figure 1, is an entity that receives packets on its ports and performs 
one or more network functions on them. The sum of network devices, along with their links, in a net-
work is otherwise known as the infrastructure layer. Network devices are composed of resources, such 
as ports, and they can also be composed of multiple individual resources. The network device can also 
be considered as a complex resource. Resources are not limited to networking, but also include CPU, 
memory, and ports, among others. It is important to notice that in this abstract view there is no distinction 
between physical or virtual devices, or whether such devices are implemented in hardware or software.

There are two distinct planes associated with network devices: the forwarding and the operational 
planes. The forwarding plane provides switching, and filtering functions, among others. Resources of the 
forwarding plane include, but are not limited to meters, queues, and classifiers. The operational plane on 
the other hand is responsible for the operational state of the network device, for instance, with respect 
to status of network ports and interfaces. Operational plane resources include, but are not limited to, 
memory, CPU, ports, interfaces, and queues.

The resources of these two planes are abstracted and exposed by the Device and Resource Abstraction 
Layer (DAL). The DAL may be expressed by multiple abstraction models. For example, ForCES LFBs 
or the OpenFlow’s switch specification are instantiations of a DAL. The ForCES LFB model, YANG 
(RFC 6020, RFC 7950), or SMI are examples of modeling semantics that can be used to define DAL 
abstractions (a.k.a., data models). Having a common set of abstractions, or a way to define abstractions 
in a unified approach is paramount in SDN, as it is important for the upper planes to view all devices 
in the same manner. Specific SNMP Management Information Bases (MIBs), for example, where such 
DAL instances are still being used.
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To provide a sense of what DAL is, the only requirement is a formal description of the resources of 
the device (or a function). OpenFlow did not provide any specification language for the forwarding plane 
or any way to formally define custom abstractions, but instead described the abstractions in a specifica-
tion document, with the protocol. Having no formal language to model the resources of an OpenFlow 
switch, required a new OpenFlow specification to be written whenever any change in the model occurs. 
For the operational plane, OpenFlow provided the OF-CONFIG (OF-CONFIG, 2013) specification 
which is based upon NETCONF and YANG data models.

Any language that can adequately describe the resources of any device can be used. For example, 
google protobufs (Google Protobufs, 2020) and Apache’s Thrift Interface Description Language (Apache 
Thrift IDL, 2020) are two examples of data serialization and deserialization mechanisms for messaging 
that is extensible enough to be able to describe DAL abstractions. On the other hand, OpenConfig’s 
(OpenConfig data models, 2020) YANG modules are DAL instantiations, with YANG being the DAL.

It is worth discussing the DAL since having the right abstractions is paramount to the success of SDN. 
A lot of effort is being directed towards defining the DAL. The OpenFlow specification designates a 
specific abstraction of an OpenFlow’s switch which is a DAL instance. To distinguish different features 

Figure 1. High Level View of SDN Architecture
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between OpenFlow switches, the ONF has published a white paper for Table Type Patterns (ONF 2014, 
TTP) as an abstract switch model. Nakao (2012) and Song (2013) follow the example of OpenFlow 
but are different in that they allow flexible match patterns for classifying packets. Another school of 
thought consists in applying a common set of abstractions based upon various versions of OpenFlow, 
as described in Parniewicz et al. (2014).

Above the devices there are two distinct planes: the control and the management planes. SDN control-
lers, which control and manage the devices, reside on one or both planes. The control plane is responsible 
for making decisions on how packets should be processed by one or more network devices (or functions) 
and pushing such decisions down to the forwarding plane of the network devices for execution. Since 
the control plane’s main focus is to instruct the forwarding plane about how it should process packets, it 
also requires operational plane information to influence the decision-making process. Such information 
includes the current state of a particular port or its capabilities, for example.

The management plane is responsible for monitoring, configuring and maintaining network devices 
and its main focus is on the operational plane of the device and less on the forwarding plane. The manage-
ment plane may also configure the forwarding plane, but it usually does so infrequently and in a batched 
approach. At the introduction of SDN, the management plane was considered out of scope (ONF, 2012 
and ONF, 2013) and indeed the earlier definitions of SDN suggested that SDN is all about the separa-
tion of forwarding from control. ONF (ONF, 2014) and ITU (ITU SG13, 2014) have also included the 
management plane as part of SDN.

The control plane and management plane manage the network device and its resources through respec-
tive interfaces: the Control Plane Southbound Interface (CPSI) and the Management Plane Southbound 
Interfaces (MPSI). These interfaces have their own distinct characteristics depending on the respective 
planes, namely: timescale, persistency, locality, and Brewer’s theorem also known as the CAP theorem.

Timescale specifies how fast a plane responds and needs to respond. For example, the control plane 
needs to respond in a timely manner as packets may wait for being forwarded while the control plane 
decides where to forward them. The management plane on the other hand may not necessarily need to 
react fast to changes.

Persistency refers to how long the state of the device will remain stable. Control plane state may 
fluctuate and change rapidly in a matter of milliseconds and thus are more ephemeral, whilst manage-
ment plane state is usually more stable and may remain static for a longer period of time.

Locality is an interesting characteristic as with the concept of SDN to separate the control plane from 
the forwarding plane and have a logically centralized computation logic, the control plane tends to act 
more as a management plane. Usually control plane functionalities were collocated with the forwarding 
and operation planes and distributed, whilst management plane functionalities were more centralized 
and off the device. It is important, therefore, for SDN controllers to take into account issues that used 
to be addressed for the management plane, such as availability.

The last characteristic is the CAP theorem. The CAP theorem states that for a distributed system, 
between three characteristics (Consistency, Availability, and Partitioning tolerance), a designer can only 
select two at best. For example, if partitioning tolerance is given, then a designer can choose between 
consistency or availability. In the context of SDN, this means that a centralized management system has 
a consistent view of the network devices, knows all the states but has reduced availability when, for ex-
ample, losing connectivity with some devices if links go down. A distributed control plane on the other 
hand improves availability as it is directly connected to devices but loses consistency as propagation of 
state takes time. Since SDN proponents initially investigated a design where the SDN computation logic 
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would be logically centralized, CAP provides a good tool to specify the issues that such a design may raise. 
Panda et al. (2013) discussed approaches on how to address issues raised by CAP when applied to SDN.

Both control and management plane have their respective abstraction layers, the Control Abstrac-
tion Layer and the Management Abstraction Layer that abstract their respective southbound interface 
operations. The control and management planes may support more than one interface and the CAL and 
MAL abstract the interface functionalities. The OpenDaylight controller also supports a CAL and MAL 
plugin modular architecture in its architecture designated as the Service Abstraction Layer as discussed 
in Hemid (2017). Additional examples of CAL and MAL are the Container Network Interface (CNI) and 
Modular Layer 2 (ml2) where plugins can be added to provide the necessary southbound interfaces for 
network configuration. CNI is used in Docker and Kubernetes with Xu (2018), for example, using CNI 
as CAL and Linux existing tools providing the DAL access to create network QoS policies, and ml2 for 
OpenStack with Shin (2015) as an example of creating an OpenFlow plugin for OpenStack.

The interfaces between the device and control/management planes are also important for SDN and 
are often designated as “southbound” interfaces. These interfaces formalize the interaction between the 
controllers/managers and the devices: command operations in the protocol such as ‘query’, ‘config’, 
and ‘subscribe’ for specific events are handled via such interfaces. Each respective interface has its own 
characteristics, for example the control plane southbound interface needs to react fast to changes and 
support multiple events per second, whilst the management plane southbound interface needs to be more 
user friendly as it is likely to be solicited by network administrators.

Examples of control plane southbound interfaces include interfaces through which ForCES, OpenFlow, 
and SNMP commands are communicated, while examples of management plane southbound interfaces 
include NETCONF/RESTCONF, SNMP, OVSDB, and PCEP, amongst others. It is worth noting that 
all these protocols can be used indifferently to exchange information through the southbound interface 
for control and management purposes for example. The differences lie in the characteristics of each 
protocol, i.e. a binary protocol is usually faster than an ASCII protocol and can transfer more data per 
second and as such, is more suited for a control plane protocol.

While having a protocol with a comprehensive set of functionalities (e.g., security, transaction 
capabilities) is preferable, other approaches can be considered to exchange information through such 
interfaces. Any kind of serialization-deserialization protocol can be used so long as it contains a specific 
set of protocol messages that support SDN needs, such as discovery and configuration. For example, 
gRPC (Google RPC, 2020) and Apache Thrift (Apache Thrift, 2020) are also protocols that can be used 
to exchange information through these “southbound” interfaces.

Finally, the application plane is where user applications reside. Applications differ from services 
as services provide functionality to other services or applications, whereas applications only consume 
services. The application plane hosts applications/services that are not related to control or management 
plane activities but only make use of them.

The Network Service Abstraction Layer (NSAL) abstract services, control and management as well 
as application plane services to other services and applications that consume them. The NSAL is also 
known as the SDN northbound interface and was not initially standardized. SDN proponents suggest 
RESTful or RPC APIs for NSAL. RESTful abstractions are designed according to the REpresentational 
State Transfer (REST) design approach that includes resource identification, self-descriptive messages, 
and no connection state. RPCs are APIs where a client needs to know the procedure and the associated 
parameters a priori before using it. The IETF has published a number of solutions, such as the SUPA 
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framework (RFC 8328) that documents a library of generic policies that can be used to construct a service, 
or RESTCONF (RFC 8040), a REST-like protocol to access a NETCONF server datastore.

RFC8597 took the separation of SDN a little further, by separating the Transport and Service stra-
tums. Each stratum may be controlled by a different SDN controller in order to simplify and provide 
separate management capabilities. RFC8579 uses the layers defined in RFC7426 as building blocks for 
its architecture and uses them in a recursive approach, a set of layers for the transport stratum and above 
them another set of layers for the service stratum.

A simplified description of the SDN architecture that was specified by ONF (ONF, 2014) is depicted 
in Figure 2. The ONF architecture introduces the data plane, the control plane, the application plane as 
well as the management plane. Also, the ONF architecture, and especially the definition of control and 
management, resembles the SDNRG discussion (RFC 7426). Similarly to RFC7426, the ONF architecture 
provides an abstract view which does not provide any implementation details.

There are some differences between the ONF and SDNRG definitions. (ONF, 2014) provides much 
more internal view of the control plane and takes into account more interfaces between planes and it also 
discusses virtualization in greater detail. The ONF architecture provides a view of how multi-technology, 
multi-trust domains, and multi-tenancy networks operate following an SDN approach.

For the purposes of the ONF, the DAL, as initially defined in RFC 7426, is considered to be the 
combination of OpenFlow and OF-CONFIG. OF-CONFIG uses in essence YANG data models via the 
NETCONF protocol to manage OpenFlow switches.

Figure 2. Simplified ONF SDN Architecture
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ITU (ITU SG13, 2014) has also defined an architecture which is similar to the one described in Figure 
2. (ITU SG13, 2014) includes the resource layer instead of the data plane, the SDN control layer, the 
application layer, and multi-layer management functions. The SDN control layer in (ITU SG13, 2014) 
includes resource abstractions such as the DAL defined in RFC 7426, but introduces the concept of or-
chestration as a means to provide control and management of network resources covering, for example, 
management of physical and virtual network topologies, network elements, and data traffic.

Having discussed all the necessary layers of an SDN architecture, there is common ground upon which 
all further discussion can be placed. For example, SDN controllers such as Beacon (Erickson et al., 2013) 
and NOX (Gude et al., 2008), are control plane services that use OpenFlow to carry information through 
the control plane southbound interface and provide services to other application and services. Flowvisor 
(Sherwood et al., 2009) is actually a control plane service that provides service to other control planes, 
since it is actually a proxy controller that resides between an SDN controller and the device. There are 
many other open source or commercial surveyed SDN controllers, which are catalogued by Salman et 
al. (2016) and Zhu et al. (2019), such as OpenDaylight introduced by Medved et al. (2014) and ONOS 
introduced by Berde et al. (2014) but they are not discussed further in this chapter.

Inspired by software programming languages, researchers such as Monsanto et al. (2012), Foster et al. 
(2011) have created their own programming languages and compilers that abstract the network and form 
a foundation for formal languages as discussed by Guha et al. (2013). Formal verification and other tools 
such as network debugging (Handigol 2012), integrated development environments (IDE) such as NetIDE 
discussed by Facca et al (2013) are but a few of the recent toolkit that the SDN community is releasing.

In this section we did not discuss P4 (Bosshart et al., 2014) at all. The reason is that P4 is not part of 
the SDN layers. P4 is a language that allows a developer to populate, in the OpenFlow nomenclature, the 
flow tables, define the traffic matching rules, and implement all available actions. In SDN terms a new 
P4 program changes the definition, in other words the DAL model, of the device itself and therefore its 
abstractions. P4 then is not an abstraction layer or an interface, but a mechanism that outputs forwarding 
plane operations. To support the concepts of SDN, the P4 consortium has selected Google’s protobufs 
for the DAL and for the SDN southbound interface P4Runtime (P4 API working group, 2020).

Networking Architectures and SDN

While SDN can be seen as a solution for various connectivity and automation problems, there are many 
networking architectures in which SDN is complementary to. For example, Network Functions Virtu-
alization (NFV) (ETSI, 2012) and Service Function Chaining (SFC) (IETF SFC, 2020) may rely upon 
SDN to provide network services. Intent-based networking will rely on SDN APIs to push down policies 
at the network level, once the intent has been translated into policies and also to retrieve telemetry data, 
to assess how properly the intent is addressed. 5G network specifications include the use of SDN to 
provide networking services for connectivity and network slicing, by providing topology change events 
to upper layers such as the management layer where orchestration capabilities may reside. This section 
will discuss all related technologies which SDN can interoperate with to solve more complex issues and 
deliver programmable infrastructures and services.

Few years after the emergence of SDN and, owing to the advances of virtualization, some of the major 
operators got together in Darmstadt (Germany) in on October 2012 and published the first white paper 
that introduced Network Functions Virtualization (NFV) (ETSI NFV, 2014). The goal was simple yet 
powerful and is three-fold. Firstly, to reduce the Capital Expenses (CAPEX) costs due to the purchase 
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of physical, dedicated and sometimes expensive network equipment such as firewalls. Such equipment 
may be sparsely used as the purchase is often based upon projected usage and may turn up underused, 
thereby increasing the overall CAPEX. Secondly, to allow quick innovation and deployment cycles of 
new functions to provide new services for users. Finally, to reduce the Operational Expenses (OPEX) 
costs of managing a large and always evolving number of such devices by automation.

NFV virtualize network functions, such as firewalls and routers, and deploy them as software on virtual 
platforms, e.g., Virtual Machines (VM), residing in high volume servers on a per-need basis. NFV could 
be applied to any data plane or control plane function; in practice, some functionalities may not be well 
suited for virtualization, but this is not the focus of this chapter. Such an approach will allow operators to 
design, implement, and dynamically deploy and withdraw network functions while optimizing resource 
usage by provisioning only the necessary amount of infrastructure resources. As such, NFV provides 
flexibility, elasticity, and adaptability to new user requirements for services.

Furthermore, the IETF’s Service Function Chaining (SFC) working group specified “an architecture 
for service function chaining that includes the necessary protocols or protocol extensions to convey 
Service Function Chain and Service Function Path (SFP) information to nodes that are involved in the 
dynamic enforcement of differentiated traffic forwarding policies, as instantiated through the structuring 
of SFCs composed of an (ordered) set of Service Functions that usually reflect a connectivity service.

SFC resource allocation and deployment require the mapping of an SFC onto the underlying physical 
infrastructure and the allocation of resources to SFC nodes (e.g., bandwidth, computing, and storage). 
The SFC control plane is responsible for constructing the (loose of strict) SFPs and propagates that infor-
mation to underlying nodes.The SFC controller locates all available service functions and uses policies 
to construct service function chains. An SFC maybe static or it can be dynamic allowing the network 
to apply some or all of the forwarding decisions made by the Service Function Forwarder (SFF), as a 
function of traffic load conditions of service functions, for example.

Taking a broader view of network service lifecycles, NFV relates to network resource management 
which includes allocation, instantiation, and withdrawal, SFC relates to resource chaining and SDN 
relates to control and management of resources. All the three techniques, SDN, NFV, and SFC may be 
combined to facilitate the overall service delivery and operation procedures during service lifecycle as 
illustrated in Figure 3. Haleplidis, Salim et al. (2014) discuss how a common abstraction model for SDN 
and NFV is applicable using ForCES to achieve the aforementioned concept.

Future network architectures are likely to be completely elastic and on demand as an overlay on top 
of a base infrastructure. A developer using a VNF app store may be able to select the necessary VNFs, 
create the connections between them, or define a policy of what such connections should look like Then, 
the implementation of the service will be done automatically with all the toolset that SDN, NFV, and 
SFC provide. This is a research direction that is considered in the literature such as John et al. (2013) 
specifically in a unified cloud and carrier network approach.

SDN is not only applicable to such a future network architecture scenario, but is one of the key enablers. 
SDN provides the toolkit that can accommodate the rapid changes that NFV introduces in the network. 
With NFV, new functions can be instantiated into the network and it is up to SDN to interconnect these 
functions without the need for manual configuration which may jeopardize the time to deliver a service, 
depending on the number and the complexity of the configuration tasks.

SDN’s DAL, the resource abstraction layer, provides a unified approach on how resources are mod-
eled and controlled, and is applicable to the NFV domain as well. The use of formal languages also 
suggests that in the future, network architectures may as well become software-defined, a developer 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



134

Future SDN-Based Network Architectures
 

may, thus, provide a more high-level overview of what the required network configuration is. This 
high-level abstraction is then translated into a set of configuration commands that will be processed by 
the participating devices to provide the requested connectivity service. SDN operation relies upon an 
underlying infrastructure that will support overlay networks whose resources are allocated by the SDN 
computation logic, as depicted in Figure 4.

Such design takes advantage of SDN (e.g., optimization, automation) and network virtualization. 
Having a logically centralized controller with a global, systemic, view of the network resource and their 
status allows the SDN controller to facilitate service delivery and operation, optimize resource usage, and 
also to enforce service-inferred instantiated policies (forwarding, routing, traffic engineering, security, 
etc.). Applications can drive the SDN-contributed automation of processes such as high availability, and 
load sharing. In addition, new network virtualization techniques are emerging; these techniques allow 
multiple users to use the same infrastructure while being guaranteed that their traffic will be isolated from 
a forwarding standpoint. These techniques existed prior to SDN, however SDN provides a programmatic 
approach to reshaping their full potential without resorting to custom scripts, command line interfaces 
and Telnet into multiple devices to monitor, configure and manage.

Figure 3. SDN, NFV, SFC and the network lifecycle
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A specific application example scenario for SDN, NFV, and SFC that illustrates some of the previous 
discussion relates to the 3GPP’s Long Term Evolution (LTE) Evolved Packet Core (EPC). The Evolved 
Packet Core (EPC) as described in Olsson (2009) is the core network architecture of LTE networks. 
The user equipment (UE) connects to a base station, which directs traffic through a serving gateway 
(SGW) over a GPRS Tunneling Protocol (GTP) tunnel and through a packet gateway (PGW) and then 
to the Internet.

The SGW forwards data packets, while also acting as the mobility anchor for the user plane during 
handovers. The Packet Gateway (PGW) enforces Quality of Service (QoS) policies by signaling with the 
Policy and Charging Rules Function (PCRF) and monitors traffic to perform billing by signaling to the 
Online (OCS) and Offline Charging Systems (OFCS). The PGW also filters packets and connects to the 
Packet Data Network (PDN). PDN includes network services as well as access to the Internet and other 
cellular data networks and PDNs, and hosts service functions like firewalls and deep packet inspection.

By using SDN, it is possible to separate the PGW’s and SGW’s control part from the data plane, as 
described in Li et al. (2012), Basta et al. (2013), and Haleplidis et al. (2015) which was based on a Proof 
of Concept demonstration for ETSI (ETSI 2015). Separating and virtualizing these functions allows the 
instantiation and scaling of each part independently. A single SGW or PGW control application can 
control more than one SGW and PGW data paths. In addition, the control applications (SGW-C, PGW-
C) can now be collocated with other signaling entities of the LTE architecture and reduce latency for the 
signaling portion of the network, thus creating different paths for signaling and data. Figure 5 depicts a 
concept of separating the control and the data paths in the 3GPP architecture.

Figure 4. SDN as key building block for future network architectures
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Grey boxes are the control network and purple boxes represent the data path portion of the network. 
Using SDN concepts, the architecture is transformed, but remains 3GPP compliant by not changing any 
interface between the SGW, PGW and the other LTE systems. This separation allows each domain to 
scale as required. Control plane entities can be collocated to reduce latency and improve network experi-
ence and data plane entities can be reduced to simply perform forwarding at faster rates.

While this example may be outdated with 5G on the horizon, it provides an example of how SDN 
research brings innovation and impacts industry specifications. This line of research eventually led to 
the definition of Control and User Plane Separation (CUPS) by the 3GPP (3GPP 2020) being essential 
to 5G networks.

Taking this concept one step further with virtualization as discussed in the previous section and in 
other chapters of this book, new control plane entities can be instantiated to support an increase demand 

Figure 5. Concept of separation in the 3GPP LTE’s architecture
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of new customers, or data path plane entities could be instantiated to provide each user with a personal-
ized (to a very extreme scenario) data path using virtualization techniques.

SDN Technological Transformation Trends

The resurgence of SDN with OpenFlow as the main proponent initially begun by providing program-
mability for wired networks and specifically for parts of the Ethernet, IP and TCP headers in the first 
version of OpenFlow (ONF, 2009). As discussed in the first section, successive OpenFlow specifica-
tions introduced new header fields. Since then, SDN has been applied on multiple network domains. 
The research reference list discussed in this section is not exhaustive and only covers a small portion 
of SDN’s applicability, but the intended purpose is to provide a sense of SDN’s ubiquitous presence in 
the networking world.

The first attempts at SDN migration from wired networks using OpenFlow begun in 2010 with work 
related to mobility and network management in Wireless Network such as discussed in OpenRoads 
(Yap, 2010), routing and forwarding in Wireless Mesh Networks (Dely, 2011), MobiFlow, an OpenFlow 
Software Based Mobile Networks architecture for 4G networks (Pentikousis, 2013), an SDN reference 
architecture where data path control, user authentication and mobility management are applications for 
a wireless access network (Bernardos, 2014).

Another area SDN quickly migrated to, via OpenFlow, was optical networking with work defining 
(Gringeri, 2013) and extending the initial OpenFlow match fields to support optical flow specification 
such as subwavelength switching header information and time slots (Channegowda, 2013). OF-CONFIG, 
using NETCONF has also been used to configure Adaptive Sliceable-Bandwidth Variable Transceivers 
(Nadal, 2019).

Wireless sensor networks and IoT was another area where SDN techniques could apply. Luo et al 
(2012) extended OpenFlow’s flow-match entries to support sensors networks. Qin et al. (2014) presented 
an SDN controller for IoT networks on top of a middleware, named MINA, that acts as the DAL and 
which provides a southbound interface to sensors. De Oliveira et al. (2015) as well as Margi el al. (2018) 
built an SDN framework specifically for sensor nodes, with De Oliveira et al. (2015) using a controller 
application on a sensor node utilizing a serial/USB connection for accessing the sensor and Margi et al. 
(2018) defined IT-SDN, a Software Defined Wireless Sensor Network (SDWSN) tool, with their own 
flow tables with Contiki network drivers.

SDN controllers allow applications to interact and manage resources for each access network technol-
ogy. Since 2015, a UK project called Towards Ultimate Convergence of All Networks (TOUCAN) has 
been chartered with the goal to unify all access network technologies and infrastructure under a single 
DAL. The project concluded in December 2020. Another approach for unifying SDN approaches is the 
work provided by OpenConfig. OpenConfig has adopted YANG, a semantics that is used to specify 
data models published by the IETF in particular. Such models can serve DAL for networking, both for 
wired, wireless, and optical transports.

It then seems clear that by providing the necessary abstractions to applications irrespective of the 
underlying network substrate will facilitate a fine-grained application of SDN techs regardless of the 
underlying infrastructure. Such abstractions will allow applications to request network paths, make use 
of combined architectures to solve resource, efficiency and high utilization requests on any abstracted 
network substrate.
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Programmability concepts and abstractions provided by SDN already impact new designs and concepts. 
The focus is now on applications. Specifically, how to define high level policies and how these will be 
translated into a series of commands towards the devices. SDN networking languages have attempted 
to describe constructs for high level policies whose information is exchanged through the northbound 
interfaces, in particular.

A number of high-level languages were created such as: Procera introduced by Voellmy et al. (2012), 
which is a policy language that introduces the notion of functional reactive programming, or NetCore 
described by Monsanto et al. (2013), which is a declarative language for expressing dynamic policies for 
packet forwarding. Frenetic by Foster et al. (2011) define reusable abstractions to generate and install 
OpenFlow rules and later Pyretic presented by Reich et al. (2013) a Python-based platform that allows 
users to define packet forwarding policies. Smith et al. (2016) was submitted to the IETF to specify 
how high level policies can be transmitted to a policy agent using the OpFlex protocol, which in turn 
will be derived into a series of commands to be executed by the underlying hardware irrespective of the 
interface, but was discontinued.

Shifting from a decentralized control with each device having a view of the network, to a centralized 
control application capable of viewing the network as a program, gave way to another interesting ap-
proach: the network verification. One of the first papers was edited by Kazemian et al. (2012) introduces 
packet header space analysis that can take as input packet headers and is used to conduct a reachability 
analysis and to detect loops and slice isolation issues. A network debugger was introduced by Handigol 
et al. (2012) that attempted to emulate Linux’s gbd for networking to create network ‘backtraces’ and 
detect where a packet has been in the network to detect configuration issues and network application 
bugs. Other tools were created, such as SDN traceroute by Agarwal et al. (2014) a tool for tracing the 
path of a packet flow for OpenFlow switches. Fang et al. (2020) designed a scheme for dynamic data 
plane verification in SDN, based upon header space analysis.

Having a single point of view of the network also provides a useful approach to extract analytics and 
telemetry using SDN. Sokolov et al. (2014) collected statistics using OpenFlow to assess resource avail-
ability. Medved et al (2014) introduced OpenDaylight as a controller using multiple DALs that performe 
network analytics. Yan et al. (2017) proposed a network analytics framework for optical networks based 
on extended OpenFlow for optical networks and OpenDaylight as the SDN controller.

The concept of in-network telemetry started with the emergence of P4. Van et al. (2017) introduced 
the concept of in-network telemetry, using P4 and ONOS, by appending a new packet header that is 
applied to the packet when it enters a P4-enabled network. For every P4 node the packet traverses, the 
telemetry header is being enriched with new information and finally being removed once the packet 
leaves the P4-enabled network and the telemetry information is sent to the controller. This increases the 
bandwidth overhead but improves visibility of the network and of network paths. This concept has been 
extended to other domains, as presented by Isolani et al. (2020), who enhanced QoS delivery through 
slice orchestration in Radio Access Networks (RANs) using fine-grained information gathered by imple-
menting several extensions on the Ryu SDN controller as well as the forwarding plane using the Click 
modular router (Kohler et al. (2000)).
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SDN REALIZATION AND IMPLEMENTATION CHALLENGES

SDN has the potential to provide several benefits to implementers, such as automated error recovery, 
higher link utilization, and customizing network behavior. However, SDN’s global and full adoption 
is still underway, with a few deployments in production networks so far. A recent survey conducted by 
Verizon (2018) found that a small percentage of organizations had deployed SDN and that number was 
expecting to increase by 50% within two years. Cisco’s (2020) annual report based on an IDC 2018 
report, indicated that around 39% of 1202 enterprises have currently deployed SD-WAN with more 
planning to deploy more.

However, with the rise of 5G and the need for SDN, as will be discussed in the next section, it is 
expected that SDN will enjoy larger and global adoption. Many large networking vendors already pro-
vide SDN solutions. There are several issues that account for this lack of massive adoption. This section 
discusses these current issues.

At the onset of SDN the main issue was the maturity of the SDN technology, including abstractions, 
architecture, tools and applications. Earlier in this chapter three SDN architecture definitions were 
introduced by different SDOs. While these definitions have much in common, other SDOs will have 
their own SDN definition which will not help to progress a common view of what SDN is and how it 
can apply to networks.

The maturity of abstractions was yet another issue that proves to be a difficult challenge. SDN, as 
also depicted in Figure 1, involves at least two abstraction layers.

Concerning DAL, OpenFlow provided some specific abstractions which were enhanced over succes-
sive versions of the protocol. The goal was to provide more generic abstractions Bosshart et al. (2013) 
and Song (2013).

Another issue with OpenFlow and all SDN implementations that take all the control functionality 
out of the device, is that it requires to reinvent all current network functions, such as discovery using 
LLDP or ARP handling without the ability to utilize hardware that already support that function. If a 
hybrid solution is used, both using OpenFlow for configuring the forwarding tables and the usual de-
vice configuration for other functions, then the state of the non-OpenFlow switch is unavailable to the 
OpenFlow Controller.

Another problem was the multiple and quick succession of OpenFlow versions. OpenFlow being now 
developed by the ONF, with the latest version of publicly available OpenFlow 1.5.1, last published in 
April 2015. Network operators and big companies needed time to test and develop solutions to consider 
adopting them or other solutions. As new versions were published in rapid succession that were not 
backwards compatible, such as OpenFlow 1.0 and 1.1 tended to complicate this trial process.

As discussed earlier, besides OpenFlow there are other solutions that can be utilized for the DAL, 
such as the ForCES model, YANG, SMI, among others. These provide language constructs with which 
DAL resources can be abstracted. The issue with this approach is that there can be multiple different 
abstractions, proprietary or conflicting, that may hinder adoption. The best current practice to avoid this 
pitfall is the creation of standard data models, such as MIBs, LFB libraries and YANG modules. In addi-
tion, controllers that can abstract such different models may be one approach to resolve these issues, as 
discussed in Medved (2014) which attempts to provide homogeneity between heterogeneous abstractions.

While there has been significant research and implementation for the DAL, there is little progress on 
the NSAL abstractions. The two leading interfaces as discussed earlier are RESTful or RPC interfaces. 
However, there is little work done on what abstractions are going to be used and how services that both 
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the control and/or management plane are going to be available to applications. Since most of the added 
value of SDN is the ability of applications to modify network behavior, the lack thereof hinders the 
deployment of SDN.

Admittedly, building SDN solutions is not an easy task; there are several SDN challenges that need 
to be addressed. Sezer et al. (2013) discuss four fundamental issues in building an SDN solution. The 
first is performance versus flexibility and how SDN networks can achieve high-throughput, security, and 
performance in a scalable fashion. With the sometimes-necessary packet redirection to the controller, 
performance becomes an issue. However recent advances in networking hardware and the performance 
achieved by new processors, better overall performance can be achieved.

The second is scalability and how a controller can maintain a consistent view of the network. This 
problem can also be viewed with the CAP theorem in mind. Should a controller be centralized or dis-
tributed? How would state between controllers be distributed and how fast would the network state 
converge? These are the questions a designer needs to keep in mind when designing an SDN network.

The third is security. Security is of paramount importance in networks but also in SDN environments 
where more interfaces are introduced thereby exposing more targets for potential attacks. In addition, 
since the SDN controller is usually defined as a logically centralized entity, it is easier to focus attacks 
on the controller as well as to perform DoS and DDoS attacks. When the controller is taken down, the 
network will either stop working or will not be updated. As a consequence, information maintained by 
the network becomes inconsistent with the information maintained by the SDN controller. Kreutz et al. 
(2013) provides also another view of the SDN security aspects and identifies potential points of attack 
on SDN architectures, for example the interface between the controller and the network devices and 
between controllers.

The last issue discussed by Sezer et al. (2013) is interoperability and how existing legacy solutions 
can interact with SDN-enabled network devices. How should legacy, SDN-unaware equipment be treated 
by a SDN computation logic? As black boxes that “just” forward traffic? Sezer et al. (2013) discuss this 
issue and proposes Path Computation Element (PCE) and also further development on other solutions 
that will alleviate this problem and provide backwards compatibility with IP and MPLS technologies.

Additionally, Hakiri et al. (2014) introduced more challenges such as inter-SDN controller commu-
nication. How can different SDN domains exchange information? The ONF (ONF, 2014) architecture 
introduces such an interface. Such a challenge will need to be addressed in order for SDN to be used 
across multiple networks, e.g., to design, deliver and operate inter-domain VPN/slice services. Ideas 
likes the Software-defined Internet Exchange discussed by Feamster et al. (2013) may solve such issues.

Jammal et al. (2014) introduced the issues of reliability and (optimized) controller placement. In the 
case of reliability the controller must be able to configure and validate network topologies and configu-
rations to prevent any configuration error. In addition, if connection with the controller is lost what will 
happen if problems occur within the network? The other issue is controller placement. Jammal et al. 
(2014) discusses this issue raised by SDN-WAN deployments, controller placement is crucial as mul-
tiple SDN controllers are required to improve reliability and their placement affects many metrics in the 
network such as latency, fault tolerance and performance. Considering the fact that there are scenarios 
that every packet the device does not know what to do with is sent to the controller, the placement of 
controllers is crucial.

A lot of issues were addressed by research and experimentation as the number of pilots have been 
conducted by some operators, such as Kepes et al. (2014) by implementing SDN in the University of 
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Pittsburg, or Google’s B4 (Jain et al., 2013), Giorgetti et al (2019) implemented ONOS on an optical 
testbed and Telefonica and Huawei performing a commercial SDN traffic in Peru (Huawei, 2016).

However, Batool (2019) identified five issues raised by the lack of massive SDN adoption. The first 
is SDN security and monitoring which has been discussed previously, the second was the lack of skilled 
developers who can take full advantage of SDN techs for automating service delivery procedures. The 
third is the lack of familiarity of SDN in comparison to knowledge of existing legacy network. The fourth 
is the lack of standardized certifications of personnel and finally the lack of motivation from enterprises 
that see the introduction of SDN unnecessary or expensive.

The fifth issue exposes how enterprises and people are affected by this increasing programmability. 
This transition may require training programs or other Human Resources actions to adjust the skill profile 
of the workforce. However, the adoption of SDN and programmable infrastructures in general, provides 
significant opportunities for faster service deployment, and for automating operational processes. This 
automation may require adjustments to staffing levels (ATIS 2013)

SDN APPLICABILITY ON FUTURE NETWORK ARCHITECTURES

As discussed earlier, SDN provides data plane programmability amongst other capabilities. However, 
SDN has become a versatile toolkit in any network architecture. This section explores SDN’s applicabil-
ity to current and future network architectures and provides an outlook on SDN’s future.

It is no wonder that the advantages provided by SDN, NFV, and SFC have heavily influenced the 
development of 5G networks. In fact, the architectural document of 3GPP (3GPP 2020) states that SDN 
and NFV are amongst the techniques to be used. As discussed in the 5G PPP white paper (5GPPP 2020), 
5G networks will encompass multiple access technologies, wireless and fixed, as well as edge and cloud 
resources. All these resources will be sliced and provided “as-a-service” to different tenants. 5G also 
requires a complete resource and service lifecycle management that SDN and NFV can provide.

Discussion about the use of SDN in 5G networks started as early as 2013 by Demestichas et al. (2013) 
followed by Yousaf et al. (2017) where SDN is introduced as one of the main emerging and enabling 
technologies. Cho et al. (2014) investigated the integration of SDN and Software-Defined Radio (SDR). 
SDR should not be confused with SDN as it refers to the implementation of hardware radio as software 
on personal computers or embedded systems (Mitola, 1992). Cho et al (2014) introduced a cross-layer 
control which can act as an administrator of both SDN and SDR layers. Bouras et al. (2017) discussed 
the 5G requirements and the relevant SDN solutions that can address them. Sun et al (2015) proposed 
an SDN framework for 5G heterogeneous networks as 5G will encompass different access technologies, 
including satellites.

Another important issue for 5G is slicing. Foukas et al. (2017) performed a survey on slicing and 
SDN, alongside NFV, are identified as prominent technologies to create an end-to-end slice orchestra-
tion and management. Ordonez-Lucena et al. (2017) examined the issues regarding 5G slicing with the 
integration of SDN and NFV based on the ONF slicing architecture. Chekired et al. (2019) researched a 
service slicing model based on a hierarchical SDN architecture for Fog, Edge and Cloud layers with four 
SDN controllers to reduce network congestion for autonomous driving capabilities. Similar to Cho et 
al (2014), Barmpounakis et al. (2020) designed a cross-layer control for network slicing-enabled Radio 
Access Network management for 5G, by utilizing the Open Air Interface (OAI) for the radio control 
using the RYU SDN controller for the network.
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5G designs may use Edge, Fog, and Cloud resources. SDN can be used to manage such resources. 
Cloud infrastructures are network architectures where SDN is already implemented. Edge and Fog 
computing are new distributed computing approaches where computation and storage is closer to the 
edges of the network and therefore to the users, so as to improve latency and save bandwidth. Baktir et 
al. (2017) investigated the use of SDN in edge computing and identified a number of benefits such as 
VM mobility, adaptability and service-centric implementations. Huang et al. (2017) implemented a data 
offloading system inside a Mobile Edge Computing architecture using an SDN controller to provide 
connectivity between vehicles through the cellular network. Cao et al. (2020) designed a mobile-edge 
computing model with SDN, using Open vSwitch with a Floodlight controller to accelerate and optimize 
service requests. Zaballa et al. (2020) introduces SDN for fog computing with P4 switches that imple-
ment specific features such as local mobility for the network between the edge devices and infrastructure.

Regarding DC connectivity, one area that has recently attracted a lot of interest is SD-WAN. SD-WAN 
refers to the management of connectivity between data centers or cloud instances using SDN techniques. 
As stated in Yang et al. (2019), SD-WAN is meant to simplify networking operations in wide area net-
works and introduce innovation and flexibility. Andromeda et al. (2020) performed a techno-economic 
analysis in the implementation of SD-WAN in a 4G/LTE case study and came to the conclusion that it 
is feasible and profitable with a return of investment around 3.4 years. Troia et al. (2020) implemented 
an SD-WAN solution using OpenDaylight as the controller and Open vSwitches to control virtual Cus-
tomer Premises Equipment (CPEs) to achieve connectivity. Tootaghaj et al. (2020) identified the key 
issues raised by network reconfiguration and routing decisions that are made locally and they proposed 
a topology and route management in SD-WAN overlays to address such issues.

New research approaches in networking can also benefit from SDN. Intent-Based Networking (IBN), 
is a form of network administration using Machine Learning (ML) techniques. It is based on intents, 
which, as discussed in Zeydan et al (2020) are an evolution of the term policy, defining a high level 
view of the operational and business objectives (Cisco 2018). The goal is to create intents which will in 
turn be translated eventually into device parameters. IBN is also part of the charter in the IRTF Network 
Management Research Group (nmrg) Clemm et al. (2020).

SDN is particularly useful to IBN as an SDN controller can offer a single point of control and ad-
ministration of the network offering the IBN system both resource discovery as well as the ability to 
derive the intent into service-inferred configuration tasks and policy instantiation. Examples of research 
towards that direction include Pham et al. (2016) that uses ONOS’s northbound interface to create an 
IBN interface allowing applications to express objectives, policies and requirements and Alalmaei et 
al. (2020) which proposed a framework focusing on the creation of an SDN northbound API to handle 
service consumer intents in “cloudified” CDN environments.

Besides IBN, ML techniques are being investigated for networking purposes as they can improve 
the efficiency of SDN designs to achieve various goals. Machine learning has been used for security 
purposes, as discussed in Sultana et al. (2019), for intrusion detection, anomaly detection, and Distrib-
uted Denial of Service (DDoS) attack detections as well as in Ahmad et al. (2020) that identified vari-
ous SDN security issues tackled by machine learning such as control plane threats and communication 
vulnerabilities. However, with the emergence of Graph Neural Networks (GNN) other approaches soon 
begun taking shape such as RouteNet in Rusek et al. (2020) which uses GNNs to generalize arbitrary 
topologies and traffic flows to predict packet loss and perform a joint optimization of mean delay, jitter 
and loss. Zhu et al. (2020) proposed a multi-path routing optimization system combining GNN and SDN, 
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with SDN providing a global view of the whole network and control of MPTCP connections, based on 
the Floodlight controller (Floodlight).

SDN can be used in any networking scenario where programmability is required. The malleability of 
SDN to adapt to any underlying network infrastructure makes SDN applicable in any domain. While 5G 
networks are already deployed in some countries, 6G research already ignited as discussed in Letaief et 
al. (2019) where SDN plays a key role. Other domains embrace SDN, such as battlefield networking in 
Nobre et al. (2016) or home networks in Xu et al. (2016).

As for future SDN architectures, Foster et al. (2020) proposed a framework. New SDN architectures 
will become custom-based end-to-end close looped verifiable systems which run autonomously. Network 
operators will define the parameters of their network using some intent-based policy language defining 
what they want to achieve, and address SLAs, latency and bandwidth requirements. Machine learning 
algorithms will take as input the intent as well as the infrastructure resources and derive the service 
design accordingly, as discussed in Foster et al. (2020). Other machine learning algorithms will be used 
for closed-control loop purposes, by monitoring data and assess that what has been delivered complies 
with what has been requested/negotiated. Towards this direction, ONF has announced a new project 
called PRONTO which has garnered a 30 million US$ grant from DARPA (Pronto, 2021).

CONCLUSION

This chapter discussed the history of SDN and how it emerged. It also described the current views on 
SDN architectures, layers and interfaces. This chapter also discussed how SDN relates to other networking 
technologies, specifically NFV and SFC. With a better understanding of SDN, its adaptability to various 
environments was highlighted. Finally, the chapter concluded with a few examples of SDN applications 
to current and future network architectures.

To sum the chapter up, SDN-based network programmability becomes an attractive toolkit for au-
tomated network design and operation. With its current incarnation, SDN has several key roles to play 
on future network architectures.

First by completely separating signaling from the actual data path, it is possible to redefine how a 
network can be designed. For example, a network designer may choose to create a completely separate 
network for carrying signaling traffic, for the sake of optimizing resource usage.

Second, by providing a common DAL, it is now possible to unify all the heterogeneous network do-
mains such as wired, wireless and optical under a common controller. Unifying all domains will empower 
SDN and allow its use in networks that are comprised of various infrastructures.

Finally, by combining SDN, NFV, and SFC, it will be possible to use software resources to manage 
the network lifecycle and to allow software applications to actually define the network infrastructure 
and then control and manage it. Followed by the emergence of programming languages, like P4nd re-
search in areas like Intent Based Networking and Machine learning, SDN is moving towards complete 
autonomous and zero-touch networking.

This chapter closes with an attempt to provide a general definition of what exactly SDN is in a few 
words: SDN is a network programmability technique, which can be used as an enabler to provide ap-
plications with the ability to program the network. Using other techniques such as Machine Learning 
and Intent-Based networking, SDN can progress into the next stage of completely autonomous networks.
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KEY TERMS AND DEFINITIONS

Abstraction Layer: A layer that abstracts one or more layers below to a layer above.
Control Plane: Network functionality that assigns one or more network devices on how to treat packets.
Forwarding Plane: Resources of network devices that relate to the data path.
Management Plane: Network functionality responsible for maintaining and managing the network.
Network Device: A device that performs one or more network operations.
Network Functions Virtualization: An architecture where functions are virtualized and instantiated 

as needed on an off-the-shelf high-end infrastructure.
Resource: A component available within a system.
Service Function Chaining: A technique to sequentially invoke a set service functions.
Software-Defined Networks: A software-based approach to program networks.
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ABSTRACT

Network functions virtualization (NFV) is consolidating as one of the base technologies for the design, 
deployment, and operation of network services. NFV can be seen as a natural evolution of the trend to 
cloud technologies in IT, and hence perceived as bringing them to the network provider environments. 
While this can be true for the simplest cases, focused on the IT services network providers rely on, the 
nature of network services raises unique requirements on the overall virtualization process. NFV aims to 
provide at the same time an opportunity to network providers, not only in reducing operational costs but 
also in bringing the promise of easing the development and activation of new services, thereby reducing 
their time-to-market and opening new approaches for service provisioning and operation, in general. 
In this chapter, the authors analyse these requirements and opportunities, reviewing the state of the art 
in this new way of dealing with network services. Also, the chapter presents some NFV deployments 
endorsed by some network operators and identifies some remaining challenges.

ENTER THE SOFTWARE-DEFINED ERA

The integration of Information Technologies and Communications, commonly referred as ICT, has 
been more a long-term goal than a reality for a long time. Roughly speaking, networking and computing 
knew an evolution at comparable pace till the global availability of the Internet and the almost pervasive 
application of its protocols and the architecture supported by them to any networking problem. Not 
surprisingly, the very success of the Internet basic technologies made the evolution of the technologies 
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applied for providing end-to-end connectivity more and more difficult, precisely because these network 
technologies were the base for the radical changes that were taking place in the IT arena, around the 
ideas of Internet-based services and, most of all, the cloud.

IT evolution and, in particular, the evolution of Internet-based services, have been rooted on succes-
sive revolutions in software development practices, and in more and more powerful abstractions easing 
their conception, creation, and operation. This software-based nature has allowed business actors in the 
IT services arena to become agile in terms of satisfying new requirements and deploying new solutions, 
best exemplified by the DevOps approach in Loukides (2012), a set of best practices gaining strong 
momentum in the IT industry and focused on the tight communication (and even integration) of the 
activities related to development, operations, and quality assurance.

Network infrastructures, on the other side, became tied to their topologies and the requirements on 
using open, standard interfaces among the different nodes in these topologies. While the development 
of network nodes became certainly software intensive, the evolution of network services was tied to 
longer innovation cycles, requiring the agreement on standards among node vendors for interoperability 
purposes. What is more, the generalization of the network node as the basic functional unit implied an 
enormous degree of heterogeneity in network elements and their management procedures, which trans-
lated into additional problems for any attempt to make network infrastructure evolution agile or able to 
easily satisfy evolving user requirements.

On the Internet arena we had on the one hand network service providers, dealing with highly-hetero-
geneous and difficult to evolve infrastructures, and unable to address in a timely manner specific user 
requirements or to cover long-tail demand at a reasonable cost, while on the other hand there were the IT 
service providers, much more agile, relying on an almost uniform infrastructure, and able to adapt and 
evolve their software at a much faster pace, therefore being able to increase their value while network 
infrastructures were becoming increasingly ossified.

The advent of cloud computing was not only a forward step in IT service virtualization, as they did 
not need to be hosted at a physical infrastructure operated by the IT service provider anymore, but at 
the same time it implied some additional requirements on the network infrastructure that could not be 
solved by legacy (networking) techniques so far. These additional requirements on flexibility (i.e., the 
network had to adapt to the ever-changing cloud configuration) and abstraction (as applications needed 
to interact with the network as a resource among others) brought the need for a different conceptual 
framework for networks, beyond the usual approaches based on physical devices hosting a fixed, limited 
set of functionalities. Furthermore, the idea of running IT services on virtualized infrastructures made 
some researchers think about the possibility of doing the same for the functions performed in the network 
nodes, resulting in what will be referred to in the following as network functions. These two orthogonal 
directions constituted the basis for the current trends in network softwarisation.

Network softwarisation is a general term referring to all techniques oriented towards the application 
of two main and related principles:

• Providing a general interface for the provisioning, management, control and invocation of network 
resources, by means of software abstractions that hide complexity and deployment details of ac-
tual network infrastructures.

• Decoupling the different planes composing the network (data, control and management), and us-
ing open interfaces between them, in order to make the supporting infrastructure as much regu-
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lar and homogeneous as possible and relying on software mechanisms to support specialized 
functionalities.

With this approach, network services are provided by a layered structure, grounded on general-purpose, 
homogenous hardware, with one or several software layers running on top of it and defining network 
behaviour and functionalities in general. Everything running on the network, from basic functionalities 
to user applications, and including management and operation elements, becomes software modules that 
use the open interfaces exposed by each layer.

The evolution of virtualisation mechanisms towards the so-called “cloud-native” goal, that in despite 
of lacking a well-structured definition (the best ones are sort of circular, of the style of “an approach 
that applies cloud computing to build and run scalable applications in dynamic environments such as 
public, private, and hybrid clouds”, as the Wikipedia defines it) is associated with technologies such 
as lightweight virtualization containers or development patterns related to the micro-service approach. 
This cloud-native goal translates into building loosely-coupled, resilient systems that can be managed 
by means of highly automated procedures.

There are two key directions for network softwarisation that can be applied independently, though 
they greatly benefit from being followed simultaneously, to the degree of being suitable to be considered 
essentially intertwined. Software-Defined Networking (SDN) goes for the decoupling of the control 
and data planes in a network to gain programmability and simplify data plane elements, while Network 
Functions Virtualization (NFV) follows an orthogonal approach, advocating for the general separation 
of functionality (on software) and capacity (on one or more general virtualization layers running upon 
commodity hardware), hence increasing network elasticity, in terms of its capacity to adapt to different 
usage scenarios and traffic patterns, and drastically reducing the burden of vendor lock-ins because of 
the heterogeneity of the supporting infrastructure. SDN and NFV are not competing technologies, but 
complementary. NFV goals can be achieved using non-SDN mechanisms, relying on the techniques 
currently in use in many datacentres, but approaches relying on the separation of the control and data 
forwarding planes as proposed by SDN can enhance performance, simplify compatibility with existing 
deployments, and facilitate operation and maintenance procedures. Given a network environment based 
on virtualized functions, the provision of the different virtual appliances and, particularly, the logical 
connectivity among them would need to be as flexible as possible. It would be hard to understand that 
a flexible environment where virtual network nodes could be created and expanded on demand were 
possible but setting up the connectivity among these virtual appliances required semi-manual provi-
sion. Furthermore, NFV is able to support SDN by providing the infrastructure upon which the SDN 
software can be run.

This chapter is dedicated to the description and analysis of NFV and its main features. The NFV 
essential concepts and its expected benefits will be discussed in the following section, followed by a 
brief history of the idea and its main milestones. We will follow with a description of the main drivers 
and use cases for NFV, plus a definition of the different fundamental elements that constitute the NFV 
architecture framework: the virtualized infrastructure, the functional components and their design pat-
terns, and the management of the orchestration required to put infrastructure and components to work 
so they can build the intended network infrastructure services. A reference example of the application of 
NFV technologies will be discussed as well, with special emphasis on the orchestration aspects. Finally, 
since a technology evolution like this cannot be free of (important) challenges, we will conclude the 
chapter with a description of the most salient ones.
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The NFV Concept, Benefits, and Risks

NFV is a set of technologies aimed at building network infrastructure services the same way IT services 
are constructed relying on current cloud infrastructures. NFV advocates for a supporting infrastructure 
that provides computing, storage, and connectivity mechanisms, and that can be accessed through a set 
of well-defined interfaces. This infrastructure is expected to be accessed through a common virtualiza-
tion interface by involved software elements that implement the actual network functions. It is important 
to note the double role of network facilities. There is a layer that provides a homogeneous interface to 
virtualized network mechanisms used to support the interconnection of the elements (hardware and 
software) required by the software modules. These modules are hosted in the second layer, and which 
is the upper layer of network functions as shown in Figure 1.

The diagram depicted in Figure 1 illustrates the general model for NFV showing its different layers.
The NFV model relies upon the following functional blocks:

• The NFV Infrastructure (NFVI) is able to provide a set of virtual resources for computing, storage 
and networking through a virtualization layer that abstracts actual hardware resources that provide 
the required support to the computing, storage and networking mechanisms.

Figure 1. The general NFV model
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• The set of software instances implementing the Virtualized Network Functions (VNFs, think of 
virtualized intrusion detection systems, virtualized Evolved Packet Core elements, virtualized 
home gateways, etc.). Each of these software (SW) instances are deployed on top of the NFVI and, 
as such, are suitable for relocation, replication, deletion, and any other kind of operation required 
to maintain the appropriate performance (including reliability) of the functions they provide.

• The network services (NSes) are created by composing several of the VNFs, and physical func-
tions as required, in a Forwarding Graph (FG) and attaching them to network endpoints. It is worth 
noting the most complete realization of such FGs is contemplated in IETF SFC, as defined in RCF 
7665.

As a common practice, we can consider the NFVI as composed by a cloud-like infrastructure of physical 
computing and storage servers running hypervisors or lightweight virtualisation solutions, interconnected 
by means of a regular switching fabric that supports common network virtualization mechanisms such 
as overlays or VLANs, possibly with detached data and control planes by using OpenFlow defined by 
McKeown et al. (2008) or any other relevant protocol like NETCONF, for example. The NFVI can be 
distributed, i.e., located at different points of presence and this implies that, in most cases, WAN (Wide 
Area Network) links and their control are to be considered within the NFVI.

The execution of a VNF can be seen as the result of the concomitant execution of functions hosted 
in one or more Virtual Machines (VMs) or containers, executing the software performing the VNF 
functionality on the NFVI hypervisors and lightweight virtualisation environments. These VMs are 
usually termed VNF Components (VNFC) and are interconnected by means of NFVI network mecha-
nisms to guarantee the functional (equivalent to their non-virtualized counterparts) and non-functional 
requirements (in terms of performance, security, reliability, etc.) of the associated network function. In 
the case of lightweight VNFCs, two new terms have emerged: the more generalised Container Network 
Function or CNF and the more specific Kubernetes Network Function (KNF). This terminology mainly 
highlights the underlying technology, since there are no fundamental architectural differences between 
the different VNF variants.

The VNFs built this way become part of network services constructed by composing them in a service 
forwarding graph. It is worth noting that this architecture is essentially recursive: the network services 
built this way can constitute the underlying network layer supporting a VNF in an upper layer.

More Than Carrier Clouds

We used the term “cloud-like infrastructures” in previous sections to refer to the NFVI and implicitly 
made a reference to usual cloud characteristics (e.g., resilience, elasticity by replication). Actually, it 
would seem natural to consider that NFV could be achieved by a direct application of cloud technologies 
to substitute the physical network elements by virtual implementations running on the current cloud 
infrastructures, probably enhanced to support additional requests on resiliency and reliability according 
to what has come to be called “carrier cloud” or “telco cloud”.

While this was probably an initial guess in many cases, there are three essential aspects that distin-
guish NFV from the direct application of cloud technologies to provide network infrastructure services 
and which therefore require going beyond carrier clouds to implement NFV.

First, the kind of workloads of NFV may include components that are completely different from the 
kind of workloads considered by the current cloud practice. These VNFCs are extremely dependent on 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



160

Network Functions Virtualization (NFV)
 

direct I/O and memory operations, and much less on direct computing or storage access. And this does 
impact the performance of the VNF as a whole when deployed directly following “classical cloud” 
mechanisms, but also (and even most significantly) on the portability of VNF instances across the cloud 
infrastructure. Available experimental evidence shows high performance deviations among workload 
distributions that were considered completely equal by classical cloud VM placement mechanisms 
in ETSI-NFV-ISG (2014a). To properly achieve performance and portability goals, it is necessary to 
improve cloud orchestrators, hypervisors, kernels, and even hardware drivers to support finer-grained 
placement policies, provide better control of direct memory communication among software instances, 
and override the virtualization layer for direct I/O to network interfaces for these components. Many 
of the required techniques are inspired by those currently applied in high-performance computing, like 
NUMA in Cong & Wen (2013).

Secondly, network services need to adapt to network shape. While the classical cloud applications are 
endpoints in a communication (the archetypal web server in many cases), most network infrastructure 
services are middle-points (for example, a router or a firewall) and many of them are subject to stringent 
requirements such as delay constraints. That implies that infrastructures and VM placement strategies 
must adapt to the network shape and support both highly centralized and consolidated datacentres in 
the cases they can be used and their economies of scale applied, and much more decentralized schemas, 
where the cloud becomes close to the fog concept presented in Bonomi et al. (2012). The important point 
here is not only to support both kinds of deployments but also to be able to seamlessly integrate them.

Finally, when it comes to the orchestration and management of the resources, it is worth noting again 
that we are dealing with networks at two layers: the supporting infrastructure already present in the cur-
rent clouds and the upper network service layer provided by VNFs and their composition into services. 
To guarantee the overall service performance, upper network services may need to directly manipulate 
the underlying network infrastructure well beyond the limits of usual control interfaces exposed by the 
SDN controllers that are being deployed within current cloud datacentres. When dealing with VNFs 
based on hypervisors, these requirements have motivated different approaches to optimize mechanisms 
for virtual switching and/or routing, as provided by hypervisors and infrastructure orchestrators. In the 
case of VNFs implemented by lightweight containers, there is an active exploration of enhancements 
to current container network models suitable to properly support NFV needs, as it is the case of the 
Network Service Mesh project (https://networkservicemesh.io/).

Actors in NFV and the Interfaces Between Them

The diagram depicted in Figure 2 illustrates the different actors that can intervene in a fully virtualized 
network infrastructure, according to the layered model we discussed above for NFV.

1.  NFVI Providers offer access to the rest of the actors: they provide access to datacentre and commu-
nication links that constitute the NFVI, mostly using the access models already described for cloud, 
like IaaS and PaaS, but additional ones as well, as it is the case of NaaS (Network-as-a-Service).

2.  VNF Tenants run their VNFs on top of the NFVI; they can provide VNFs to potential users on an 
individual basis (VNFaaS), or together with additional tooling kits supporting higher-level integra-
tion and management (VNPaaS).

3.  Admins of different enterprises integrate the VNFs into their network services, either for internal 
use or for actively providing them to third parties.
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4.  Network Service Providers assemble VNFs and attach them to a public network according to a 
VNF Forwarding Graph, creating a virtualized network service. These services will imply in many 
cases the integration of virtualized and non-virtualized elements.

5.  Finally, Users consume the services offered by NSPs or their Admins.

It is obvious that any two or more of the roles described in points 1 to 4 above can be merged, and 
that the most likely scenario for the initial phases will consist of a full integration of all roles by the 
network service provider, with a coming stage where independent NFVI providers will emerge and 
their NFVI offer will be utilized by network operators to run (part of) their VNFs and services. Mixed 
scenarios, where high integration is applied for certain kinds of functions, while other specialized ones 
are provided by specific tenants are foreseeable as well.

Another important point is that any of the four degrees of freedom described above can be split into 
additional layers according to the state of the network infrastructure market and even because of regula-
tory reasons requiring to guarantee or enhance open competition in that market.

The Expected Benefits of NFV

The original whitepaper in Chiosi et al. (2012) that we can consider as the founding manifesto of NFV, 
states an initial list of potential direct benefits from applying virtualization to network functions:

• Reduced equipment costs and reduced power consumption through consolidating equipment and 
exploiting the economies of scale of the IT industry.

Figure 2. Actors in the NFV ecosystem
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• Increased speed of Time to Market by minimizing the typical network operator cycle of innova-
tion. Economies of scale required to cover investments in hardware-based functionalities are no 
longer applicable for software-based development, making feasible other modes of feature evolu-
tion. Network Functions Virtualization should enable network operators to significantly reduce 
the maturation cycle.

• Availability of network appliance multi-version and multi-tenancy, which allows the use of a sin-
gle platform for different applications, users and tenants. This allows network operators to share 
resources across services and across different customer bases.

• Targeted service introduction based on geography or customer sets is possible. Services can be 
rapidly scaled up/down as required.

• Enables a wide variety of eco-systems and encourages openness. It opens the virtual appliance 
market to pure software entrants, small players and academia, encouraging more innovation to 
bring new services and new revenue streams quickly at a much lower risk.

Beyond this, NFV proponents foresee a great business value in applying NFV in terms of cost savings 
and additional revenue sources for network operators, new opportunities for solution providers and, most 
importantly, in opening new business models and innovation opportunities. Let us consider the most 
compelling breakthroughs that NFV brings to network operation and management while we identify its 
main implication in terms of emerging business models.

First of all, when building the infrastructure, a network operator (or another party willing to become 
an infrastructure provider) can invest in a pool of general resources that are configured on-demand for 
specific purposes when needed, rather than investing in multiple pools of specific network devices with 
tailored functions. These pools can be:

• Shared by different business units within an operator, bringing new internal business organization 
and planning.

• Shared by different operators, paving the way for much deeper and more flexible mechanisms for 
infrastructure sharing.

• Provided by third parties, which implies new business opportunities for infrastructure providers 
and new potential models for network service providers to operate.

To provide network functionality, a virtual function can be instantiated on-demand whenever it is 
needed in the network, rather than only when capacity is available at those points where the dedicated 
device is located. This decoupling of function and location brings possibilities for:

• Independent providers to offer network functions as a service to network service providers, fol-
lowing similar technology and charging patterns to those currently in use in cloud infrastructures.

• Network operators to provide long-tail services that are practically impossible to address with cur-
rent infrastructures, covering new market niches, expanding their service and charging options, 
and enabling a new breed of application services relying on them.

• Entrepreneurs of the Over-the-Top (OTT) family to become able to compete in quality-of-experi-
ence with established providers at reasonable costs by means of agreements with network service 
providers for specialized services.
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Taking advantage of the virtualization layer, the pool of servers can be updated in a much easier way. 
Therefore, network service providers can benefit more quickly from advances in hardware and translate 
them into gains for all their network functions and services. This enhanced update capability allows for:

• Shorter innovation cycles in hardware infrastructures, enabling innovative agents to gain market 
momentum at a much faster pace, and reducing the entry barrier for new players.

• A more open competition among infrastructure vendors, infrastructure providers, and network 
service providers themselves.

Furthermore, new functions can be added or improved by updating a software image applying CI/
CD techniques, rather than waiting for a vendor to develop and manufacture a dedicated appliance. This 
is probably the most revolutionary aspect of NFV, and it implies:

• Breaking the current vertical integration silos that link network hardware, network software, and 
network management elements.

• Bringing open-source development and business models to network design, operation and 
management.

• Simplifying the evaluation and adoption of new solutions, enhancing the market applicability of 
research and innovation results.

• Opening the field for new service models, integrating network and application services.
• Allowing the application of well-known software development principles and tools to network 

planning, design, development, and operation.

Finally, management and operation can be performed by means of software image configuration and 
activation, reducing the complexity of managing a myriad of dedicated, heterogeneous devices. This 
characteristic is very much connected with the one just discussed above, and related to CI/CD proce-
dures as well. However, the management and operation aspects have interesting implications to current 
network business models, as they:

• Allow a much easier support for network multi-tenancy and slicing, supporting new mechanisms 
for managed services in both directions: either managed by the operators for customers, or man-
aged by third parties for the operators, and any combination thereof.

• Enable the application of DevOps principles in network management, aligning them with the 
practices that have made IT service providers so agile in addressing user requests and incorporat-
ing innovation results.

• Facilitate the application of strong automation procedures, supporting the current trends towards 
zero-touch management, simplifying both the data collection from the running network functions 
and the execution of control actions.

And the Risks

As any significant change in the base network technologies, the evolution towards NFV implies risks 
that can translate into higher costs and performance degradation. The major risk factors are related to 
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potential gaps derived from technology consolidation and the required changes in operational models 
currently in use.

NFV defines a new set of standards that imply a deep reshaping of the concepts that have guided the 
creation of network infrastructures, and the development of the hardware and software implementing 
network functionality, bringing new principles for essential properties like redundancy, resiliency and 
security. Furthermore, the changes in operational models will not only deeply affect the structure of 
network provider operations at all levels (e.g., business process, support systems, staffing) but also bring 
a new definition of the relationships between operators and vendors.

From a general risk management perspective, NFV deployments shall consider maintaining a high 
level of pre-integration where possible and to closely follow, evaluate, and test the available technology 
solutions and applicable standards. Furthermore, it also makes sense to start by migrating selected services 
in early phases, starting for well-controlled scenarios focused on specific geographical areas, end user 
profiles or target application environments. This approach may limit the complexity of troubleshooting 
and also serve as an isolated system where technologies, tools and methodologies for troubleshooting 
can be refined and evaluated in parallel to building competence.

A practical example of the combination of the risks mentioned above is the lack of the appropriate 
combination of sufficiently powerful tools and the years-long expertise currently available in network 
operations, from testing and validation procedures to fault diagnosis and troubleshooting. This could 
imply much higher costs in terms of fault management and performance degradation assessment. Lack of 
tooling support could translate mostly into higher rates of escalation to second-line management, while 
lack of a widespread expertise could result in errors in root cause detection and longer response time. This 
can have a great impact on OPEX and even translate into poor end-user performance if the number and 
severity of second-line incident reports increase beyond the capacity of the second-line management. Any 
realistic NFV deployment plan will require both the infrastructure technology and the virtualized network 
functions to be equipped with good tracing capabilities and whatever other troubleshooting tools ready 
from day one. Similarly, the technology transformation has to be matched with a sufficient level of staff 
competence – either provided in-house through hands-on training or brought in from external sources.

In a second stage, NFV faces the risk of heterogeneity. As mentioned before, one aim is to adapt to 
the network shape. Recent developments allow the integration of edge/fog computing-based services into 
the NFV world. While it is obviously an attractive source for growth for Network Operators aiming to 
cover IoT and Industry 4.0 in their service portfolio, fog services (i.e., network services deployed over a 
fog computing infrastructure) add an additional dimension to the existing problem in the sense that the 
footprint and resource restrictions in these environments are diametrically opposed to those of services 
deployed at the network core.

A SHORT HISTORY OF NFV

Network operators and some network equipment manufacturers had been working on technologies related 
to network virtualization for some years, and in particular on the ideas around running network functions 
on general-purpose servers and cloud infrastructures, mostly inspired by the impact of cloud technolo-
gies in all fields of IT. By the beginning of the 2010 decade, encouraging results on the performance 
of these solutions for real-world network workloads were attained. Some informal discussions began to 
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take place, mainly among operators, and there was a general will of seeking a common understanding 
and facilitating industry progress in this area.

A meeting of several of the world largest network operators in Paris in June 2012 not only coined 
the term “Network Functions Virtualization” to label the technology, but also was the starting point for 
convening a wider industry forum and starting the preparation of a joint whitepaper intended to define 
the vision and goals of NFV, and to galvanize the community about what the group was sure was a 
radical paradigm shift in the networking industry. The whitepaper, with the contribution of 13 network 
operators worldwide, was made public on October 2012, as a “call to action”.

One of the first decisions to foster the development of the just named NFV was to make the industry 
forum supporting it as open as possible, so the decision was to follow the principles of open standards. 
A second decision, to root the forum at an existing standards organization, was taken in order to shorten 
the time necessary to formally establish it. After the consideration of several choices, an Industry Speci-
fication Group (ISG) under ETSI was created, as it appeared as the right combination of flexibility and 
formal guarantees for this goal, and experience has confirmed this impression.

The first plenary of the NFV ISG took place in January 2013, with an initial mandate of two years 
that has been renewed until now, as new goals and specific work items were identified. To facilitate its 
work, the ISG is structured in six working groups, coordinated by a Technical Steering Committee (TSC):

• EVE, analysing opportunities for future evolution of the NFV technology.
• IFA, in charge of defining architectural aspects.
• REL, aimed at satisfying the stringent reliability requirements of network services.
• SEC, dedicated to the analysis of the potential security issues related to the NFV approach.
• SOL, with the goal of defining specific solutions: APIs, descriptors, protocols, etc.
• TST, focused on implementation (open source) and testing aspects.

Since its creation, the ISG has gone through three document releases, and it is currently involved in 
a fourth one. Each of these releases has a specific objective, structuring the contents of the specifica-
tions and reports associated to it. The successive NFV documentation releases and their objectives are:

• Release 1 was focused on demonstrating the feasibility of NFV, delivered the baseline studies and 
specifications, and set the NFV architectural framework.

• Release 2 main goal was to ensure the interoperability of NFV solutions, detailing requirements 
and specification of interfaces and descriptors based on the NFV architecture.

• Release 3 defined features enriching the NFV architectural framework, readying NFV for deploy-
ment and operation, and addressing enhancements such as policy framework and “cloud-nativeness”.

• Release 4 is working on the cloudification and simplification of network deployment and opera-
tions, defining interfaces and models to support, among others, container-based deployments, 5G 
requirements and service-based architecture concepts.

The group has also established a framework to define and run Proof-of-Concept (PoC) experiments 
and perform early interoperability events, hosted under ETSI Plugtests rules. While PoC experiments 
are intended to both explore technology options in the NFV space and to contribute to demonstrate 
the feasibility of the NFV approach and create awareness on it, interoperability events are focused on 
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facilitating the development of open solutions aligned with NFV specifications and validating their ap-
plicability to real developments addressing concrete use cases.

The activities around NFV have not been limited to the ETSI ISG, but have spawned into other 
Standards Defining Organizations (SDOs). To just name a few, these other bodies include the IETF/
IRTF (with initiatives like VNFPOOL and the recently closed NFVRG), TMForum and its ZOOM and 
LeanNFV projects, BBF, DMTF, and the ONF.

From an implementation point of view, NFV is embracing different virtualisation-related technologies 
which have emerged in the past years. It started by adopting full virtualisation and virtual machines and 
has lately included lightweight virtualisation techniques such as containers in their different imperson-
ations like Linux Containers, Docker and Kubernetes. The obvious connection between NFV and cloud 
technologies has translated into direct contributions to open-source projects, starting with OpenStack 
and continuing with Kubernetes as main focus, as well as infrastructure-focused projects such as OPNFV 
and CMTF. The importance of the MANO stack in the operation of NFV-based deployments has been 
the foundation of projects addressing network orchestration platforms such as ONAP and OSM.

Drivers and use Cases

Both SDN and NFV have been made possible by the growth in computing power and the extension 
of virtualization-specific support functions in mainstream processors we have experienced in the last 
years. Current commercial-off-the-shelf (COTS) servers have enough computing power to implement 

Figure 3. The NFV Reference Architecture Framework as in ETSI-NFV-ISG (2014)
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network functions with high throughput requirements. In addition, cloud computing has delivered tools 
to automate and control high-volume deployments in datacentres. In contrast, network equipment has 
been based on extremely specialized hardware and software platforms. From the point of view of a 
network operator, this has resulted in vendor lock-in, practically no possibility of reusing equipment as 
their service portfolio evolves and very long time-to-market and innovation cycles. With strong competi-
tive pressures, due to the emergence of OTT service providers with radically different cost structures 
and the increase in competition, and the advent of new requirements associated with the evolution of 
networks towards 5G and beyond, network providers regard NFV as an opportunity to reduce vendor 
lock-in, improve reusability, foster infrastructure reusability and, in general, reshape their cost structure 
in order to address future demand and improve their profit margins.

NFV capitalizes on the softwarisation of the network: network functions are implemented as programs 
that run on standard software and, when a certain service is not required anymore, the resources (i.e., 
the servers) where it was implemented can be easily repurposed for new services.

Use cases were originally analysed by the ETSI NFV ISG, and which has kept analysing these use 
cases, motivating different application environments for the NFV architectures and highlighting the 
benefits of the introduction of NFV for the network architecture and for the services running on it. The 
architectural use cases are rooted in the concept of everything as a Service (XaaS) introduced in the 
cloud computing world. These use cases include:

• Network Functions Virtualization Infrastructure (NFVI) as a Service
• VNF Forwarding Graphs and composable services
• Support for network slicing
• The application of software development patterns: DevOps, quick service deployment, CI/CD and 

A/B testing
• Other provisioning models, such as VNF as a Service, or Platform as a Service

And a series of service-related use cases that highlight different challenges:

• Mobile core network and IMS
• Mobile base stations
• Home environment
• Content Delivery Networks (CDNs)
• Fixed access network
• Virtualizing IoT
• Enhanced security: Crypto-as-a-Service, Security-as-a-Service

Extending and building on the concepts and lessons learnt from the Infrastructure as a Service (IaaS) 
concept in the Cloud world, NFV has introduced the notion of Network Functions Virtualization as a 
Service (NFVIaaS). If IaaS allowed datacentre providers to offer their infrastructure to clients who are not 
in a position to implement their own full-fledged datacentres in the form of virtual datacentres, NFVIaaS 
foresees the emergence of big NFV Infrastructure providers that resell their resources to clients who 
want to implement their services based on NFV but are not able to implement their own infrastructure.

In addition to translating the lessons learned in cloud environments, the ETSI NFV ISG also shows 
how VNF graphs can be used to compose services end-to-end. It is based on a catalogue of VNFs that 
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have a set of published, standard interfaces at different layers. The VNFs implement the same function-
alities as equivalent physical network functions that are readily available in the market. It then compares 
both solutions and shows the benefits introduced by the VNF solution. This comparison, shown in Table 
1, holds for VNFs in general and not only for a specific use case.

The promise of network slicing does not only entail the use of a single infrastructure to provide 
virtual networks that users see as totally isolated from similar instances running on the same infrastruc-
ture, which is achieved by Virtual Private Network (VPN) technologies for more than three decades. 
Network slicing implies full end-to-end capabilities, policy-based control, on-demand deployment of 
functions, and independent management and orchestration. Given its ability to dynamically deploy and 
control the lifecycle of specific functions on cloud-like infrastructures, NFV is acknowledged as one 
of the key enablers of network slicing, and the basis for future provision of network slices according to 
the as-a-service paradigm.

Also based on prior experience in the cloud work, NFV is enabling the application of the procedures 
to facilitate continuous integration and automated testing used in the so-called agile software develop-
ment. Furthermore, NFV can address the requirements of emerging services by trends like Bring Your 
Own Device (BYOD), etc. Instead of furnishing the (business) end user with additional elements for a 
complex device that need frequent updates, etc., the network operator implements the required functions 
on one or several VNFs it provides to the user. This concept is equivalent to the Software as a Service 
(SaaS) concept in the cloud world. The next step in the cloud world was to allow a client to mix and 
match offerings from several providers in what is known as the Platform as a Service (PaaS) paradigm. 
In the NFV use cases, it translates into the Virtual Network Platform as a Service (VNPaaS). This use 
case illustrates the sharing of an infrastructure by several clients and the need for authorization as well 
as resource control in order to guarantee the correct functioning of the infrastructure. It shows how 
multi-tenancy can be implemented at the VNF level.

The service-oriented use cases present the case of virtualizing different components of the network 
and the positive aspects in doing so. The mobile core virtualization is a realistic target: a network infra-
structure with a significant number of functions which mainly reside in the control plane of the network 

Table 1. Comparison of physical and virtualized network functions

Physical Appliance Virtual Appliance

Efficiency Dedicated (rigid) and sized for peak load 
(underutilized) Function and size depending on current load

Resilience
Backup on specific hardware and dedicated 
resources. In most cases, it requires additional 
network capacity

Backup may share resources and network capacity.

Flexibility Lengthy deployment cycles, upgrade sometimes 
not possible

Shorter cycles and easier deployment, since 
functions are SW based

Complexity Graph depends/can only be deployed on a given 
physical network layer

Virtualized networking layer can be adapted easily 
to forwarding graphs

Deployability Requires physical boxes when deployed on 
another provider’s premises/infrastructure

Virtualization eases the deployment of a given 
function on another provider’s infrastructure
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and which are currently distributed in different boxes and, in fact, the 5G standards for the mobile core 
assume NFV as a fundamental enabler. Likewise, access technologies are evolving towards incorporat-
ing NFV principles and reporting progress of their application. Given the high pervasiveness of access 
networks, the cost savings and automation supported by NFV will have the highest impact.

One of the emerging trends in telecommunications is the so-called ‘fog computing’ which extends 
Cloud Computing to Internet of the Things (IoT) and other environments. An implementation of a con-
nector between OSM Release 8 (2020) and the fog infrastructure manager was implemented by the fog05 
project (de la Oliva et. al., 2019) This connector provides OSM with an IoT-enabled VIM, allowing the 
creation of Network Services specifically tailored at IoT deployments, where initiatives like Industry 
4.0 come to mind. This field has been in the viewpoint of network operators.

Infrastructure

The objective of NFV is essentially to separate the software that defines the network functionality 
(VNF) from the hardware and generic software providing its capacity to function (NFVI). It is therefore 
a requirement that the VNFs and the NFVI be separately specified.

The NFV architecture framework defines the term NFVI as the totality of the hardware and software 
components constituting the environment in which VNFs are deployed and run. The NFVI is deployed as 
one or more nodes that collectively implement the required functionality to support the execution environ-
ment for VNFs. A location where a NFVI node is deployed is an NFVI Point of Presence (PoP). A PoP 
may contain one or more nodes as well as other network elements. The NFVI PoPs form a distributed 
infrastructure that can support the locality (in terms of network topology) and latency requirements of 
the particular functions and their flexible deployment and operation. NFVI nodes and PoPs build the 
dynamically reconfigurable platform for the execution of the VNFs, according to the requirement of the 
different actors in the NFV ecosystem we described in a previous section.

Cloud Computing and the NFVI

Cloud computing is clearly an essential enabler for NFV, and it is at the root of the NFV concept itself. 
NFV has to leverage technologies that are currently applied to cloud computing. At the core of these 
technologies are hardware virtualization mechanisms by means of hypervisors, and the usage of virtual 
Ethernet switches for forwarding traffic between virtual machines and physical interfaces (though other 
possible virtualization mechanisms could be applicable, the current focus of the NFV community is on 
these techniques). Furthermore, current cloud approaches provide methods to enhance resource avail-
ability and usage by means of orchestration and management mechanisms, applicable to the automatic 
instantiation of VNFs, resource management, re-initialization of failed VNFCs, creation of VNFC state 
snapshots, migration of VNFCs, etc.

According to the NIST definition of cloud computing in Mell & Grance (2011), NFV can be seen as 
a type of Private Cloud IaaS where VNFs are executed in support of the services that a network operator 
provides. The execution environment for VNFs is provided by the distributed NFVI, which implies a 
challenge to the common understanding about management centralization as a relevant benefit of cloud 
computing, as we noted above when talking about adapting NFV to the network shape.

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



170

Network Functions Virtualization (NFV)
 

The NIST definition of cloud computing identifies five essential characteristics of cloud services. 
Since NFV encompasses these five characteristics, it could be considered as an application of cloud 
technology and it is clear that a NFVI should provide equivalent support of these essential characteristics:

• On-demand self-service. The consumer of the NFVI expects to be able to unilaterally provision 
and allocate existing deployed NFVI resource capacity (server time, storage capacity, etc.). In 
many cases, this resource allocation will be made directly by the VNFs or, more properly, by the 
management and orchestration functions coordinating them. Allocation shall follow the patterns 
required to provide a sustainable and predictable VNF performance.

• Broad network access. NIST describes broad network access in cloud computing as providing 
capabilities that are available over the network and can be accessed through standard mechanisms 
that promote use by heterogeneous client platforms. The NFVI PoPs are to be accessed remotely, 
and VNFs will handle the network traffic of a variety of existing network elements and terminal 
types. The network access capacity required at a particular PoP will depend on the fields of ap-
plication of the VNFs instantiated at that PoP, which is also related to the requirement to adapt the 
NFVI to the shape of the network.

• Resource pooling. While a single VNF might be deployed at a single PoP, in general, the NFVI 
is expected to support multiple VNFs from different service providers in a multi-tenant model. 
Resource demands on the NFVI are expected to change dynamically with the service load pro-
cessed by the VNFs. Location independence is an objective in that specific VNFs should not be 
constrained to only run on dedicated NFVI hardware resources, beyond requirements related to 
their semantics, such as latency or resiliency.

• Rapid elasticity. VNF operation will request rapid elasticity along with automated provisioning 
and release of the computing, storage and communication resources of the NFVI. In most cases 
these requests should be triggered in response to events related to the service load processed by the 
VNF, to the rearrangement of resources for the optimization of NFVI usage by the management 
and orchestration mechanisms, as well as to failover and recovery procedures.

• Measured service. The management and orchestration of VNFs will normally require the auto-
matic control and optimization of NFVI resource usage by the VNFs. This optimization implies 
that the use of those resources by individual VNFs is metered in some fashion appropriate to each 
particular resource.

In the light of the service models applicable to cloud, the advent of NFV provides different opportu-
nities, not only for network operators but also to other potential new actors in the network service arena. 
VNFs are software applications running on cloud-like infrastructures, offering functions that can process 
data and control plane traffic for a network operator rather than just web services:

• In IaaS, the capability provided is the provisioning of compute, storage and communication re-
sources so that applications can be run on them. Here, the VNFs are the applications intended to 
be run and the virtualization infrastructure in which they are executed provides an IaaS for the 
network operator. The NFVI should provide the appropriate security mechanisms to ensure that 
only authorized entities have access to NFVI resources.
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• NFV provides an opportunity to significantly improve the speed with which new services and ap-
plications are developed and deployed. The PaaS model provides a service model consistent with 
deployment of services constructed by the composition of multiple VNF instances.

• While many VNFs are expected to be typically executed according to a private cloud model by 
the network operator, some categories may be amenable to be executed in a third-party cloud in-
frastructure and utilized in a SaaS model.

Finally, let us consider the different deployment models for cloud infrastructures and their applicability 
to the NFV case. In a first stage, most (if not all) of the NFVI and VNF instances will be deployed and 
operated by the same network operator using them. Hence, this initial deployment will be essentially 
aligned with the private cloud model. A possible next step could be the constitution of collaboration 
models among operators, or even among operators and software or service vendors. These models could 
lead to the deployment of community clouds, though the scope and extension of such community clouds 
remain to be seen. While it seems rather unlikely that VNFs and the services using them will integrally 
be hosted in current public clouds, a model based on an evolution of this public cloud approach could 
see the light as NFV matures and a clearer understanding of Service Level Agreements (SLAs) and 
security requirements becomes available. Finally, operators may be interested from the initial stages 
in a hybrid cloud deployment model where they maintain an IaaS private cloud for their own services. 
However, this infrastructure is offered on a wholesale basis to host VNFs from other service providers 
and extended to provide VNFs-as-a-Service for enterprises, or other operators.

Container-Based Solutions

In an effort to increase utilisation, lightweight isolation tools provided by modern Operating Systems 
(OSes) have established themselves in the cloud computing landscape. With Linux Containers as the 
paradigmatic example, different technologies like Docker and Kubernetes provide the next level in soft-
warisation and integration of software production techniques in NFV. The lightweight nature of these 
solutions allows a more effective deployment for NSes or VNFCs therein that do not have real-time 
constraints.

Container-based solutions feature a higher granularity than virtual machines in that they allow dif-
ferent predefined layers to be packaged at launch-time to provide specific functionalities, bringing the 
development cycle close to current software development cycle models. In addition, these solutions 
include scaling features equivalent to those offered in VM-based cloud computing environments, which 
ease the implementation of scalable NSes.

The NFVI Domains

In order to deal with the complexity of the infrastructure, the ETSI NFV ISG has identified three do-
mains within the NFVI, which are clearly differentiated at a functional and a practical level: the compute 
domain (including both computing and storage resources), the hypervisor domain and the infrastructure 
network domain. Each of these domains deals with specific problems that can be treated independently. 
So, for example, the selection of the computing infrastructure is largely unaffected by the selection of 
the underlying infrastructure network. This separation of concerns allows for largely autonomous supply 
and evolution of each one.
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The role of the compute domain is to provide the computational and storage resources, supported 
by COTS hardware, needed to host individual components of VNFs. The use of industry standard high-
volume servers is a key element in the economic case for NFV. An industry standard high-volume server 
is a server built using standard IT components (for example x86 or ARM architectures) and sold at a 
massive scale. A common feature of industry standard high-volume servers is that there is competitive 
supply of the subcomponents that are interchangeable inside the server. The computing domain considers 
a functional ‘unit of compute’ basically integrated with the computational hardware device. This unit 
of compute is functionally defined as:

• An entity capable of executing a generic computational instruction set (the CPU)
• An entity able to hold state (the storage)
• An element in charge of reading and writing data to the network (the NIC)
• Other “acceleration” hardware, such as elements for encryption and decryption or “enhanced” 

packet forwarding. However, the value of this acceleration hardware needs to be carefully as-
sessed, because it reduces the portability of the VNFs based on it and implies a cost of prior 
provision.

The hypervisor domain mediates the resources of the computer domain to the virtual machines 
implementing the VNFs. In essence, the hypervisor can emulate every piece of the hardware platform, 
even to the point, in some cases, of completely emulating a CPU instruction set. Even when not emu-
lating a complete CPU architecture, there can still be aspects of emulation which cause a significant 
performance hit.

In addition, as there may be many virtual machines all running on the same host machine, they are 
likely to be connected one to the other. The hypervisor provides emulated virtual NICs for the VMs. 
However, there is also the need for a virtual Ethernet switch to provide connectivity between the VMs 
and between the VMs and the physical NICs. This is handled by the hypervisor virtual switch (vSwitch). 
The vSwitch may also be a significant performance bottleneck.

There is a number of features available in current and forthcoming server hardware greatly improv-
ing the performance of VMs, including multicore processors, system-on-chip processors that integrate 
multiple cores and interfaces, specific CPU enhancements/instructions to control memory allocation 
and direct access on I/O, and PCI-e bus enhancements. These allow high performance VMs to run ef-
fectively as if they were running natively on the hardware, while under the full control of the hypervisor.

The resulting hypervisor architecture is one of the primary foundations of the NFV infrastructure, 
providing the full performance of ‘bare metal’ while supporting the full orchestration and management 
provided by the hypervisor. The NFV community is actively developing the necessary enhancements for 
the realization of this architecture and contributing them to the relevant open-source projects in this area.

The infrastructure network domain performs a number of essential roles, supporting the communica-
tion channels required for:

• The VNFCs in a distributed VNF
• The different VNFs building a service
• Any VNF and its orchestration and management
• Orchestration and management to interact with the NFVI components
• Remote deployment of VNFs

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



173

Network Functions Virtualization (NFV)
 

• The interconnection with the existing network where the network service is to be attached

The role of the infrastructure network is to provide a large number of discrete connectivity service 
instances. In general, it is a fundamental requirement that these services are separate from each other 
and not accessible to each other. This is the antithesis of the universal networking in the wider Internet. 
These essential roles imply that the infrastructure network availability must predate any VNF deployment, 
and must provide sufficient network connectivity to address the VNF goals. In order to achieve this, the 
infrastructure network must have all the essential elements needed for providing connectivity already 
self-contained within the infrastructure management domain, including an addressing scheme, routing 
and bandwidth allocation processes, and the necessary operational mechanisms to assess the reliability, 
availability, and integrity of the connectivity services. Many active players within the NFV community 
believe that SDN constitutes the basic technology for providing these elements.

In addition, Kubernetes environments for the deployment of lightweight VNFCs have been added to 
the picture. These environments are not fully functional NFVIs, but are rather external components that 
add container-based VNFCs to the picture and allow NFV developers to take advantage of the myriad 
of components that are available for Kubernetes. Typical examples of components that may be better 
served in a Kubernetes cluster are databases and Web service support.

Recently, platforms to deploy fog computing services have been integrated to NFV. Fog computing 
aims at being deployed in Internet of Things (IoT) environments in particular, with network devices 
with stringent footprint constraints. This field is extremely appealing to network operators looking to 
expand their service portfolio to Industry 4.0 scenarios. The current fog computing platform supports 
both virtual machines and container-based virtualisation.

VNFs, Components, and Design Patterns

A VNF is a network function that is capable of running in a NFV Infrastructure (NFVI), being orchestrated 
by an NFV Orchestrator and a VNF manager as shown in Figure 3. Each VNF may be controlled by an 
Element Management System (EMS). In addition to interfacing to the VNF Manager and the EMS, the 
VNF provides well-defined interfaces to other VNFs.

In the same way a Network Service might be a composition of several VNFs, the VNF provider may 
choose to use one VNF Component (VNFC) or use VNFC composition to implement a VNF. In this 
context, the work of the Service Function Chaining (SFC) working group (IETF (2020)) in the IETF is 
also significant. The creation of services from VNFs by composition can be generalized as the creation 
of services as service function chains (SFCs). The SFC working group has defined the mechanisms to 
create and operate service function chains. The need to monitor the operational state of the VNFs com-
posing a service and to be able to pinpoint points of failure is being discussed and different Operations 
and Management (OAM) frameworks are being considered.

VNFs may or may not need to store state during their lifetime. Examples of these cases are a stateful 
firewall, and a stateless tunnel termination function, respectively. The VNF architecture specification 
document ETSI-NFV-ISG (2014) describes alternatives for how VNF state is stored and handled depend-
ing on the VNF type. In addition, it identifies other design patterns that include patterns to deal with 
traffic evolution. Thus, for example, VNFs may or may not be instantiated in parallel within a VNF to 
scale in and out as a response to changes in traffic, resource allocation, etc. When VNFs are instantiated 
in parallel, the VNF provider will have to specify how many instances may be instantiated in parallel 
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within a VNFC, what kind of scaling models may be used and what are the alternatives to implement 
load balancing within a VNF and between VNFs.

VNFs are software components that have specific life-cycle management requirements in order to 
implement network functions. The lifecycle of a VNF is inspired both by current best practices in network 
management and in the datacentre worlds. One of the main opportunities of NFV is the fact that some 
types of network functions implemented in software can, in specific cases, be scaled in and out, i.e., the 
network function can be instantiated with different resource requirements depending on the throughput 
it is expected to provide. Scaling can be implemented with well-known techniques applied to virtual 
machines in the data-centre world. However, these techniques cannot be generally applied, since there 
are VNFs that require a careful consideration before deployment within the NFVI in order to guarantee 
adequate levels of performance. Factors like underlying hardware (i.e., CPU type, Network Interface 
Cards (NICs), memory, internal buses, etc.), virtualization layer (i.e., hypervisor, virtualization mode, 
etc.) and operating system can have a severe impact on the performance that can be achieved for a given 
VNF. The ETSI NFV ISG has issued a document on “Performance Considerations and Best Practices” 
in ETSI-NFV-ISG (2014a) analysing the different factors and providing guidelines and specific descrip-
tors to capture the requirements for both the NFVI and the VNFs.

NFV deployment should be transparent to the end-user and, therefore, similar levels of service avail-
ability to those provided by traditional, discrete networks are to be expected. In other words, the NFV 

Figure 4. VNF Functional architecture
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system has to be designed to be as resilient as traditional networks. However, the paradigm shift from 
hardware- to software-based systems implies that instead of a design that is meant to guarantee a given 
uptime, NFV suppliers design their technology to minimize the impact of failures on the service. An 
NFV system will be provided with automated recovery from failures. The main challenge in an NFV 
environment is threefold:

• An underlying architecture needs to be provided that does not exhibit a single point of failure.
• All designs have to be applicable to a multi-vendor environment.
• The infrastructure will be hybrid, with components that are implemented in portable software and 

components that come from the discrete network and that will be gradually phased out.

The ETSI NFV ISG has issued a resiliency requirements document in ETSI-NFV-ISG (2015) that 
analyses the resiliency problem in NFV environments. Resilience is tightly coupled with security. VNFs 
are network functions running on a virtual machine, a network built of VNFs is exposed to the same 
threats as the physical network functions plus the threats that apply to virtualization. In addition, new 
threats arise from the mere fact of combining virtualization and networking. ETSI-NFV-ISG (2014b) 
analyses such threats with the objective of documenting the problem statement as well as further insight 
to be incorporated into security accreditation processes for NFV-based products. Despite the additional 
threats, virtualization also furnishes some interesting tools like secure boot and/or trusted boot that allow 
operators to check the validity of VNF images before they are executed on an NFV platform and avoid 
the introduction of forged VNFs.

Container-Based Network Services

Besides VM-based VNFCs, one of the emerging trends in virtualisation in general and in network service 
creation in particular is the use of lightweight isolation techniques like containers. The main benefits of 
containers are lower resource usage and quicker boot times than full virtualisation. Although network 
services based on containers may not meet real-time constraints needed in some cases, they are a fitting 
solution for many backplane components that are more relaxed in that aspect. The proliferation of com-
ponents to build Cloud Network Services can be seen in the growth of component repositories from the 
very beginning (Arijs, 2016). Currently, solutions like Docker or Kubernetes feature several repositories 
to download components that reach from database backends or Web servers, to domain name (DNS) or 
directory (Lightweight Directory Access Protocol (LDAP)) services. In fact, any network service that 
has a software implementation has already been or can be implemented in a container.

Container-based solutions further close the gap between the network service development cycle and 
the traditional software design cycle, allowing developers to either reuse existent solutions or cherry-
pick components from proven sources (i.e., container repositories) to compose the network service to 
their requirements.

Management and Orchestration: MANO

In the environment of telecommunications networks, network functions must be able to support remote 
configuration and management. For this purpose, network functions provide an interface to the manage-
ment and orchestration (MANO) mechanisms used by the operators. This interface is often denoted as 
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their “Northbound interface”. Given the objective of NFV of separating capacity (NFVI) from function-
ality (VNFs) it is natural that this separation includes their management and orchestration. On the one 
hand, VNFs are not any longer required to deal with the management of the infrastructural aspects, while 
on the other hand, efficient VNF lifecycle management has to be provided to support the new features 
brought by virtualization (fast delivery and recovery, auto-scaling, etc.) The goal of NFV management 
and orchestration is to provide a high level of common MANO functionality with a common interface 
for it to be utilized by the network provider’s business and operational support systems.

MANO functions are structured by means of three layers that group the management and orchestration 
functions at the infrastructure, VNF and service levels. At each layer, a functional entity is defined by 
the NFV MANO architecture, ensuring the exposure of services that provide access to these functions 
in an open, well-known abstracted manner. These services can be consumed by other authenticated and 
properly authorized NFV MANO functions, and by the business and operation support systems applied 
by the network operator.

The management of any element in the network is associated to mechanisms defined according to 
FCAPS. Beyond these Specific Management Functional Areas (SMFAs), specific aspects introduced by 
virtualization must be considered for NFV MANO. Fault and performance management are functional-
ities required by any networking framework, and especially sensitive in the case of NFV, as it requires a 
radically new approach to any kind of fault processing, from notification to root-cause analysis, as well 
as new mechanisms for performance metrics collection, metrics calculation and aggregation. In addi-
tion, policy definition and enforcement mechanisms have to incorporate support for the specific issues 
associated to virtualization and the new operations permitted by it.

ICT resource allocation is a complex task in general, given the number of (even conflicting) require-
ments and constraints that need to be satisfied at the same time. For the NFVI, the specific requirements 
for network allocation and performance add new complexity compared to the resource allocation strate-
gies applied so far in current cloud environments. While the management and orchestration functions at 
the NFVI level must be necessarily oblivious to the VNFs it hosts, resource allocation and release will 
be likely requested throughout these VNF lifetimes if we want to take advantage of the NFV ability to 
dynamically adapt VNF capabilities to load fluctuations. The NFV MANO functions that coordinate 
virtualized resources are grouped under the name of the Virtual Infrastructure Manager (VIM).

At the VNF level, MANO aspects must contemplate the newer aspects introduced by the virtual nature 
of the supporting infrastructure, which require a set of management functions focused on the creation 
and lifecycle management of the resources used by the VNF. In the NFV architecture, this lifecycle 
management corresponds to the functional entity known as the VNF Manager (VNFM), responsible for 
operations such as instantiation, scaling, updating, upgrading and terminating a VNF. The VNFM must 
rely on a VNF deployment template describing the attributes and requirements necessary to realize such 
a VNF and to manage its lifecycle. Though most of the VNFM functions can be considered generic 
common functions applicable to any type of VNF, the NFV MANO architecture considers the case 
where certain VNFs may need specific functionality for their lifecycle management. The architecture 
does not assume any predefined mapping among a given VNFM and the number and classes of VNFs it 
can manage: A VNFM may be in charge of a single VNF instance, or the management of multiple VNF 
instances of the same class or of different classes. What is more: VNFs can be classified according to 
their particular purpose, the type of service they participate in, or their provider just to name a few pos-
sibilities. During the lifecycle of a VNF, the VNFM can monitor the performance of the VNFs under 
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its control, according to their deployment template, and use this information for triggering management 
operations, most typically scaling ones.

The MANO function in charge of network service lifecycle uses the service deployment templates 
describing them and performs tasks related to:

• On-boarding the services by registering their templates in the service catalogue, including those 
required by the composing VNFs.

• Instantiating the services by means of the artefacts provided in their deployment templates.
• Scaling the services, growing or reducing their whole capacity.
• Updating the services by supporting configuration changes, such as inter-VNF connectivity or the 

particular instances of the composing VNFs.
• Creating and updating the inter-VNF connectivity and their attachment to the general network 

infrastructure through the service’s VNF Forwarding Graph (VNFFG).
• Terminating the services, including the de-provisioning of their VNFFG, the termination of the 

composing VNFs, and the release of the NFVI resources in use.

A network service deployment template typically includes the description for managing the associa-
tions between different network functions (either virtualized or not: a service can have heterogeneous 
components), and the VNFFGs associated with the Network Service. These tasks are performed by a 
functional block named NFVO (NFV Orchestrator), which is also in charge of the orchestration of NFVI 
resources across multiple VIMs.

This dual nature of the current NFVO role is related to the foreseeable situation of separated ad-
ministrative domains. As discussed before, reasonably mature scenarios for NFV will not have a single 
organization controlling and maintaining the whole NFV system. Administrative domains can be mapped 
to different organizations and therefore can exist within a single service provider or distributed among 
several service providers. At least two basic domains can be initially foreseen: the infrastructure domain 
and the tenant domain. An infrastructure domain can be generally defined by the NFVI resources under a 
single administration and may provide infrastructure to a single or multiple tenant domains. Infrastructure 
domains are oblivious to the VNFs and services its tenants deploy on it, and in charge of the necessary 
VIM(s) and the NFVO resource orchestration functions. A tenant domain can use the NFVI in a single 
or multiple infrastructure domains and it will be concerned with general service and VNF management, 
including FCAPS aspects, VNFM(s) and the service orchestration functions of the NFVO.

When considering containerized VNFC implementations, a new set of MANO functionality has to 
be considered, related to the Container Infrastructure Service Management (CISM), responsible for the 
management of containerized workloads. The CISM is responsible for the deployment, monitoring, and 
lifecycle management of containerized workloads running in OS containers. It exposes corresponding 
APIs to its consumers and translates incoming requests into operations which are enforced towards the 
CISM. The CISM is further responsible to parse and interpret descriptors and configuration files of the 
containerized workloads. Several options are considered to incorporate the CISM functionality into the 
MANO stack, ranging from embedding it within the VIM to associate this functionality with a stand-
alone MANO block, and including a more radical approach in which the CISM subsumes the VIM and 
VNFM, what would translate into a simplification of the MANO stack in container-based deployments.
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DEPLOYMENT EXPERIENCES

Since the technology foundations were established back in 2012, network service providers have worked 
in the deployment of NFV-based network infrastructures, attempting to take advantage of the new support 
to network services, spreading the use of more agile procedures and the support of highly automated 
solutions. Let’s analyze three paradigmatic examples of this endeavor.

Telefónica’s UNICA1 is a several-year program to transform a legacy network infrastructure into 
an NFV-enabled one, with the additional constraint of making it simultaneously in a number of opera-
tions with disparate environments, in Europe and Latin America. The project has defined a common 
technology substrate (whose second generation is underway), developed and validated in collaboration 
with a reduced set of technology providers and supported by a strong commitment to an open-source 
MANO stack steered by Telefonica. From this common substrate, local competence centers were estab-
lished to address the particular use cases and conditions at each operation, as well as to validate VNFs 
by properly onboarding them and exercising their composition to build network services. Most of the 
operations focused on mobile core network functions, making good progress on virtualizing IMS and 
EPC components, and demonstrating their ability to cope with additional capacity demands. Within the 
UNICA strategy, physical functions will eventually be phased out by their virtual counterparts when 
they come up for renewal.

Starting from a completely different situation, Rakuten2 has defined a clean-slate mobile network, 
fully based on NFV and SDN, partnering with some big technology providers. The design, already opera-
tive and intended to serve millions of subscribers based on 5G technology, was initially launched using 
4G LTE cell sites and WLAN (Wireless Local Area Network), with a transition into 5G taking place. 
The softwarised infrastructure is committed to support mobile edge computing, addressing low-latency 
services such as immersive services based upon the use of Augmented Reality techniques.

The 5GinFIRE project3 was an initiative to establish an open and extensible 5G NFV-based ecosystem 
of experimental facilities for third parties, used by more than 25 successful experiments4, focused on a 
wide set of heterogeneous topics. The users of the 5GinFIRE platform, in their role as experimenters, 
had originally access to more than 50 public VNFs and 30 public NSDs, with a total number of VNFs 
and NSDs that triples the number of function and service descriptors available at the public repository. 
A number of mechanisms to support onboarding and initial validation were put in place, to address 
the needs of function developers and service (experiment) builders, taking advantage of the portabil-
ity of virtualized functions and services from development to production environments. Beyond this, 
an important lesson learned by defining and executing experiments on the 5GinFIRE platform is how 
NFV enhances experiment repeatability and reproducibility, one of the biggest challenges not only for 
networking science, but also for sound engineering practice in this field.

THE CHALLENGES AHEAD

We believe that the paradigm shift that NFV brings to network design and operation has become clear 
along the previous sections. Such a paradigm shift implies great challenges, not only in what relates to 
the technical aspects but to organizational and even cultural aspects. Given the scope of this book, we 
will not elaborate on the latter, though we think it would be interesting to make a few reflections on them 
as well. In parallel to addressing these organizational challenges, and in many cases before organizations 
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deal with them, there is a number of technology aspects to be considered. Most of them have already 
been characterized by the NFV community and are subject to active research.

Many of the challenges presented below can be mitigated by limiting initial NFV deployments to a 
single NFV Infrastructure in a single administration domain and by limiting its offerings to only net-
work services (VNF Forwarding Graphs) sold to end-users. As pending challenges are addressed, NFV 
deployments can become more sophisticated and offer a richer range of services across different NFV 
infrastructures and administrations. This strategy will allow network operators, customers and VNF 
vendors, to gain immediate benefits.

Functional and Service-Level Considerations

NFV induces new design patterns at all network levels, from the elements themselves to service incep-
tion. Ultimately breaking the “box boundaries” opens new ways for element componentization, as well 
as infrastructure and service abstractions that should allow translating the infrastructure virtualization 
into more powerful network virtualization. To support these virtualization patterns, new mechanisms for 
infrastructure and service function description are required, especially declarative languages and tools 
for supporting the design flows. Finally, these design patterns require the application of system-wide 
optimizations at all levels, from the physical infrastructure up to the composite services.

Orchestration is the key element for achieving the goals of operation automation and elasticity that 
constitute the core of the NFV benefits. We have insisted throughout this chapter on the need for going 
beyond current cloud practice to cover the requirements of NFV, and this is especially relevant when 
it comes to orchestration (including short provision cycles). This implies the availability of network-
aware orchestration methods that can support features like the automation of service function chaining 
and autonomous service behaviour such as tracing, self-configuration, self-diagnostic, and self-healing. 
Another relevant aspect is related to the possibility of applying analytics methods to enhance orchestra-
tion, so that NFV can benefit of the great amount of data that the simpler deployment of software probes 
can feed into cloud-based analytics engines. Thus, analytics (or big data, if you allow us to use another 
hyped word) could be put in the management loop allowing a much more flexible and efficient network 
operation. Probably the most important consequence of the availability of these advanced orchestration 
mechanisms will be the simplification of operational procedures, allowing for a tighter integration of 
business process and network management that will bring the expected service development agility to 
the levels envisaged by the NFV concept. Note that many of the concepts we have identified here are 
not new and are being explored in the broader world of SDN. In fact, SDN and NFV enjoy a symbiotic 
relationship where each of them benefits from the advances in the State-of-the-Art of the other.

Heterogeneity

As mentioned above, the current picture includes traditional cloud-computing environments able to 
cope with hardware constraints in order to provide acceleration features needed by certain network com-
ponents, novel container-based clouds for services or components without strict real-time constraints, 
legacy components and fog computing clouds. This implies a very high level of heterogeneity which 
may actually hinder the consolidation of the technology, at least partially, if models to encompass the 
differences are not found. The current implementation of OSM distinguishes between Kubernetes-based 
Network Functions (KNFs) and Virtual Network Functions and has not put the Kubernetes Cluster as 
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the deployment place for KNFs at the same level as the VIM yet. This situation reveals some inconsis-
tencies, because the fog05 controllers, which can currently be used as VIMs, already cope with KVM 
Virtual Machines, Linux Containers (LXD) and native applications (Linux and Windows), with Docker 
containers being part of the pipeline.

Security Considerations

Security issues constitute one of the most important challenges for the success of NFV. We must bear in 
mind that a great part of current network security is based on the physical security that prevents insider 
attacks, but this will no longer hold when virtualization becomes commonplace, and network functions 
will become essentially executed on off-the-shelf hardware and software, which implies more reported 
and unreported (zero-day) vulnerabilities, more attack tools (such as virus and rootkits), and an increased 
motivation for attackers, as they could exploit NFV-based networks to cause larger scale disruption.

It is therefore required to reduce the combined attack surface, and with that goal a first set of mea-
sures can be derived from the current security practice in IT virtualization, taking advantage of enlarged 
mitigation mechanisms provided by hypervisors via techniques like introspection, as analyzed in Wang 
et al. (2015), and containment, as described in Huang et al. (2012). Beyond that, there are specific as-
pects that must be addressed to guarantee a secure development of NFV, mostly connected to the fact 
that NFV faces the combination of the network as an infrastructure and the network as an application. 
A first item among these aspects is related with image and infrastructure attestation: there must be ways 
to guarantee the installed software corresponds to the intended function and is provided by a trusted 
origin and, conversely, a given function must be assured it is running on the appropriate environment. 
While models like TPM have been proposed for these procedures, it is necessary to test their ability to 
scale up to the requirements of dynamic network service provisioning.

A second front is related to topology validation and enforcement, so that VNFs can be assured of 
being connected according to the appropriate functions in the service chain and not going through any 
potential data leakage or man-in-the-middle. There are incipient techniques applied in SDN deploy-
ments for that purpose, but apart from them and their required maturity, procedures are required above 
the infrastructure network.

The introduction of NFV raises new security issues when it comes to Authentication Authorisation 
and Accounting (AAA) as discussed in Vollbrecht et al. (2000), as it implies using identity and account-
ing facilities at two or more layers: the network and virtualization infrastructure (e.g., identifying the 
tenant or guest service providers) and the network function (e.g., identifying the end-users). A general-
ized AAA schema for identifying users utilizing a particular tenant infrastructure and/or a tenant acting 
on behalf of a user is required to support these patterns and the new operational and business models 
they will bring. Current AAA mechanisms assume there will be a single identity, single policy decision 
and enforcement points, a single level of policy, and a single accounting infrastructure. Even if a strict 
separation by functional encapsulation and containment (as current practice seems to suggest) would 
be feasible without breaking some of the promised NFV enhancements in what relates to scalability, 
agility and resilience, there exist risks related to each one the three components in AAA. Authentication 
procedures can imply privacy breaches associated to the disclosure of user information at layers that are 
not intended to consume certain identity attributes. Authorization risks are mostly related to privilege 
escalation produced by wrapping unrelated identities that cannot be verified at a given layer. Finally, 
accounting needs to be performed at all the underlying infrastructure layer(s), and they will not only 
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require accounting at the granularity of virtualized applications that use the infrastructures, but also at 
the coarser granularity of the tenants running virtualized network functions.

Deployment Considerations

As described in Sato et.al. (2013), it is the combination of both technologies, SDN and NFV that will 
deliver the tools for a more flexible and cost-effective network, based on a unified end-to-end model 
for the network comprising the end user. A crucial aspect of NFV is the infrastructure onto which NFV 
will be deployed. A general misconception is that state-of-the-art datacentres will suffice. The network-
ing layer and the virtual machine placement algorithms need to be redesigned from scratch. Current 
datacentres are designed with north-south and east-west traffic profiles in mind, which correspond to a 
virtualization paradigm that does not take into account where the virtual machines are placed and how 
they interact. The NFV datacentre, in contrast, needs to have a precise knowledge of where the different 
VNFs are placed and how the network traffic between them is flowing. Additionally, the placement of 
the NFV datacentres themselves has to be considered. Basta et.al. evaluate the influence of the network 
topology on the network load overhead introduced by the fact of decomposing the LTE network stack 
into different functions and placing them on a reduced number of datacentres in a disperse geography 
like the USA, while having to cope with service limitations like the delay budget (Basta et al. (2014)).

A real hurdle is associated to the incumbent equipment vendors that see open, pervasive NFV as a 
threat to their current business model. Incumbents have used Fear, Uncertainty and Doubt (FUD) tactics 
to slow down the pace of NFV evolution and adoption, or played the card of operational complexity. 
Acquiring successful start-up companies in order to control the evolution of the SDN/NFV landscape 
is another tactic used by some big equipment providers. Another threat comes from the claim of using 
“Open and Standard” interfaces. In many cases, this claim just translates into the use of standard proto-
cols or basic coding (e.g., XML, YANG, NETCONF) and hides the fact that proprietary extensions are 
needed to perform any sensible control function.

And A Few Organizational Considerations

For several decades, the networking industry (operators, manufacturers, integrators, etc.) has been largely 
organized around the idea of physically distinguishable nodes providing well-identified services, and 
almost physically distinguishable links connecting them. To put it in plain words, boxes and cables 
connecting them. These boxes have been extremely intensive in software for quite a long time, but this 
software could not go beyond the limits of the box it was intended to run on. NFV opens a completely 
new set of possibilities, where software is not only confined to a particular “box” and can even be used 
to implement the “cables” connecting it to other elements.

These changes will require all kinds of actors. To begin with, working methodologies must get closer 
to the current DevOps practices and shorter times to market. Second, organizational structures will have 
to contemplate shorter paths between business management and engineering (or development, that is). 
We cannot forget that commercial relationships between these actors shall change as well, as virtualized 
infrastructures allow for much more fluid business models. And, above all, organizations and the individu-
als that compose them will have to adapt their experience and culture to a new way of thinking of their 
jobs and products (whatever they are: services, network nodes, technologies, etc.), let alone their skills.
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KEY TERMS AND DEFINITIONS

Carrier Cloud: A term that refers to cloud infrastructures suitable to provide telco carrier services 
that are able to bring the advantages of cloud computing to the telco environment by fulfilling the reli-
ability requirements for critical infrastructures.

Composition: Is a technique for building complex elements by the (dynamic) composition of simpler 
ones. It requires components with well-known interfaces and verifiable service level agreements (SLA)

NFV (Network Functions Virtualization): Refers to a technology framework for the development 
and provisioning of network services, based on the separation of the functionality, implemented as soft-
ware, and the capacity, provided by a homogeneous hardware infrastructure inspired on current cloud 
computing.

Orchestration: Is the process that governs the creation, instantiation, and composition of the different 
elements that a service consists of. It includes a coordinated set actions at several supporting infrastruc-
tures (e.g., computing, storage, and connectivity) and layers (local and WAN network).

Virtualization: Is a technique that consists in the creation of virtual (rather than actual) instance of 
any element, so it can be managed and used independently. Virtualization has been one of the key tools 
for resource sharing and software development, and now it is beginning to be applied to the network 
disciplines.

ENDNOTES

1  https://www.telefonica.com/documents/737979/140082548/Telefonica_Virtualisation_gCTO_FI-
NAL.PDF/426a4b9d-6357-741f-9678-0f16dccf0e16?version=1.0

2  https://rakuten.today/tech-innovation/rakutens-upcoming-end-to-end-cloud-native-mobile-network.
html

3  https://5ginfire.eu/
4  https://5ginfire.eu/experiments/

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://www.telefonica.com/documents/737979/140082548/Telefonica_Virtualisation_gCTO_FINAL.PDF/426a4b9d-6357-741f-9678-0f16dccf0e16?version=1.0
https://www.telefonica.com/documents/737979/140082548/Telefonica_Virtualisation_gCTO_FINAL.PDF/426a4b9d-6357-741f-9678-0f16dccf0e16?version=1.0


185

Copyright © 2021, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  7

DOI: 10.4018/978-1-7998-7646-5.ch007

ABSTRACT

Internet service providers are shifting to an open, modern, software-based architecture that enables both 
new operating and business models. The target architecture is loosely coupled, cloud-native, data and 
artificial intelligence-driven, and relies on traffic engineering-related protocols to get the full potential 
of the network capabilities. The components need to use standard interfaces to be easily procured and 
deployed without the need for customization. Achieving these goals will require a significant change in 
how the network resources are architected, built, procured, licensed, and maintained. Some levers to 
drive this transformation rely on adopting open protocols such as NETCONF/RESTCONF or gNMI to 
operate the network and use standard data models to interact with the network more programmatically. 
This chapter presents such architecture, including service provider experiences.
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INTRODUCTION

According to the Internet world stats described in (Hootsuite & We Are Social, 2021), the number of 
Internet accesses has reached almost 5 billion during the last decades. This massive growth of accesses 
and Internet applications has brought an increasing unstoppable demand for bandwidth among consum-
ers, fostered even more by the irruption of new technologies such as Internet of Things (IoT), enhanced 
mobile broadband, or 5G, which ambitions to augment even more the number of industrial applications 
to make use of the available infrastructure with more stringent requirements.

Many Service Providers (SPs) had to explore different alternatives to satisfy the (fast-changing) 
customer expectations and create new business opportunities beyond the “traditional” connectivity. At 
the same time, they need to offer competitive prices and maintain the robustness required to withstand 
possible Network failures. All this while the Average Revenue Per User (ARPU) remains “quasi” stable 
(if not decreasing) since the customer base has remained constant in most of the market segments and 
the new income has been derived to the over-the-top applications. Thus, to remain viable in a highly 
competitive market, the deployment of convergent IP networks with programmable interfaces for the 
automation of day-to-day tasks in the network and the ability to develop new network services in a short 
time has been considered an essential target for Service Providers.

In order to trigger the ‘network of the future’ and move the whole industry to a new era, the emerging 
technologies that are considered as the building blocks by SPs are Software-defined networking (SDN) 
in combination with Network Function Virtualization (NFV) and Machine Learning technologies. The 
“promise” of these technologies is to allow SPs to program their networks with the agility of the IT 
industry instead of the old-school slow pace of the telecom industry. However, nowadays, no SP has 
entirely changed how the transport network (the infrastructure that moves the bulk of the traffic) is oper-
ated. Nevertheless, according to Research and Markets (2020), SDN has been one of the fastest-growing 
markets in the Communications industry, reaching 13.7 million in 2020.

SDN, as described by ONF in (ONF TR-502, 2014) and IRTF in RFC 7426 (Haleplidis et al., 2015), 
relies upon a modular architecture, focused on the capabilities offered by a computation logic (a.k.a., SDN 
controller) to separate the control plane from the data plane. The SDN controller is the key element to 
interact with equipment and systems (Operational Support Systems (OSS) and Business Support Systems 
(BSS)) through data-driven programmatic Network Application Programming Interfaces (APIs). The 
definition/usage of these network APIs is the base of the whole network automation approach mainly 
for the following reasons:

• The less human intervention for the day-to-day tasks and the reduction of management touch-
points due to single network control points.

• The controller can run offline tasks to make network resources optimization continuously; this can 
derive in faster and on-demand provisioning.

• The standardized interfaces usage reduces the vendor dependency, without completely removing 
it, and thus allows to customize features as applications.

• The controller can make advanced traffic steering policies and sophisticated service-aware 
management.

• Each API can be considered as an application; these applications can share network information 
to make advanced decisions.
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To facilitate the automation of service delivery procedures in multi-vendor networking environments 
and make these network APIs reusable, Standard Definition Organizations (SDOs) like the IETF and 
industry for a such as OpenConfig have defined a set of protocols (NETCONF, gNMI, BGP-LS, etc.) 
and vendor-agnostic data models. In combination, they can be used to cover the planning and operation 
needs of a carrier. However, there is a continuous need to standardize new service types or cover new 
functionalities, which has led to the publication of several standards and specifications by SDOs and 
Industry fora, such as ONF, IETF, OpenConfig, or the Metro Ethernet Forum (MEF). Thus, some initia-
tives are based on a gradual adoption of standards and/or the evolution of legacy network architectures 
to take advantage of more agile and automatic deployments.

The network automation brings not only technical advantages, all the aforementioned SDOs and 
fora agree upon the commercial levers and the technical requirements that motivate to migrate current 
networks to more automated schemes as depicted in Table 1 and Table 2.

Table 1. Levers to enable Network Automation

Business Benefits

Close to real time service creation and rapid provisioning

Improved customer satisfaction

Time-to-market improvements.

On demand service modification

Elastic, scalable, network-wide capabilities

IoT and 5G Slicing easy adoption

Policy Definitions and Enforcement: Standard interfaces and centralized control

Table 2. Levers to enable Network Automation

Technology and Operation Benefits

Virtualization of network functions

Programmatic control of network

Deep network resources optimization based on the usage of traffic engineering (TE) policies as described in RFC 3272

Standards-based protocols 
for resource allocation and 
configuration purposes and 
companion data models

Standard Northbound interfaces (NBI) 
leveraging RESTCONF/YANG

Standard Southbound interfaces (SBI) leveraging NETCONF/YANG.

YANG data models based on the latest work of standards development organizations (SDOs), Open 
Networking Foundation (ONF), and OPENCONFIG.

Reduce device management touchpoints
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Some Proofs of Concept (PoCs) have been carried out involving all the elements that make up the 
supply chain of a connectivity service, also taking into account the evolution of IP/MPLS brownfield 
architectures towards multipurpose networks controlled by software. All these initiatives have led to 
the adoption of disaggregation at the optical transponders’ level and the possibility of integrating white 
boxes in IP networks as access equipment as described by Campanella et al. (2019). However, despite 
all these advances, there are still large operational gaps that prevent some SPs from putting this set of 
emerging technologies into production.

This chapter provides an overview of the proposed service providers’ network automation frame-
works and the industry initiatives from the most relevant fora. The programmability of network services 
is explained, with a focus on the data modeling aspects. Finally, a set of trials and experiences led by 
Service Providers is presented.

STATE OF THE ART OF NETWORK AUTOMATION FRAMEWORKS

As discussed earlier, sdn brings the promise of adding network programmability and accelerating network 
innovation. The industry has proposed several frameworks to implement the concepts and share key ar-
chitectural components between them. In this section, we discuss some of the relevant frameworks that 
have influenced the industry and present some initiatives samples presented and publicized by several 
sps to deploy them.

Among first so-called SDN architecture was proposed by Casado et al. (2012). In this approach, the 
control plane functionality is completely stripped off the device as depicted in Figure 1, which runs an 
agent to implement the forwarding instructions dictated by the Controller.

The ONF proposed in ONF TR-502 an architecture that introduces the concept of SDN Controllers. 
It provides a first definition of the whole set of functionalities and interactions between the controller 
and the network. The ONF architecture does not advocate for a full decoupling of functionalities as de-

Figure 1. Decoupling of control & data plane proposed by Casado et al. (2012).
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scribed initially by Casado et al. (2012), but allows the network elements to run some control functions 
governed by the controller.

One of the architectures that can be considered as precursors of SDN is the Path Computation Ele-
ment (PCE) architecture defined in the IETF RFC 4655. In a PCE architecture, a central element, called 
the PCE is in charge of computing and providing the best paths to carry the network traffic. However, 
the PCE is highly focused on a specialized function, and it is not intended at becoming a wider scope.

An IETF-hosted initiative focused on providing a clear definition of what SDN can mean in the Service 
Provider environment, clarifying the perspective of the requirements, issues, and possible implementa-
tions gaps to make the technology ready for production in (Boucadair & Jacquenet, 2014).

Other IETF initiatives aim at covering the standardization gaps to foster the deployment of standard 
SDN solutions are presented in (Bemby et al., 2015). The ETSI has defined the functional blocks re-
quired to promote the combination of “pure” SDN controllers with well-defined APIs to support both 
legacy and SDN ready-devices (Virtualisation, 2015). The architectures that have this kind of support 
was named hybrid-SDN. Hybrid SDN flavors has been categorized in (Vissicchio et al., 2014) depend-
ing on certain variables like the topological distribution, he services supported, or the classes managed 
between each kind of devices.

Also, the IETF Operations and Management Area Working Group (OPSAWG) defined a reference 
automation framework in (Wu el at., 2021) to describe the architecture for service and network man-
agement automation taking advantage of YANG modeling technologies. This framework uses a layered 
architecture to allow the reusability of the components and increase the abstraction provided by each 
of the components and has become the main reference for implementation in the networking industry. 
In fact, the whole industry has embraced the use of YANG as the basis of programmability. The IETF 
automation framework considers all the lifecycle of the network services, considering not only the pro-
visioning, but also the service assurance and decomposition.

The architecture considered in this chapter, proposed by Telecom Infra Project (2021), allows a 
bottom-up or top-down implementation. It provides clear segmentations between the layers/models/
protocols and the interfaces used in each case can be shown in terms of components and relationships 
in Figure 2. The main architectural pillars and concepts are as follows:

• Transport SDN: The entire transport network of an SP, including the backhaul, IP/MPLS 
backbone, and the underlying optical infrastructure. The transport network is logically divided 
into several domains as a function of scalability, technology, or administrative considerations. 
It can include the packet (IP/MPLS), Optical, or Micro-Wave technological domains with SDN 
capabilities.

• SDN Domain Controller: It oversees a set of network elements of the same technology. It has 
standard network-facing interfaces, supported on well-known technology independent protocols, 
to communicate with the network elements for management, control and telemetry. The telemetry 
provides a continuous feedback from the network elements. The control intelligence is shared 
between the network elements, which do run a control plane that can survive autonomously, and 
the controller, which enhances the control plane function with the whole network view (e.g., pro-
viding a better path computation and a full domain view of a network service). The SDN Domain 
Controller pivots around the “data model” concepts. In that sense, it is synchronized with the 
devices to maintain a device-level view. The programming at the controller level is based on the 
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manipulation of data structures representing the devices, the network, and the “network services. 
The SDN controller has two primary interfaces:
 ◦ Network Operator Interface (a.k.a., North Bound Interface): It fits with the SDN 

Hierarchical Controller SBI interface (see below). It is often based on RESTCONF. It has 
a network resource-facing module and describes various aspects of a network infrastruc-
ture, including devices and their subsystems, and relevant protocols operating at the link 
and network layers across multiple devices (e.g., network topology and traffic engineering 
modules). The controller can also have the function of aggregating the telemetry information 
towards big data systems which can perform closed loop automations at whole network level.

 ◦ Device Oriented Interface (a.k.a., South Bound Interface): This interface is primarily 
based on NETCONF with function-specific (e.g., a routing engine) YANG modules used 
to provide a service (e.g., BGP, NAT). Through this interface, the controller can maintain a 
complete view of a network device. The interface is complemented with a telemetry protocol 
to extract, either periodically or near real time, information from the device.

• SDN Hierarchical Controller: In an ideal world, an SDN controller would have the full detailed 
end-to-end network view. However, for scalability reasons, the detailed domain views are limited 
to a single technology and a subset of the network nodes’ total. Hence, the next step in comple-
menting the control plane is providing a multi-layer and multi-domain view within a hierarchical 
controller. The SDN Hierarchical Controller (H-SDNc) can provide orchestration functions across 
domains and maintains the interconnection of them, but not having the detailed internal view of 
each domain. The H-SDN controller has to cooperate with the domain controllers in order to pro-
vide and maintain the end-to-end service requirements. This implies that a multi-layer topological 
view is maintained, facilitating the knowledge on the resources used by a given service through 
the whole network. A continuous feedback is required between the controllers, so ensure the end-
to-end multi-layer view is consistent with the updates happening in a domain (e.g., an optical path 
changes, incurring in a new delay which may impact an IP path, impacting a delay constraint ser-
vice). The H-SDNc interfaces with the BSS/OSS Systems to provide the enhanced network view, 
as it is the sole element that glues different technologies. The primary interfaces are:
 ◦ BSS/OSS Systems Interface: Is based mostly upon customer-facing modules that are de-

signed to provide a common model construct. For example, the service level can be used 
to characterize the network service as an abstract entity to be delivered with guarantees be-
tween service nodes (ingress/egress) as defined in corresponding Service Level Agreements 
(SLAs).

 ◦ SDN Hierarchical Controller SBI: Typically, it is a RESTCONF interface that is meant to 
allow the integration between the H-SDNc and the domain controllers. It is used to coordi-
nate the information between the SDN Transport and the SDN domain controllers.

• Data model: A data model describes how data is represented and accessed. The SDN architecture 
manipulates data models with different level of abstractions. A data model contains:
 ◦ Configuration data: that is, the consumer of the data model can manipulate it.
 ◦ State data: which is read-only and produced to capture state information (e.g., interface 

counters).

It is essential to highlight that a data model can automatically derive into a programmatic API. Today’s 
the facto standard for producing network data models is YANG. Some SDOs uses UML and then YANG.
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A brief summary of the work that has been accomplished by some SDOs is depicted in Table 3.

Network Services Programmability and Manageability

The network management has lagged behind other technologies quite drastically. In more than 20 years, 
there has not been a radical improvement of the device management area. One of the significant advances 
was related to the usage of SSH instead of TELNET to secure configuration tasks. However, scripts 
based on the EXPECT library defined by Libes (1995) are the most programmatic way to access the 

Figure 2. SDN architecture proposed for end-to-end network programmability and abstraction levers
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service providers’ devices worldwide. A good reference of the main network automation techniques can 
be found in (Edelman et al., 2018).

There are several toolkits for network management (e.g., SNMP-MIBs, PIBs, or TR-069), however 
compared with other technologies, it seems there is a lack of end-to-end network/service programmabil-

Table 3. SDN Adoption in SDOs

SDO Category Main Contributions

IETF Architecture and 
Data Models

Has led the standardization of protocols such as NETCONF 
and RESTCONF. It has promoted the YANG adoption in all the 
technological domains as one key driver for network automation.

ETSI Architecture and 
Data Models

The European Telecommunication Standards Institute (ETSI) Network 
Functions Virtualization (NFV) Industry Specification Group (ISG) 
has released cornerstone NFV specifications. ETSI has also created the 
ZSM - Zero touch network & Service Management group to work in the 
full end-to-end automation of network and service management.

Broadband Forum Interfaces and 
Data Models

The Broadband Forum adopted YANG as the data modelling language 
for the access network covering technologies such as Ethernet, fiber, 
Digital Subscriber Line (DSL), Very-high-bit-rate DSL (VDSL), 
Fiber to the Distribution Point (FTTdP), PPPoE, or Passive Optical 
Networking (PON).

MEF Forum Interfaces and 
Data Models

The Metro Ethernet Forum has recently focused on the service’s YANG 
modules. A series of standard interfaces have been defined as part 
of the integration between the service orchestrator and the network 
controller. Besides, the work has included YANG data models for SD-
WAN solutions.

OpenConfig Data Models

This group, driven by Google and Telco operators, has defined a 
common set of YANG data models to configure IP and Optical 
devices. The Repository includes models to configure hardware (cards, 
pluggable) and software (interfaces, network instance) attributes.

IEEE Data Models
There was a close collaboration between the IEEE and IETF, focusing 
on the transition from SNMP MIBs to YANG models specified by both 
the IEEE and the IETF.

3GPP Architecture and 
Data Models

3GPP has active work items to define YANG models for the Network 
Resource Model (NRM), Network Slicing, and NR RAN (Radio Access 
Network).

ONF Architecture, Controllers and 
Data Models

The Open Network Foundation has been the home of several projects 
like ONOS, Transport API (TAPI), Core Model (TR-512), or the 
Wireless transport models (532). Those projects ranged from the open 
controller design and deployment to the delivery of technology-agnostic 
interfaces for Optical or Micro-Wave management.

Linux Foundation Controllers

The OpenDaylight controller project was one of the early YANG 
adopters. It is a source project formed under the Linux Foundation 
to foster the adoption and innovation of software-defined networking 
through the creation of a common vendor-supported framework.

Open Compute Project Open Hardware Is an organization that shares designs of data center products and best 
practices among companies.

Telecom Infra Project
Open Hardware 
and 
Use cases definition

It is an open consortium of industry players with the goal of 
accelerating the development and deployment of open, disaggregated, 
and standards-based technology solutions.

OpenROADM Open Hardware This group has defined specifications for Reconfigurable Optical Add/
Drop Multiplexers (ROADM).

TM Forum Architecture and 
Data Models

From the OSS/BSS perspective, TM Forum has been leading the 
architectural definitions and the integration models. Has projects related 
to Autonomous network deployment. Those projects incorporate a 
“simplified” network architecture, autonomous domains, and automated 
(intelligent) business/network operations.
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ity. For example, cloud providers have been offering on-demand growth services since years, including 
hypervisor managers, wireless controllers, or DevOps tools as part of their Continuous Integration/
Continuous Development (CI/CD) solutions. Some of these tools are tightly coupled with a particular 
vendor. However, others are more loosely aligned to allow multi-platform management, operations, and 
agility as described in (Demchenko et al., 2016; Mittal et al., 2017; Edelman et al., 2018).

To allow network programmability in the service provider’s networks, it is essential to use SDN as 
the reference for introducing the concept of network APIs. These network APIs are not just related to 
the automation of service delivery procedures (service delivery often assumes a set of repetitive tasks), 
but also to automate and offer much more than pushing configuration parameters. Network APIs can be 
used to create closed loop actions and cover all the FCAPS (Fault, Configuration, Accounting, Perfor-
mance, and Security) ISO-defined specific management functional areas (and network planning tasks:

• Network planning tasks if we include APIs to export distributed information such as the entries 
of Routing Information Bases (RIBs), Forwarding Information Bases (FIBs), and TE databases 
maintained by the routers of the network.

• It is used to deploy close-loop decision systems to take actions based on events reported by the 
devices.

• Automatically visualize the network relationships between the IP/MPLS and the Optical packet 
transport domains, thereby creating a multi-layer network view.

Due to the network programmability considerations, protocols described in Section “STANDARD 
PROTOCOLS TO ENABLE NETWORK AUTOMATION IN SERVICE PROVIDER ENVIRONMENTS” 
and data models described in Section “SERVICE MODELS FOR OPERATIONAL SDN NETWORK 
DEPLOYMENT” must be supported to allow the interaction between the network controllers and de-
vices. There has been a great interest in using YANG to define these data models. Such YANG-based 
set of definitions may include two groups of models. One set is used strictly to control the devices and 
the second set is related to describe services in a customer-oriented manner (independently of which 
network operator uses the model).

This differentiation between Service and Device Models introduced early 2018 leads to the creation 
of a data repository that resides in the control plane and whose contents are maintained and updated by 
the SDN controller. In a typical Policy-Based Management context, such data repository is called the 
Policy Information Base, where (service-inferred) policies (forwarding and routing, Quality of Service, 
traffic engineering, security, etc.) are instantiated according to the service parameters that may have been 
dynamically negotiated between the customer and the service provider. The service models may be used 
as part of the SDN architecture, and they describe the data exchanged between the network controllers, 
OSS systems, and the control plane (Wu et al., 2018). In contrast, the device models describe the vari-
ous functions supported by the network elements. From the aforementioned instantiation of policies as 
per the service that needs to be delivered, the SDN controller forwards policy-provisioning information 
to the selected components and other service function instances so that their invocation contributes to 
the delivery of the service.
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Standard Protocols to Enable Network Automation 
In Service Provider Environments

Over the past decade, computer networks have been changing to end-to-end programmable platforms. 
Early work on SDN mainly focused on the control plane and data plane separation. Hence, for the first 
time, network owners had (full) control over the devices’ software. Most of the first SDN implementa-
tions used OpenFlow switches controlled by a central entity. However, the OpenFlow protocol has known 
functional limitations (it was originally designed to dynamically populate the FIBs maintained by the 
switches to enforce specific traffic forwarding policies whereas no other resource (NAT, firewall, TCP 
optimizer, etc.) could be configured by OpenFlow), especially in brownfield scenarios. One of the rea-
sons that explain the low (if no) adoption of OpenFlow in WAN environments is because these scenarios 
include a significant number of nodes and have high reliability and stability requirements. Maintaining 
the full detailed forwarding information base of thousands of devices, distributed geographically, from 
a central controller has significant scalability challenges. Hence, the use of the very low-level program-
mability is feasible for more controlled environment such as data centers. For the wide area network, an 
hybrid approach has gained more traction.

Specific protocols can be used for programmability purposes, but assuming there is a control plane 
running, so there is a level of abstraction in between. Hence, these protocols will interface with the routing 
system of the device and allows to change the behavior of the control plane protocols in a programmatic 
way. The protocol to program the network should be independent of the data model so that it can be used 
to configure any data model supported by a device, a service function, etc.

NETCONF

Network operators and protocol developers discussed a minimum set of requirements to define how to 
improve the execution of configuration tasks in a workshop held back early 2000s. RFC 3535 (Schoen-
waelder, 2003) reports the main outcome of the discussions in that workshop, for example:

• SNMP has failed in Configuration Task. There is too little deployment of writable MIB modules, 
although some deployments were reported.

• Command line interfaces (CLI) often lack proper version control for the syntax and the semantics.
• The industry needs a language to configure the network as a whole and minimize the impact of 

configuration changes.

Then, the NETwork CONFiguration protocol (NETCONF) was specified by the IETF in RFC6241 
(Enns et al., 2011). It represents a mechanism through which a network device can be fully managed 
(e.g., configured, upgraded, rebooted). NETCONF uses a simple Remote Procedure Call (RPC)-based 
mechanism to establish communications using a client-server structure:

• The client can be a script, an application running as part of a network domain controller.
• Some open NETCONF servers like “ncclient” or “yang-suite” are available for testing and appli-

cation development purposes.
• The server is typically a network device or a function.
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NETCONF defines several datastores to maintain the data (Start-Up, Running, or Candidate) and 
allows Create, Read, Update, and Delete (CRUD) operations on them. The available NETCONF RPCs 
are detailed in Table 3.

Datastore Management

Figure 3 depicts the NETCONF datastore management. According to the latest IETF specifications, two 
approaches are considered:

• The original model (RFC 6241): Defines three states; the running datastore contains the com-
plete configuration operating on the device. Its initial default state is the start-up datastore. The 
candidate data store includes the desired changes to update the current device status and place it 
into a new desired operational position.

• Network Management Datastore Architecture (NMDA): NMDA published by Bjorklund et al. 
(2018), defines two additional datastores: Intended configuration and Operational. The intended 
configuration datastore is read-only. It represents the configuration after all configuration transfor-
mations to running are completed. The operational state datastore is a read-only datastore consist-
ing of all “config true” and “config false” nodes defined in the datastore’s schema.

Figure 3. Original NETCONF Datastores vs NMDA datastores
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RESTCONF

It is defined in RFC8040 (Bierman et al., 2017) as an HTTP-based protocol that provides a program-
matic interface for accessing data defined in YANG. RESTCONF re-uses the datastore concepts defined 
by NETCONF but relies upon HTTP methods to provide equivalent Create, Read, Update, and Delete 
operations to the NETCONF RPCs. Table 3 shows how the RESTCONF operations can be mapped to 
NETCONF protocol operations.

The RESTCONF specification consists of a set of resources available from:

• Data API: {RESTCONF}/data: Create/Retrieve/Update/Delete (CRUD) based API for the data 
trees defined in YANG files.

• Notifications API: {RESTCONF}/data/ietf-RESTCONF-monitoring:RESTCONF-state/streams.
• Version API: {RESTCONF}/yang-library-version: This mandatory leaf identifies the revision 

date of the “ietf-yang-library” YANG module that is implemented by the server.

Service Models for Operational SDN Network Deployment

Service models are used to describe network services in a portable way (i.e., independent of which 
network operator uses the model and the device vendor). As “service” is an overloaded term, in this 
context, we define a “network service model” as “a set of device configurations that enables packets 
from a customer entering at selected locations in the network to reach other locations following the 
desired behaviors”. Note that, the “service” in the OSS/BSS layer includes the lifecycle and resource 
management. The responsibilities are shared among the SDN control layer and the OSS layer. This split 
requires APIs to be defined for the interface between them.

Network services, for example, Layer 3 VPNs or Layer 2 VPNs, enable customers to exchange traffic 
between locations through a service provider network. There are two types of service models to consider.

The model usage depends on the consumer of the data model. On the one hand, the customer service 
models aim to be implemented by the service orchestration layer and can be used by customers to express 
their needs, negotiate the SLAs, etc. Such models do not contain internal information of the service 

Table 4. RESTCONF vs. NETCONF operations

RESTCONF operation NETCONF operation

HEAD get-config, get

GET get-config, get

POST edit-config operation=”create”

PUT copy-config

PUT edit-config operation=”replace”

PATCH edit-config

DELETE edit-config operation=”delete”
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provider. On the other hand, the Network Service Models, usually denoted as “network models”, are 
used to interact with the network controllers, as depicted in Figure 4. Such models are used to instanti-
ate the service in the network. Network models are used to provide an intermediate level of abstraction 
between what the customer requires and the configuration that actually implemented in the underlying 
network nodes. It provides the notion of a network service, which really it is a set of configurations in 
the devices that happen to realize the customer needs. It is important to highlight that the services of the 
network models only exist in the controller. In the network nodes, protocols, routing instances, tunnels, 
routing profiles, access control lists, etc., for example, are configured to implement such service. Also, 
note that due the separation of roles, the assignment of resources, for example, selecting the right interface 
for a customer or choosing an address or taking the decision of giving or not certain bandwidth is a role 
of the service orchestration layer. The network models are a good base to define the Resource-Facing 
services used by OSS applications.

• Customer Service Model: Is defined in RFC 8921. Such models capture the characteristics and 
requirements of the service solely from the customer point of view. For example, the requirements 
in terms of latency and bandwidth between customer locations are part of the service definition. 
The customer service model describes the location of the customer sites and a reference to its 

Figure 4. YANG data-models used in each control level
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entry point in the service provider network. However, as the customer service models are exposed 
to customers, all internal network details are hidden.

• Network Service Model: Describes the service from the point of view of the service provider 
network. The network service models capture the nodes that are involved in the delivery for of the 
service, without requiring intermediate translations and the interfaces through which the customer 
traffic is received. Programmatically, new (service) endpoints can be added and removed. The 
underlay transport preferences, that is how packets are sent between the edge packet devices, can 
also be defined.

Examples of each model category are described in Table 5.

For example, Figure 5 depicts the same VPN service from the L3SM and L3NM perspectives. Both 
models represent the same VPN service; however, some important differences are:

• The customer service model includes Customer Information, such as the site location, postal 
addresses, and Customer requirements. The Network Model does not cover the customer infor-
mation, as it is centered on the network needs, which are derived from the customer requirements.

• The customer service model does not cover the Provider Edge (PE)-to-PE connectivity, which is 
how the internal operator’s network devices communicate with each other. The Network models 
include the ability to select, and even program, the underlay transport technology. The ability 
to set a preference on which underlay to use is instrumental in networks with multiple domains 
and NNI types. Examples of the supported options are Border Gateway Protocol (BGP), Label 
Distribution Protocol (LDP), Segment Routing, Segment Routing-Traffic Engineering (SR-TE), 

Table 5. Service and Network YANG Models examples

Category Model Name

Customer Service Model L2SM (RFC 8466) Wen et al. (2018), released in 2018 defines a YANG data model that can be used 
to configure a Layer 2 provider-provisioned VPN service.

Customer Service Model L3SM (RFC 8299) Qin et al. (2017), released in 2017 defines a YANG data model that can be used to 
configure a Layer 3 provider-provisioned VPN service.

Customer Service Model
IETF Topology (RFC 8345) (Clemm et al., 2018). This document defines an abstract (generic, 
or base) YANG data model for network/service topologies and inventories. It serves as a generic 
topology of the network that can be augmented with specific topology or operative parameters.

Service Model

TE (Saad et al., 2021) since 2015 a YANG data model for the configuration and management of 
Traffic Engineering (TE) tunnels, Label Switched Paths (LSPs), and interfaces have been part of the 
TEAS working group in the IETF. The model is divided into YANG modules that classify data into 
generic, device-specific, technology agnostic, and technology-specific elements.

Network Service Model
L3NM (Barguil et al., 2021a). The model provides a network-centric view of L3VPN services. L3NM 
is meant to be used by a Network Controller to derive the configuration information that will be sent 
to relevant network devices.

Network Service Model
L2NM (Barguil et al., 2021b). This YANG module provides representation of the Layer 2 VPN 
Service from a network standpoint. The module is meant to be used by a Network Controller to derive 
the configuration information that will be sent to relevant network devices.
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and Resource Reservation Protocol-TE (RSVP-TE). An underlay based on traffic engineering is 
the basis for the transport network slicing with stringent Quality of Service (QoS) requirements.

• The network model includes routing and connectivity details such as the Route Distinguisher 
(RDs) and the Route-Targets (RTs). Those parameters are fundamental for the service deploy-
ment on the network (Clemm et al., 2018). They describe the customer information in terms of 
reachability information (e.g., IP addresses) that can be reached, MAC addresses, etc., to feed the 
Virtual Routing and Forwarding (VRF) instances that will be maintained by the PE routers in the 
case of a BGP/MPLS VPN design. Three possible behaviors are needed to address the following 
use cases:

• The network controller auto-assigns logical resources (RTs, RDs) whenever a new VPN service 
needs to be delivered.

• The Network Operator/Service orchestrator assigns the RTs and RDs explicitly. This case will fit 
with a brownfield scenario where some existing services need to be updated by the network opera-
tors. In addition, there are multi-domain cases were the RTs and RDs need to be coordinated with 
other domain, so the network controller no longer has the freedom to auto-assign.

• The Network Operator/Service orchestrator explicitly wants no RT/RD to be assigned. This case 
will fit in VRF-Lite scenarios, CE testing inside the Network or just for troubleshooting purposes.

• Corporate VPNs usually require specific BGP configuration. The service model covers generic 
connectivity between CEs and PEs. In the network model, alternative options are available.

Figure 5. Comparison between a VPN service that is defined by using a Service Model and a Network 
Model
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Device Models to Enable Network Automation 
In Service Provider Environments

Device-specific data models are used to manipulate the device configuration and retrieve its counters to 
evaluate the network status, as viewed from the device. These data models must cover all the information 
pushed/collected by the network operators. Several YANG data models are available, each trying to cover 
the service provider’s specific needs. This is the case of OpenConfig, which started as a collaborative 
work between Google and some vendors and Service Providers, and now it is an industrial reference for 
device-specific configuration purposes. The philosophy behind OpenConfig is to add functionality to 
the device models based on the operator’s needs, to avoid complex models which are not implemented 
in the real life.

The IETF is the SDO that is responsible for the formal standardization of the YANG models in 
general. Several models that are developed in the IETF have their starting point in OpenConfig and 

Figure 6. Example of device models valid for an IP/MPLS router
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vice versa. There are minor differences in the philosophy of implementing the YANG models in both 
organizations. While the IETF models assume NMDA compatibility, the OpenConfig models don’t have 
that assumption and explicitly indicate configuration and state data nodes.

Device YANG models describe a device and its essential networking features, all the way ranging 
from interfaces, VPNs (Network Instances), or routing protocols like the Border Gateway Protocol (BGP) 
or the Open Shortest Path First (OSPF). Figure 6 shows the set of models which represent an IP/MPLS 
router. The OpenConfig platform model of a device (“ietf-harwdare” in the equivalent model in IETF) 
represents a system component inventory, which can include hardware or software elements arranged in 
an arbitrary structure. The primary relationship supported by the model is containment, e.g., components 
containing subcomponents. The interfaces associated to the ports of the cards present in the platform 
model are present in the rest of the model. This way, it is possible to make complex associations and 
troubleshooting.

The network instance model (defined in both the IETF and OpenConfig) represents a private routing 
instance in a device. Protocols, interfaces, routing policies, etc. are attached to this routing instance. The 
network services require detailed knowledge of the network instance. The type of the network instance 
can be changed, which then triggers how the forwarding entries are installed on the device. Signaling 
protocols also use the network instance type to infer the type of service they advertise. For example, 
MPLS signaling for an L2VSI network instance would infer a Virtual Private LAN Services (VPLS) 
service whereas a type of L2PTP would infer a Virtual Private Wire Service (pseudo-wire) service. The 
Network instance supported in OpenConfig model are as follows:

• Default instance: Refers to the main routing table on the device. It allows the configuration of the 
protocol stack and main forwarding attributes to interconnect the router with the other network 
devices (e.g., IGP, LDP/RSVP, MPLS, MP-BGP).

• L2PTP: Virtual private wire service (VPWS) Layer 2 VPNs employ Layer 2 services over MPLS 
to build a topology composed of point-to-point connections between customer sites. From the 
customer perspective, these Layer 2 VPNs provide a virtual leased line to interconnect the sites.

• L2VSI: Refers to a virtual switching instance in each of the nodes involved in service deployment. 
This switching instance allows the Ethernet information propagation between the sites involved 
in the service.

• L3VRF: The VPN service defined in RFC 4364 provides a multipoint, routed service to the cus-
tomer over an IP/MPLS core. The L3VPNs are widely used to deploy 3G/4G, fixed, and enterprise 
services mainly because several traffic discrimination policies can be applied in the network to 
deliver services with specific SLAs to the mobile customers.

Identifying the correct version of each data model and track the changes that are introduced by each 
SDO is a challenge for network deployments and even worse when each organization adopts a different 
approach. For example,

OpenConfig is maintained in a Git repository with various CI/CD scripts to validate the structure 
and the compatibility between the models. This approach facilitates the improvement of data models, 
by means of agility. However, SPs experienced a lack of control on the backward compatibility between 
releases during initial OpenConfig implementations.

The work accomplished by the OpenConfig consortium until now is focused on solving one of the 
main problems in implementing and integrating multi-vendor scenarios: the need for per-vendor per-
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operating system customization of the communication the network device and the entity in charge of its 
management. Nowadays, it’s common to require new developments for a new device or feature integra-
tion in the whole service delivery chain. This customization usually increases the integration costs and 
complicates the migration between vendors, device families, or solutions. Common YANG specifications 
would reduce the number of deviations required and, in essence, mean that the SDN controllers forward 
configuration information to the participating components regardless of their technology.

IETF models can be found and extracted from different RFCs and compiled in the YANG catalogue 
(YANG Catalog, 2021).

NETWORK AUTOMATION FRAMEWORKS TRIALS AND 
EXPERIENCES IN SERVICE PROVIDERS

A service provider’s transport network usually involves many devices, running a stack of protocols, and 
supports several applications. Many day-to-day tasks have been automated by operation teams with smart 
scripts. Also, the service provisioning has been automated from the OSS with complex business logics 
and templates. Hence, the degree of automation reached by every operator depended on the resources 
spent in understanding every vendor technology and the capabilities of such vendor devices or network 
management systems. Thus, there is no evidence that any service provider has fully implemented a pro-
grammable network. However, there is a conceptual agreement about the requirements and the compo-
nents that should be part of it since years ago. Many service providers released their plan to implement 
their ‘Future Network’. Those plans have a variety of unusual names but were built on top of the same 
set of fundamental principles:

• AT&T Domain 2.0 (Birk et al., 2016): All the media agencies announced this project with a 
notable sentence: “AT&T on target to virtualizing 75% of its Network by 2020”. However, to sup-
port such ambitious plan, the Domain 2.0 project was built on top of three main goals: Openness, 

Figure 7. SDN architecture proposed by AT&T in the Domain 2.0 Program
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Simplification, and Scalability. This proposal’s main goal was to increase the number of suppliers 
and partners reducing the vendor lock-in and opening the market to new competitors. AT&T want 
to dynamically scale based on customer requirements (on demand growth). To do so, a set of APIs 
and dynamic policy control options should be exposed by a cloud distributed Network Function. 
The whole domain 2.0 architecture sample is depicted in Figure 7.

• Google, (Jain et al., 2013; Kok-Kiong Yap et al., 2017): Google has announced they put in pro-
duction its SDN backbone named B4. This backbone is used for data center interconnection ex-
clusively and does not connect end-users nor peer networks. However, its architecture relies on 
open network interfaces and open hardware. According to their reports, Google can move traffic 
through its network based on customer experience metrics.

• Verizon (Planning, 2016): Verizon released its network transformation plan in 2016. That plan re-
lies upon the deployment of NFV and SDN techniques. The plan defines on a centralized network 
control to find significant benefits for its customers including elastic and scalable network-wide 
service creation and near real-time service delivery; The central control element introduce agility 
to its operative areas via dynamic resource allocation as well as automation of network provision. 
The solution has a multilayer coverage and proposes an End-to-End orchestrator on top of an SD-
WAN controller interacting with the physical and virtual network functions.

• Telefonica iFusion (Contreras et al., 2019): The iFusion architectural design beholds the legacy 
and SDN-Ready devices’ coexistence. Each major technology is treated as a domain and managed 
by its controller. These set of controllers directly interact with the network devices. On top of the 
domain controllers, there is a Software-Defined Transport Network Controller (SDTN), which is 
the main entry point to the network and the element that has the complete multi-technology/multi-
domain view of the network. The full iFusion architecture is depicted in Figure 8.

Figure 8. SDN architecture proposed by Telefonica in the iFusion Program
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• MUST (Telecom Intra Project, 2020): In the Telecom Infra Project, several operators have joined 
their forces to create an Open Optical and Packet Transport SDN initiative. This initiative has 
promises like the open reference designs, programmability, and convergent networks to support 
the 5G networks’ sustainable deployment.

Operator Trials: Telefonica iFusion Trials

Telefonica is carrying out the iFusion initiative, as explained in Contreras et al. (2019). In this initia-
tive, a set of Operator’s trials have been carried out in the past years. A field trial was carried out in 
Telefonica Colombia including multiple network controllers (two for IP/MPLS and two for DWDM) 
and a real-commercial-multi-vendor-operational network in order to demonstrate the viability of the 
implementations of programmable network interfaces that rely upon standard data models and protocols.

The work reported by Barguil et al. (2020) shows a Cisco implementation of an SDN controller us-
ing the iFusion interfaces and demonstrates that automation is possible, as documented in several IETF 
drafts. The experience acquired by this trial validates its implementation, compares the time consumed 
by the controller to implement a service using a data model with different workflows. That is, the same 
network data model can be used in several ways to produce similar results.

In Brazil, within the Vivo laboratory (Telefonica Brasil), a PoC was performed with the participation 
of the leading SDN solution providers, aiming at the development of a model of Northbound interface 
(NBI) and Southbound Interface (SBI) based on open standards definitions, to integrate the IP and op-
tical domains. The methodology defined by Vivo to tackle the most significant number of limitations 
present in its day-to-day network operation and considering the short development time was through the 
usage of an agile methodology to rapidly release new functionalities based on the use cases definition 
and prioritization. The planning and operating teams divided the use cases into different groups based 
on their priority: Service Provisioning, Traffic Engineering, Inventory Support, Topology Discovery, 
Performance Management Support, Fault Management Support, and Network Creation. The final users 
exhaustively test each sprint/functionality and always validated, expecting the same result.

Following the interfaces’ evolution and standardization, the manufacturers offered support for their 
Hierarchical SDN, IP-SDN, and TX-SDN controllers with RESTCONF/YANG interfaces support.

For the IP domain, the controller configured the network elements using NETCONF/YANG adapt-
ers using proprietary data models. The goal is to move forward to the OpenConfig support, achieving 
an entirely standard end-to-end communication. This chain will enable the consolidation of entirely 
agnostic SDN controllers and offer an abstraction of the network layer towards OSS and BSS equipment 
and systems.

Multiple Operator Trail: Telecom Infra Project CANDI

Within the Telecom Infra Project, Telefonica, NTT, Telia, and Orange joined forces in the TIP OOPT 
CANDI Working group to demonstrate the feasibility of a disaggregated IP and Optical Network with 
an SDN-based hierarchical control plane. The work is reported in Telecom Infra Project (2019). CANDI 
collected a set of use cases from operators, including providing services in open optical and packet net-
works. The PoC was conducted in Madrid, with IP/MPLS and optical equipment from multiple vendors 
(both legacy and white box). The PoC revealed a set of challenges such as the lack of maturity of the 
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open interfaces supported by both Optical and IP/MPLS devices. In this PoC, OpenConfig was selected 
as the data model to use.

Research Trials: The Metro Haul Trials

Several operators joined together with research centers and SMEs to form the Metro Haul project. The 
project demonstrated the use of a hierarchical SDN architecture with a multi-layer network to support 5G 
Verticals. The SDN architecture of the demonstration is based on the concept of hierarchical orchestra-
tion, serving data connectivity to an OSM-based NVF-O. The parent controller acts as the single-entry 
point for support systems (OSS/BSS) to request network resources and plays the role of the hierarchical 
controller as defined earlier in the chapter.

One of the demonstrations, presented by Muqaddas et al. (2020), includes the deployment and testing 
of a crowdsourced live video streaming (CLVS) Network Service (NS). A CLVS is an example of an 
NS, in which thousands of users who attend an event (sports, concert, etc.) stream video footage from 
their smartphones to a CLVS platform. The content from all the users is edited in real time, producing 
an aggregated video, which can be broadcast to many viewers. The CLVS use case took advantage of the 
Metro-Haul infrastructure, since its Control and Management SDN-based system can rapidly provision a 
slice on top of the end-to-end compute/network resources and support the high capacity and low latency 
requirements. The multi-layer end-to-end network slices include Virtual Network Functions (VNFs) in 
multiple datacenters (with multiple Virtual Infrastructure Managers) and simultaneously dedicates packet 
and optical network resources, including Layer 2 VPNs and photonic media channels.

FUTURE PERSPECTIVES

As described in the chapter, SDN have been in the market for more than ten years with great techno-
logical success, allowing network “softwarization” and becoming a part of new network deployments. 
Since the introduction of the OpenFlow protocol in 2008, new and more advanced generations of SDN 
protocols have emerged and introduced into transport networks, cross-haul networks, Data Centers (DCs), 
and campus networks. Despite this optimistic market posture, the crude reality is that network operators 
are only slowly adopting bare SDN deployments. As described before, several SDOs are leading and 
continually introducing new technological features to the current SDN architecture; thus, some opera-
tors can claim no clear path to introduce SDN in their networks. Several barriers are currently blocking 
the adoption of this technology. However, the first SDN adoption barrier is related to network operator 
culture. Network engineers’ workforce typically consists of hardware-focused technicians who deal with 
dedicated physical boxes. SDN will make software developers the primary workforce: they write code 
in development environments and configure networks using software configuration tools.

To fully enable network automation, it is critical to define viable use cases and workflows with standard 
interfaces that can operate in Greenfield and Brownfield deployments as suggested by “Hybrid SDN”.

We have observed the confluence of Artificial Intelligence/Machine Learning (AI/ML) and 5G net-
works during the last few years. Similar to SDN, the AI/ML adoption is slowly evolving and does not 
have a clear adoption path yet. Automation and ML are two flips of the same coin and the applicability 
of automated decisions in this context is uncertain when dealing with challenges in network manage-
ment, security, optimization, and scalability.
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As service providers deploy 5G technology, 3GPP has released 17 and upcoming Beyond 5G (B5G) 
specification that will require massive flow management. Automation is essential in these scenarios, 
in which humans will not be able to manage and operate these networks. SDN has to provide the capa-
bilities to fulfil these requirements. For example, flow aggregation at the network core is not efficient 
enough. Current SDN controller solutions, such as ONOS or OpenDayLight, cannot handle many flows 
realized as network intents. Current controller solutions consist of a monolithic software core that can 
synchronize with other deployed SDN controllers through specific protocols. Some limitations to this 
current software architecture have been raised lately by network operators. Organizations dealing with 
such controllers are slowly looking at possible solutions by completely redesigning SDN controllers. For 
example, μONOS promises to provide a cloud-native SDN controller. Cloud-native architectures consist 
of stateless microservice which interact with each other to fulfil network management tasks. However, 
only considering a microservice-based software architecture (even at the edge) is not enough to achieve 
this goal, as there is also a clear need for hardware-specific offloading in support for B5G scenarios. 
This can be achieved with the introduction of P4-based programmable switches as well as (FPGA-
based) Smart NICs, GPUs, 5G gNodeB BS, and more physical network functions. Apart from hardware 
offloading and acceleration techniques, another significant challenge is to address both computational 
and network resources in a unified way. Network and computation resources represent a continuum 
within the network topology, where edge resources tend to be constrained as they geographically spread, 
while a centralized DC contains the cloud resources. There is a trade-off in resource efficiency between 
obtaining cheap computation resources in a centralized DC while needing network resources to reach 
the centralized DC. This also leads to the need to integrate SDN controllers in NFV and Mobile Edge 
Computing (MEC) orchestration approaches to be applied to B5G networks.

CONCLUSION

This chapter discussed the evolution from the “original” SDN approach defined by the separation of the 
control from the data plane, towards a “hybrid” SDN approach where control functions are spread over 
network elements and controllers. The “hybrid” SDN is an approach followed by operators to introduce 
automation and programmability at different levels, making it suitable for the optimization of resource 
usage while accommodating the most greedy applications. This chapter also highlights the work con-
ducted by several SDOs.

Finally, the chapter presents how network providers are currently implementing SDO-documented 
frameworks and how such frameworks help them achieve the desired automation. In particular, hybrid 
SDN implementations from Brazil and Spain are presented, along with their challenges.

There is still a long path forward before achieving a data-driven network, mainly because SDOs 
are continuously producing models to cover new technologies. Available controllers need to evolve to 
a production-ready level to handle thousands of devices and precise abstractions between network and 
systems need to be provided by the controller to facilitate resource programming.

The network models are still in their infancy and are primarily influenced by how the SPs design 
network services.
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Glossary

The Table 5 contains the abbreviations and glossary of the present chapter.

Table 6. Abbreviations and Glossary

Abbreviation Definition

API Application programming interface

BGP Border Gateway Protocol

BSS Business Support Systems

CE Customer Edge

CRUD Create, Read, Update and Delete

DWDM Dense Wavelength Division Multiplexing

IETF Internet Engineering Task Force

IGP Interior Gateway Protocol

L2SM L2VPN Service Model

L3NM L3VPN Network Model

LDP Label Distribution Protocol

LSP Label Switch Path

MEF Metro Ethernet Forum

MPLS Multiprotocol Label Switching

NBI Northbound interface

NMDA Network Management Datastore Architecture

ONF Open Networking Foundation

OSS Operation Support Systems

PCE Path Computation Element

PCEP Path Computation Element Communication Protocol

PE Provider Edge

QoS Quality of service

RD Route Distinguisher

RPC Remote Procedure Call

RSVP Resource Reservation Protocol

RT Route Target

SBI South Bound Interface

SDN Software Defined Network

TAPI Transport API

TE Traffic engineering

TTL Time to live

VLAN Virtual local area network

VPN Virtual Private Network

VRF Virtual Routing and Forwarding
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KEY TERMS AND DEFINITIONS

NETCONF: Network Configuration Protocol (NETCONF) is a network management protocol devel-
oped in the IETF. It provides mechanisms to install, manipulate, and delete the configuration of network 
devices. Its operations are realized on top of a simple Remote Procedure Call (RPC). The NETCONF 
protocol uses an Extensible Markup Language (XML) based data encoding for the configuration data as 
well as the protocol messages. The protocol messages are exchanged on top of a secure transport protocol.

RESTCONF: Uses HTTP methods to provide Create, Read, Update, and Delete operations on a 
server that implements NETCONF datastores.

SDN: Software-defined networking (SDN) is an architecture that decouples the network control and 
forwarding functions enabling the network control to become directly programmable and the underlying 
infrastructure to be abstracted for applications and network services.

SDN Controller: Is a key component of the SDN architecture. It is in charge of a set of network 
elements. It has standard South Bound Interfaces to communicate with network elements. It also has a 
North Bound Interface to communicate with the SDN orchestrator and the OSS.

YANG Data Model: A data model describes how data is represented and accessed using the YANG 
language.
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ABSTRACT

The ever-increasing complexity of networks and services advocates for the introduction of automation 
techniques to facilitate the design, the delivery, and the operation of such networks and services. The 
emergence of both network function virtualization (NFV) and software-defined networks (SDN) enable 
network flexibility and adaptability which open the door to on-demand services requiring automation. 
In aim of holding the increasing number of customized services and the evolved capabilities of public 
networks, the open network automation platform (ONAP), which is in open source, particularly addresses 
automation techniques while enabling dynamic orchestration, optimal resource allocation capabilities, 
and end-to-end service lifecycle management. This chapter addresses the key ONAP features that can be 
used by industrials and operators to automatically manage and orchestrate a wide set of services ranging 
from elementary network functions (e.g., firewalls) to more complex services (e.g., 5G network slices).

INTRODUCTION

The evolution of telecommunication networks towards on-demand services has raised the need for 
automation to facilitate the massive deployment of tailored services. The emergence of virtualization 
technology has clearly played a crucial role in this groundbreaking evolution. The introduction of cloud 
native principles when implementing network functions promises flexible and accurate management of 
both resources and services. Network operators can then instantiate virtual functions on the fly at vari-
ous network locations as needed to meet customers’ requirements.
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Today, End-to-End (E2E) network services can be conceived as a chain of Cloud-native Network 
Functions (CNFs), Virtual Network Functions (VNFs), Physical Network Functions (PNFs), or a com-
bination thereof. The intrinsic principles of cloud native networks implemented as a bundle of microser-
vices particularly enable network scalability, reliability, and agility. Microservices may be instantiated 
on Commercial Off-the-Shelf (COTS) servers, while these servers are distributed at different levels of 
the network.

To manage hundreds of servers, the widely adopted NFV architecture (ETSI-NFV, 2013) considers 
the so-called Virtualized Infrastructure Management (VIM). It particularly performs the allocation of 
computing, storage, and network resources. The VIM is also responsible for collecting and monitor-
ing data. The VIM is part of the Management and Orchestration (MANO) framework proposed by the 
European Telecommunications Standards Institute (ETSI) (ETSI-NFV-MAN, 2014) where resides the 
Network Service Orchestrator functional block.

Beyond resource allocation, various challenges come with network virtualization and particularly 
with the required automation, e.g., VNF placement, multi-vendor solutions, VNF lifecycle manage-
ment, monitoring automation, E2E orchestration, multi-domain and multi-cloud management, close 
loop automation, etc.

To address these challenges, ONAP was created in 2017 (ONAP, 2021b) as a result of a merger of 
OpenECOMP and Open Orchestrator (Open-O) solutions. ONAP is an open source project hosted by 
the Linux Foundation with contributions from major network operators (e.g., AT&T, China Mobile, 
Orange, Bell Canada, Deutsche Telekom, Vodafone, SwissCom, Telecom Italia, Telstra), main network 
vendors (e.g., Ericsson, Huawei, Nokia, Cisco, and ZTE), and IT integrators (e.g., Amdocs, IBM, Tech 
Mahindra). The full list of members can be found at (Members, 2021). The main goal set for ONAP 
is to develop a policy-driven orchestration and automation platform while considering a full lifecycle 
management of network services and their components, i.e., VNFs, CNFs, and PNFs. ONAP works in 
strong relation with standardization bodies as 3GPP, ETSI, IETF, and TMF in order to align the ONAP 
features to the available standards. Other orchestration platforms are under development such as Open 
Source MANO (OSM) which is particularly based on ETSI-NFV MANO (OSM, 2020) or Open Baton.

For network operators, ONAP enables orchestration, control, and automated operation of end-to-end 
network services. ONAP aims to simplify integration of multi-vendor equipment and products while 
reducing Capital Expenditure (CAPEX) and Operational Expenditure OPEX costs. ONAP additionally 
promises advanced monitoring and analytics in order to guarantee negotiated Service Level Agreements 
(SLAs). The dynamic negotiation can be performed between a customer and a service provider (namely, 
network operators) whose outcomes give rise to a customized service model and feed the orchestration 
logic to be addressed during the whole service lifecycle, i.e., ONAP enables to dynamically design and 
structure the service that best accommodates to the customer’s needs.

Supporting performance monitoring, control-loop automation, and service optimization is especially 
important when considering the virtualization of critical network functions that have to fulfill very strin-
gent requirements in terms of latency and/or throughput. That is notably the case of mobile networks, 
especially when considering the Radio Access Network (RAN).

This chapter addresses the main features offered by ONAP (as per 2021) and introduces a set of il-
lustrative use cases that evidence the strengths of this platform to manage end-to-end network services. 
The chapter is organized as follows:
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• Section “Zero Touch Automation Principles” introduces the approach of deploying and maintain-
ing networks without human intervention.

• Section “The ONAP Ecosystem” describes the main interaction between ONAP, standardization 
bodies, and other open source initiatives.

• Section “ONAP architecture, components and assets” describes the main ONAP components as 
well the required workflow to design and deploy network services.

• Section “ONAP, a catalyst for network efficiency” presents the ONAP features that open the door 
towards efficient networks by means of optimization techniques, closed control loops, AI-based 
analytics, etc. CNFs and PNFs management are also described by means of two use cases.

• Section “Key ONAP use cases around 5G” particularly addresses the E2E Network Slicing use 
case, the service deployment automation from the customer order, and ORAN-based access 
networks.

• Section “Conclusions and Perspectives” concludes the chapter with some future perspectives.

This chapter does not provide neither guidelines to use ONAP nor detailed modeling concepts. The 
authors invite the readers to refer to (ONAP Wiki, 2021), the official ONAP documentation (ONAP, 
2021b), and existing courses (ONAP Courses, 2021) to start their ONAP journey.

ZERO TOUCH AUTOMATION PRINCIPLES

The increasing number of network services is pushing service providers and notably network operators 
to fully automate the lifecycle of communication services. Zero-touch is about minimizing human in-
tervention from the activation up to deactivation of service chains. It includes instantiation, monitoring, 
and Service Level Agreement (SLA) enforcement. The diversity and complexity of services together 
with the incessant traffic growth are making automation an imperative and not an option.

The key enablers of zero-touch automation are network function virtualization, artificial intelligence 
and CI/CD (continuous integration and continuous deployment) features. Software-based networks must 
fit modularity, extensibility, and scalability principles, while management and orchestration procedures 
need to implement efficient closed control loops to automatically monitor the network behavior and to 
execute actions when needed. Automated orchestration platforms that include CI/CD procedures enable 
deploying new software-based network releases without manual intervention to upgrade the network.

Zero-touch automation is becoming a priority for future networks; the ETSI has particularly created 
in 2017 a new industry standard group to address fully automation, namely Zero-Touch Network and 
Service Management (ZSM) (ETSI-GS-ZSM, 2019). The ZSM group was chartered to drive the design 
of reference architecture, identify requirements, and propose management solutions for zero-touch auto-
mation. The baseline ZSM architecture enables end-to-end service automation while including processes 
involved in delivery, deployment, configuration, assurance, and optimization.

Full automation brings new business opportunities, since it does not only simplify and optimize 
operations allowing time-to-market acceleration of products, but boosts new network behaviors, e.g., 
latency reduction, data rate improvements while using AI RAN controllers or AI-based Cooperative 
Multi-Point (CoMP) solutions.

Main benefits of zero-touch automation are in relation with optimization. Beyond cost reduction, 
automation introduces agility and reliability when deploying and operating services. Automation enables 
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resource efficiency utilization when instantiating VNFs or CNFs across several network domains (e.g., 
RAN, Core, Transport). VNF placement algorithms can be implemented in specialized modules that are 
in charge of allocating cloud resources (computing capacity, storage) to virtual network functions. Other 
examples of network optimization that might be better accommodated with automation are energy saving, 
the correct allocation of network resources, and the usage of optimized schedulers for processing critical 
tasks (e.g., those of radio signal processing in mobile networks) avoid wasting resources and energy.

The ability to automatically manage and operate end-to-end service chains enables the customization 
of services which can be offered from a template-based catalog. Such service catalog exposes to the 
business layers the available network services that can be customized and automatically deployed by 
the production entities such as ONAP. Management automation is also a key enabler for 5G use cases, 
notably for the massive deployment of network slices and private networks for vertical markets.

THE ONAP ECOSYSTEM

ONAP as an orchestrator has a central position for consolidating and making possible the implementa-
tion of new architectures (as those that are proposed by standardization bodies ETSI-NFV, 3GPP, TMF, 
or IETF) proposed in the framework of future networks over the past few years.

From its outset, the ONAP community has worked in tight relation with Standards Developing Orga-
nizations (SDOs), introducing as much as possible standardized interfaces between the various ONAP 
components, and exposing the required boundary interfaces to interact with external components.

In order to improve this collaboration, the ETSI ZSM group is particularly adding efforts to help the 
coordination between SDOs and open source solutions. The goal is to align approaches coming from 
various SDOs and implement them into a single software solution. In addition, ONAP works in col-
laboration with other communities or alliances (e.g., O-RAN) based on the openness approach in order 
to assure the overall consistency of solutions. Figure 1 shows the current interactions between ONAP, 
SDOs, and other communities.

ONAP as a global orchestration platform can be considered by various initiatives that addresses 
the digital transformation of telecoms. For instance, the Open Core Network (OCN) (OCN, 2021) of 
Telecom Infra Project (TIP) (TIP, 2020), which particularly considers the development of cloud-native 
core functions, may use ONAP as a multi-domain (RAN, Core, Transport) orchestration platform. It is 
worth noting that OCN already addresses the design and development of an orchestration framework 
for managing OCN microservices; an upper orchestration layer can be then considered for dealing with 
E2E services.

IETF

ONAP works in strong relation with IETF models. ONAP has particularly adopted the IETF Framework 
for Automating Service and Network Management with YANG (IETF, 2021) in the Cross Domain and 
Cross Layer VPN (CCVPN) use cases. ONAP uses IETF-based transport YANG models as the south-
bound interface of ONAP in order to ensure interoperability.
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MEF

Since 2017, ONAP and Metro Ethernet Forum (MEF) - an industry forum (MEF, 2021) - work together 
to accelerate the rollout of agile services across automated and software based networks. ONAP and 
MEF are leveraging resources from a global federation of more than 250 network, cloud and technology 
providers.

ETSI NFV

ONAP and ETSI’s NFV ISG are evolving at a different pace. However, their strong relationship facilitates 
the convergence towards the definition of packages for various network functions. ETSI’s NFV (ETSI-
NFV, 2013) ISG, chartered in 2012, specifies the Network Functions Virtualization (NFV) architecture 
and the main building blocks like Virtual Infrastructure Manager (VIM) or MANO as well as a set of 
REST APIs. ONAP’s Service Design and Creation (SDC) embeds some descriptors that are compatible 
with those defined by ETSI’s NFV ISG. Furthermore, the Service Orchestrator offers a set of APIs that 
comply with ETSI’s NFV specifications. In addition, the Service Orchestrator provides an interface with 
the Virtualized Network Function Management (VNFM).

3GPP

The 3rd Generation Partnership Project (3GPP) gathers various telecommunications standard develop-
ment organizations to produce specifications for telecommunication services mainly based on cellular 
networks. ONAP and 3GPP have particularly established a strong partnership to align the specifications 
for the network management and orchestration areas. Management, Orchestration and Charging for 3GPP 
Systems is addressed by the 3GPP SA5 group. An example of this collaboration is the implementation 
of the Virtual Event Streaming (VES) (3GPP-VES, 2020) specially used for monitoring VNFs. The VES 
was specified by 3GPP, implemented and extended by ONAP.

Figure 1. ONAP relationships
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TMF

TM Forum is an association gathering the main actors in the telecommunications area with a strong focus 
on the Information System. ONAP has leveraged various concepts and interfaces from TMF. This is 
particularly the case of the Northbound Interface (NBI) module. The NBI plays a crucial role to support 
the concept of open architectures, decoupled management, and digital business as specified by the TMF 
Open Digital Architecture (ODA). ODA aims to transform business models by introducing deployment 
agility and interoperability, by simplifying solutions to be easily integrated and upgraded, and furthermore 
by digitizing the management of services and commercial relations. ODA aims to replace the traditional 
Operation Support System (OSS) and Business Support System (BSS).

CNTT

The Cloud iNfrastructure Telco Taskforce (CNTT) was born in 2019 (LFN, 2021) through a partnership 
between Global System for Mobile Communications Association (GSMA) and the Linux Foundation 
involving service providers, VNF suppliers, and infrastructure companies. The goal of CNTT is to pro-
vide standardized infrastructures for both VNF-based and CNF-based network functions. CNTT works 
in close collaboration with Linux Foundation Networking (LFN) and OPNFV (OPNFV, 2021) which 
implements, tests and deploys tools to optimize the integration and deployment of NFV infrastructures 
and the onboarding of VNFs/CNFs.

ACUMOS

Acumos is an open source project hosted by the Linux Foundation Artificial Intelligence (LF AI) group 
(LFAI, 2020). Acumos provides tools to share AI models and to convert them to ready-to-use Docker 
containers with REST APIs. ONAP and Acumos collaboration opens the door to use applications produced 
by Acumos as ONAP services within the Data Collection Analytics and Events (DCAE) module. Events 
received by ONAP feed a data lake to help data scientists to build their models relative to the networks. 
Acumos transforms this model into a set of microservices that are compatible with ONAP and which can 
be used in a control loop to complement the current set of analytic tools. ONAP and Acumos communi-
ties are working together to improve the integration of AI models on top of events managed by ONAP.

CNCF

The Cloud Native Computing Foundation (CNCF) was created in 2015 under the Linux Foundation 
umbrella (CNCF, 2021). It hosts a large number of open source projects (Kubernetes, Helm, Prometheus, 
Jaeger) to manage applications based on containers. ONAP is closely collaborating with the CNCF to 
leverage the cloud native approach for ONAP components. Within ONAP, installation is based on Helm 
and the various components run on top of a Kubernetes cluster. To manage CNFs (i.e., network func-
tions deployed as Docker containers in Kubernetes clusters), ONAP fully relies on Kubernetes and is 
currently evaluating how to include telemetry solutions from CNCF.
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ORAN

The O-RAN Alliance was founded by operators to define open interfaces and to accelerate the delivery 
of products, notably those involved in the New Radio (NR) for 5G networks. The O-RAN architecture 
particularly involves the Radio Access Network (RAN) units and introduces RAN Intelligent Control-
lers (RICs). ONAP is adapting various components in order to meet the requirements of the O-RAN 
architecture (O-RAN, 2020). RAN unities and the RICs directly interfaces with a Service Management 
and Orchestration (SMO) platform that can be supported by ONAP. ONAP particularly embeds the Non 
Real Time RIC which is in charge of RAN optimization as well as of performing Fault, Configuration, 
Accounting, Performance, and Security management (FCAPS) procedures.

On The ONAP Community

A Technical Steering Committee (TSC) drives the main technical directions of the ONAP community. 
The TSC prioritizes the features to include in the incoming releases and defines the road-map. The ONAP 
community involves also various sub-committees which are dedicated to cover transverse topics. They 
are: Architecture subcommittee, Control Loop Subcommittee, Modeling subcommittee, ONAP Security 
coordination, Open Lab Subcommittee, and Requirements subcommittee. Two main task forces are also 
set up to deal with ONAP for Enterprise Business and Cloud Native aspects.

Around thirty projects are responsible for implementing ONAP functions and delivering source code. 
Most of them are dedicated to the provisioning of ONAP components while few others cover integration, 
installation (namely, ONAP Operation Manager (OOM)) and documentation. In 2020, more than 600 
developers coming from 40 organizations committed code in ONAP (LFN Analytics, 2020).

Each ONAP project is responsible for developing new features according to the rules defined by the 
TSC (code quality, tests, documentation, etc.). Every code modification is associated within a Continu-
ous Integration chain that executes the various Jenkins (Jenkins, 2020) jobs to validate the code. Orange 
has particularly introduced a ‘Gating’ mechanism that enables the deployment of a full ONAP solution 
and performs a large number of tests for every code modification in the OOM project (Richomme & 
Desbureaux, 2020). Tests include security and health checks on every component and on end-to-end 
procedures.

On the ONAP Adoption by Network Operators

Various operators joined ONAP as founding members in 2017, in the aim of developing an ecosystem to 
help the uptake of NFV-based solutions. ONAP promises to keep software independence and openness.

In 2018, Orange and AT&T led a multi-tenant ONAP demonstration while building on-demand 
end-to-end layer-two services in a multi-site environment, i.e., a site managed by AT&T and another by 
Orange (MEF, 2018). From first releases, network operators have been leading the implementation of 
various modules, use cases and contributing to test and document. For instance, Orange led the deploy-
ment of a full SD-WAN service in 2019 (Debeau & Al-Hakim, 2019), China Mobile is leading the E2E 
network Slicing use case from Frankfurt release, AT&T is leading the development of the control loop 
framework, etc.

To accelerate ONAP adoption, network operators set up lab trials to test ONAP enhancements and 
to contribute to the identification and development of new features. For example, Orange made avail-
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able an OpenLab platform to boost the ONAP adoption. The final goal is to let start using and testing 
ONAP (OpenLab, 2018) to community members but also to external people as academics, individuals, 
and developers. Furthermore, Orange in collaboration with Deutsche Telekom have built a Phyton-based 
SDK to automate the onboarding and instantiation procedures with restricted features (Desbureaux & 
Richomme, 2020). This SDK also enables improving the integration chain, mainly the code validation 
proposed by the various contributors.

ONAP has been widely adopted in research, for instance to evaluate the management and orchestra-
tion of 5G networks. ONAP enables on-boarding open-source based network functions. The deployment 
of an end-to-end 4G mobile network (involving Core and RAN functions) on the basis of open source 
solutions as OAI, where commercial devices can be connected, is presented in (Quintuna, Guillemin, & 
Boubendir, 2019), lifecycle management and control loops for network slicing is addressed in (Quintuna, 
Guillemin, & Boubendir, 2020a). The Cloud-RAN factory use case which supports the deployment of 
remote, distributed and centralized RAN units is demonstrated in (Quintuna et al., 2020b).

To facilitate the VNF and CNF onboarding while using ONAP, network operators are including 
ONAP compliancy requests in their RFPs. Such requirements relate to VNF/CNF descriptors, availably 
of open APIs to fully configure VNFs/CNFs, and the capability of monitoring network services while 
using ONAP DCAE collectors.

ONAP ARCHITECTURE AND COMPONENTS

ONAP provides a unified framework to design, deploy, and maintain network services. ONAP aims to 
be both vendor- and infrastructure- agnostic (ONAP, 2021b). For network operators or more generally, 
Communication Service Providers (CSPs), ONAP enables the orchestration of physical, virtual, and 
cloud-native network functions. These network functions (PNFs/VNFs/CNFs) can be deployed, for 
example, on dedicated, VM-based, or container-based infrastructures.

The ONAP platform adopts a modular and layered architecture which facilitates integration and en-
ables supporting heterogeneous environments. It particularly provides two key frameworks, design- and 
run-time environments, whose components are maintained by ONAP Operations Manager (OOM). Both 
frameworks fulfill operators and network/cloud provider requirements.

The design-time enables network service designers to model a service. It provides tools to define 
resources, services, and products including policies (rules), packaging, and testing.

The run-time performs actions that have been defined during the design time, i.e., executing policies 
and managing the various network components and artifacts that belong to a network service.

To deal with the full life-cycle of network services within either design- or run-time, ONAP (ONAP, 
2021b) is composed of several components. ONAP architecture is shown in Figure 2.

Main ONAP Components

ONAP is composed of a large number of elements including various interfaces towards external systems, 
modeling tools, controllers, etc. Each ONAP component involves various modules and offers REST APIs 
that are deployed as Docker (Docker, 2020) containers on top of a Kubernetes cluster.
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Design-Time Components

• Service Design and Creation (SDC) is a modeling and design tool that manages both resources 
and services. SDC produces and maintains metadata describing these elements (resources and 
services) and their operations. The assets at the resource and service levels are stored in a reposi-
tory (namely, the Catalog) and used by all ONAP components during both design- and run-time.

• Controller Design Studio (CDS) used to define various rules to be executed during pre- and post-
instantiation of network services. It is then possible to apply rules (e.g., naming conventions for 
virtual machines) or require external systems to acquire parameters during the deployment phase 
of network services (e.g., an IP address from an IP Address Management (IPAM) system). These 
rules are stored in a Controller Blueprint Archive (CBA) and are then associated to the network 
function by the SDC.

• VNF Validation Program (VVP) is used in order to validate the network service models, i.e., the 
heat files that describe the network and cloud components of a given network service.

Run-Time, Interfaces & Components

• North-Bound Interface (NBI) defines a set of TMF-based Application Programming Interfaces 
(APIs) through which external environments can interact with ONAP, e.g., Business Support 
System (BSS) (ONAP, 2021a). NBI APIs mainly concern service orders, service inventory, and 
service specifications.

• Portal provides a web-based dashboard to access both design- and run-time functionalities, based 
on user roles: designer, tester, governor, operator, and super-user.

• Use case User Interface (UUI) aims to provide a Graphical User Interface (GUI) for end-users 
(mainly operators) to access specific ONAP use cases, e.g., the 5G slicing GUI developed to man-

Figure 2. ONAP Components
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age services, slices, and sub-networks belonging to the E2E network slicing use case. Other GUIs 
are proposed to support E2E lifecycle management, VNF package management, etc.

• Virtual Infrastructure Deployment (VID) component enables the instantiation of network func-
tions or components as well as scaling and upgrading existing VNF instances.

Run-Time, Workflow Engine and Controllers

• Service Orchestrator (SO) provides a workflow engine based on open-soure Camunda (Camunda, 
2020) and uses the Business Process Model and Notation (BPMN) (OMG, 2021). The ONAP SO 
aims at providing an ETSI-aligned hierarchical orchestration platform for dealing with E2E ser-
vices, network services, VNFs/CNFs/PNFs, infrastructure services and resources. The ONAP SO 
particularly automates the creation, modification and removal of these assets.

• Multi-VIM/Cloud enables the deployment and the operation of network services on multiple in-
frastructure environments either VM- or container-based platforms (e.g., OpenStack, Kubernetes).

• Software Defined Network Controller (SDNC) is a global controller provided by ONAP which 
manages the network configuration of cloud computing resources. SDNC is based on open-source 
OpenDayLight and can be interconnected with third-party SDN controllers. Commonly, a single 
SDN controller shall be deployed by each orchestration environment; however, dedicated or local 
SDN controllers can be invoked if needed.

• Application Controller (APPC) manages the application configuration of Network Functions 
(NFs).

• Virtual Function Component (VFC) provides both an ETSI NFV-compliant Network Function 
Virtualization Orchestrator (NFVO) and a Virtual Network Function Management (VNFM), 
which manage virtual services and the associated infrastructure.

Run-Time, Control-Loop Components

• Data Collection Analytics and Events (DCAE) provides a set of modules to collect events com-
ing from the various network elements. DCAE can also provide analytics based on collected data. 
The collected data is mainly consumed by the analytic services, but can be also used by other 
components such as Policy Framework.

• Control Loop Automation Management Platform (CLAMP) enables the design and the man-
agement of control loops for a given network service at both design- and run-time. CLAMP is 
particularly interesting for operators since it aims to automate the lifecycle of services and their 
individual components, e.g., VNFs/CNFs, enabling OPEX reduction. CLAMP interacts with vari-
ous ONAP components mainly DCAE, SDC, Data Movement-as-a-Platform (DMaaP), and Policy 
Framework.

• Policy Framework enables the definition, the deployment, and the execution of operation rules 
or policies which are specific to the network services and/or to their elements (e.g., VNFs, CNFs, 
VNF Components (VNFCs)). The goal of this component is to automate the policy enforcement 
of virtual network services (or other applications) in order to meet the performance requirements 
of a given service (e.g., reducing latency while dynamically migrating microservices as close as 
possible to end users). The ONAP policies are structured according to Topology and Orchestration 
Specification for Cloud Applications (TOSCA) data models (ONAP, 2021b, ONAP, 2021d).
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Run-Time, Shared Services

ONAP makes available various shared services enabling added value capabilities like policy-driven 
workload optimization, resource allocation, multi-side coordination, and security. The most relevant 
shared services are listed below:

• Active and Available Inventory (A&AI) is a data structure designed to storage design- and run-
time information of services, resources, and products in order to provide a real-time view of each 
of them and their relationships with each other.

• Data Movement-as-a-Platform (DMaaP) is a topic-based message bus that allows effective 
communication between ONAP components and processes. DMaaP relies on Kafka Message 
Queuing (MQ) services (Kafka, 2020), and enables data transport from any source (producer) to 
any target (consumer).

• ONAP Optimization Framework (OOF) provides a framework to build optimization services 
such as NF placement across various sites and/or clouds on the basis of optimization strategies 
or customized algorithms relying on service constraints, platform capabilities, etc. Optimization 
algorithms can then be implemented and associated to network services.

• Multi-Site Coordination (MUSIC) supports global scale infrastructure requirements, e.g., it en-
ables to register and manage service states across multi-site deployments.

• MicroService Bus (MSB) provides fundamental operation features and particularly microser-
vices registration and discovery for ONAP components.

• ONAP Operations Manager (OOM) is a key component which maintains the life-cycle of all 
ONAP components. OOM uses Kubernetes capabilities to provide scalability, resiliency, and ef-
ficiency to ONAP components.

ONAP Assets For Managing Network Services

ONAP deals with two levels of assets: resources and services.

Resources

A resource is composed of a single or several network components, together with the required informa-
tion to manage the resource from its instantiation until its removal. ONAP particularly considers three 
kinds of resources:

• Application resources, which enable defining over-the-top software applications, e.g., virtual real-
ity, gaming software, etc.

• Network resources, which refer to all network functions, i.e., VNFs/CNFs/PNFs, for instance the 
Access and Mobility Management Function (AMF) of 5G core. ONAP enables defining by means 
of heat templates or helm charts, the virtual network functions and their associated resources 
(ports, networks, VMs/containers).

• Infrastructure resources that enable the definition and configuration of computing, RAM and stor-
age capacity.
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Services

Services are composed of a bundle of resources (Figure 3). This hierarchical model enables the defini-
tion of network services based on service function chaining principles where E2E network services can 
be formed by a chain of VNFs, CNFs, and PNFs.

The service definition (as well as resource definition) involves both information and deployment 
artifacts. Information artifacts include the service features which are provided by the vendor. On the 
other hand, the deployment of artifacts includes the required ONAP information in order to manage the 
lifecycle of the underlying services (or resources).

Service Deployment Workflow

The process for readying a service for distribution involves various roles and stages which are based on 
a specific workflow. Before instantiating a network service various actions need to be performed, they 
include onboarding, approving (i.e., validating the software components of a service) and deploying 
procedures.

As shown in Figure 4, the workflow involves five main stages: pre-onboarding, onboarding, service 
conception, testing and approvals, and instantiation. These various stages are part of the design-time 
and are explained below (Quintuna & Guillemin, 2019).

Figure 3. ONAP assets
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Pre-Onboarding

The pre-onboarding refers to the adaptation of VNFs (referred to as VF – Virtual Function in ONAP) in 
order to be compliant with ONAP onboarding, instantiation, and management requirements. It is worth 
noting that VFs can be provided by various vendors where each of them can use their own notation and 
modeling approaches. The ‘VF validation’ is particularly required for VM-based VFs, since Heat tem-
plates must comply with specific naming conventions and address best practice requirements defined 
by ONAP. In addition, ONAP requires mandatory metadata when defining resources. For instance for a 
given VNF, metadata must include the following parameters: ‘vnf_name’, ‘vnf_id’, and ‘vf_module_id’.

On the other hand, Helm charts (for container-based VNFs) do not need to fulfill specific ONAP 
requirements. At the end of the validation and adjustment procedures, ONAP-compliant Heat files are 
available.

Onboarding

The goal of the onboarding phase is to add VNF models and other artifacts required to create, config-
ure, instantiate, and manage VNFs. This stage is carried out by the designer by means of the SDC. The 
onboarding includes:

• License model creation

Figure 4. Service Deployment Workflow
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• Vendor Software Product (VSP) creation
• VF creation: VFs instances are the building blocks of a service.
• Importing VFs
• Certifying VFs

Service Conception

The service conception is performed by the designer, who builds a service by chaining available (al-
ready on-boarded in ONAP) VFs, infrastructure resources, and/or applications. The service conception 
involves three sub-stages:

• Service Creation.
• Service composition from available VFs and/or other resources.
• Submit service for testing.

Testing and Approvals

This step is carried out by the ‘tester’ who validates the service and submits it for approval. Once the 
‘governor’ approves the service, it is thus ready for distribution. The ‘operator’ role distributes the ser-
vice, leaving it available for instantiation.

Instantiation

The service instantiation is the last stage of the deployment workflow. At this stage, ONAP interacts 
with the hosting infrastructure (e.g., OpenStack, Kubernetes) and creates an instance of all VMs and/
or containers (hosting VNFs and CNFs) composing a given service. This action is performed by the 
‘superuser’.

ONAP, A CATALYST FOR NETWORK EFFICIENCY

ONAP is a catalyst for network efficiency since it enables cost reduction, resource savings, and faults 
recovery by automatically managing the lifecycle of network services. ONAP also enables implementing 
specialized optimization algorithms, for instance to optimize VNF placement.

This section addresses main ONAP features to improve network efficiency as the optimization frame-
work, control loop framework, data collection and analytic modules and the flexibility to manage both 
cloud native and physical network functions.

Other use cases using real-time and policy-driven ONAP features to orchestrate and automate network 
services can be found in (ONAP, 2021b). For instance, providing high-speed, flexible and intelligent 
services using ONAP is addressed by the Cross Domain and Cross Layer VPN (CCVPN) use case. It 
particularly considers high-speed Optical Transport Networks (OTN) across multiple carrier networks. 
CCVPN takes advantage of the ONAP capabilities to perform unified management and scheduling of 
resources and services. CCVPN enables physical network discovery and modeling, cross operator end-
to-end service provisioning, and intelligent optimization. While CCVP is focused on layers 2 and 3, the 
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Multi-domain Optical Network Service (MDONS) use case supports cross operator layer 1 orchestration 
from the service order.

Various other use cases that illustrate the advanced ONAP functionality to manage networks were 
identified (e.g., Voice over LTE (VoLTE), virtual CPE (vCPE), 5G Blueprint which follows 3GPP, TMF, 
ETSI and ORAN specifications, virtual Firewall, virtual DNS).

Optimization Framework

The ONAP Optimization Framework (OOF) is policy-driven and includes various features to address 
placement and other infrastructure optimization problems. OOF is agnostic towards service, application 
and optimization technology or language. It enables both developing new optimization applications and 
reusing existent optimization engines (e.g., linking CPLEX-based optimization algorithms). OOF par-
ticularly includes a generic solver based on the open source MiniZinc (MiniZinc, 2020) which interfaces 
with third-party optimizers.

The Optimization Service Design Framework (OSDF) makes available a set of common libraries 
to facilitate the connection between ONAP components (A&AI, DCAE, Multicloud, Policy) involved 
in network efficiency. Figure 5 shows the main OOF modules and the interactions with other ONAP 
components.

• OOF Homing Allocation Service (HAS) is a policy-driven placement optimizer on heterogeneous 
platforms. It enables to automatically deploy services across multiple cloud-sites while consider-
ing resource capacity, latency, load balancing, etc. OOF HAS enables optimizing the VNF place-
ment on the basis of policies managed by the Policy Framework and A&AI information (e.g., 
server capacity). When the Service Orchestrator receives a new service request, it first decom-

Figure 5. Main modules of ONAP Optimization Framework
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poses the service into the various VNFs to be deployed and then requests the OOF-HAS to find the 
best cloud locations to deploy VNFs. The OOF-HAS computes this data and sends back a list of 
VNF locations. Implementation examples for vCPE Homming use case and Homming 5G RAN 
VNFs are available in (ONAP Wiki, 2018a; ONAP Wiki, 2018b).

• OOF Change Management Schedule Optimization (CSMO) is an optimization component that 
enables scheduling VNF changes by means of SO workflows. It includes a scheduling optimizer 
that can detect the best time window to execute the required workflow.

• OOF Physical Cell ID (PCI) is a solution developed for Self-Organizing Networks (SONs) partic-
ularly for the access segment. It provides an algorithm for PCI optimization based on a dedicated 
heuristic solver. In addition, the OOF-PCI makes an API available with the information to recon-
figure radio access network cells. The OOF-PCI relies on a dedicated data-base to fetch configura-
tion cell information. OOF 5G is an evolution of OOF PCI and particularly involves alignments 
with the O-RAN architecture.

In the 5G slice management use case, OOF provides an application to select the best NSI (Network 
Slice Instance) and NSSI (Network Slice Subnet Instance).

The OOF framework is also evolving to include Machine-Learning models in VNF placement and 
Hamming algorithms.

Building an Optimization Service

To define a new optimization service, three main steps are necessary:

• Step 1: Create an optimization model and policies if not already available.
• Step 2: Get relevant data from various sources (e.g., A&AI, MultiCloud) and adapt them if 

required.
• Step 3: Develop or use an existing solver.

Control Loop Framework

The control loop framework contributes to the management of the lifecycle automation of network ser-
vices which can be composed of different network functions that are located in different sites. The closed 
loop concept in ONAP enables automatic recovery of faults and allows defining policies to automati-
cally manage the performance of services without human intervention. The final goal of closed control 
loops is to validate and to enforce the negotiated SLAs between customers and providers. Closed loops 
in ONAP involve (i) event detection, (ii) policy validation, and (iii) actions execution.

A dedicated platform has been built in ONAP to deal with control loops, namely the Control Loop 
Automation Management Platform (CLAMP). The goal of CLAMP is to avoid user interaction with other 
components for managing the lifecycle of network services. As shown in Figure 6, CLAMP involves 
various ONAP components:

• SDC to define control loops
• DCAE to collect data and to perform analytics. It uses TOSCA blueprints for launching the loops.

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



228

ONAP


• Policy Framework, which is fully TOSCA compliant, to describe the policy-based actions to 
be executed when an event occurs. The policy framework shall direct a request to the Service 
Orchestrator, controllers, or 3rd party systems based on the scope of the action.

• DMaaP bus is used to exchange messages between the various microservices composing the 
closed loop framework. DMaaP is based on Kafka (Confluent, 2021, Kafka, 2021) which is a 
“publish-subscribe” messaging system. Messages in Kafka are categorized into topics, where 
producers create new messages while consumers read messages.

Control Loop Design-Time

The control loop design involves the following steps:

• Step 1: Select the DCAE Analytics service to be executed during the control loops (e.g., TCA 
when using measurement events or Holmes for fault events).

• Step 2: Select an existing policy or develop a new one based on the Policy framework.
• Step 3: Create the Control-Loop Template as DCAE Blueprint that includes the information on 

the control loop: name, DCAE microservice to be used, Policy to be executed
• Step 4: Onboard the DCAE Blueprint in the SDC with the previously modeled network service.
• Step 5: Configure the parameters using CLAMP (e.g., a threshold value).

Control Loop Run-Time

As shown in Figure 6, the control loop execution includes the following steps:

• Step 1: A network element sends an event notification to ONAP via a DCAE collector.
• Step 2: The DCAE collector interprets the event and sends it to DmaaP on the topic that is associ-

ated with a given closed loop.
• Step 3: The DCAE Analytics captures all the events on dedicated topics (categories), analyses 

the data and emits an event on the ‘Control-Loop’ topic if some criteria are met (e.g., threshold 
crossed).

• Step 4: The Policy component is listening to the ‘Control-Loop’ topic and applies the rules ac-
cording to the defined loop model during the control-loop design-time via CLAMP.

• Step 5: The Policy selects the “executor” component that will execute the action according to the 
nature of the required task (e.g., APPC enables scaling up/down a VNF) Components that may 
execute actions are Service Orchestrator, SDNC, CDS, or APPC.

• Step 6: The “executor” sends the request to the element that need to be reconfigured (e.g., a VNF) 
or starts/stops it.

Automating The Lifecycle of A Network Service

The lifecycle automation of a network service involves four stages: modeling, deployment, monitoring, 
and policy enforcement.
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Modeling. A network service can be built in ONAP by means of virtual, physical network functions, 
or a combination thereof. A detailed ONAP-compliant model for a standalone 5G network hosted by 
an enterprise is given in (Quintuna, Guillemin, & Boubendir, 2019). In order to automatically manage 
a network service, a control loop needs to be associated. Policies shall trigger specific actions when 
conditions are met during the runtime. A simplified data model involving network services and policies 
in ONAP is shown in Figure 7.

Deployment. The various VNFs/CNFs/PNFs composing the network service give rise to VNF/CNF 
instances running on multi-cloud and/or multi-site infrastructures. The policies attached to the network 
service are also launched in this phase.

Monitoring. In ONAP, the monitoring is assured by various components notably DCAE and Virtual 
Event Streaming (VES) (see Figure 9). After event collection, policies are called for enforcing actions. 
VES agents can be attached to each and every one of the network service components that require to be 
controlled (e.g., VNFs, servers, network links).

Figure 6. CLAMP components and main runtime closed loop steps
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Policy enforcement. The policy enforcement involves the various actions that can be executed in the 
case of degradation of the global performance of a service, e.g., allocating more CPU capacity. ONAP 
uses various entities for dealing with policies:

• Policy Type (TOSCA-based): Enables designing abstract policies.
• Policy (TOSCA-based): Defines the values of a policy type, specifies the entities where the pol-

icy acts on (VNFs, resources, or other network elements), and determines the list of actions to 
perform.

• Policy Type Implementation: Defines the implementation of a Policy Type by means of APEX, 
XACML, Drools or other.

• Policy Implementation: Is the runnable version of a Policy, which is built from both Policy and 
Policy Type Implementation.

• Policy Decision Point (PDP): Executes the policies (more precisely, Policy Implementation). PDP 
returns the decision either to the requester (synchronous mode) or to another entity (asynchronous 
mode). During asynchronous invocations the requester is not waiting for the policy execution 
result.

• The policy framework allows the allocation of PDPs to a PDP Groups and Subgroups so that they 
can be managed as microservices.

The Case of Closed Loop Automation For Scaling 5G Functions

To illustrate the use of control loops in ONAP, the scale up and scale in of cloud resources can be con-
sidered, e.g., the scale up of RAM resources of the Access and Mobility Management Function (AMF) 
entity when the number of existing User Equipment (UE) contexts is greater than a given threshold, or 

Figure 7. Simplified Data Model to define Control Loops
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the scale out of the User Plane Function (UPF) entity for enabling differentiated traffic (best-effort and 
dedicated channels), i.e., to provide a specific service. It is worth nothing that ONAP offers complemen-
tary features to native healing and scaling functions embedded in containers or VMs.

ONAP enables both ‘Closed Loop’ and ‘Open Loop’ behaviors to respectively support fully automated 
control loops and loops that require manual intervention to execute actions. It is shown in Figure 8.

On Data Collection and Analytics

The specialized module for data collection and analytics, DCAE, includes a large number of modules as 
depicted in Figure 9. ONAP introduces a new format for events based on JSON carried over HTTP(S): 
the Virtual Event Streaming (VES). It harmonizes the data structure for the different events that are 
notified by the network functions. A VES event includes various mandatory fields such as:

• The domain associated with the event.
• Event ID, name, and type to uniquely represent the event.
• Priority, which can be set to “High, Medium, “Normal or Low”
• Timestamps

Figure 8. Control Loop, 5G case
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• Source information of the event

DCAE modules can be classified into five groups:

• Shared modules that interact with other ONAP components (DMaaP, Policy, CLAMP, internal 
database).

• Collectors to manage various event types: Virtual Event Streaming (VES), High-Volume VES 
based on Google Buffer Protocol GBP), Simple Network Management Protocol (SNMP) events, 
DataFile and RESTCONF.

• Event processors that perform data transformation and write events on:
 ◦ DataLake Handlers, which store the various events sent to DMaaP into a database.
 ◦ VES Mapper to convert RESTCONF events to VES events.
 ◦ Performance Management (PM) Mapper to transform 3GPP XML files to VES events.

Figure 9. Data Collection Analytics and Events modules
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 ◦ PM Subscription Handler (PM-SH) to configure the activation of Performance Management 
events.

• Generic analytics that analyzes data and triggers control loops. For instance:
 ◦ Docker based Threshold Crossing Analytics (TCA) which manages ‘measurement events’ 

and generates control loop events when a given metric reaches a threshold.
 ◦ Heartbeat Services that manages VNF heartbeat events and triggers control loop events 

when an action is missed in a predefined window time.
 ◦ Holmes that correlates ‘fault’ events and determines the cause relying on the network topol-

ogy stored in the A&AI.
• Specific analytics developed for use cases

 ◦ BBS-EventProcessor (BBS-EP) that manages the various events coming from the Optical 
Network Terminals (ONTs) and typically detects when an ONT has moved.

 ◦ PNF Registration Handler (PRH) to populate the A&AI when a registration event is emitted 
by a new PNF.

 ◦ Slice Analysis collects performance measurements and correlates them with the configura-
tion storing the cell informations. It triggers a control loop message on DmaaP when the 
number of connections reaches a predefined threshold.

 ◦ SON-Handler Service is used for SON-based use-cases.

Flexibility To Manage Cloud Native Functions

ONAP enables the deployment of CNFs. Such capabilities have been introduced in the Dublin Release 
with workarounds (e.g., dummy Heat files) to fit with the ONAP modeling schemes. In Guilin Release 
(Kumar et al., 2020) required features to manage CNF deployment have been added.

Helm charts are used to define the network services and resources to be deployed on a Kubernetes 
cluster, i.e., services, pods, volumes, secrets, etc. The K8S ONAP plugin uses Resource Bundle templates 
to deploy a CNF. Figure 10 depicts the main ONAP components that are involved in the onboarding 
and deployment of CNFs.

Onboarding Process

The onboarding process of CNFs involves:

• Step 1: Declare in the A&AI the Kubernetes cluster that can host the CNF and configure the K8S 
Plugin with kube configuration files.

• Step 2: On-board on the SDC a CNF with a Helm package.
• Step 3: Define a service that embeds the CNF.
• Step 4: Define additional rules to be managed at the pre- or post-instantiation phase (e.g., CBA to 

be executed by the CDS component).
• Step 5: Distribution of the various artifacts from the SDC to the ONAP components.

Deployment Process

The instantiation process of CNFs happens as follows:
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• Step 1: The service order towards the Service Orchestrator gets input parameters that are used to 
configure the CNF.

• Step 2: The Service Orchestrator analyses the service model, decomposes it by using the package 
received during the distribution phase.

• Step 3: The Service Orchestrator sends a request to the CDS and the K8S plugin enriches the 
Resource Bundle Template associated to the CNF with values coming from the input request and 
via the CDS resolution mechanism.

• Step 4: By using the ‘CNF Adapter’ module, the Service Orchestrator requests the K8S plugin 
to deploy the CNF on the cluster provided as input in the request. The K8S Plugin exposes the 
Configuration API that can also be included in a CBA.

• Step 5: Based on the feedback from the K8S Plugin, the Service Orchestrator updates the A&AI.

Note that a validation tool for verifying best-practices when defining CNF is not available (e.g., to 
avoid hard-coded values).

Figure 10. Onboarding and deploying CNFs in ONAP
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Managing PNFs, The Case of Broadband Services For Residential Connectivity

The BroandBad Service (BBS) use case illustrates how ONAP can manage and orchestrate services 
across different locations and domains (access, core), as well the ONAP capabilities to manage PNFs. 
The use case addresses the automation of a residential Internet connectivity based on fiber access using 
a Passive Optical Network (PON). It particularly considers the mobility of Optical Network Terminals 
(ONTs), and enables designing, deploying, and monitoring broadband services.

The broadband service is modeled by means of a Customer Facing Service (CFS) based on two Re-
source Facing Services (RFS) for access and Internet network services. A PNF is used to define Optical 
Line Termination (OLT) equipment (Pérez Caparrós, Al-Hakim, & Carey, 2019). Figure 11 presents the 
ONAP components required for the use case. The broadband blueprint particularly includes dedicated 
microservices into the DCAE which enables mobility detection. They are:

• PNF Registration Handler (PRH): detects when an ONT is connected to the network.
• BBS Event Processor (BBS-ep): manages the PNF re-registration internal events and the ONT 

authentication.

In addition, specific policy rules have been included into a control loop to automatically manage 
the mobility. Thus, when a subscriber moves an optical terminal to another location, the closed loop 
automatically triggers the required actions to reconfigure the OLT.

KEY ONAP USECASES AROUND 5G

ONAP has particularly introduced a 5G blueprint which is a multi-release effort and addresses network 
slicing, PNF/VNF lifecycle management and network optimization. The 5G blueprint is carried out in 
strong collaboration with standardization bodies. The Guilin release particularly evaluates 5G OOF SON, 
E2E Slicing and 5G PNF Plug and Play use cases (ONAP, 2021b). This section focuses on the baseline 
principles to deploy and manage a fully virtualized end-to-end 5G network which can be deployed as a 
Private 5G Network (OCN, 2021), i.e., a Stand Alone Non-public Network according to the 3GPP TS 
23.251. ONAP progress on network slicing is presented by means of the E2E Network Slicing use case. 
Finally, this section presents the service deployment automation from the customer order coming from 
the Core Commerce layer according to TMF which can be used to offer on-demand Private Networks 
or network slices.

Network Service Modeling, The Case of A Mobile Network Deployment

This subsection illustrates the baseline principles to model and onboard a service. It particularly consid-
ers the deployment of an end-to-end mobile network on the basis of the Wireless Edge Factory (WEF) 
(Bcom, 2020), a fully virtualized core network, and the open source RAN network, namely Open Air 
Interface (OAI) (OAI, 2020).

As shown in Figure 12 the virtualized core network is based on a complete separation of the user 
plane from the control plane as recommended by 3GPP for 5G networks and referred to as Control User 
Plane Separation (CUPS). When an UE (User Equipment) attaches to the network, the Authentication, 
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Authorization, and Accounting (AAA) procedure is triggered by the Mobility Management Entity (MME). 
User profiles are validated by the Home Subscriber Server (HSS) database which stores various param-
eters such as Access Point Name (APN), International Mobile Equipment Identity (IMEI), Subscriber 
Identification Module (SIM) card information OP, key, Mobile Network Code (MNC), Mobile Country 
Code (MCC), among others. When access is granted to the UE, the DHCP component assigns an IP 
address to the UE. Such IP address is taken out of the address-pool established in the AAA component. 
The end-to-end connection is established over the GTP-U and GTP-C tunnels. The Network Address 
Translation (NAT) component to handle privately-addressed IPv4 traffic is deployed on the (S)Gi interface.

From an ONAP standpoint, the aforementioned components need to be defined as network resources, 
VFs, and services in order to be managed and orchestrated by ONAP. Furthermore, in ONAP, a network 
service is formed by one or more VFs interacting with each other. The ONAP E2E service model used 
to onboard and to instantiate the E2E mobile network is shown in Figure 13. The model particularly 
considers three network services, Core Connection Point (CP), Core Data Plane (DP), and RAN (Radio 
Access Network). Each service is formed by a single VF, i.e., WEF-CP-VF, WEF-DP-VF and OAI-RAN-
VF. Each VF is in turn formed by various components. VFs are defined and on-boarded in ONAP by 
means of Heat Templates (one for each of them). VF components correspond to Openstack resources 
for instance: OS::Nova::Server, OS::Neutron::Net, OS::Neutron::Subnet, OS::Neutron::Port, etc. After 
onboarding, creation, testing and approvals, the resulting services and their respective composition can 
be observed by using the SDC dashboard. Figure 14 shows the SDC view of on-boarded components 
of the core control plane.

Figure 11. ONAP components used for BroadBand Service
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E2E Network Slicing Using ONAP

Network slicing is a key feature of 5G networks. It enables the sharing of the underlying 5G infrastruc-
ture while dedicating resources to address requirements raised by customers. Network slices can be, for 
example, used to define logical network segments dedicated to vertical industries (e-health, automo-
tive, manufacture automation). A network slice is considered as a bundle of sub-networks (core, access, 
transport) which are interconnected to deliver a given service according to a negotiated SLA between 
the customer and the service provider. First steps of ONAP-based network slice E2E management were 
taken by Orange (Quintuna, Guillemin, & Boubendir, 2019). ONAP has devoted special attention to 
network slicing and has defined the E2E network slicing use case framework. This use case is especially 

Figure 12. Elements of E2E mobile network use-case
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sponsored by China Mobile, Wipro, Huawei, AT&T, and Amdocs which introduced the slicing frame-
work since ONAP Frankfurt release. The network slicing use case adheres to the 3GPP specifications 
and considers three management levels to manage services, slices, and subnets:

Figure 13. Service Model of an E2E Mobile Network deployed by ONAP

Figure 14. Core CP modeling in SDC
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• Communication Service Management Function (CSMF): Responsible for translating the custom-
er based service requirements into a technical solution (namely, a network slice instance).

• Network Slice Management Function (NSMF): Responsible for the management and orchestra-
tion of the Network Slice Instance (NSI) as well as deriving the requirements related to the subnet 
(core, access, transport).

• Network Slice Subnet Management Function (NSSMF): Responsible for the management and or-
chestration of the Network Slice Subnet Instance (NSSI) and the communication with the NSMF.

Operators can then provide Communication Service Instances (CSIs) on the basis of one or more 
Network Slice Instances (NSIs). Network Slice Subnet Instances (NSSIs) are then associated to slices 
and hold deployment information.

Besides 3GPP, other SDOs are currently addressing network slicing. ONAP considers the slicing 
implementation the definitions proposed by GSMA, TMF, IETF, and MEF. For instance, the E2E slicing 
use case perfectly fits concepts as the Generic Slice Template (GST) and Network Slice Type (NEST) 
introduced by the GSMA Network Slicing Taskforce working group (GSMA, 2021) to define the customer 
requirements. The NEST structure is a GST with values. The TMF Open Digital Architecture (ODA) 
principles which address the intent-based approach to define services are also considered. ODA notably 
defines Customer Facing Services (CFS) structures to specify the slice requirements from customer point 
of view. The E2E slicing use case enables the slicing definition while using a simplified abstraction of 
the resource layer by means of a Portal. CFSs are then converted to Resource Facing Services (RFSs) 
which enable the selection and instantiation of slices.

Slicing Information Model

Regarding the Information Model, ONAP defines various data structures to support service, slice and 
subnet concepts. The ONAP data model is particularly based on the Network Resource Model defined 
in the 3GPP TS 28.541 specification, as well as on data structures proposed in 3GPP TR 28.805 which 
addresses order-care, customer and service aspects, and introduces Customer Facing Service Specifica-
tion (CFCS) and Resource Facing Service Specification (RFCS) concepts (ODA compliant). ONAP 
considers both 3GPP and TMF customer and resource facing approaches. It is worth nothing that 3GPP 
has a bottom-up focus while TMF is top-down oriented.

As shown in Figure 15, ONAP enables defining slices by means of four templates which are used 
in the design time. The Communication Service Template (CST) is used to collect SLA requirements 
from the Portal. This template can be used to directly map the CFS parameters required in the ODA 
architecture. The Service Descriptor (SD) is used to translate the customer facing requirements into net-
work facing requirements. The Network Slice Template (NST) and the Network Slice Subnet Template 
(NSST) are used during the deployment, both contain infrastructure and network information required 
to respectively instantiate slices and subnets.

During the runtime a service profile data structure is used to specify the slice features while the 
slice profile is devoted to the subnet parameters. The Network Slice Instance (NSI) parameters and the 
Network Slice Subnet Instance (NSSI) are respectively associated to the Service profile and to the Slice 
Profile. Communication Service and Communication Service Profile (CSP) structures are used to de-
scribe parameters defining end-to-end services that can be performed by one or more slices (Figure 15).
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Slicing Implementation

To implement the three management layers, ONAP has evaluated five scenarios which are illustrated by 
Figure 16. These scenarios consider the inclusion or exclusion of CSMF, NSMF, and NSSMF manage-
ment functions within ONAP’s SO. The scenario number four was held back for Frankfurt. It considers 
the implementation of the CSMF and NSMF in ONAP and the NSSMF as a third party. Scenario num-
ber one is implemented in the Guilin release. It considers the implementation of the three management 
functions in SO, i.e., CSMF, NSMF, and NSSMF for transport, core and RAN networks. Enhancements 
of both scenarios (1 and 4) shall be developed in the Honolulu release (expected in 2021).

The CSMF is implemented throughout the Service Orchestrator, A&AI and UUI modules. It imple-
ments the slice lifecycle management workflow and the customer interface to define slices. The CSMF 
workflow (defined in the Service Orchestrator) collects the user requirements in a Communication Service 
Template (CST) and generates a Single-Network Slice Selection Assistance Information (S-NSSAI). 
The S-NSSAI is used to uniquely identify a network slice; it is notably formed by the Slice Service Type 
(SST) and a differentiator. The CSMF translates the customer facing information (stored in the CST) to 
network facing requirements which are stored in a Service Profile Template.

The NSMF is implemented in the Service Orchestrator, the A&AI, the OOF and the UUI modules. The 
ONAP NSMF defines the slice instance lifecycle management workflow, as well as the optimization of 
the slice instance selection. A portal is available to manually modify slice instances that are automatically 
recommended by the system to carry out the service needs coming from customers. The NSMF workflow 
deploys the service instance defined in the Service Descriptor and associates the S-NSSAI to the NSI.

Slicing Lifecycle

ONAP follows the lifecycle management described in the 3GPP TS 28.530 specification for both Frank-
furt and Guilin releases. As shown in Figure 17, the lifecycle management involves the preparation, 
commissioning, and decommissioning phases. During the preparation phase, the slice instance does 
not exist. This phase includes the network slice design, onboarding and the evaluation and preparation 

Figure 15. Slicing Data Structures in ONAP
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of the functions for the creation of the NSI. The commissioning, allows the creation of the NSI, which 
triggers the allocation of all the required resources. The operation phase includes slice activation, super-
vision, monitoring, performance reporting, modification and de-activation. When a slice is activated, it 
is ready to support service communication. Decommissioning includes the termination of all disabled 
slice components that are not shared.

The Frankfurt release, considers the steps framed in red, so the design and onboarding of the prepara-
tion phase, the creation of the commissioning and activation and deactivation in the operation phase and 
termination during the decommissioning. The Guilin release particularly introduces the monitoring and 
reporting functions which are implemented in cooperation with CLAMP for the automation of closed 
loops. The first steps to automatically manage slicing modification are implemented in Guilin as well; 
however real time updating of a slice is still an open issue.

Figure 16. Slicing deployment scenarios in ONAP (ONAP, 2021b; ONAP Wiki, 2021)

Figure 17. Lifecycle of Network Slices using ONAP (ONAP, 2021b; ONAP Wiki, 2021)
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Service Deployment Automation From The Customer Order

A specialized tool, namely Service Resolver (Robert, 2019), has been deployed on top of ONAP to man-
age service orders, Customer Facing Services (CFSs), and Resource Facing Services (RFSs). Service 
Resolver considers that the negotiation between the customer and the network is performed through a 
service management layer. By using service resolver which is an open source solution, it is possible to 
translate customer requirements coming from business systems into technical requirements to be ad-
dressed by ONAP. When the service resolver receives a service order based on CFS specifications, it 
elaborates a service solution composed of a list of RFS to be instantiated by ONAP. For each RFS, the 
Service Resolver sends a request to the ONAP Northbound Interface application which interacts with 
the ONAP orchestrator for the instantiation of VNFs involved in a given RFS.

Service resolver uses TMF-defined APIs and is in line with the Open Digital Architecture (ODA) 
of TMF (TMF, 2020). ODA particularly defines a standardized architecture and a bundle of software 
elements organized in five loosely coupled domains Party Management, Core Commerce Management, 
Production, Engagement Management and Intelligence Management.

While the Party Management (Who? and Why?) deals with entities and actors involved in a given 
business process (e.g., customers, employees, providers, etc.), the core commerce management (What?) 
focuses on activities enabling buying and selling. The Production domain is then dedicated to the life-
cycle management of services. Thus, ONAP can be placed within the scope of the production domain 
defined by TMF. The CFSs coming from Core Commerce are consumed by the upper Production entity 
in charge of converting CFSs in RFS to be deployed by ONAP.

In a down-top approach, the Production block exposes the service capabilities to the upper ODA 
layers by means of northbound interfaces going from production towards the Core Commerce Manage-
ment entity. ONAP makes available the NBI module which implements various TMF interfaces, namely 
Service Catalog APIs (TMF 633), Service Order APIs (TMF 641), Service Inventory APIs (TMF 638), 
in order to interact with the external systems, e.g., Core commerce or legacy BSS.

This group of APIs enables the BSS to execute service orders to deploy new network services or to 
find the existent ones in the aim of getting Key Performance Indicators (KPIs) or other features. Figure 
18 shows the architecture layers from the customer order to the service deployment while using ONAP.

O-RAN Based Access Networks

The O-RAN Alliance was founded by AT&T, China Mobile, Deutsche Telekom, NTT DOCOMO and 
Orange, in 2018. O-RAN aims to transform the RAN industry towards open, smart, software-defined 
and fully interoperable RAN networks. O-RAN promises cost efficiency and time-to-market acceleration 
within an open market competition. Besides the specification effort, O-RAN established, in cooperation 
with the Linux Foundation, the O-RAN Software Community in the aim of delivering and coordinating 
the software development as well as the interaction of RAN elements with orchestration and infrastructure 
platforms. The architecture considered by O-RAN can use ONAP as Service Management and Orches-
tration (SMO). The main ONAP modules and interfaces which enable the deployment of O-RAN-based 
networks are shown in Figure 19. O-RAN particularly provides four key interfaces for connecting: the 
SMO framework (ONAP), O-RAN network functions, and O-Cloud. They are A1, O1, Open Fronthaul 
M-plane (Optional) and O2.
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Service Management and Orchestration (SMO) Using ONAP

The SMO provides network management functionalities beyond RAN, i.e., Core Management, Transport 
Management, E2E Slice Management, etc. O-RAN requires the following capabilities of the SMO. They 
are supported by ONAP:

• Fault Configuration Accounting Performance and Security management (FCAPS): FCAPS 
of RAN functions can be accessed through the O1 interface which is compliant with the 3GPP 
specifications for RAN element management purposes. ONAP enhancements are required to fully 
comply with O-RAN specifications. O1 support has been moved to ONAP Guilin-Release. The 
main impacted systems to implement O1 are
 ◦ DCAE: Impact for adopting new VES domain. A VES domain refers to event categories, 

e.g., faults, heartbeat, measurements (ONAP, 2021c). First enhancements added Change 

Figure 18. Service deployment from the customer order using ONAP

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



244

ONAP


Management notify domain to the VES collector, updated common effect format, and up-
dated routing configuration in VES to point to “DMaaP CM_Notify”.

 ◦ DMaaP: adds static unauthenticated CM Notification (VES CM notification events).
• Non-Real Time RIC (Non-RT RIC) for RAN optimization: The main goal of Non RT RIC is 

to support intelligent RAN optimization by providing policy-based guidance, e.g., radio resource 
management in non-real time scenarios. The Non-RT-RIC is connected to the Near-RT-RIC 
through the A1 interface. In ONAP, the A1 adapter listens to DMaaP events and interacts with the 
A1 Mediator (Near-RT RIC) via REST APIs. A1 mediator is a RIC component which behaves as 
a single entry peer of A1 to RIC. The A1 adapter gets A1 policy via DMaaP and converts it to A1-
compliant message. The A1 adapter also gets the response from RIC and posts a relevant message 
to DmaaP. ONAP impacted systems to achieve A1 fundamentally are:
 ◦ SDNC: Implement southbound adaptation layer to communicate with Near-Real Time RIC 

using an A1-specified protocol (most likely REST).
 ◦ CDS: Expand CDS to design intent-based policy configuration to send to Near-Real Time 

RIC using the A1 interface.
• O-Cloud management: O-RAN architecture considers a dedicated interface (namely, O2) for 

dealing with the cloud infrastructure. It shall provide FCAPS of O-Cloud platforms, scale-in/out 

Figure 19. ONAP interfaces to interconnect O-RAN elements
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for O-Cloud, discovery and management of O-Cloud resources, software management of Cloud 
platform and deployments.

O-RAN Network Functions

ONAP implements the O1 interface between the orchestrator and the various O-RAN functions.
O-CU implements the upper layers of the E-UTRAN protocol stack (mainly, PDCP), O-DU imple-

ments the RLC, MAC and high-PHY (channel coding and modulation) and terminates the E2, F1 and 
the Open Fronthaul Interface. O-RU implements low-PHY (signal generation) functions and terminates 
the Open Fronthaul Interface (as well as the Open Fronthaul M-plane when considered).

Beyond RU, DU, CU, O-RAN considers intelligent controllers, namely RIC which performs control 
loops in at least three levels: RT RIC, Near-RT RIC and Non-RT RIC, where this later is considered as 
part of the SMO (i.e., ONAP).

O-Cloud

ONAP implements the O2 interface between the SMO and the O-Cloud which contains a collection 
of physical infrastructure nodes to host the relevant O-RAN functions as Near-RT RIC, O-CU, ODU, 
etc., the supporting Cloud-OS and the management and orchestration functions (ONAP). The main 
functionalities of O-Cloud are:

• Exporting the O-RAN O2 interface for cloud and workload management to provide discovery, 
registration, software life-cycle management, fault management, performance management, and 
configuration management.

• Exporting the O-RAN AAL for hardware acceleration purposes.

CONCLUSION AND PERSPECTIVES

ONAP is an open source solution to fully automate the network operations covering the different types 
of network functions that co-exist in a service chain, i.e., PNFs, VNF, and CNFs. ONAP offers a set of 
powerful mechanisms to design, deploy, and manage network services on heterogeneous infrastructures 
and multi-cloud environments.

The ONAP community aligns the developments to the main standards particularly considering 3GPP, 
TMF, ETSI, and IETF specifications. ONAP is also interconnected with other open source initiatives, 
e.g., Acumos. Furthermore, ONAP follows a pragmatic approach to leverage emerging technologies 
developed by the Cloud Native Computing Foundation.

The promise of a zero touch automation platform that enables automatically managing the entire 
lifecycle of network services, still requires reliability, security hardening, simplifying and optimizing 
procedures and more cloud readiness. Created by service providers to service providers, ONAP shall 
start demonstrating its capabilities on 5G use cases.

It is worth noting that ONAP is well positioned with regards to 5G networks relying on O-RAN 
specifications, ETSI NVF principles and 3GPP concepts. The strong alignment between ONAP and the 
main standardization bodies as well as between ONAP and other open source initiatives shall facilitate 
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the ONAP adoption. The ONAP implementation in operational environments shall support its evolution 
and guarantee its survival. Feedback from deployments should feed the community to assess the level of 
flexibility offered by the platform and identify further concrete enhancements to be endorsed in order 
to better satisfy operations.
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KEY TERMS AND DEFINITIONS

Automation Framework: A set of tools enabling to design models, policies or rules to be executed 
without manual intervention. An automation framework can focus on: policy framework, CI/CD, control-
loop, workflow engine, tests.

Cloud Native Network Functions: Represents network functions designed and developed to be run 
on cloud infrastructures. CNFs follows the cloud native approaches defined in the Cloud Manifesto. 
CNFs are designed as microservices and executed in Docker containers. CNFs are also deeply integrated 
with automation tools to facilitate their lifecycle.

Control Loop: Is a term coming from the industrial control systems and refers to an automation pat-
tern where a system is able to react based on events received from network functions in a full automation 
way. In telecoms, a control loop is based on a set of predefined rules that are executed by an orchestrator 
to launch the required actions to fulfill service requirements. In general, a control loop starts with an 
event emitted by a network element and then a policy framework identifies the rules to be executed by 
controllers to correct the detected issue.

Model-Driven: Is an approach to fully separate what is expected from the execution. For the or-
chestrator, model-driven approaches avoid defining the set and sequences of actions to be executed via 
a workflow. The orchestrator analyzes the model, decompose it into a set of predefined tasks, and then 
run the different actions.

Network Function Placement: Is an optimization problem to select the hosting service to instanti-
ate VNFs or CNFs. Placement strategy depends on various technical factors such as locations, capacity, 
affinity or anti-affinity rules, or other constraints (e.g., regulation ones). NF placement may be statically 
defined during the engineering phase or via policies that are dynamically executed during the handling 
of a service request.

Orchestrator: An orchestrator is usually based on a set of predefined models, policies, rules, or work-
flows and executes the required set of actions to deploy on-demand services. The goal of an orchestrator 
is also to guarantee that services run as expected. Different types of orchestrators are involved in the 
operation of network services. Some orchestrators focus on virtual resource layer such as OpenStack/Heat 
or Kubernetes, on network layer such as controllers like OpenDayLight while others like ONAP have a 
broader scope to cover end-to-end services while interacting with the vertical orchestration layer stack.

Policy: Is a set of rules defining actions to be executed. Typical policies include placement policies, 
scaling policies, or QoS-related policies.
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ABSTRACT

The dawn of the 5G commercialization era brings the proliferation of advanced capabilities within the 
triptych of radio access network, end user devices, and edge cloud computing which hopefully propel the 
introduction of novel, complex multimodal services such as those that enlarge the physical world around 
us like mobile augmented reality. Managing such advanced services in a granular manner through the 
emerging architectures of microservices within a network functions virtualization (NFV) framework al-
lows for several benefits but also raises some challenges. The aim of this chapter is to shed light into the 
architectural aspects of the above-envisioned virtualized mobile network ecosystem. More specifically, 
and as an example of advanced services, the authors discuss how augmented reality applications can 
be decomposed into several service components that can be located either at the end-user terminal or 
at the edge cloud.
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INTRODUCTION

One of the emerging network challenges for the provision of advanced network services within a Net-
work Function Virtualization (NFV) ecosystem of 5G and beyond mobile communication systems is 
to manage dynamically and efficiently the virtual and physical network elements (the so-called virtual 
network functions (VNFs) and physical network functions (PNFs)) belonging to 5G networks especially 
for provisioning granular support in the form of microservices. In a nutshell, NFV techniques allow de-
ploying network functions (such as load balancers, firewalls, image and video compression/optimization 
to name just a few) as software instances, called VNFs, running on generic hardware through software 
virtualization techniques such as virtual machines (VMs), containers1 or a combination of these two2. 
The aim hereafter is to delve into service decomposition with emphasis on augmented reality and how 
this decomposition can be considered under the realms of VNF-based microservices. To this end, dif-
ferent microservices architectures are discussed and analyzed with special focus on the benefits as well 
as the challenges in terms of network management. Finally, in order to overcome these challenges, we 
review data-driven machine learning techniques that will allow taming the underlined complexity of 
granularized network support for advanced services.

The chapter provides an immersion into key technologies related to microservices and how advanced 
services can be decomposed in order to acquire the full benefits of such architectures. The key aspect 
however is efficient management of the underlying network (including cloud resources). A high degree 
of granularity brings scalability aspects that are discussed in detail as well. The data driven machine 
learning that can assist in performing informed decision management are then highlighted together with 
open-ended aspects that deserve further research attention. The chapter revolves around the case of 
mobile augmented reality as an example of a rich service offering where the above-mentioned aspects 
need to be amalgamated in order to provide efficient service delivery; however, the overarching aspects 
are equally applicable to other rich service offerings beyond augmented reality.

(MOBILE) AUGMENTED REALITY (AR)

Emerging advanced services in mobile communication networks including AR can be categorized into 
several types based on their running platforms. Those that can be deemed as hardware-specific services 
usually require a specially designed device (e.g., Pokémon Plus, Bluetooth wearable device) and as a 
result suffer from a rather excessive cost with insufficient flexibility (Qiao et al., 2019; Frank, 2016). 
Although some app-based services like Pokémon Go and IKEA Place have been successful, download-
ing and installing apps on platforms like smartphones and iPads are still inconvenient for users and lack 
of cross-platform ability (Qiao et al. 2019). As pointed out by Li et al. (2020), rendering high quality 
images with AR techniques consumes much storage space and computational resources especially in a 
3-dimensional (3D) scenario. As a result, web-based applications have been proposed and are regarded 
as having a considerable potential to solve these problems. It is worth point out that these applications 
can be decomposed into a set of atomic functions and apply a web-scale deployment to achieve better 
efficiency (Cziva and Pezaros, 2017; Akhtar et al., 2018). Through 5G or Beyond 5G (B5G) networks, 
the transmission latency is also envisioned to be significantly reduced which leads to further accelerating 
the use of such an application with low latency response to the requesting user (Qiao et al., 2019; Gero 
et al., 2017). According to Li et al. (2020), Liu et al. (2018) and Guo et al. (2020), resource allocation 
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and request assignment in a network can be translated into different types of optimization problems. Sup-
ported by techniques like “branch and bound”, it is possible to find optimal solutions for such NP-hard 
problem suffer from the so-called curse of dimensionality meaning that can be used for low to medium 
network instances; for large network instances heuristic techniques that can provide non optimal but 
competitive performance will have to be deployed. Likewise, machine learning techniques will play a 
significant role as discussed in the following sections. Other research efforts have focused on a certain 
stage (e.g., caching, data detection) within the AR chain which can further propel to elevate the perfor-
mance of Mobile Augmented Reality (MAR) apps (Wu et al., 2014; Liu et al., 2019). However, there are 
still lots of challenges in this area such as the better addressing of user mobility, the standardization of 
mobile web browsers and the design of low-cost architectures (Qiao et al., 2019; Li et al., 2020; Cziva 
and Pezaros, 2017).

Mobile edge cloud (MEC) allows the deployment of services at the edge of the network and hence is 
easier to meet the requirements of latency, computational offloading and responsiveness (Satyanaray-
anan, 2017). The service placement of MEC becomes a challenge because the adjacent cloud node might 
change in a mobility event (Satyanarayanan, 2017). Service migration is considered as a typical way to 
handle the mobility effect. A solution provided by Wang et al. (2016) tries to minimize the latency and 
deals with dynamic changes in micro mobile clouds (MMC). Wang et al. (2016) introduce predicted 
values to find and compare each configuration’s future costs. After defining a look-ahead window to find 
a suitable time slot for prediction, the proposed scheme aims to minimize the average latency during this 
specific period. Both simulations and real-world traces reveal that their proposed algorithms are close 
to the optimal solution and the gap to the optimum increases with more arrived requests in the network.

However, according to Weyns et al. (2010), functional aspects of different components of the archi-
tecture like locations (single/distributed) and coordination type (centralized or not) should be consid-
ered in a more meticulous manner for allowing better flexibility, scalability and ability of approaching 
global optima by different proposed algorithms. Thus, a regional planning architecture, that makes use 
of functions like monitoring and analysis of components at each mobile device while a centralized plan 
component makes the final decision, is proposed and compared with a fully decentralized one (each node 
has all the underlying components) by Persone and Grassi (2019). Simulation experiments reveal that 
the proposed regional planning has a better overall performance since it is meant to achieve much lower 
system cost with only a small increase on the cost of the mobile terminal due to the duplicate deployment.

The combination of MEC and MAR can further reduce the transmission latency and provide a bet-
ter solution for this NP-hard resource allocation problem. The FACT (fast and accurate object analysis) 
algorithm (Liu et al., 2018) and the UAP (user allocation-aware placement) algorithm (Guo et al., 2020) 
are presented and compared as examples. After given a similar mobile edge scenario (as shown in Figure 
1), both algorithms consider the service latency as the main driving factor and then propose a trade-off 
model to solve the problem. It is worth noting that both algorithms bring together wireless delay, wired 
link delay and computational delay to express the overall service delay. The FACT scheme also considers 
the frame accuracy that reflects the image quality into consideration while the UAP scheme selects the 
difference of edge computing (EC) workload to ensure a similar level of performance for all requests. 
Both algorithms finally introduce a parameter to adjust the weight of two factors in their formulation. 
According to the results provided by Liu et al. (2018), FACT can achieve a low latency with an accept-
able frame accuracy. However, as they point out, diverse workloads with heterogeneous servers lead to 
the problem that the minimization of latency may not happen for network latency and computational 
latency simultaneously. In that sense, not all available EC can be made a full use in that scheme. Guo et 
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al. (2020) further point out the risk of overloading, underloading or even idle and hence accept the as-
sumption that all EC share the same capacity. Thus, the UAP technique manages to achieve low latency 
with a generally balanced workload. From the above discussed examples, it is evident that for enabling 
efficient MEC support, multiple factors should be considered in the network with the corresponding 
limits of operation. This can be deemed as another level of complexity that comes into play, an issue 
that will be discussed in the sequel.

MICROSERVICES AND NETWORK FUNCTION VIRTUALIZATION

As already eluded above, NFV is one technique that contributes to the so called “softwarization” of the 
network. In essence, NFV decouples processing and controlling software from specialized hardware (e.g., 
load balancer, firewalls, TCP optimizer) (Chowdhury et al., 2019; Mijumbi et al., 2015), thereby leading 
to the replacement of physical network functions (PNFs) by monolithic software ones (Chowdhury et 
al., 2019; Selmadji et al., 2020). In addition to that, NFV allows that each service can be represented as 
an ordered set of different distinct VNF functions (which might be co-located or not), called network 
service function (NSF) (Laghrissiand et al., 2019). Based on the characteristics of a service request (for 
example deploying a MAR service or any other application), network operators can flexibly deploy a 
set of VNFs in the appropriate edge or core servers and chain them. In this case, the data flow is steered 
to go through all the VNFs in a pre-defined order. When deploying such chains of virtualized network 
function to create a service an important issue relates to the Quality of Service (QoS) and there have been 
various research works focusing on optimal chaining to reduce latency (Qu et al., 2016), on practical 
heuristic techniques for latency minimization (Gouareb et al., 2018) and on end-to-end view on delay 
(Ye et al., 2019).

Although such monolithic architecture (MA) has been widely applied by different solutions or service 
providers (e.g., Amazon and eBay) and proved its convenience in development and deployment, it still 
suffers from the inefficient usage of resources and the excessive cost in maintenance (Chowdhury et al., 
2019; Selmadji et al., 2020; Gos and Zabierowski, 2020). According to Chowdhury et al. (2019) and De 
Lauretis (2019), monolithic VNFs allow lots of repeated functionalities and the corresponding structure 
grows, which eventually becomes a heavy burden for developing, managing, enabling efficient resource 
allocation and causes extra processing latencies, especially when networks operators need to steer traffic 

Figure 1. MEC scenario (Liu et al., 2018)
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in the sequences of chained VNFs in the so-called Service Function Chains (SFC). The main difference 
between MA and Microservice Software Architecture (MSA) is illustrated by in Figure 2 (Chowdhury 
et al., 2019). MA ties the functions together while MSA decouples them and enables a more flexible ar-
rangement. In other words, managing of the different functions can take place in a more granular manner 
using the MSA architecture whereas in MA when different functions are bundled together any decision 
about resource usage will reflect all the functions that are bundled together.

As a result, researchers like Chowdhury et al. (2019) and Karmel et al. (2016) adopt MSA as a better 
modular design with a more flexible service composition. Recently, microservices are witnessed to be 
a new trend and an efficient Service Oriented Architecture (SOA) style (shown in Figure 3) (Munaf et 
al., 2019), where small independent services consist of an application (Selmadji et al., 2020). Microser-
vices are responsible for managing their own data and communicate with others through light weight 
mechanisms (Selmadji et al., 2020; De Lauretis, 2019). Thus, they are self-contained, loosely coupled 
and share a common standard communication protocol (API) (Chowdhury et al., 2019). Figure 4 shows 
the evolution from MA to MSA (Munaf et al., 2019)

A typical architectural design called Flurries can reveal MSA’s benefits (Zhang et al., 2016). Flur-
ries, an NFV platform, takes per-flow customization at the data plane into consideration and applies a 
hybrid polling-interrupt processing to support a large number of Network Functions (NF) (Zhang et al., 
2016). In their design shown by Figure 5, an NF manager monitors the network and decide whether 
to forward the flow to its flow director (wake/sleep, wakeup order controlled by Priority Scheduler). 
The info is recorded in the flow table if the director explores and finds an ideal match for a flow and 

Figure 2. MA (a) & MSA (b) difference (Chowdhury et al., 2019)
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an NF. RX thread inside checks and determines if a flow is old with records while TX thread reads 
transmission info and search the flow table to decide whether to send the current flow to another NF. 
Therefore, Flurries can optimize lots of different NFs per server through its flexible assignment of each 
flow. This satement is supported by their experiments which show obvious gains in latency, throughput 
and CPU usage.

Before moving to re-architecting VNFs, it is necessary to consider a suitable decomposition approach. 
In general, granularity and independence of microservices should be focused during this stage (Selmadji 
et al., 2020; De Lauretis, 2019). It is extended into 16 coupling criteria (e.g., Latency, Storage Similarity 
and Consistency Constraint) through a further discussion in literature and industry experience (Gysel 
et al., 2016). All functionalities that can be decoupled are extracted with a well-defined granularity 
level and then new functional entities are created based on them (Chowdhury et al., 2019; Boubendir 
et al., 2017). The service logic should be separated so that microservices will not have a predefined 
sequence and each of them should be a stateless service, processing each request without being affected 
by the previous ones (Kablan et al., 2015; Boubendir et al., 2017). Although a decomposition with a 
fine granularity owns advantages in maintainability, re-usability and scalability, it requires more delay 
in communication and packet processing (Chowdhury et al., 2019; Selmadji et al., 2020). Thus, during 
the identification of functionalities and the determination of granularity, domain related knowledge and 

Figure 3. Microservices (a) & Basic Service Oriented Architecture (b) (Munaf et al., 2019)

Figure 4. Evolution from MA to MSA [30]
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other existing open resource VNFs might help eliminate the monolithic nature and create an efficient 
decomposition (Boubendir et al., 2017; Chowdhury et al., 2019).

BUILDING BLOCKS (FUNCTIONS) OF NOMINAL MAR SERVICES

The MAR service can be decomposed and identified as a list of functions working in a pre-defined se-
quence. Broadly speaking, it can be split into four basic functions: Object Detection, Feature Extraction, 
Object Recognition and Object Matching (Zhang et al., 2018; Qiao et al., 2019). Firstly, frames recorded 
by camera are detected and those with target objects are selected and uploaded. Then, feature points 
are extracted and provided for recognizing the original image. Finally, it goes to the database to search 
and find an appropriate match for presentation on screen. These functions can be extended or further 
decomposed to satisfy the different requirements and constraints of the MAR system.

The mobile AR system designed for socialization extends the “Feature Extraction” with an offline 
probabilistic model that encodes feature descriptors to better compress them (Zhang et al., 2018). It also 
splits “Object Matching” into three minor steps: Template Matching, Object Tracking and Annotation 
Rendering. Specially focused on 3D objects, Zhang et al. not only find a match for recognized objects 
but also calculate the position of the target in Template Matching. Object Tracking marks the position 

Figure 5. Flurries design (Zhang et al., 2016)
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and avoids recalculation for other frames. Virtual content is finally determined for displaying or sharing 
to achieve a better user performance.

The work by Liu and Han (2018), proposes an optimization engine for increased precision on Object 
Detection with functions of model selection and resource mapping are deployed at an edge cloud. In 
addition, AR quality monitoring and AR adapting are executed on user device for better presentation on 
screen. In a slightly different approach from Zhang et al. (2018) and Liu and Han (2018), some research 
effort focuses on tailoring computationally intensive functions apart and regroup them on mobile devices 
(Huynh et al., 2017; Zeng et al., 2017) or edge/cloud servers (Liu et al., 2018; Shea et al., 2017). From 
the above discussion it becomes apparent that advanced services such as mobile AR can be decomposed 
since the service per se builds by several different complex functions. Therefore, the use of microservices, 
as explained in the sequel, is a natural fit to explore that inherent decomposition of emerging complex 
services and applications that embed multi-modal information and require various complex image/vision 
processing algorithms to run efficiently.

MAR UNDER THE LENSES OF MICROSERVICES

As mentioned above, advanced services including different flavors of augmented reality can be decom-
posed into multiple elementary functions ordered as a service chain (Cziva and Pezaros, 2017; Akhtar 
et al., 2018). This can be revealed by the framework proposed by Zhang et al. (2018) and the protocol 
proposed by Liu and Han (2018). Considering the service function chaining (SFC) scenario, Guo et 
al. (2016), Gharbaoui et al. (2018) and Liu et al. (2019) further discuss the routing optimization issues. 
These typical designs and algorithms are presented below to show their state of art when treating emerg-
ing mobile AR services as microservices.

Figure 6 (Zhang et al., 2018) shows the architecture of a framework based on decomposed functions 
mentioned in section 3: Building Blocks of Nominal MAR Services. In the application layer, the Rec-
ognition Proxy serves as a bridge that links both layers. With the support of the Visual Tracker and the 
Annotation Renderer, the application can track the object’s position in continuous camera frames and 
augments objects based on virtual content sent from the Recognition Proxy. In the Base Layer, a list of 
microservices handles frames uploaded from the application layer. The Scene Matcher ensures a suitable 
match between AR objects and local resources with the support from a Cloud Manager. The Motion 
Detector monitors the status of recognized objects to determine whether they satisfy the current camera 
frames. The Peer Manager together with the Annotation Synchronizer enable the simultaneous sharing 
and interactions between different devices. As shown by arrows in Figure 5 (Zhang et al., 2018), the flow 
has a pre-defined order among main microservices while some other modules provide functionalities to 
satisfy extra requirements like detecting required poses and enabling socializing.

From the overview of protocols shown by Figure 7, Model Selection, Resource Allocation, Frame 
Rate and Frame Size can be optimized with the support from three components: Quality of Augmenta-
tion (QoA) Monitor, AR adaptation and Optimization Engine (Liu and Han, 2018). The flow follows 
the marked order in SFC to execute each function provided by different microservices. MAR clients 
first send requests with measurements of network conditions to the edge server. Then the optimization 
engine determines the suitable size of frames with computation models for Object Detection. Requests 
are mapped for better computational resource allocation. Such optimized configuration data are sent back 
to clients so that the AR Adaption module will adapt rate and size of frames accordingly. Afterwards, 
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suitable frames containing AR Objects are selected and transmitted for computing purposes. Finally, 
virtual content will be sent back to augments the target objects on screen.

Given a configured network environment, it is possible to identify the execution status of microservices 
through logs. Thus, the cost of forwarding packets can be minimized in their multistage graph constructed 
based on the max-flow min-cut theory (Liu et al., 2019). In Figure 8 (LB: Load balancer, FW: Firewall, 

Figure 6. Collaborative Augmented Reality for Socialization (CARS) Framework architecture
(Zhang et al., 2018)

Figure 7. Dynamic Adaptive Augmented Reality (DARE) protocol overview (Liu and Han, 2018)
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IDS: Intrusion detection Systems, NAT: Network Address Translation), the forwarding of packets be-
tween the user and the Internet can go through different paths supported by different VNFs (Liu et al., 
2019). Three polynomial time algorithms are designed separately for constructing multistage graphs, 
deriving minimum cuts for Service Function Chaining (SFC) and scaling with minimized transmission 
cost. According to their experiment results, their scaling algorithm of Service Function Path (SFP) is 
clearly better than deriving a path randomly (RS) or scaling with maximum processing ability (MC).

In the research of Baldoni et al. (2018), NFV-oriented edge computing enhancements are provided 
to better integrate edge computing orchestration and manage the NFV-based ecosystem. In that context, 
the authors investigated the additions of three main extensions to the architecture to support the edge 
computing network for 5G services. First the proposed multi-layer orchestration provides a uniform API 
for 5G services. Further orchestration functionalities are extracted from original services and decoupled 
for re-architecting purposes to interoperate with the MEC orchestrator. Finally, a series of components 
including a system partitioner compose the base of the edge cloud and companion software architecture 
to enforce edge virtualization security and enable multi-tenancy. Thus, the proposed so-called 5GCity 
architecture is declared to be NFV-compatible and can support 5G hosts. This is an example of the 
combination of 5G micro-services, NFV and MEC.

In the research of Guo et al. (2016), Traffic Merging Algorithm (TMA) and Primal Dual update Al-
gorithm (PDA) are designed for offline and online optimization of traffic routing in Software-Defined 
Networks (SDN). They consider the network flow composed of various network devices that support 
network functions (firewall, content cache, WAN load balancer, etc.), known as middleboxes. They consider 
multiple factors that affect the routing performance, which are throughput, edge congestion, weighted 
aggregate delay and middlebox load ratio. Both TMA and PDA focus on actual chaining and satisfy a 
series of physical constraints. TMA merges decomposed initial SFCs by tree structures and connect 

Figure 8. Possible Paths in 5G network (Liu et al., 2019)
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them in the required order to explore optimized chains. PDA update price variables for each resource to 
decide whether to accept the incoming flow in the network. PDA focuses on a trade-off between routing 
scheme performance (delay) and certain utility (throughput). According to their simulation results, their 
proposed algorithms can achieve approximately 90% of the optimal routing delay and satisfy all Quality 
of Service (QoS) requirements at the same time.

An orchestration system is proposed by Gharbaoui et al. (2018) to minimize latency and implement 
self-adaptive SFC on distributed edge clouds controlled by SDN. Their system minimizes end-to-end 
latency through optimally selecting VNF instances along the path and adapt service function chains 
dynamically according to the current status of 5G infrastructure resources. The system exploits data 
monitoring from clouds and network domains to support the decision-making stage. They declare that 
such system ensures the setup and update for service function chains within few seconds.

Therefore, MSA with related optimization algorithms can significantly improve the performance when 
decomposing mobile AR as chained microservices. However, the above discussion mostly focused on 
achievable performance rather than the inherent network management complexity that such decomposi-
tion of the service and the application of microservice frameworks might entail. We try to shed light on 
that important aspect in the next Section.

CHALLENGES OF MICROSERVICES

Undeniably, several key challenges arise when deploying granular microservices and the most significant 
ones are listed and briefly explained below following discussions (Chowdhury et al., 2019; Munaf et 
al., 2019):

·  Interactions: it does not only mean the communication among microservices but also includes cli-
ents. As illustrated by Figure 9, too many requests from users may lead to a serious congestion in 
the network. Thus, a balance should be achieved between the simplicity of client-side software and 
extensive implementation of microservices at edge nodes. An adapted traffic forwarding strategy 
should be proposed based on the amount of data, the frequency of exchanges (e.g., based upon 
duty cycle management procedures in IoT environments) and latency constraints. In addition, the 
entry module and the workload of microservices should be carefully considered to avoid potential 
risks of overloading.

·  Deployment and resource allocation: It is about placing VNFs and allocating sufficient resources 
to meet QoS requirements. Even for a static scenario of this problem (without user mobility), the 
complexity grows in a rather (high degree) polynomial manner. The underlying complexity of this 
problem is illustrated by Figure 10; this toy example illustrates the number of possible configura-
tions (in this case 24) in the case of 4 CPU cores, 3 possible utilization levels and 2 memory al-
locations (4x3x2). It is evident that as the level of granularity increases the complexity increases 
substantially (cubic degree of polynomial) and therefore suitable mechanisms should be in place 
to allow for an autonomous operation that can allow efficient decision policies to be implemented. 
On that frontier, data-driven based Machine Learning (ML) -based algorithms are regarded as 
solutions with significant potential that will allow managing such complex interactions in both 
near-optimal manner as well as providing decision making in real time which is amenable for real 
time implementation.
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·  Transactions and security: Data ownership should be clarified and data exchange among microservices 
and distributed databases should be carefully managed to ensure ACID (Atomicity, Consistency, 
Isolation, Durability). An example transaction process with security requirements is shown below 
in Figure 11. The service is first ordered by microservice module “B”. Then module “A” manages 
the booking of related items and sends data to module “C” for final payment. If any errors (or ex-
ceptions) are spotted during this process, mechanisms like rollback are triggered. Thus, the usage 
and transmission of data should be recorded and monitored by specialized modules. Such feature 
can be naturally applied in ML-based designs which requires empirical records to provide reliable 
predictions and suggestions.

·  Service discovery: It is necessary to find the appropriate microservice instance for a certain request, 
especially in a large and complex infrastructure. The suitable path and availability of a certain func-
tional entity should be recorded and updated. Similarly, path-planning problem is closely related to 
service deployment and resource allocation. ML-based designs seem to have advantages in find-
ing good-quality paths approaching to optimal ones within the service l atency limit. A standard 
component (and communication protocol) is recommended to register all microservices with their 
location and status in a dynamic fashion.

Figure 9. Direct interactions from Users to Microservices (Munaf et al., 2019)
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·  Operations, Administration and Maintenance (OAM) framework: Overall OAM requirements and 
especially solutions for monitoring, tracking and checking the performance of an ordered chain 
of different virtualized functions is another open-ended area. Within IETF an OAM framework 
for service function chaining has been defined and several key gaps are identified (Aldrin et al., 

Figure 10. Complexity of Microservices Problem via a toy example

Figure 11. Example Transaction Process (Munaf et al., 2019)
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2020). In terms of monitoring packets can be placed on different paths and potential lag, or attain 
slow response resulting in the degradation of the entire system. Active monitoring modules (e.g., 
Circiut Breaker) are recommended, which are also useful to address transaction and security issues.

·  Fault tolerance: The MSA should keep consistency of transactions during the recovery from failures 
within milliseconds. A proper mechanism including appropriate warning messages and redirection 
is required to handle partial failures to avoid the ripple effect (disabling the whole system).

TAMING COMPLEXITY VIA MACHINE LEARNING (ML)

As already eluded in the previous section, tackling network complexity issues for provisioning granular 
advanced services under microservices architectures raises several challenges. Leveraging ML techniques 
on MSA, such as neural networks or reinforcement learning, are considered to have the potential to solve 
problems in this area. Till now, several ML-based solutions are proposed with improved prediction 
capabilities, flow path management and resource allocation features (Bianchini et al., 2020). However, 
the best way to use ML to address these issues remains unclear. Several typical examples applying ML 
are described and discussed in the following to identify techniques and related designs with promising 
potential.

Predicting different network states has been one of the key applications of utilizing data collected from 
logs and traces. According to Zuo et al. (2019) and their figure (Figure 12), network paths are treated as 
sequential data to construct a sequence-to-sequence model, in which source input and target paths 
are treated as a sequence of nodes. An attention mechanism oversees the data collection to compute a 
relevant path from input sequence to target sequence based on empirical records (summarized as con-
text vector). The proposed beam search can avoid the sinking in a local optimal solution and further 
explore global optimal solutions. With the support of deep learning techniques for traffic engineering 
purposes (neural networks and Natural Language Processing sentences analysis), the proposed technique 
manages to achieve an efficient network-level path. Furthermore, numerical simulations reveal that such 
data-driven path planning techniques shows advantages in delay and throughput in both congested and 
non-congested conditions. Thus, predictions can be generally accurate and useful for network operation 
with reliable empirical data.

As pointed out by Jalodia et al. (2019), a model applying Deep Reinforcement Learning (Deep Neural 
Network, DNN) can also provide resource predictions in dynamic NFV environments. Multiple agents 
spread over the network and provide their asynchronous observations of the network to reinforce their 
learned policy and hence can achieve optimized prediction output. According to the design shown in 
Figure 13, DNN algorithms in the Deep Reinforcement Learning (DRL) agent work as a non-linear 
approximators that provides an automated dynamic scaling solution for resource allocation purposes 
and has advantages in dealing with large numbers of outcomes and impacts over time (Jalodia et al., 
2019). Based on these predictions, their model then moves to an optimum learned stage that optimizes 
provisioned resources and takes scaling action on the actual 5G infrastructure.

Among the above two solutions, ML algorithms are integrated as isolated modules (Encoder/De-
coder by Zuo et al., 2019; DRL Agent by Jalodia et al., 2019) to provide predictions and suggestions for 
the decision-making stage. Such modules do not directly interfere with the deployment, allocation and 
configuration of NFVs, which is computationally friendly and enhances the overall independency and 
flexibility. However, because these algorithms generate solutions based on records and work separately 
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from the SFC, they are not able to validate their solutions immediately; in addition to that, this might 
cause potential risks like path non-connectivity and low generalization accuracy (Zuo et al., 2019; Jalodia 
et al., 2019). Extra prevention or re-computation mechanism are applied to increase stability and fault 
tolerance. This indicates that the ML module can enhance the performance and provide a data-driven 
decision framework. However, note that several functionalities need to be supported, at the cost of ag-
gravating the overall complexity of the system.

As a result, some recent research efforts tried to combine the ML mechanism directly with contain-
ers or SDN controllers. An orchestration framework Pick-Test-Choose (PTC) is proposed by Nath et 
al. (2019) with an iterative reinforcement learning algorithm (Bayesian Optimization). Different from 
previous ones, this research directly deploys the algorithm on the edge cloud controller (IoT controller, 
control devices using fog computing) to solve the micro-service allocation problem. Thus, by monitor-
ing and predicting resource availability and workload characteristics, the framework picks a suitable 
fog device and gives it a try to see if the actual result satisfies the expectation. This process validates 
the solution before using it and makes their learning algorithm more adaptive to the environment. As 
shown in Figure 14, the edge cloud controller manages the offloading and edge cloud devices manage 
computation and storage related to the service (Nath et al., 2019). Inside the controller, the Application 

Figure 12. Schematic structural view of the sequence-to-sequence model (Zuo et al., 2019)
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Mapper maps requests to its target application and the application is decomposed into microservices by 
the Microservice Organizer. The Microservice dispatcher together with the Statistics Collector identi-
fies a suitable placement for microservices. When the controller finds out an improved solution through 
the adaptive learning algorithm, the Microservice Migration Engine will rearrange microservices on 
the so-called fog devices. The Sensor and Actuator enables interactions between microservices in con-
tainers. Therefore, their orchestration framework can make full use of prior observations and posterior 
distributions from iterative experiments. This is also supported by their simulation results which shows 
significant gains in average memory and CPU usage. In addition, the performance of their design in 
average bandwidth and response time is also slightly better than other baseline schemes. This advantage 
is more obvious in larger and/or more congested network settings.

Direct integration of ML on container or controller does simplify the overall structure and hence 
decreases the cost of communication and deployment. However, this also indicates that each different 
application should come with a set of modules to be hosted in the controller, which leaves the controller 
a heavy burden of interaction, computation and storage. As argued by Nath et al. (2019), although the 
number of applications deployed in such centralized framework has an upper limit, this can be enlarged 
through techniques like paralleling. Thus, as mentioned earlier, the most efficient way of applying ML 
techniques on microservices still remains a significant challenge and an open-ended research problem.

FINAL REMARKS AND CONCLUSION

The provisioning of advanced services such as multi-modal augmented reality via a granular VNF-based 
microservices approach with edge cloud support provides significant benefits but those gains come with 
several challenges that need to be considered and further investigated.

The aim of this chapter is to shed further light and to provide a holistic view on the aspects of ad-
vanced service decomposition, the applicability of granular microservices frameworks and on promising 
ways to curb the underlying network complexity by utilizing emerging machine learning techniques. 
More specifically, it has been argued that even though microservices architectures have proved to be an 
efficient network structure for advanced 5G applications like mobile augmented reality, however, issues 

Figure 13. Architecture of DRL agent’s interaction with NFV Service Function Chain (Jalodia et al., 2019)
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related to service decomposition, path-planning and resource allocation still require further research. To 
this end, machine learning techniques have the ability of adapting to an evolving network environment 
and to provide dynamic predictions and suggestions. Therefore, efficient integration of ML with MSA 
should be further explored not only to master network complexity but also to boost the efficient realiza-
tion of advanced services and applications such as mobile augmented reality.
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KEY TERMS AND DEFINITIONS

Augmented Reality (AR): It integrates virtual objects into 3D real world based on computer per-
ceptual information.

Microservices Architecture (MSA): It is an SOA structure that decouples, arranges, and manages 
service functions in a fine-grained manner with lightweight protocols.

Mobile Edge Cloud (MEC): It constructs a distributed service environment and enables cloud 
computing capabilities at the edge of a network, which is closer to the user.

Monolithic Architecture (MA): A software structural design that builds the system as a single unit.
Quality of Service (QoS): A measurement of the overall performance of a system or a service. In 

networking, it also includes traffic prioritization and resource reservation control mechanisms.
Service Function Chaining (SFC): An ordered set of abstract service functions (SFs) and ordering 

constraints that must be applied to packets, frames, and/or flows selected as a result of classification.
Service Oriented Architecture (SOA): An independent and self-contained software structural de-

sign where application components provide services to other ones through pre-defined communication 
protocols.

Virtual Network Functions (VNF): Network functions are virtualized into building blocks (chain 
together) to provide services and consist of several Virtual Machines or other containers.

ENDNOTES

1  VNF hosting on containers are available – at the moment – only in Windows, Linux and Solaris 
OS.

2  Using for example OpenStack for VMs and Kubernetes for containers; even though this hybrid 
approach might entail difficulties in the overall network resource management.
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ABSTRACT

A diversity of technical advances in the field of network and systems virtualization have made it possible 
to consolidate and manage resources in an unprecedented scale. These advances have started to come 
out of the data centers, spreading towards the network service provider (NSP) and telecommunications 
operator infrastructure foundations, from the core to the edge networks, the access network, and the cus-
tomer premises LAN (local area network). In this context, the residential gateway (RGW) constitutes an 
ideal candidate for virtualization, as it stands between the home LAN and the access network, imposing 
a considerable cost for the NSP while constituting a single point of failure for all the services offered to 
residential customers. This chapter presents the rationale for the virtual RGW (vRGW) concept, provid-
ing an overview of past and current implementation proposals and discussing how recent technological 
developments in key areas such as networking and virtualization have given a competitive edge to a 
RGW virtualization scenario, when compared with traditional deployments.
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INTRODUCTION

As access networks evolve towards Fiber-To-The-Premises (FTTx) network topologies but also cable 
(considering the increase of up and downward speeds brought by DOCSIS 3.1 (CableLabs, 2014) de-
ployments, and the considerable upstream increase with the current DOCSIS 4.0 specification (currently 
finished as 2020), to be deployed in the near future (Cablelabs, 2020)). Digital Subscriber Line (DSL) 
has been progressively phased out, with some providers discontinuing the service for new customers in 
2020, while maintaining the service only for existing ones (Brodkin, 2020). This trend spells the end 
of an era, where the decline of the old copper-based last mile approach with separated vertical service 
infrastructures gave room to a converged service delivery model, with operators rethinking their service 
offerings in order to reduce costs and improve manageability, going well beyond the obvious performance 
benefits of upgrading the physical transport infrastructure.

Despite the evolution of access networks in terms of its role and underlying physical transport technolo-
gies, some components of the legacy access network model still persist, maintaining or even increasing 
their critical role in modern infrastructures. The Residential Gateway (RGW) is one of those components. 
Considering the present technology developments, the RGW starts to look like an anachronism, as it 
is a device that mostly embodies the legacy access network model, which remained almost unchanged 
until today. As such, there is an opportunity to ponder alternative approaches. It is obviously impossible 
to completely remove the RGW physical device from the customer premises, since it will always be 
necessary to connect the terminal devices (computers, set-top-boxes, telephones, smartphones, etc.) to 
the access network. Yet, there is a whole array of RGW features that can be removed from the physical 
RGW and that can be hosted within the operator’s infrastructure, thanks to advances in virtualization, 
traffic steering, and access network technologies.

Virtualization technologies have become one of the main driving forces behind the evolution of the 
Network Service Provider (NSP) infrastructures, also proving instrumental for the introduction of hope-
fully cost-effective services to end-users, thereby leveraging the return on investment in the infrastructure. 
This evolution is progressively outgrowing the scope of the data center or the core network, as virtualiza-
tion reaches towards the edge of the infrastructure and into the access network (Xia, Wu & King, 2013). 
From this perspective, outsourcing some RGW functionality may appear as a possible application of 
virtualization techniques potentially contributing to the consolidation and scaling of resources. From 
this perspective, the vRGW (Virtual RGW) is presented as a logical next step for the evolution of RGW.

Developments in terms of Network Functions Virtualization (NFV) and Software-Defined Network-
ing (SDN) have prompted the industry to start developing standards, specification and companion solu-
tions to incorporate their benefits within NSP infrastructures. Examples such as ETSI’s Open Source 
MANO (OSM) software stack (which is aligned with ETSI’s NFV standardization effort), have pushed 
the industry to adopt standard software pieces to implement virtualized RGW functions.

This chapter was originally published in (Cruz et al., 2015), focused on our own proposal for imple-
menting the vRGW. Now, we revise and update it in order to reflect the considerable evolution of the 
vRGW concept – based upon the development of new standards and virtualization technologies – over 
the past few years. The chapter is organized as follows: we start by analyzing the rationale for virtual-
izing some RGW features, the key technologies used for their implementation in particular, such as the 
infrastructure requirements and coexistence with the legacy RGWs. Next, we present the evolution of 
vRGW proposals, by detailing current proposals from the academic field, standardization initiatives, and 
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industry. We also identify and discuss the technological enhancements that strengthen the feasibility of 
the vRGW. Finally, we conclude the chapter by discussing the forthcoming developments of the vRGW.

The Case For Virtualizing The RGW

The expansion of high-speed broadband access networks, with an increasing growth in the number of 
connected households was one of the key factors that enabled a new breed of services, such as converged 
“n-play” offers or cloud-based services that are contributing to displace traditional split-medium commu-
nication and service delivery models in favour of an everything-over-IP approach (Royon, 2007)(Smedt 
et al., 2006). In line with those developments, the residential Local Area Network (LAN) ecosystem has 
evolved to become an environment where devices as diverse as PCs, set-top-boxes, VoIP (Voice over IP) 
telephones, smartphones, media players, smart TVs, and storage devices cohabitate, providing access 
to a wide range of services to broadband customers. In fact, evolution has moved the role of the NSP 
towards a service-centric model where the RGW plays a crucial role, since it is placed at the intersection 
of three domains: connectivity delivery, services, and the customer environment (Figure 1).

Standing on the customer premises, RGWs are standalone devices based on embedded system plat-
forms that interface between the home network and the access network. The main role of these platforms 
hasn’t significantly changed over time. RGWs typically support capabilities such as DNS (Domain Name 
Service), DHCP (Dynamic Host Configuration Protocol), NAT (Network Address Translation), routing, 
firewalling, and wireless connectivity. RGWs also provide direct support for added-value services such 
as IPTV – IGMP/MLD (Internet Group Management Protocol/Multicast Listener Discovery) proxying 
(Cain et al., 2002) and Virtual Channel Identifier/Virtual Local Area Network (VCI/VLAN) management 
– and SIP (Session Initiation Protocol) proxies (Rosenberg et al., 2002), and/or analog terminal adapters.

While the current RGW deployment model is still successful, it is heavily influenced by the nature of 
current service distribution models and, until recently, by the limited IPv4 address space – meanwhile, 
most operators have triggered migration plans, leading to the provisioning of IPv6 connectivity services 
that partly rely upon the assignment of an IPv6 prefix to the RGW. Besides, it may represent a significant 
burden for the operator in some contexts, due to several reasons.

To begin with, the RGW device is relatively expensive, representing an important share of the ini-
tial deployment costs. But initial acquisition costs are only part of the equation, as RGWs are a single 
point of failure, deployed right at the perimeter of the customer premises network. Malfunctioning or 
misconfigured RGWs may amount to a significant financial penalty for NSPs, both in terms of manage-
ment, logistics (including on-site maintenance, in extreme cases) and customer loyalty. This situation is 
aggravated with consolidated service scenarios such as triple-play or quad-play, as the failure of a single 
RGW may lead to a complete media blackout in the household.

Additionally, the RGW can be an obstacle for remote diagnostic and troubleshooting of home LAN 
devices (e.g., SIP phones or set-top-boxes) in order to solve problems within the customer LAN. For 
instance, the management/diagnostics interfaces for certain devices within the home LAN may not be 
directly accessible without configuring port mappings on the RGW because of the presence of NAT for 
IPv4 or firewall pinholes for IPv6. The RGW might be an obstruction even for service introduction, as 
the time to market is often dependent on the device manufacturer to introduce new services which may 
depend on RGW capabilities (such as CPU or memory size) – this is often aggravated by the subsequent 
need to remotely upgrade thousands or millions of devices. In extreme cases, operators might be forced 
to consider mass replacement of RGWs to support new services, as they have reached the end of their 
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lifecycle and cannot be further upgraded or simply because they have become too limited in terms of their 
embedded platform capabilities. Furthermore, there is no uniform service set that an RGW vendor can 
integrate within some sort of “universal” device for all NSPs. Moreover, it is difficult for an operator to 
keep a homogeneous set of RGWs as even a single model from a single vendor may have minor firmware 
and hardware revisions. These might gradually compromise uniformity and hamper troubleshooting and 
management operations. For example, even small hardware differences between revisions of the same 
RGW model, such as smaller flash memory, may impose limitations from one model to another. Other 
factors that can contribute to a heterogeneous set of RGWs are incompatibilities between firmware and 
hardware versions, the existence of heterogeneous feature sets between different models the risk of 
firmware upgrades (troublesome for a single RGW and even more dangerous for a mass roll-out) that 
depend on vendor-specific procedures or the management of different device data models.

Finally, there is IPv6 migration. IPv6 provides network transparency as a side benefit: unlike the classic 
IPv4 NAT scenario, where it is difficult to properly identify a device within the customer premises, IPv6 
devices can be assigned Global Unicast Addresses, enabling network and content providers to deliver 
services to specific devices. The introduction of the vRGW, may eventually contribute to streamline and 
optimize scenarios where dual-stack coexistence is a reality, by changing the traditional role (and even 
placement) of the RGW that was inherited from the IPv4 era.Considering this situation, it is attractive 
to investigate alternative approaches in order to overcome or at least soften these problems. It is obvi-
ously impossible to completely remove the RGW device from the customer premises: it will always be 
necessary to connect terminals (e.g., computers, set-top-boxes, telephones) to the access network. Yet, 

Figure 1. The RGW role across different NSP service models
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according to ETSI’s Network Functions Virtualization Industry Specification Group (NFV ISG) (Lee 
& Ghai, 2014), several functions currently hosted by the RGW can be moved to be hosted within the 
operator’s infrastructure, thanks to advances in virtualization and access network technologies, such as: 
DHCP Server, IPv4 NAT, NAT64, PPPoE client for BRAS/BNG connectivity or Application Level Gate-
ways; firewall, Intrusion Prevention System, parental control, port mapping or Virtual Private Network 
Server and Web GUI, BBF CPE WAN Management Protocol (CWMP/TR-069) (Wich & Blackford, 
2020), Universal Plug and Play (eventually excluding the Internet Gateway Device profile, since its 
virtualization raises security issues), and Statistics and Diagnostics capabilities. In line with this, (Lee 
& Xie, 2014) and the BBF (Minodier et al., 2016) (Insler, 2017) defined a set of use cases that vRGW 
architectures can address:

• Local QoS (Quality of Service) policy enforcement: the NSP must provide an interface for users 
to configure local QoS policies in the same way as offered by a conventional RGW.

• Personal firewall policy: the NSP must provide an interface for users to configure local firewall 
rules in the same way that is possible with a conventional RGW.

• NAT policy: port forwarding and other NAT features must be accessible to the end-user.
• IPv6 transition techniques: as almost all IPv6 transition technologies require some functions sup-

ported by the RGW – virtualizing this functionality can relax the requirements to be addressed by 
the RGW.

• M2M (Machine-to-Machine) gateway service: the vRGW must provide the same functionality as 
the M2M gateway of a legacy RGW. As such, the NSP must provide an interface for M2M device 
provisioning and application management, to provide services to the users.

• Local storage: RGWs often support local mass storage functionality for personal contents. The 
NSP might offer a similar functionality to the end-users (the BBF CWMP TR-140 (Kirksey, 
2017)).

• VPN (Virtual Private Network) service: RGWs provide a VPN service for remote access (IPsec, 
Point-to-Point Tunneling Protocol (PPTP), Layer 2 Tunneling Protocol (L2TP), etc.). The NSP 
must be able to provision and manage a VPN service for users.

• The extension of the customer premises LAN (implied by the vRGW concept) to the operator 
domain can be instrumental for providing a new experience of browsing private and public sites, 
possibly using DLNA-like (DLNA, 2016) protocols for that purpose.

• Event notification: as virtualization moves some functions of the RGW outside the customer 
premises, it becomes tightly coupled with the NSP infrastructure. The RGW must be able to gen-
erate notifications. The CWMP protocol has the potential to play an important role (as it supports 
notifications.

Also, both (Xia, Wu & King, 2013) and (ETSI NFV002, 2014) document a set of requirements that 
must be satisfied to virtualize RGWs, as they raise several challenges regarding aspects such as band-
width or computing resources:

• Scalability: functional migration from home devices (such as the vRGW) to the NSP infrastruc-
ture implies a considerable number of virtualized instances to be supported. This might raise scal-
ability issues related with aspects such as: resource management, network bandwidth, fault detec-
tion and troubleshooting, among others. With estimations for the number of virtualized instances 
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going up to hundreds of thousands (ETSI NFV002, 2014) (Dustzadeh, 2013), an implementation 
of a VM-based vRGW is therefore likely to consume significant resources. As such, in order to 
manage cost and scale, an effort must be made towards the maximization of the number of virtu-
alized instances and devices supported on a limited number of CPUs – this also calls for service 
consolidation to network-located functions, horizontally scaled with server pools (such as DHCP 
servers) instead of using full virtual instances, but this also raises the problem of coordination as 
customer resources become scattered over different places – a question addressed by the next item.

• Service dynamics and elasticity: it must cope with the dynamics of the end user’s applications 
and services, driving the virtual service node to be able to accommodate (through an alteration 
of topologies or functions). Also, the need for orchestration of scattered customer services means 
that the required per-user functionalities must be adequately instantiated, on-demand. Elasticity is 
also a key feature, as the ability for meeting demands depends on the capability to scale hardware 
resources as needed;

• Management and orchestration: regarding management, there are two perspectives to be consid-
ered – users and operators. Users do not want to relinquish a certain amount of control over their 
CPE devices, even if they are virtualized – this calls for some sort of “shared management” ap-
proach in which the CPE can be jointly shared by the end-user and the NSP that could eventually 
evolve towards some form of multi-tenancy, involving third-party content and service providers. 
As for operators, there are service coordination challenges when some functions are embedded 
in the vRGW while others are in the network (e.g., ACLs, security filtering rules): an example is 
documented in the BBF NERG proposal as well as in the split-box documents (Lee & Xie, 2014). 
These approaches do not account for the scalability, availability or security issues yet. Such issues 
arise with the decoupling of the data plane and the control plane with the use of an SDN protocol 
to carry policy-provisioning information in-band. This also calls for the integration of existing 
management and OSS technologies in the new management approach, in order the cope with the 
lifecycle management and orchestration of software and virtualized functions as well as the infra-
structure resources needed to support them – in this perspective, automation is also a vital feature 
to enable flexible and cost-effective, on-demand, operations;

• Stability, resiliency and continuity: service continuity and reliability during network or access 
link failures will remain a critical requisite. This means that the impact of service disruption must 
be limited, by avoiding single points of failure in the vRGW design (and also in the supporting 
infrastructure).

• Component portability: enabling the capability to load, execute and move software functions 
across different data centers. This is key for vRGW component migration (for instance, allowing 
components to move to a PoP closer to the customer geographic area) or recovery, but also to ease 
the introduction of VNFs or virtual components from third-party providers.

• Security: the evolution towards a vRGW model must not compromise the home environment 
security. Also, the evolution towards a virtualized environment might expose the operator and/or 
customer to external attacks not foreseen or unlikely in legacy infrastructures;

• Energy efficiency: large scale virtualized infrastructures must be designed according to energy 
efficiency requirements. This transcends the data center energy efficiency issues (that are also 
important for the vRGW), also including the network infrastructure. For instance, in a vRGW em-
bedded within an OLT or a BNG, there is a need for supplying power to new service cards, as op-
posed to the classic RGW model, where the customer supports the costs. While such costs might 
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depend on several factors such as the specific characteristics of the deployment, the design of the 
support hardware and the specific characteristics of each site (power supply availability, reachabil-
ity, etc.), the consolidation benefits should account for a significant part of the additional expense. 
As an example, properly implemented power management and balancing within the same device 
(such as an OLT) can ensure that the vRGW cards sharing the same backplane can consume less 
energy than the corresponding standalone RGW devices, and even if the energy costs are to be 
spread among costumers, it may amount to a negligible monetary overhead;

• Coexistence between virtualized and legacy infrastructure components must be ensured. This will 
be discussed in more detail in the next section.

• Improved Quality of Experience (QoE): the end-user QoE must be significantly improved, as it is 
a driving factor for the acceptance and introduction of virtualized technologies, even if the end-
user might be unaware of the existence of the vCPE. This can be achieved by improving existing 
services (such as with cloud gaming which benefits from improved latencies) and through the 
introduction of new, value-added services, discussed in the next point.

• Optimize the delivery of Value-Added Services (VAS): one of the key points for the vRGW pro-
posal is the ability to deliver VAS in a flexible manner. The vRGW must improve the ability to 
deliver VAS per customer and/or per device in the home, providing enough flexibility to add new 
VAS from a self-care portal, for instance. The vRGW must ease the introduction of shared ser-
vices such as parental control, advanced firewall, intrusion detection systems or antivirus, which 
can be shared among customers. This may also reduce the overhead for VAS operation and main-
tenance, with an impact on OPEX.

Future developments of the vRGW use case must seriously address these requirements in order to 
succeed, by leveraging a wealth of potential benefits in terms of CAPEX, OPEX and flexibility. One 
of the use cases benefits from the extension of the customer premises LAN up to the operator domain, 
something that may raise concerns about the possibility of eavesdropping, identity spoofing and DDoS 
attacks coming from malicious individuals or entities.. Nevertheless, this risk already exists with current 
setups, where the operator remotely manages the physical RGW (which might be used for illegitimate 
probing). Either with vRGWs or physical RGWs, security concerned users might opt to hide the home 
network behind an additional level of NAT/firewall – still, this is only true for network traffic that is 
restricted to the LAN boundaries, because every other network flow must traverse the NSP boundaries, 
where it can be monitored. For the latter case, end-to-end encryption may be the only available choice 
for privacy-concerned users.

There are several proposals describing how the vRGW might be actually implemented, differing on 
several aspects related to implementation, supported use cases and deployment. The next section discusses 
and analyses several proposals for vRGW implementation, as well as the work that is being developed 
within standardization bodies such as the BBF, ETSI, Eurescom, or the IETF.

VRGW: One Concept, Several Perspectives

The evolution towards the virtualization of some of the RGW functions started with the first attempts 
to virtualize generic network router devices (Egi et al., 2007) and (Egi et al., 2010) proposed a solution 
for RGW virtualization using the Xen Hypervisor (Barham et al., 2003), together with the click modu-
lar router and XORP extensible router platforms. An approach for virtual router migration scenarios 
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on Xen hosts was studied in (Pisa et al., 2010). The possibility of network performance penalties with 
virtualization network appliances was discussed in (Bazzi & Onozato, 2011) and (Zeng & Hao, 2009). 
And a solution for implementing distributed firewalls using virtualized security appliances was proposed 
in (Basak et al., 2010)

Later on, and specifically for mass RGW virtualization, the Eurescom Project P2055 (Abgrall et al., 
2011) documented (and probably one of the first coordinated approaches to the problem from an opera-
tor standpoint) three alternative scenarios to remove the physical RGW from the customer’s premises. 
These scenarios claim to optimize operator’s Capital Expenditure (CAPEX) and Operational Expenditure 
(OPEX):

1.  Pushing most of the RGW functionalities to the access nodes such as the BNG. This approach 
places packet processing capabilities close to the customers and distributes traffic load across 
several geographically disperse nodes. However, it requires massive hardware upgrades of access 
nodes and it also fragments computing resources across the operator network, thereby increasing 
complexity and costs.

2.  Integrating RGW functionalities in the BNG, keeping the network design unchanged (unlike the first 
scenario). However, as BNGs are not expected to support massive RGW virtualization, hardware 
upgrades, the distribution of computing resources across BNGs would be needed.

3.  As a standalone network element (NE) located somewhere in the operator’s metro network. This 
scenario has the advantage of not interfering with already-deployed network elements but it in-
troduces a new hardware component in the NPS’s network with inherent costs and maintenance 
requirements.

(Da Silva et al., 2011) discusses several alternatives to physical RGW replacement, embedding capa-
bilities on the access node (OLT) and decoupling Authentication, Authorization and Accounting (AAA), 
DHCP and NAT functionality. Some approaches, as those suggested by some Tier-1 equipment provid-
ers (Dustzadeh, 2013) favor the introduction of vRGW line cards in the OLT, like Huawei’s MA5600T 
OLT (Huawei, 2010) (which also integrates the aggregation switch and edge router functionality) – this 
technology was evaluated by Telefonica in 2013 (Figure 2).

Figure 2. vRGW integrated within the OLT (simplified diagram)
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Telefonica was also involved in another development of the vCPE concept, together with NEC (Mat-
sumoto, 2013) which provides virtualization of RGW capabilities, using SDN and NFV technologies, 
moving RGW features to the edge and core data centers, which led to the organization of trials in Brazil 
in 2014 and 2015 (Palancar et al., 2015) .

While those proposals paved the way for the first discussions on the vRGW concept, the introduc-
tion of new technologies, discussed in the next subsection, have sparked the interest in the concept as 
they bridge the missing gaps with existing operator infrastructures, providing much needed flexibility.

Introducing NFV and SDN

Nevertheless, as network applications and services scale and evolve (not only in terms of capacity 
requirements, but also in complexity), they impose an added burden to the supporting NSP infrastruc-
ture. From this perspective, NFV (Chiosi et al., 2012) (Chiosi et al., 2014) (Mijumbi et al., 2016) is a 
significant development that facilitates the creation of on-demand network services – acting standalone 
or be set up in a Service Function Chain (SFC) (Halpern & Pignataro, 2015)– that is composed of VNF 
(Virtualized Network Functions, such as NAT, DHCP, BNGs, Firewalls, among many others) functions, 
hosted in Virtual Machines (VM).

The use of NFV to deploy network functions ambitions to lower both CAPEX and OPEX. Addition-
ally, NFV can change the service design approach. Some services may currently take some time to be 
delivered (from weeks to months). With NFV that time can significantly be reduced to a few days (Lemke, 
2015). In addition to quick deployment, NFV flexibility (to the extent allowed by specific implementa-
tions) also allows for targeted and tailor-made services (Han et al., 2015).

The NFV vision attempts to decouple network resources from the network function by conceiving an 
end-to-end service as an entity that can rely upon the deployment of what ETSI calls Forwarding Graphs 
(FG, which is a concept that is equivalent to the Service Function Chaining concept documented by the 
IETF. The major difference between FGs and SFCs is that the latter can combine VNFs and PNFs unlike 
the former.). FGs are thus service function chains composed of several VNF instances. Service Func-
tion Chaining is a technique that facilitates the enforcement of (service-inferred) differentiated traffic 
forwarding policies within a domain. Figure 3 shows an example of an FG with the virtualized function 
that packets will go through. In this example, the packets will go through an Intrusion Prevention System 
(IPS), Load Balancing, Firewall and finally Policy and Licensing.

Forwarding graphs chain VNFs together to define services. VNFs are interconnected through the 
logical links that are part of a virtualized network overlay, which can be deployed by means of SDN 

Figure 3. NFV Forwarding Graph example

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



281

Revisiting the Concept of Virtualized Residential Gateways
 

techniques (next discussed) or technologies such as VLANs (IEEE 802.1Q, 2011) or MPLS Pseudowires 
(Bryant & Pate, 2005), as depicted in Figure 4).

The Physical Network Functions (PNFs) that are embedded in network devices (can also be involved 
in an SFC. A virtualization layer abstracts the physical resources (computing, storage, and networking) 
on top of which the VNFs are deployed and implemented – the support infrastructure for such resources 
is the NFV Infrastructure (NFVI), which may be spread across different physical locations, called Points 
of Presence (NFVI PoPs).

ETSI’s NFV architectural reference framework is depicted in Figure 5. It is composed of several 
functional modules: the Network Function Virtualization Infrastructure (NFVI), providing the virtual 
resources (using COTS hardware, accelerators and a software-based virtualization layer) which support 
the VNFs; the Virtual Network Function domain, where the software implementation of VNFs reside 
(VNFs can be hosted in Virtual Machines, for instance) which run on top of the NFVI, also including the 
corresponding Element Management Systems (EMS) to ease its integration with existing Operations 
Support Systems and Business Support Systems (OSS/BSS), whenever applicable; the NFV Manage-
ment and Orchestration (MANO or M&O) domain deals with the orchestration and the lifecycle 
management of physical and/or software resources that support the virtualization infrastructure and the 
lifecycle management of VNFs, as well as the service that relies upon the VNFs.

The MANO domain focuses on the virtualization-specific tasks for the NFV framework, being com-
posed of the following components: The NFV Orchestrator, which is responsible for the lifecycle man-
agement of network services across the operator’s domain (data centers included); the VNF Manager(s) 
deals with the lifecycle management for the VNF instances and the Virtualized Infrastructure Manager 
(VIMs), which are responsible for NFVI computing, storage and networking resource management.

Figure 4. NFV end-to-end service with VNFs (adapted from (ETSI NFV 002, 2014))
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The entire NFV framework is driven by a set of metadata describing services, VNFs and Infrastructure 
requirements, feeding the MANO with the needed information about the resources it has to manage. This 
means that different resource providers (e.g., a VNF provider or an Infrastructure component provider, 
such as an hypervisor) can provide components for specific frameworks, provided they implement the 
APIs and comply with established data models. This architecture also considers the relationship with 
the existing OSS/BSS, by defining their interfaces with the corresponding NFV domains.

The standardization efforts conducted by ETSI results in the NFV reference architecture framework, and 
also led to the chartering of ETSI’s OSM (Open Source Mano) project (ETSI OSM, 2016). This project 
involves several industry players and as aims at specifying an end-to-end network service orchestrator 
(E2E NSO) within an open-source management and orchestration (MANO) framework and the use of 
ETSI NFV information models. BBF has also worked on the use of NFV in Multi-Service Broadband 
Networks (MSBN) through the architectural framework to facilitate the incremental deployment of NFV 
in MSBN, documented in TR-359 (Carey, Thorne & Allan, 2016).

Figure 5. ETSI NFV reference architecture framework, based on (ETSI NFV 002, 2014)
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As part of the Linux Foundation, ONAP (Open Network Automation Platform) is an open-source 
project that released its first version in the end of 2017. Its main objective is to provide an automation 
platform to manage and orchestrate resources and services.

SDN is an architecture that decouples the data plane from the control plane, with the aim of introduc-
ing network programmability. The Open Network Operating System (ONOS) is an example of a SDN 
controller (Berde, 2014). In an SDN infrastructure, the SDN computation logic (a.k.a. the SDN control-
ler)) controls and programs the network and its resources. This means that, for instance, the forwarding 
plane of network device (switch, router) can be dynamically reconfigured to address the service and 
application requirements. The decoupling of the data plane from the control plane is meant to facilitate 
the programmability of networks.

Several protocols can be used to forward decisions made by a SDN controller (e.g., resource alloca-
tion) to the components that will participate to the delivery and the operation of a service: IETF FORCES 
(Forwarding and Control Element Separation) (FORCES, 2014), which provides a reference architecture 
for programmable networks, OpenFlow (ONF, 2015), which is the result of a GENI project (Kaljic et al., 
2019), NETCONF, BGP-LS, COPS-PR. OpenFlow is a protocol that can be used in switched environments 
to populate the FIBs maintained by the switches (Latif et al., 2020). The P4 protocol (from Programming 
Protocol-independent Packet Processors) has algo gained considerable popularity as a SDN-oriented 
data plane programming language (P4, 2019). OpenFlow and P4 are different approaches, with one key 
difference being that P4 operates at a lower level, by programming the data plane – application-specific 
integrated circuit (ASIC) – of the networking devices. By comparison, OpenFlow assumes the switch 

Figure 6. ETSI OSM context in a service platform (OSM, 2020)
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supports more restricted functional semantics embedded in the ASIC, corresponding to the methods 
required to control it by means of OpenFlow flow-oriented rules. P4 operates independently from the 
network protocol, not being restricted to the available attributes standardized by OpenFlow (McKeown 
& Rexford 2016). Both OpenFlow and P4 can be used together.

NFV and SDN are complementary technologies: while the first attempts to optimize and streamline 
the deployment of network functions (firewalls, load balancers, etc.), the second targets the optimization 
of the network that supports connectivity services. In the ETSI model, SDN can play a decisive role to 
implement the network virtualization mechanisms that support the logical links of a service function 
chain in particular. SDN also addresses what ETSI calls the NFVI-as-a-Service use case: provide op-
erators with means to lease virtualized NFV Infrastructure resources to other operators, to deploy their 
VNFs in locations where they don’t have a footprint

Figure 7 shows an example of an OpenFlow SDN implementation for NFV, involving a service func-
tion chain established between two endpoints (“A” and “B”). This SFC includes VNFs that are deployed 
across two NFVI PoPs – the MANO can interface with an OpenFlow controller, through its northbound 
interface to instruct network devices on how to make forwarding decisions accordingly with service 
function chain-specific information carried in packets.

Figure 7. Example of an OpenFlow SDN implementation for a VNF service forward chain (adapted 
from (ONF, 2014)
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Edge Computing

When functions hosted in a physical RGW are virtualized, some of them raise specific requirements 
(such as latency). However, when deployed in core datacenters, some of those functions might not be 
able to fulfill those requirements. A possible option is to move these functions to a close-proximity 
datacenter located in the network edge, closer to the customer premises (in fact, other key components, 
such as DNS may have to be moved closer to the customer in order to meet more strict delays). This 
can reduce the latency between the function processing and the (home) device that uses this function. 
Edge computing has been a target of recent research as it can be used to address various markets, such 
as Internet of Things (IoT), services, immersive services based upon augmented reality (AR), etc. (Her-
nando et al., 2017). In some cases, these applications may experience severe service degradation when 
latency exceeds several tens of milliseconds. In a residential gateway scenario, the requirements for the 
virtualized functions will depend on the customer’s behavior in terms of service usage. For example, if 
a customer spends most of his/her time to browse the web, the requirements will be significantly dif-
ferent from those resulting from online gaming or live streaming. The latter expose a higher sensitivity 
to latency performance. To tackle this issue, frameworks capable of monitoring the resource require-
ments needed to satisfy customers’ requirements have been proposed, such as (Meneses et al., 2019b). 
These frameworks are capable of moving the functions from one datacenter to another to avoid service 
degradation due to performance values that do not comply with the contractual SLA, such as latency or 
processing capabilities.

Unsurprisingly, SDN, NFV, and other developments of network and system virtualization (such as 
commodity hypervisors and service function chaining techniques) are important for the vRGW concept 
to become a reality. As such, ETSI’s NFV ISG has proposed a Virtualization of Home Environment use 
case (Figure 8) (ETSI NFV002, 2014) that describes how a RGW (and even a Set-Top Box) might be 

Figure 8. ETSI NFV Virtualization of Home Environment use case (adapted from (ETSI NFV002, 2014))
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virtualized and migrated to the service platform located in the network, with benefits in terms of service 
simplification and integration.

In ETSI’s vision, the vRGW still provides private addresses to the home devices and mediates the 
delivery of services to home devices. However, its vision does not offer a precise description of how 
nodal or functional distribution might be undertaken within the NSP infrastructure. This is because the 
introduction of NFV into carrier environments is still under definition (except for cases such as the vir-
tual Evolved Packet Core – vEPC), with several organizations and standard bodies working to evaluate 
existing options and propose adequate solutions.

Also, the Broadband Forum has been working since 2012 on several standards regarding the use 
of virtualization technologies for home and business gateway architectures. A liaison letter sent to the 
IETF in 2014 (Alter, 2014) reported work in progress in these virtualization scenarios, that were already 
of interest to the IETF (Lee & Ghai, 2014) and (Lee & Xie, 2014). As a result, the BBF published two 
technical reports TR-317 (Network Enhanced Residential Gateway, NERG) (Minodier et al., 2016) and 
TR-328 (Virtual Business Gateway) (Insler et al., 2017). The conceptual model for the NERG (Figure 
9) explicitly follows an approach where the vG (virtual Gateway) is decoupled from the BRG (Bridged 
Residential Gateway). While the vG is in charge of service and network functions such as IP forwarding, 
routing, NAT, IP addressing, data plane functions still reside in the customer premises, e.g., in an Optical 
Network Terminal (ONT) that embeds an OpenFlow switch). Moreover, the NERG can make use of SDN 
(possibly based upon the use of OpenFlow) to make it control the BRG from the vG or another network 
controller. The fact that SDN protocol messages are carried in-band means that protection schemes 
may have to be implemented to ensure security, due to the increased exposure of the messaging flows.

With TR-317, BBF documents an analysis of several approaches to shift some of the functionalities 
of an RGW to the operator’s network, through the use of NFV and SDN technologies. The main goal is 
to ease the deployment, maintenance and evolution of both existing and new capabilities while simplify-
ing the RGW. TR-317 contemplates a series of nodal distribution scenarios (Figure 10), some of them 
reflect the Eurescom proposals, contemplating the deployment of the vRGW within the access node, in 
the BNG or in a data center/.

The BBF also introduces a new distribution model, called Hybrid boxing that splits the vRGW into 
two separate entities: the Service-vRG (which deals with services and SDN control) and the Network-
vRG (that deals with the forwarding plane). This approach leverages the power of SDN to implement 
policy-based forwarding of subscriber traffic.

Figure 9. The Broadband Forum NERG (adapted from (Minodier et al., 2016))
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Apart from the generic vRGW use cases already discussed, the BBF planned the NERG as a platform 
for leveraging the potential of commodity x86-based virtualization progress for redundancy, elasticity 
and availability, supporting a wide range of applications and services. In fact, the BBF sees this as an 
opportunity to push an application store model for vRGW – this component-based model is not entirely 
new, as the BBF already envisions such a business model in TR-157 (Carey et al., 2015), based upon the 
management of components for RGW-embedded execution environments, such as OSGi (OSGi, 2018).

Also, in 2013 the BBF started to work on SDN-based use cases and their mapping to the BBF network 
architectures TR-101 and TR-145 (Cui & Hertoghs, 2012), with the publication of WT-302 (Architecture 
and Connectivity of Cloud Services for Broadband Networks) and SD-313 (Business Requirements and 
Framework for SDN in Telecommunication Broadband Networks) documents. The BBF also looked 
into the concept of flexible service function chaining (also applicable to VNFs), as the study document 
SD-326 suggested (Alter & Daowood, 2014). Proposals from (Niu et al., 2014), (Quinn & Nadeau, 
2014), (Boucadair, Jacquenet, Jiang et. al., 2014), (Boucadair, Jacquenet, Parker et al., 2014) and (Jiang 
& Li, 2014) also support this idea, pointing towards the usage of complex service composition for the 

Figure 10. NFV end-to-end service with VNFs (adapted from (Insler et al., 2017))
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creation of value-added service propositions by the chaining of advanced functions besides basic routing 
or forwarding functions, firewalling, Deep Packet Inspection, NAT64, among others.

Also, (Lee & Ghai, 2014) and (Lee & Xie, 2014) proposed the virtualization of home services that 
contemplated an approach which decoupled the RGW in a manner that is similar to the BBF hybrid box-
ing nodal distribution model (Figure 11), as it splits the RGW functionality into a Virtual CPE Packet 
Forwarder (VPF) and a Virtual CPE Controller (VC). It also maintains a MAC bridging function in the 
customer premises, with no forwarding plane control capabilities, unlike the BBF NERG (such as an ONT).

The VPF is a network device that is optimized for packet processing, also including a northbound 
API for VC communications, to exchange information (ACL rules and QoS parameters, for example). 
The Virtual CPE Controller embeds the controller for the VPF, together with the Virtual Services (VS) 
available for the subscribers, and also stores user service subscription rules used to provide the VSs for 
subscribers. Each VS contains the service definitions and the corresponding service logic: for instance, 
an IPS, a parental control service or a firewall. It is supposed for an NSP to be able to scale VS resources 
horizontally, also being able to allocate VS instances on a per-subscriber basis. The NSP provisioning 
system provides the information the VC needs about customer service activation and service-specific 
parameters.

Figure 11. High level architecture for an SDN-based split vRGW (adapted from (Lee & Xie, 2014))
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Coexistence With The Existing Operator Infrastructure

As per (ETSI NFV002, 2014), coexistence between virtualized and non-virtualized functions is consid-
ered mandatory for the NSP infrastructure, mainly because the transition is expected to be gradual and 
smooth, implying that there will be a period during which legacy infrastructures will coexist with NFV 
infrastructures, and also because not all functions are eligible for virtualization (and will thus remain 
PNFs).

Specifically, the ETSI NFV Virtualization of the Home Environment use case addresses the virtualiza-
tion of the RGW and Set-Top Box (the latter being outside the scope of this chapter), also accounting for 
coexistence issues – Figure 12 and Figure 13depict a scenario where conventional RGWs coexist with 
vRGWs. It must be noted that equipment such as optical splitters are not depicted, in order to remove 
unnecessary complexity from the figures.

Conventional RGWs (Figure 12) are connected to the BNG using a PPPoE tunnel or IPoE, which 
provides connectivity to the Internet and other resources, such as data centers or private cloud infrastruc-
tures (which might host parts of the NFVI). Both IPTV and VoIP traffic bypass the BNG, supported 
via BBF TR-101 and TR-156 aggregation scenarios. These provide support for N:1 transport of service 
VLANs into the customer network for multicast IPTV and/or VoIP.

The same scenario can support vRGWs (Figure 13), which are deployed in the NFV network (or NFV 
front cloud), with the customer private LAN domain being extended to the data center. The vRGW still 
provides private IPv4 addresses to home devices and might communicate with a virtualized STB (not 
shown) by using a public or a private address. The vRGW is assigned an an IPv6 prefix by means of 

Figure 12. Operation of a conventional RGW within a vRGW-enabled scenario (adapted from (ETSI 
NFV002, 2014))
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IPv6 prefix delegation (Troan & Droms, 2003). IPv6 addresses that are assigned to the terminal devices 
are derived from the prefix assigned to the vRGW.

As for the impact on OSS/BSS systems, the MANO components for the ETSI NVFI have been 
designed and laid out to interact with existing OSS/BSS systems (albeit it is recognized that NFV will 
most likely have a profound effect on current OSS/BSS architectures). However, the interfaces within the 
MANO domain and between it and the OSS still need to be standardized to reduce the integration effort 
in a heterogeneous multi-vendor infrastructure. In order to enable automation and agile management, the 
NFV MANO and OSS/BSS need to agree on interfaces and associated information and data models, as 
well as their business processes (such as Billing or Security). The impact on existing OSS will depend 
on its own nature – in some situations it may be as simple as configuring an integration agent, while in 
others it might imply profound configuration changes and even roll-out of new OSS components. The 
ETSI NFV is working to minimize the OPEX and complexity of integration but, once again, this is a 
work in progress as these aspects will need further development, involving other standardization bodies 
and organisms.

The Evolution of vRGW Proposals

This section identifies and discusses how the vRGW concept has evolved in the last few years, driven by 
several proposals from the industry and academia which entail innovations in key areas such as service 
and network virtualization.

Lower OPEX and CAPEX, for instance, rank among the most relevant requirements to evolve to a 
vRGW model. At the customer premises, the CAPEX is lowered by having a simpler device, with lower 
performance requirements despite requiring a set of complex physical features such as CPU, RAM, wire-
less and wired connectivity. With the functions decoupled from the physical device, long term CAPEX is 
also lowered as the same device can be in operation for a longer time without the need for an upgrade as 

Figure 13. vRGW operation, as per the ETSI NFV vision (adapted from (ETSI NFV002, 2014))
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it is not deprecated with the introduction of newer, more complex and resource-demanding services. A 
technically simpler device also provides lower OPEX due to overall tech call reduction and the reduced 
risk of misconfiguration which may sometimes lead to on-site maintenance intervention. Hosting the 
functions at the datacenter is also expected to lower CAPEX and OPEX due to resource consolidation 
with the use of commodity H/W. This increases the overall efficiency.

Computing nodes supporting the services can be easily scaled in or out depending on the number of 
customers connected at any given time, and the number and type of functionalities they are using. This 
greatly contrasts with the traditional RGW scenario where all the physical devices (and corresponding 
computing resources) are scattered through the customers’ premises, regardless of whether they are in 
use or not..

The location of the virtualized functions should not be fixed, and these functions should be able to 
migrate between datacenters for resilience, efficiency or latency improvement purposes. An edge data-
center close to the customer premises should improve customer’s QoE, because of a likely improved 
latency. The live migration of functions can also be required if the current location does not have enough 
resources, so they can be moved to different computing nodes or datacenters with enough resources 
available. Mobility of network functions can also come into play in certain scenarios, when a customer 
moves to a different location and needs access to his/her service from a mobile phone for example.

The reliability of the service can be maintained or improved in a virtualization scenario. As the home 
device can have reduced service configuration and software within itself, it will have less failure points, 
which can result in a lower failure rate. As the functions are virtualized into a VM or a container, manage-
ment actions are simpler, and the network functions can be re-instantiated on demand at the datacenter.

User acceptance of the vRGW model is important. Allowing a user to have control over the service 
he/she subscribed to should be preserved, by means of web portals. This is current practice in the tradi-
tional RGW approach and it should be kept when the CPE’s capabilities get virtualized.

Proposals From The Standardization Bodies

Standardization bodies have been working on the vRGW concept. ETSI’s NFV ISG defined some use 
cases around. In (NFV002, 2014), the Virtualization of Home Environment use case details how this 
virtualization can be achieved, with CPE capabilities outsourced in the operator’s network. The possibility 
of virtualizing other customer premises equipment, such as the STB (Set-Top Box), is also considered.

BBF launched two main initiatives about the virtualization of the RGW itself, which were mentioned 
earlier in this chapter. The architecture for the Network Enhanced Residential Gateway (NERG), published 
in the TR-317 specification (Minodier et al., 2016), and the virtual Business Gateway (vBG), published in 
TR-328 (Insler et.al, 2017). The already introduced ONAP Orchestrator also includes the vRGW as one 
of its use cases (ONAP 2018a), based upon BBF’s NERG approach and stating that the main problem 
is how to dynamically deploy, orchestrate, manage and monitor network services. Furthermore, this use 
case also provides a blueprint on how the ONAP orchestrator can be used to deploy and manage the 
services used in a vRGW scenario (ONAP 2018b).

BBF has also been working on the cloudification of the central office, which is likely to impact 
how the RGW is managed. From this perspective, BBF has documented a reference architecture for the 
CloudCO (Cloud Central Office) in TR-384 (Karagiannis et al., 2018a), along with a set of use cases 
and scenarios documented in TR-416 (Karagiannis et al., 2018b). More recently, BBF’s TR-408 (Hai 
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et al., 2020) proposes strategies for smoothly migrating to a CloudCO while coexisting with the legacy 
infrastructure during the migration period.

Proposals From The Academic Community

There are several research proposals from the academic community that address the virtualization of the 
RGW. NFV and SDN technologies are considered these proposals, as they provide a solid and flexible 
foundation for the functions used by the RGW and the network fabric used for their interconnection.

For M2M environments, (Dillon & Winters, 2014) presented a vRGW proof of concept based on 
a set of open-source software components. Another proposal, following a containerized approach to 
implement a vRGW and assess its effects in resource usage reduction, was presented in (Modig & Ding, 
2016). The RGW instances were individually virtualized, and the reduction in resource usage derived 
mainly from having multiple instances sharing the same OS.

Customer’s portal usability was studied in (Flores Moyano et al., 2017), with a focus on customers 
with low technological background. The proposed virtualized management and networking domain 
(vMANDO) provides service configuration options in an easy-to-understand manner, so that the customer 
may manage the basic aspects of his/her service. The objective is to reduce operator costs by decreasing 
the number of support calls and on-premises maintenance. At the same time customer satisfaction is 
likely to improve because of the improved service quality.

The flexibility of SDN was studied in (Huang et al., 2017), using a multiple flow table strategy 
that used a simple SDN-enabled network switch as a physical RGW, with most functions hosted in the 
operator’s network edge. This flexibility was also explored in (Proença et al. 2017), with a focus on the 
enhancement of service design and its contribution to develop and deploy new services.

Zhu and Huang proposed resource sharing between RGW instances for IoT scenarios that can be ap-
plied to vRGW scenarios as well (Zhu & Huang, 2018). They deploy VNFs among neighboring (physi-
cal) RGWs within the network edge. This approach would become much simpler in a vRGW scenario, 
where there would be no need to use physical resources of neighbor customers.

A method for migrating from physical RGW instances to a virtualized environment was presented in 
(Herbaut et al., 2015), with the integration of NFV into the RGW device in the customer premises, using 
modular gateways. The initial proposals, although functional, often had problems related to the scalability 
in real production deployments. An operator can have more than a million subscribers and a virtualized 
environment is feasible only if it is capable of scaling to those values. Tackling this issue, the framework 
architecture presented in (Meneses et al., 2019a) monitors the computing resources workload and scales 
the number of cluster nodes up or down, depending on whether they reach certain thresholds (e.g., CPU, 
RAM, input/output load). Whenever a threshold is reached, the framework checks which vCPE instances 
have the highest priority requirements and moves them by creating new VNFs and changes the Open 
vSwitch (OVS) links in a make-before-break manner (removing the previous links and VNF instances 
after the migration). The researchers improved this scenario in (Meneses at al., 2019b), by allowing the 
vCPE instances to be migrated between core and edge datacenters. The migration also considers the usage 
requirements of the customer. As an example, a vCPE initially planned for web browsing can be deployed 
in a core datacenter. However, if the usage shifts to more demanding applications such as online gaming 
and live streaming, the instance can be migrated to an edge datacenter. This likely reduces end-to-end 
latency. Authors claim this is achieved with near-zero downtime and without affecting customer’s QoE.
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Proposals From The Industry

Several operators are promoting the vRGW concept. A number of them actively participate in and con-
tribute to the vRGW-related standardization efforts already discussed (e.g., ONAP, BBF, ETSI). Those 
efforts will not be mentioned here, and this subsection will instead focus on self-published efforts and 
proposals such as (Ericsson, 2014) and (NEC, 2016). One of the first publicly known pilots of vRGW 
were performed in Brazil by Telefonica/Vivo. This concept involved a streamlined gateway providing 
basic connectivity between the operator’s network and the customer premises, with an access point to 
connect terminal devices (Canto Palancar et al., 2015). It followed an NFV-based approach, moving the 
RGW functions to the operator’s infrastructure.

The CORD (Central Office Re-architected as a Datacenter) (Peterson et al., 2016) is an ONF project 
that is currently working on the evolution of legacy COs (Central Office) towards a datacenter-based 
approach. It contains several sub-projects, including the Residential CORD (R-CORD), which is aligned 
with these proposals as it considers the virtual subscriber gateway (vSG) as one use case. Several service 
providers have been working within the R-CORD framework and have been announcing in-lab or field 
trials, including Comcast, DT (Deutsche Telekom), AT&T (OpenCord, 2017a), NTT (Nippon Telegraph 
and Telephone) (OpenCord, 2017b), and Telefonica (OpenCord, 2020) – although not all of them are 
working directly with the vRGW concept. Regarding R-CORD, Telefonica has announced a pilot with 
real customers in 2017. This pilot uses the OnLife Network platform, which has been developed by 
Telefonica based on CORD principles (Bushaus, 2017).

Taxonomies of vRGW Proposals

A taxonomy for vRGW proposals has been proposed in (Proença et al., 2019), grouping different vRGW-
related proposals using four criteria: integration with the operator’s ecosystem, function distribution, 
scope, and compliance with standards. Figure 14 illustrates the classification structure.

The criteria Integration with the operator’s ecosystem relates to the level of integration with the op-
erators’ production environment, a mandatory requirement for successful adoption of vRGW proposals. 
There are two main points within this criterion: the integration with OSS and BSS, and coexistence with 
legacy architectures. The first points out the need for the vRGW to support appropriate connectors to 
seamlessly integrate with existing OSS and BSS systems. As these are complex and matured systems, a 
production-ready vRGW must be able to connect to them. Coexistence relates to the support of simul-
taneous operation of traditional and virtualized RGW instances. This point is quite important, as it is 
not feasible for a large operator to replace all physical RGWs at the same time. The migration needs to 
be smooth and gradual.

The Function distribution criteria focuses on where the RGW functions are located, and can be 
sub-divided into functional placement and coupling. Placement relates to the physical location of the 
function, with three main options: network equipment; operator cloud; and hybrid. It is worth noting that 
the operator’s cloud can locate functions in edge or core datacenters, or a combination thereof. Network 
equipment deployments can be made for example at the BNG. And the hybrid approach is a combina-
tion of PNFs and VNFs hosted in cloud infrastructures. Function coupling can be (i) vertical, when the 
vRGW functions are isolated and each instance is deployed individually; (ii) co-located (when some 
functionality is locally shared, such as in DHCP or NAT functions); or (iii) distributed, when functions 
are massively distributed and geographically spread.
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The Scope criteria is organized into three self-explanatory categories: research work from the aca-
demic community; industry-initiated proposals; and initiatives from standardization bodies.

The Standards Compliance criteria focuses on guidelines and standardization compliance, with most 
of the proposals being (or planning to be) compliant with ETSI’s NFV specifications.

Figure 14. vRGW proposals taxonomy. Adapted and updated from (Proença et al., 2019)
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Performance Enhancing Developments

The practical feasibility of the vRGW concept should take advantage of the advances in virtualization 
techniques that have increased system performance in several aspects. This is especially important because, 
in order to be a viable option, RGW virtualization must not affect the service performance. Traditionally, 
the network functions run on specialized hardware, and moving them to COTS (commercial-off-the-shelf) 
commodity hardware might not be as efficient if not properly configured and planned.

In recent years, significant optimization of the networking performance has been reached, based 
upon techs like Intel’s DPDK (Data Plane Development Kit). DPDK targets the libraries used by high 
network throughput applications to interact with the server’s NIC (Network Interface Card). With DPDK, 
the CPU is continuously pooling the NIC for new packets to process, rather than using the traditional 
interrupt method, thus reducing the number of CPU cycles to complete the processing steps and greatly 
reducing the OS overhead in packet processing (Cerrato et al., 2016). As an example, in (Kourtis, 2015), 
a DPI (Deep Packet Inspection) application only achieved approximately 1Gbit/s of throughput using a 
10Gbit/s NIC and traditional interrupt methods, while with DPDK the application operated at near line 
rate (i.e., almost 10Gbit/s).

Other techniques such as SR-IOV (Single Root I/O Virtualization) can improve the performance of 
NFV. Designed by the PCI-SIG (Peripheral Component Interconnect Special Interest Group) (PCISIG, 
2010), it can divide a hardware component into several virtual pieces and deliver unique PCI Express 
Requester IDs and allocate them to individual VMs. The VM gains direct access to the hardware, remov-
ing hypervisor overhead in the interaction between the VM and hardware. In (Kourtis et al., 2015), a 19% 
improvement is observed in a 10Gbit/s link when using SR-IOV compared to a default configuration. 
There are, however, scenarios when SR-IOV might not be the best option to use, as it can significantly 
increase RTT (Round Trip Time), such as when using Docker containers (Anderson et al., 2016).

Increasing the network performance may also be done using more hardware-specific methods. The 
research community has been proposing Field-Programmable Gate Array (FPGA) to boost NFV perfor-
mance in several ways. However, using FPGA to implement a network function is not viable as boards are 
expensive, and logic blocks are limited as their reprogramming can take a long time. Li (Li et al., 2018) 
proposed a dynamic hardware library (DHL) as a framework to abstract FPGA modules as a hardware 
function library and a set of APIs to be used by VNFs, thus reducing programming to use the FPGA. To 
accelerate network operations, FPGA boards embark network interfaces (such as NetFPGA) as mentioned 
in (Zazo et al., 2015): they thus replace conventional NICs. An FPGA would allow for some network 
operations to be executed directly by the hardware instead of the CPU. A single FPGA board can also 
be shared among several virtual software appliances. SR-IOV and PCI Passthrough technologies were 
key to provide 40+ Gbit/s data transmission speeds. In a study from (Sharma et al., 2019), specific VNF 
tasks such as encryption/decryption and hashing are offloaded to FPGAs, resulting in up to a reduction 
of the number of nodes required to perform the same number of requests by 20-25%.

Architecturally, containers have enabled the rapid expansion of micro-services, as they enable them 
to be easily deployed while reducing overheads when compared to VM-based solutions. Modig (Modig 
& Ding, 2016) achieved interesting performance improvements using a vRGW based on containerized 
functions with OpenVZ. Less OS overhead was observed, which leads to better resource usage. Memory 
usage is reduced due to kernel sharing. For the same reason, CPU load was significantly decreased when 
using a container-based approach instead of using a dedicated VM per customer. The efficiency increase 
was also noticeable regarding network throughput, although the difference was less than the difference 
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observed in memory usage and CPU load. Besides throughput, the OS overhead reduction of container-
based scenarios using Docker has a positive effect on latency and jitter, providing better performance 
when compared with XEN-based approaches in several studies (Anderson et al., 2016)(Evens, 2015). 
A comparison of latency in VNF environments using Docker- and KVM-based scenarios is presented 
in (Bonafiglia et al., 2015).

When using containers as a virtualization base for a large scale virtualized RGW deployment, orches-
tration plays an important role as the number of customers can be pretty big (several millions). Although 
somewhat recent, if compared with VM management solutions (which are well-established and mature), 
container technology attracts a growing interest of the research community, like the corresponding man-
agement and orchestration tools. Docker Swarm (Docker, 2020) and Kubernetes (Kubernetes, 2020) are 
two commonly-used container management platforms. Their security and isolation must be guaranteed 
to protect customers’ privacy and security (Rotter et al., 2016). Sultan (Sultan et al., 2019), for instance, 
presents a set of use cases at the host and container level to show container security issues and the avail-
able methods to improve their security.

WRAP-UP AND CONCLUSIONS

Starting with a discussion on the rationale and motivation for the virtualization, this chapter presented 
an overview of the current status of the various efforts conducted to promote, specifiy, develop and 
evaluate the vRGW concept. This approach allows for the decoupling of functionalities currently sup-
ported by physical RGWs, keeping a reduced set of features at the customer’s premises (based upon a 
MAC bridge) and moving most network functions (e.g., DHCP, DNS, NAT, firewall, content filtering) 
to the operator’s data center.

The virtualization of the RGW has come a long way since the initial proposals, evolving from the 
validation of the concept to the development of a complete framework supported by vendors and opera-
tors. Technological advances improved the hardware efficiency, enhancing its performance while, at the 
same time, allowing operators to consolidate hardware, which reduces the resources needed to support 
the vRGW service instances. Currently, some operators have been conducting test pilots with some of 
their customers, although there are still no (publicly available) results from operator-led deployments, 
for the time being.

Standardization efforts have also been instrumental in this approach. Standards that document frame-
works like ONAP, CORD, and OSM have been published thanks to a collaboration between vendors and 
operators in various bodies and forums. Such specifications help achieving the objectives of managing 
the functions through their lifecycle and also provide the connectors to integrate them within OSS and 
BSS systems. These frameworks also come with the tools to interface with virtualized infrastructures 
based upon OpenStack for example, which allows operators to dynamically scale the resources accord-
ing to the circumstances.

Customer adoption is key for successfully deploying the vRGW at large scale. Although some customers 
might feel some loss of control because some functions are outsourced, this feeling can be moderated by 
as the perspective of improving service quality, of the emergence of new services, and of eventual energy 
savings. Bringing functions closer to the customer is a key condition to improve the quality of service 
and experience, and although some research has already been published (Meneses et al., 2019a) and 
(Meneses et al., 2019b), this remains an understudied aspect of the vRGW approach for the time being.
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KEY TERMS AND DEFINITIONS

Broadband Access Networks: Access networks that provide high-speed network connectivity be-
tween customers and network service providers.

Network Function Virtualization: In NFV, network node functions, previously carried by dedicated 
hardware, are virtualized into blocks (Virtual Network Functions or VNFs) that can be chained together 
to create service abstractions.

Network Service Provider Infrastructures: It corresponds to the infrastructure elements, such as 
the networking structure or data centers, that support the operations of organizations that provide network 
access or converged services.

Service Delivery: This encompasses the delivery of converged services over IP networks, whether 
from the operator itself (as it is the case for Triple-Play offers) or from third parties.

Software-Defined Networking: This is a network architecture that decouples the network control 
and forwarding plane functions, making it possible to introduce flexible and dynamic, flow-oriented 
network control programmability.

Virtualized Residential Gateways (vRGWs): An alternative to conventional, physical gateway ap-
pliances, where the physical device is replaced by a simple bridge, with all functionality and services 
being moved to the operator infrastructure, as a virtualized entity.
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ABSTRACT

Vehicular communication is going to play a significant role in the future intelligent transportation systems 
(ITS). Due to the highly dynamic nature of vehicular networks (VNs) and need for efficient real-time 
communication, the traditional networking paradigm is not suitable for VNs. Incorporating the SDN 
technology in VNs provides benefits in network programmability, heterogeneity, connectivity, resource 
utility, safety and security, routing, and traffic management. However, there are still several challenges 
and open research issues due to network dynamicity, scalability, heterogeneity, interference, latency, 
and security that need to be addressed. This chapter presents the importance of vehicular communica-
tion in future ITS, the significance of incorporating the SDN paradigm in VNs, taxonomy for the role of 
SDVN, the software-defined vehicular network (SDVN) architecture, and open research issues in SDVN.

INTRODUCTION

Over the years there has been tremendous advancement in vehicular technology. While network and com-
munication technology made its way into the vehicles for applications such as comfort, driver assist, and 
fleet management, gradually vehicle communication is advancing towards vehicle-to-everything (V2X) 
scenarios. Under V2X communication, a vehicle is capable of Vehicle-to-Vehicle (V2V), Vehicle-to-
Infrastructure (V2I), Vehicle-to-Cloud (V2C), Vehicle-to-Pedestrian (V2P), Vehicle-to-Device (V2D), 
and Vehicle-to-Grid (V2G), to name a few. There are standards (including protocols) such as Cellular 
Vehicle-to-Everything (C-V2X) IEEE 802.11p, Wireless Access for Vehicular Environments (WAVE) 
and Dedicated Short Range Communication (DSRC), (Wang, Mao & Gong, 2017; Abboud, Omar & 
Zhuang, 2016; Storck & Duarte-Figueiredo, 2020; Jiang & Delgrossi, 2008; Morgan, 2010; Li, 2010), 
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defined to enable such communications. Enabling vehicles to communicate between each other and with 
their surroundings paves way for Intelligent Transportation Systems (ITS).

Tremendous rise in communication and computing devices in vehicular networks has led to a surge 
of the need for bandwidth, storage, and computing power in these networks (Chahal et al., 2017) and 
(Jaballah, Conti & Lal, 2019). Maintenance and management of contemporary networks using traditional 
networking techniques is complex and expensive. Hence, traditional networking is being enhanced with 
Software-Defined Networking (SDN) as it eliminates manual configuration of networking hardware 
and helps in attaining programmability and flexibility of networks where control and data planes are 
decoupled (Kirkpatrick, 2013). The SDN techniques facilitate service design, delivery and operational 
procedures by means of dynamic resource allocation and policy enforcement schemes, data models and 
automated configuration tasks.

Vehicular communication is an enabler for autonomous vehicles of the future. It involves exchanging 
messages related to safety, navigation, traffic condition and congestion control, as well as multimedia, 
general purpose Internet access, location-based services (such as nearby hospitals, service stations, 
gas stations, parking places or restaurants), traffic conditions, and congestion control. These applica-
tions have different delay, and bandwidth requirements. The packet loss and propagation requirements 
(in terms of communication scheme for example unicast or multicast, symmetric or asymmetric, and 
bidirectional and unidirectional transmission). While applications such as vehicular safety, navigation, 
multimedia, traffic conditions, and congestion control require real-time performance, reliability, high 
bandwidth, and low-latency operation; other applications such as general-purpose Internet access and 
location-based services may be able to withstand nominal delays. Integration of SDN technology with 
vehicular networks (VNs) will facilitate the programmability of networks by means of dynamic network 
resource allocation schemes based on the application requirements and network constraints (among oth-
ers) (Jaballah, Conti & Lal, 2019; Chahal et al., 2017). SDN-based VNs are termed as Software Defined 
Vehicular Networks (SDVN).

The remainder of this chapter is organized as follows. Section 2 presents the role of vehicular com-
munication in ITS and the characteristics of vehicular networks. Section 3 discusses the importance of 
incorporating SDN architectures in vehicular network communication. The taxonomy for the role of 
SDVN in VN programmability, heterogeneity, connectivity, resource utilization, safety and security, 
routing and traffic management is provided. Section 4 presents the simplified view of the SDVN archi-
tecture comprising the three planes/layers and corresponding interfaces. The operations carried out by 
the three planes and their respective components are presented. Section 5 discusses the key challenges 
and open research issues in the area of SDVN. Section 6 concludes the chapter.

ITS and Vehicular Communication

One of the goals of ITS is to achieve high traffic efficiency while reducing the commuting times (e.g., 
home-to-office travel and back) and provide enhanced traffic safety and comfort. The ITS focuses on 
traffic management and safety, real-time traffic information and status, emergency and warning systems, 
infotainment and comfort, and autonomous driving. Vehicular communication plays a crucial role in the 
implementation and the operation of ITS. Vehicular communication involves real-time communication of 
vehicles with other vehicles (V2V), roadside infrastructure (V2I), cloud (V2C), other devices (V2D) and 
pedestrians (V2P). With such variety of communication, vehicular networks are deemed heterogeneous 
and dynamic. VNs comprising vehicles and other communication entities mentioned earlier exchange 
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information in real time. In these networks, vehicles play the role of source, sink as well as routers. 
The vehicular networks operate based on peer-to-peer and client-server paradigms depending on the 
applications and communicating entities. Vehicular ad-hoc networks (VANETs) are the self-organizing 
V2V communication networks established between moving vehicles (Hartenstein & Laberteaux, 2008), 
(Hamdi et al., 2020) and (Amjid, Khan & Shah, 2020). In V2V communications all the vehicles are 
considered as peers, while in V2I and V2C communications a vehicle acts as a client who accesses 
servers possibly hosted in cloud infrastructures. The highly dynamic nature of VNs leads to constant 
change in the network topology and status of the communication links resulting in variation of network 
performance resulting in variation of network performance. Some of the important characteristics of 
VNs are presented in Figure 1.

Figure 1. Characteristics of VANETs
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In the following some of the VN characteristics are further detailed:

1.  Highly dynamic networks: Vehicular ad-hoc networks (VANETs) comprise vehicles that are 
highly mobile when compared to the mobile devices in a mobile ad-hoc network (MANET). High 
mobility of VANETs leads to constant change in the topology of these networks, which further 
leads to breakage of communication links leading to adverse effects on the network performance.

2.  Well-defined mobility pattern: Unlike mobile ad-hoc networks (MANETs) wherein the mobile 
nodes move randomly, vehicular nodes usually move in a well-defined pattern such as on a road 
while following rules on traffic lanes and junctions. This well-defined mobility pattern provides 
certain predictability to the network topology and connectivity.

3.  Variable network density: Due to high node mobility and changing node density due to vary-
ing terrain (e.g., from narrow city lanes leading to slow moving traffic and traffic jams, to broad 
highways and suburban areas where vehicles move at high speed) the network topology is highly 
inconsistent. In either of the cases, the network performance may degrade due to signal interference 
in dense areas or connection breakages due to sparse network wherein communicating nodes may 
not fall within communication range of each other or that of infrastructure leading to poor network 
coverage conditions that may degrade or even break communication.

4.  Sufficient resources: A mobile network comprises mobile nodes such as laptops, smartphones 
or handheld mobile devices capable of establishing wireless communication. These devices have 
usually limited battery and computation power. Unlike these networks, the nodes in VNs are as-
sumed to have enough resources to process and store the data exchanged over the network.

5.  Location-based communications: Unlike computer networks or mobile networks wherein the 
communication is targeted to a specific user and the corresponding device using its device ID or 
group ID (e.g., 6 Byte long Hexadecimal address, MAC address); the related services and com-
munication in a vehicular network are intended to nearby vehicles, i.e., based on the location of the 
vehicle (vehicular node). With the moving vehicle changing its location constantly, its surround-
ing environment and the reachability of other communicating nodes in its vicinity (other vehicles, 
infrastructures, pedestrians etc.) also change.

6.  Real-time reliable communications: Applications related to VNs and ITS such as autonomous 
vehicles, electronic toll collection, collision avoidance systems, automated road speed enforcement, 
and many more, require real-time reliable communications. The response times need to be short 
for these applications. Therefore, it is required to ensure availability of sufficient resources, e.g. in 
terms of bandwidth for these applications to be implemented successfully.

7.  Intermittent connectivity: Due to constant node mobility at variable speeds, over different terrains 
(urban, suburban, or hilly), varying topologies and network density (densely/sparsely populated 
networks), VNs encounter frequent link failures, poor network connectivity, and packet loss in a 
system that necessitates real-time reliable communications.

8.  Highly scalable: VNs carrying out V2X communications consist of other vehicles, roadside 
infrastructure, pedestrians, cloud, and other devices. Depending on the terrain and network node 
density, the number of participating devices in the network can vary drastically. To accommodate 
these variable number of network devices, the VNs need to be scalable.

9.  Sustainable service in heterogeneous environment: VNs are highly dynamic and scalable net-
works, comprising a large variety of participating nodes. These networks operate in heterogeneous 
environments. While operating in these environments, these networks need to support real-time 
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applications that require high reliability. Therefore, it is a challenge to achieve service continuity 
in heterogeneous environments.

10.  Enhanced security and privacy: Reliability is crucial for VN communication. Vehicular data 
integrity must not be altered. Security (including the preservation of data privacy) is therefore 
essential for VN communications like in any other communication technology. While the security 
mechanisms are expected to be robust, the underlying mechanisms should raise neither computa-
tional complexity nor processing delay to unduly high figures.

Software-Defined Vehicular Networks (SDVN)

The constant increase in the demand for remaining connected while on the move, coupled with the essential 
requirement of traffic safety and efficiency, calls for robust and reliable VN communications. However, 
VNs encounter numerous challenges owing to their characteristics discussed in Section 2. To achieve 
robust and reliable VNs that can adapt to the varying network conditions due to the constant movement 
of the involved entities, Software-Defined Networking (SDN) is being considered as with a technique 
that can be useful for VN programmability (Zhu et al., 2015) and (He, Cao & Liu, 2016). This section 
examines the role of SDN in overcoming the challenges faced by the VNs through the SDVN use cases.

Role of SDN In VNs

As discussed in Section 2, the VNs are characterized by a highly dynamic and heterogeneous network 
environments that require real-time and reliable communication. The varying range of applications and 
communication protocols supported by these networks raise various QoS requirements. Technologies/
methods used for vehicular communication comprise IEEE 802.11p WAVE, DSRC, Wi-Fi, C-V2X, wire-
less sensor networks, ad-hoc networks and infrared communication. These involve complex algorithms 
that deal with the issues in routing, connectivity, heterogeneity, scalability, reliability, and security. Also, 
proprietary and tightly coupled solutions (solutions developed by one manufacturer are unable to work 
with devices/solutions developed by other manufacturers) make the implementation of VNs complex 
and inefficient (Yaqoob et al., 2017) and (Ku et al., 2014).

SDN is being considered as the most appropriate technology to deal with such requirements as Integra-
tion of SDN techniques facilitate VN programmability, which cannot be achieved by legacy networking 
techniques alone. The SDN computation logic (a.k.a. SDN controller) resides in the control plane and 
constantly monitors the network to assess its status and performance. To achieve efficient network com-
munication and address various QoS requirements raised by a VN, an SDN controller helps optimizing 
the usage of network resources. The SDN controller maintains a global view of the network topology 
and facilitates efficient network management (Liyanage, 2018).

Since its inception, SDN has been primarily used for wired networks. However, over the years, 
researchers have developed solutions to deploy SDN architectures for wireless networks. Research-
ers have implemented the SDN architectures for ad-hoc networks combined with high speed wireless 
and mobile communication (Benalia, Bitam & Mellouk, 2020) and (Din et al., 2018). Considering the 
highly dynamic topology and heterogeneity of VNs, SDVN is considered to be the promising solution 
for VNs and future ITS solutions. SDVNs are composed of vehicles and user-based nodes, Road Side 
Units (RSUs), Road Side Unit Centers (RSUCs), Software-Defined Network Controllers (SDNC), and 
Base Stations (BSs) (Chahal et al., 2017; He, Cao & Liu, 2016; Alioua et al., 2017).
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The role of SDVNs is presented in Figure 2. The important aspects of VNs wherein SDN plays a 
significant role are presented in the following subsections. 

Programmability

With the help of protocols such as OpenFlow, an SDN controller constantly communicates with the 
network devices such as RSUs, BSs, cloud computing clusters, and fog computing clusters (Zhang et 
al., 2018; Truong, Lee & Ghamri-Doudane, 2015). The dynamic nature of a VN may require constant 
programming and reprogramming of the network and its resources to keep up with the user demands. 
Using SDN in VN environments facilitates virtualization, abstraction and dynamic resource allocation. 
Vehicular cloud computing (VCC) is used by the vehicles for data and resource sharing. It helps with 
enhancing the scalability of VN services (Boukerche & Robson, 2018). Network function virtualiza-
tion (NFV) and network abstraction are essential to programmable networks. SDN techniques can help 
mastering network virtualization, network abstraction and dynamic resource allocation based on network 
evolution and user/application demand (Ananth & Sharma, 2017) and (Ananth & Sharma, 2016).

Heterogeneity

A VN is composed of a variety of mobile and infrastructure nodes that enable VN communications. 
The V2X communication services involve other vehicles, RSUs, cloud, pedestrians, other devices as 
well as grid. For all these devices to properly interoperate, a standardization effort is required. The C-
V2X system from the 3rd Generation Partnership Project (3GPP), the DSRC, and WAVE protocols from 
IEEE are such standard protocols that are designed to support Cooperative - Intelligent Transportation 

Figure 2. Taxonomy of the role of SDVN

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



311

Software-Defined Vehicular Networks (SDVN) for Intelligent Transportation Systems (ITS)
 

Systems (C-ITS) (Zheng et al., 2015). The most important requirements to support heterogeneity in 
VNs are related to device interoperability. For these devices, protocol converters (e.g., Gateway devices/
protocol translators to deal with network heterogeneity) and efficient handoff/handover techniques are 
implemented. SDN helps in programming heterogeneous VN networks through standard interfaces by 
virtue of SDN-based network abstraction and virtualization, the heterogeneity of participating network 
devices can be concealed. The SDVN controller provides abstraction for the VN applications and infra-
structure (He, Cao & Liu, 2016; Alioua et al., 2017).

Connectivity

Seamless connectivity is essential to the VNs to operate successfully and reliably. The ITS applications 
require real-time and robust network connectivity. Due to high mobility, these networks face issues of 
intermittent connectivity and frequent connection breakages. In a mobile network, high node density and 
mobility are the causes of network interference and connection breakage, respectively (Thriveni, Kumar 
& Sharma, 2013). Connectivity and vehicle mobility still remain a challenge for VNs. An SDN controller 
can maintain the vehicle movement history or anticipate its future trajectory based on GPS or cellular 
data and maps-based destination information. Authors in (Tang et al., 2019) have proposed a mobility 
prediction-based routing scheme. Through this scheme, the probability of successful transmission and 
the achieved average latency can be computed based on node mobility changes with respect to node 
topology which is estimated through the RSUs and BSs. A buffer-aware streaming approach to maintain 
an adequate level of QoS is proposed in (Lai et al., 2017) for infotainment multimedia applications over 
vehicular 5G networks. Based on QoS information, appropriate handoff/handover mechanisms are used 
by the eNodeBs to select the appropriate paths and communication channels to maintain network con-
nectivity with minimum latency and required QoS.

Resource Utilization

As discussed earlier, VNs need to support real-time, reliable, and robust communications. To that aim, 
SDVN can be used to program dynamic resource allocation based on node mobility, node density, 
mobility patterns, and application-specific data rate requirements. Context-aware resource allocation is 
performed by the SDVN controller to make sure VN traffic is forwarded with the adequate levels of QoS 
and security, in particular. Machine learning (ML) and Deep Learning (DL) as techniques of Artificial 
Intelligence (AI) can be incorporated to detect overloaded paths/channels and to take corrective actions 
as appropriate (Tang et al., 2019) and (Jindal et al., 2018). These corrective actions may include traffic 
redirection or the allocation of extra bandwidth.

New services such as cloud, fog and edge computing are used for real-time data processing and data 
sharing (Meng et al., 2015). These services play a significant role in providing resources, in terms of 
sharing, storage, and processing of VN data. The combination of Multi-access Edge Computing (MEC) 
and NFV can optimize traffic forwarding and resource management (Peng, Ye & Shen, 2019). Authors 
of (Huang et al., 2017) have proposed Off-loading with handover decisions made by Software-Defined 
computation logics: load prediction control scheme wherein the SDN controller decides about data 
offloading based on vehicle’s position, direction of movement, speed and neighboring RSUs/BSs. Fu-
ture Internet technologies such as Content Centric Networking (CCN), Information Centric Networking 
(ICN), and Named Data Networking (NDN) which ambition to facilitate Content-based forwarding, 
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supporting real-time, reliable, and robust transmission and processing of data in VN environments (Soua 
et al., 2017; Khelifi et al., 2019).

Routing

Efficient routing/forwarding within VNs is essential for their robust and reliable operation. In a VANET, 
the intermediate vehicles act as routers, while the RSUs, BSs, cloud computing and fog computing clus-
ters also support traffic routing, switching, and forwarding capabilities. As the VN topology changes 
continuously due to node mobility, the VNs experience route changes quite often.

The flexibility, abstraction and programmability features of the SDN may play an important role in 
efficient traffic forwarding. The SDVN controller maintains the status of different routes. A route com-
putation scheme based on link dynamics and stability in SDVN is proposed in (Sudheer, Ma & Chong, 
2017; Sudheer, Ma & Chong, 2019). ML, mobility management along with the resource allocation 
techniques are used for path computation, selection, establishment and maintenance purposes (Xie et 
al., 2018; Sun, AlJeri & Boukerche, 2020). Some of the SDN-based routing protocols such as GeoSpray 
(a geographic routing protocol for vehicular networks), Cognitive Radio - Software Defined Vehicular 
Networks (CR-SDVN), Software Defined - Internet of Vehicles (SD-IoV) used in VNs are presented in 
(Sun, AlJeri & Boukerche, 2020; Abbas, Muhammad & Song, 2020; Zhu et al., 2015; Ghafoor & Koo, 
2017; Ji, Yu, Fan & Fu, 2016; Venkatramana, Srikantaiah & Moodabidri, 2017). In case congestion path 
becomes congested, traffic is redirected towards other appropriate paths by virtue of multi-path routing. 
Traffic redirection accommodates overloaded path conditions, thereby reducing the risk of propagation 
delays, or packet loss. Load balancing is used to avoid overloading particular network devices and con-
trollers, and to support efficient processing of data. However, it must be noted that a load balancer itself 
introduces processing delays as mentioned in (Sharma & Reddy, 2019), for example.

Technologies such as CCN, ICN, and NDN along with edge and fog computing clusters carry out 
content caching and processing at the intermediate nodes/devices for faster responses as required in real-
time environments such as those VNs are typically operating in (Kadhim & Seno, 2019).

Traffic Management

Traffic management, including traffic monitoring is essential for appropriate VN and ITS operation, at 
least to make sure that the design of the VN can accommodate ITS service requirements. As the VNs are 
composed of highly mobile nodes leading to dynamic network topologies, traffic patterns vary frequently. 
To maintain network connectivity and allocate network resources, it is essential to constantly monitor 
network traffic. To avoid bandwidth scarcity, appropriate network planning and traffic engineering 
methods may be useful (Abugabah et al., 2020) and (Shu et al., 2020). Solutions such as Decentralized 
Congestion Control (DCC) (Campolo, Molinaro & Scopigno, 2015) enhance the computation of path 
load estimation, based upon input parameters taken from different vehicles and RSUs.

Safety and Security

VNs can undergo numerous attacks such as malicious applications, compromising server behavior, un-
authorized access to the network, modification of flow rules (i.e., data traffic flow rules as defined for a 
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routing mechanism), traffic hijacking, Man-In-The-Middle (MITM) attacks, fake service advertisement, 
fake devices and topology advertisements, to name a few (Arif et al., 2020)

and (Boualouache, Soua & Engel, 2020). SDVN controllers can constantly monitor the network flows 
and identify network intrusion by malicious traffic. SDN allows the network administrators to separate 
malicious traffic from legitimate traffic thereby preventing the network from getting compromised, 
eventually. However, it needs to be noted that SDVN controllers act as the single point of control and 
are themselves subject to attacks. Such attacks include (Distributed) Denial of Service (DDoS), the 
alteration of controller messages, the poisoning of the controller’s network view, conflicting controller 
configuration tasks, etc. (Reynaud et al., 2016).

The SDVN Architecture

A simplified view of the SDVN architecture is presented in Figure 2. The SDVN architecture relies upon 
three planes and interfaces between the planes. The operations carried out by the three planes and their 
respective components are also presented in Figure 2. The upper plane is the “application plane” that is 
designed to provide certain applications and services to the VNs. The applications and services provided 
by the application plane of the SDVN architecture are presented in the application plane of the simplified 
view of the SDVN architecture. The “control plane” can be configured and re-programmed based on 
network requirements, in particular. The services provided by the control plane are presented in Figure 
3. The “data plane” is responsible for network connectivity and communication. The technologies used 
and the required network devices/components are listed under the data plane in the SDVN architecture 
shown in Figure 3.

This section discusses the SDVN architecture and the roles of the application, control, and data planes 
of the SDVN architecture.

Application Plane

VNs support several ITS applications. Many non-safety and safety critical applications are handled by the 
VNs. The future VN technologies aim to make Autonomous Vehicle (AV) a reality. Some of the safety 
critical applications include traffic services, accident avoidance, driver assist, platooning, autonomous 
driving, alarm and warning messages (emergency brake/intersection collision/stationary warning systems). 
The non-safety critical applications include media streaming, infotainment, Internet access by commuters, 
and electronic toll payments. To support real-time processing of application flows, technologies such as 
cloud, edge and fog computing can be part of the VN network. A communication or diagnostic history 
can be stored in the cloud for future use. Information processing requests can be handled by the cloud, 
edge or fog computing resources. Traffic forwarding and content caching techniques also need to evolve 
to support VNs. Another important aspect that needs to be handled by the application plane is related 
to the safety and security of the network and the applications running over these networks. As VNs are 
highly dynamic and ad-hoc by nature, these networks are prone to attacks such as DDoS attacks, jamming 
attack, malicious participants, masquerading attack, illusion attack, altered / injected messages, sybil 
attack, GPS position alteration attack, timing attack, blackhole, and grayhole attacks. Secure vehicular 
communication requires authenticity, confidentiality, integrity, non-repudiation, privacy and availability. 
To mitigate these attacks, the VN networks must support message encryption and authentication capa-
bilities, intrusion detection and prevention features, as well as firewalls and secure gateways.
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Control Plane

The SDVN controller facilitates the implementation of new applications and allows testing of new services 
and protocols. The SDVN controller makes decisions about policy enforcement and resource allocation, 
as a function of various parameters that include (but are not limited to) the status of the network (load 
conditions, in particular), the nature of the ITS service, network-originated notifications, etc. The con-

Figure 3. The SDVN Architecture
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troller uses protocols such as open source based OpenFlow to communicate with the network devices. 
It controls the behavior of the network devices such as switches, routers, RSUs and BSs through the 
Southbound Interface (SBI). The SDVN controller makes decisions that may be inferred by application 
requirements, among other inputs.

As the SDVN supports applications ranging from traffic management and monitoring to infotainment 
services, the important characteristics of VNs such as multi-tenancy, scalability and flexibility are crucial 
for their performance. VN virtualization facilitates the flexibility in VNs in terms of the types of services 
offered by the network. To support multi-tenancy and ensure service availability, the virtualization of 
VN resources is required. One such framework is proposed in (Bhatia, Haribabu, Gupta & Sahu, 2018). 
The framework proposes the virtualization of the SDVN controller, resource manager, On Board Units 
(OBUs) and RSUs. The virtualization of network resources is meant to optimize the management of 
vehicle movement to avoid any service disruption when vehicles are not managed by a physical RSU 
(due to node mobility or absence of RSU deployment). The virtual OBUs (vOBUs) allows for slicing of 
the resources available at OBUs to be used by multiple tenants simultaneously. The availability of virtual 
RSUs (vRSUs) would provide the mobile nodes with seamless connectivity even when they move out 
of the communication range of the physical RSU. However, to enable this functionality, virtualization 
of BSs and (Access Points) APs is required. Virtual Resource Managers (vRM) allow the slicing of 
resources to better address QoS requirements through effective management of resources. The vRM in 
a VN enables multiple SDN controllers to share the physical resources. The virtual SDVN Controllers 
(vSDVNC) are used by the tenants to control their infrastructure (Li, Ota & Dong, 2016).

The SDVN scalability can be measured, for example, by the number of switches that a controller can 
support and the ability to deploy SDVNs over multiple domains. The SDVN controller facilitates network 
scalability by adapting the physical network capacity according to a scale-out model while managing 
the network as a single entity (as opposed to multiple network slices managed by different tenants). To 
maintain network performance and QoS the SDVN controller maintains flow tables that comprise rules 
for controlling and directing traffic flows in the network.

With route computation and route status management capabilities supported by the SDN controller 
traffic can be forwarded along different routes to optimize network resources. Also, the QoS parameters 
can be defined on a flow-by-flow basis, depending on the application requirements. Network reliability 
can be ensured by means of network redundancy schemes, among other designs. As the SDVN control-
ler has the knowledge of the network configuration, it facilitates programming of network resources to 
maintain the required network performance and efficiency. VN security is of prime importance par-
ticularly because the vehicular nodes are involved in real-time communications and security gaps can 
be life threatening. SDVN controllers can support authentication and authorization capabilities to grant 
access to the network and its resources.

Data Plane

The data plane hosts forwarding capabilities. The RSUs, BSs, and APs are used for forwarding traffic 
from a vehicular node to the core networks and vice versa. These are controlled by an ITS service pro-
vider and are interconnected through a wired/wireless link. In case of VANETs, vehicles act as routers. 
The cloud, fog, and edge computing infrastructures provide storage and processing resources to address 
the need for efficiency, reliability and real-time processing. The data plane focusses on data collection 
and forwarding of data to the control plane using the forwarding resources such as routers/switches.
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The cellular communication technologies can be adapted by the VNs as they provide very high network 
capacity capable of support applications requiring high throughput (e.g., autonomous driving, driver-
assistance systems). The BSs and RSUs offer broader coverage for vehicles. The vehicles first access the 
RSUs, and then access the BSs if the RSUs are not able to provide enough resource for wireless access.

The cloud, fog and edge computing infrastructures make an important part of the data plane of SDN 
based VNs. The cloud computing infrastructure provides remote storage and computational facilities. 
However, there are concerns about delays involved in transferring the data from vehicles to cloud for 
storage / processing and retrieving the stored / processed data from the cloud. Due to these concerns, 
there arises the need to look for solutions that ensure reduced latency and uninterrupted service. To 
overcome these concerns, the fog and edge computing solutions are used.

The SDVN controller can control the operation of these infrastructure node and ad-hoc forwarding units 
through the SBI. The behavior of these devices can be programmed on a flow-by-flow basis depending on 
the application requirements. The transmission capacity in terms of communication channel bandwidth, 
as well as storage, and computing resources can be configured by the SDVN controller through the SBI.

In hybrid networks as presented in (Ku et al., 2014) and (Salahuddin, Al-Fuqaha & Guizani, 2014), 
the SDN controller offloads certain tasks to the RSUs and BSs and enforces certain policy rules such 
as traffic monitoring (traffic statistics and service access billing) and path load balancing (routing data 
based on application requirements for bandwidth and delay) associated with the forwarding of traffic over 
the network. The OpenFlow example described in the aforementioned reference, relies upon switches 
(e.g., OpenFlow-based) that are programmed by the controller to use per-hop criteria for flow control 
and resource allocation for forwarding and processing of data.

The SDN control is also extended to the vehicular nodes through the OBUs wherein, the OBUs can 
be programmed by the controller and prompted by the controller to perform certain actions. The SDN 
controller programs the forwarding devices for appropriate path to avoid interference and to control 
flows. The forwarding devices can be programmed by the controller with dynamic power transmission 
based on the vehicle density to avoid/minimize network interference.

The wireless communication technologies used for communication over the VNs are presented in 
Figure 2. These technologies vary in their data rates, communication range and operating frequency. In 
the heterogeneous VNs the participating nodes need to switch over between these network technologies 
or use them simultaneously for different purposes. The VN communication standards and protocols are 
defined by both 3GPP and IEEE. While 3GPP has defined Cellular - Vehicle to Everything (C-V2X) 
standards comprising of 4G/5G radio access such as LTE and LTE-A and New Radio (NR) technologies 
(both as cellular and as direct, side link variant), IEEE has defined the DSRC and WAVE standards. For 
short range Personal Area Network (PAN) communication technologies such as Bluetooth and VLC 
are used. Use of Radio Detection And Ranging (RADAR), Light Detection And Ranging (LIDAR) as 
well as sensors facilitates intra-vehicle and inter-vehicle communication for applications such as pla-
tooning, parking assistance, lane management, driver assist and obstacle detection. The channel access 
mechanisms such as Time Division Multiple Access (TDMA) or Carrier Sense Multiple Access / Col-
lision Avoidance (CSMA/CA) can be programmed by the SDVN controller. As noted by the authors in 
(Fontes et al., 2017), TDMA is considered to be the better network access technology for low-latency, 
high-reliability applications in the autonomous vehicle approach.

The rules for traffic forwarding can be determined as a function of the location of the vehicle, as well 
as the density of vehicles. The geographical locations of the communicating node can be tracked by the 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



317

Software-Defined Vehicular Networks (SDVN) for Intelligent Transportation Systems (ITS)
 

SDN controller through the RSUs or BSs, and the network infrastructure devices can be programmed 
for processing and traffic forwarding purposes.

KEY CHALLENGES AND RESEARCH ISSUES

As discussed in the previous sections, robust, reliable and efficient VN communication is crucial for 
the future ITS. The research community is working towards making VN communications and autono-
mous vehicles a reality. However, issues such as high node mobility, dynamic topology, intermittent 
connectivity, efficient network resource utilization, interference avoidance, load balancing, and network 
security still remain major challenges. As legacy networking techniques are not considered to be suitable 
for VNs, researchers are considering the development of SDVN architectures and related solutions to 
overcome these challenges. The programmability, scalability, and flexibility offered by SDN can help 
improve QoS, network’s efficiency and reliability. Combining the SDN with cloud/edge/fog computing 
and NDN/CCN/ICN technology aims to enhance the VN functionality and performance further. The 
NDN/CCN/ICN are related technologies that carry out data-centric forwarding. Since the users are 
interested in the content rather than the source of the information, the information distribution is based 
on the named ‘content’ rather than numerically addressed hosts. For this, the intermediate nodes cache 
the information for respective content queries. When a mobile node requests for any information, the 
nearest host can answer for that query instead of sending the request packet all the way to the server and 
getting the information. While reducing the delays in fetching the required information, this mechanism 
also reduces the load on the server.

This section first presents the key pending challenges and open research issues in the field of SDVN. 
After discussing the challenges and open research issues, the ongoing research and solutions under de-
velopment in this field are presented.

Key challenges in SDVN are as follows:

1.  Dynamic network topology and node mobility: Vehicle mobility leads to constantly changing 
network topology and intermittent connectivity. This constant change in network topology and 
connectivity makes it difficult for the SDVN controller to manage network resources and maintain 
an accurate view of the topology. The SDVN controller needs to track node association and disas-
sociation, gather information about network topology, maintain routes/routing tables, and compute 
appropriate routes for traffic forwarding purposes.
To deal with this issue, researchers proposed routing principles in SDVN (Zhao et al., 2020). For 
example, a mobile vehicle sends an association request to the RSU/BS to access the controller, by 
using suitable a selection mechanism as proposed in (Correia, Boukerche & Meneguette, 2017; 
Zhu et al., 2015). The controller maintains the changes in network topology. A centralized or 
hybrid mode of route selection can be used. In the centralized route selection beacons are sent to 
the central controller while in hybrid mode, the SDVN controller instructs the RSUs that in turn 
instruct the vehicles about the routing policies to enforce. Based on the network topology, the 
routing and forwarding mechanisms can be classified into three categories namely centralized and 
hybrid, single-path and multi-path, beacon based and prediction based (Bozkaya & Canberk, 2015).
While researchers have proposed numerous approaches to deal with the issues of dynamic network 
topology and routing in VNs, these solutions vary in terms of complexity, communication overhead, 
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scalability, and achieved quality of calculated routes such as available bandwidth, Signal-to-Noise 
Ratio (SNR) and Signal-to-Interference-Noise Ratio (SINR).
Some of the open research issues in this field are:
 ◦ Development of dedicated trajectory prediction algorithms.
 ◦ Reduction of communication overhead.
 ◦ Development of a framework for route selection and management.
 ◦ Development of routing algorithms to be run by the SDN controller.
 ◦ Application of AI to route computation by the SDN controller.
 ◦ Development of mechanisms to overcome failed routing instructions (e.g., broken routes 

considering node mobility).
 ◦ Development of multicast transmission schemes to be deployed in VNs.
 ◦ Security of routing protocols.

2.  Heterogeneous network: VNs and V2X involve communications between devices of different 
characteristics. The participating entities may have been developed by different manufacturers 
and may support different features. The difference between the communicating nodes, because 
of their different characteristics, features, protocols, leads to numerous constraints that need to be 
addressed for seamless communication purposes (thereby avoiding service disruption). For short 
distance communications, nodes in VNs use Bluetooth, VLC, LIDAR, or sensor networking. For 
medium distance communications, the IEEE 802.11 based WAVE and DSRC protocols, low-power 
wide area network (LPWAN), or 3GPP-based C-V2X sidelink technology for V2V connectivity is 
used. Long distance communication is achieved using cellular 3GPP technology such as LTE or 
5G-NR (5th Generation New Radio). Fog, edge, and cloud computing supports remote data access 
and processing. The 5G-PPP (5th Generation Public Private Partnership Group) is investigating 5G 
Automotive Vision to attain high data rates, better connectivity and frequent handoffs. All these 
technologies and protocols involved in successful and efficient communication in VNs vary in 
their characteristics and features. The heterogeneous radio interfaces on VN nodes find it difficult 
to interoperate. The future ITS communication platform will be a combination of diverse wireless 
communication technologies. While the incorporation of SDN relieves the network from the issue 
of vendor lock-in to some extent, the end nodes may still face challenges. Therefore, it is essential 
to standardize the communication technologies and protocols in VNs. Many researchers, manufac-
turers and organizations are working towards the development of standardized solutions for VNs 
(Mahmood, Zhang & Sheng, 2019). Researchers are working towards of the use of a centralized 
intelligence in coordination with local computation logics to overcome the single point of failure 
due to potential outage of centralized SDN controller (Zhu et al., 2016; Dey et al., 2016).
Open research issues to overcome the challenge of heterogeneous networks are as follows:
 ◦ Attain ubiquitous and seamless network connectivity.
 ◦ Handover target selection, necessity and triggering condition estimation (that is, when should 

the handover take place or should be initiated).
 ◦ Multi-hop routing over heterogeneous network technologies.
 ◦ Node location maintenance and travel trajectory anticipation for handover purposes.

3.  Network Scalability: The number of nodes/vehicles that will be part of the network at any given 
time is highly unpredictable due to the dynamicity of the network. The SDVN controller needs to 
constantly monitor the network and allocate network resources accordingly. Therefore, network 
resource management and data processing are the main challenges in scalable VNs. Researchers 
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who aim to address this challenge have developed AI/ML-based solutions to predict the node 
mobility and network density, so that network resources can be managed efficiently (Correia & 
Boukerche, 2017). In case the network infrastructure does not function properly due to overload or 
malfunctioning conditions, the SDVN controller needs to monitor such conditions, either allocate 
new resources or redirect traffic in order to maintain the adequate level of service quality (Smida 
et al., 2019).
Some of the open research challenges in this field are:
 ◦ Maintenance of network agility and responsiveness with scalability.
 ◦ Data offloading and load sharing when the amount of traffic increases.
 ◦ Network resource management based on prediction of node mobility and network density.
 ◦ Node position sensing and resource allocation.
 ◦ Interface sensing and radio resource management.

4.  Network interference and latency control: VNs use wireless communication media that are 
prone to signal attenuation and interference. Wireless signals undergo multipath propagation 
leading to Inter Symbol Interference (ISI), Doppler effect, reflections, scattering, and diffraction. 
The vehicular communication quality is also challenged due to dense network deployment and 
heterogeneity, but also because of the difference between uplink/downlink transmission powers of 
vehicular nodes and RSUs, as well as possible restrictions on public/private network access leading 
to some interference.
Although current technologies such as Multi Input Multi Output Orthogonal Frequency Division 
Multiplexing (MIMO-OFDM) are efficient enough to overcome these effects in wireless net-
works, the node mobility raises additional challenges in VNs. Efficient path and channel selection 
algorithms are developed to avoid interference. Dual Polarized Directional Antenna (DPDA) is 
proposed to reduce channel interference while enhancing network efficiency (Rinki, 2014). While 
Dual Polarization (DP) supports simultaneous transmission over vertical and horizontal polariza-
tions, Directional Antenna (DA) thanks to its broader communication range compared to omnidi-
rectional antenna (OA) reduces latency by reducing the number of intermediate hops in multi-hop 
communication (Sharma et al., 2016). The Dual Polarized Directional Antenna based Medium 
Access Control (DPDA-MAC) (Sharma et al, 2015a) and Dual Polarized Directional Antenna based 
Multipath Routing Protocol (DPDA-MRP) (Sharma et al., 2015b) describe protocols which have 
been proved to enhance network performance in MANETs thanks to increased throughput, Packet 
Delivery Ratio (PDR) and reduced latency; and these protocols can be implemented in VANETs 
as well. Some of the path and channel selection algorithms for VANETs are proposed in (Jang & 
Lee, 2010; Fazio, De Rango & Sottile, 2015).
Some of the open research issues in this field are:
 ◦ Intermittent connectivity and unstable bandwidth usage due to node mobility.
 ◦ Channel state estimation in highly dynamic vehicular networks.
 ◦ Directional beam steering with rapidly changing node location.
 ◦ Enhancement of standardized cellular network architecture to support high mobility VNs.
 ◦ Application of deep learning for channel state estimation and optimization.

5.  Network Security: Network security still remains a significant problem in SDN-based architec-
tures. As an SDN controller is a logically centralized entity, in case the controller is attacked, the 
whole network operation can be jeopardized. If the SDVN controller is compromised, the whole 
network can be affected. This issue can be carefully taken into account when exposing Application 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



320

Software-Defined Vehicular Networks (SDVN) for Intelligent Transportation Systems (ITS)
 

Programming Interfaces (APIs). However, there is a lack of standard SDVN APIs, which makes 
controllers vulnerable to network security attacks (Akhunzada & Khan, 2017).
To overcome the failure of SDVN controllers, some research activities propose the use of primary 
and secondary network controllers. However, resiliency of SDN controllers still remains an open 
research challenge. While current research investigates how SDN-based networks can be more 
secure, in case of SDVN this remains a concern as a compromised controller can endanger human 
life. Apart from the SDN controller, vehicular nodes are vulnerable too. Electronic Control Units 
(ECUs) in an intelligent vehicle are exposed to attacks and tampering. Interfaces subject to attacks 
can be accessed through direct access, short- and long-range wireless communication. The On-Board 
Diagnostics (OBD) port and compact disc player give direct and largely unrestricted access to the 
in-vehicle communication network. Short-range wireless attack surfaces include remote keyless 
breach, Tire Pressure Monitoring System (TPMS), Bluetooth and Wi-Fi. The long-range wireless 
attacks often use satellite or AM/FM radio interfaces, as well as the cellular communication inter-
faces. Over The Air (OTA) updates are another major cause of attack in intelligent vehicles. Some 
of the prominent threats in VNs are MITM, DoS, DDoS, replay attack, bluejacking/bluebugging 
(sending unsolicited messages over Bluetooth), unauthorized control of vehicle parameters, collec-
tion of vehicle’s private information, concealing location information, false alerts and tampering 
of ECU data blue. Some of the solutions proposed to mitigate these attacks are message encryp-
tion and authentication, firewalls, use of intrusion detection and prevention capabilities, domain 
isolation through gateways, secure boot runtime integrity, secure Machine-to-Machine (M2M) 
integration and secure key storage. Blockchain-based framework for VN security is presented in 
(Yahiatene et al., 2019). Usage of ML to detect security vulnerabilities and attacks is presented in 
(Tang et al., 2019).
Some of open research challenges in this area are:
 ◦ Standard northbound/southbound/eastbound/westbound APIs to address security vulner-

abilities and attacks.
 ◦ Authentication codes (secure boot), run-time integrity protection and resource control (re-

source virtualization).
 ◦ Secure messaging and OTA updates.
 ◦ Solutions for firewalls, context-aware message filtering and Intrusion Detection System 

(IDS).
 ◦ Isolation of vulnerable interfaces such as Transmission Control Units (TCU) and OBD.
 ◦ D2D/M2M authentication solutions.

CONCLUSION

This chapter presents the role of SDN in VNs and the importance of SDVN. The SDVN use cases and 
related research present the vehicular application areas where SDN can be instrumental for proper VN 
design, delivery and operation. The chapter also discusses the ongoing research in this field.

The SDVN architecture is presented and roles of the SDVN application, control and data planes are 
discussed. The chapter outlines and discusses the research challenges and opportunities in the area of 
SDVN with the aim of investigating and presenting recent research advances in SDVN.
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KEY TERMS AND DEFINITIONS

Intelligent Transportation Systems (ITS): A amalgamation of contemporary information and com-
munication technologies used for transportations and traffic management systems to efficiently monitor 
and manage transportation system and enhance their efficiency, safety, and sustainability.

Mobile Ad-hoc Networks (MANETs): A temporary and infrastructure-less network of mobile nodes, 
wherein the mobile nodes communicate when they are within communication range of each other. The 
nodes in a MANET can act as source, sink, or router.

Software-Defined Networking (SDN): A networking architecture that decouples network control 
and forwarding functions and enables the network control to become directly programmable.

Software-Defined Vehicular Networks (SDVN): A Software Defined Networking (SDN) based 
vehicular network that facilitates programmability of vehicular networks to deal with issues in routing, 
connectivity, heterogeneity, scalability, reliability, and security.

Vehicle-to-Everything (V2X): Communication between a vehicle and other parts of the traffic system 
such as other vehicles, infrastructure, Internetwork, cloud, pedestrians, grid, and devices.

Vehicular Ad-hoc Networks (VANETs): A temporary and infrastructure-less network of vehicles 
that communicate when they come within communication range of each other. Like in MANETs, the 
vehicles in VANETs can act as source, sink, or router.

Vehicular Communication: Comprises of a communication system and technologies that enable 
communication between vehicles, roadside units, and other components of a vehicular network.

Vehicular Networks: A network of vehicles, roadside infrastructure, internetwork, cloud, pedestrians, 
grid, and devices that communicate using wireless communication technologies.
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ABSTRACT

Security has always been a major concern of network operators. Despite a pretty rich security toolbox that 
never ceased to improve over the years (filters, traffic wells, encryption techniques, and intrusion detection 
systems to name a few), attacks keep on increasing from both a numerical and amplitude standpoints. 
Such protean attacks demand an adapted security toolkit that should include techniques capable of not 
only detecting these attacks but also anticipating them even before they reach their target. Strengthening 
future networking infrastructures so that they become protective, instead of being “just” protected must 
thus become one of the key strategic objectives of network operators and service providers who ambi-
tion to rely upon robust, dynamic, security policy enforcement schemes to develop their business while 
retaining their existing customers. This chapter discusses the various security challenges that may be 
further exacerbated by future networking infrastructures. It also presents some of the techniques that 
are very likely to become cornerstones of protective networking.
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INTRODUCTION

Security has always been a major concern of network operators. Networking infrastructures have been 
protected for decades with a level of efficiency that proved to be sub-optimal, depending on the nature 
and the scope of attacks. Despite a pretty rich security toolbox that never ceased to improve over the 
years (filters, traffic wells, encryption techniques and intrusion detection systems to name a few), attacks 
keep on increasing from both a numerical and amplitude standpoints. For example, attacks that consist in 
bringing organizations offline by flooding their websites with bogus traffic have dramatically increased 
over the past two years. Ransomware or data theft (a group of Russian attackers claimed they have stolen 
30 Terabytes of data from companies like Symantec and McAfee) are also increasing (Check Point, 2020).

Such protean attacks demand an adapted security toolkit that should include techniques capable of 
not only detecting attacks but also anticipating them way before they reach their target. Strengthening 
future networking infrastructures so that they become protective, not just protected: protective networking 
is likely to become one of the key strategic objectives of operators and service providers who ambition 
to develop their security business with advanced, highly anticipative, dynamic security policy enforce-
ment schemes.

MAIN FOCUS OF THE CHAPTER

This chapter focuses on an advanced security framework called “Protective Networking”. Protective 
networking aims at providing means to proactively and dynamically detect and mitigate any kind of at-
tack (regardless of its origin, scope, surface, etc.) preferably way before such attacks reach their targets.

Basically, protective networking is seen as a major leap forward in the area of advanced and dynamic 
security policy enforcement schemes: from three decades of security policy frameworks that namely con-
sisted in protecting the network infrastructures and mitigating attacks to limit the damage done as much 
as possible to an era where the network becomes actively protective let alone collaborative. Suspicious 
traffic can be dynamically detected and signaled to computation logics, which dynamically elaborate 
adapted mitigation plans to counter attacks as close to their source as possible and to exchange attack 
mitigation practices on a global scale. Partnering networks can thus limit the propagation of the attack, 
thereby significantly reducing the attack surface, if not eliminating the threat itself.

As detailed in the next sections, protective networking relies upon three pillars: detection, signaling, 
and mitigation. Protective networking thus provides the means to move from a typical reactive mode that 
endures for more than 30 years in networks towards a proactive mode that will make the future Internet 
a safer place. It indeed aims at dramatically limiting the effects of massive attacks while preserving as 
much as possible the continuity of services accessed by Internet users.

BACKGROUND

Security Demands Global Thinking

Security is a global thing. It not only relates to the protection of infrastructures, customer premises, 
and end-user applications. It also includes the preservation of privacy data, the ability to provide hard 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



331

From Protected Networks to Protective and Collaborative Networking
 

guarantees about the identity of an end-user before he/she can access the service he/she has subscribed 
to, let alone the ability to provide hard guarantees about the nature of information exchanged between 
networks, e.g., for route computation purposes as well as the identity of the peer that announces such 
information. Means to ensure the integrity of this information must be provided. Future networking 
infrastructures are no exception and the aforementioned security challenges also apply to these infra-
structures, hence the need for means to:

1.  Access services with proper credentials (and their management).
2.  Securely exchange information between operators to deliver multi-domain/multi-tenant services 

(including the ability to provide guarantees about the identity of such partners before exchanging 
information with them).

3.  Secure the transport of (policy-provisioning/configuration) information between logically cen-
tralized computation logics responsible for designing, delivering and operating services and the 
participating components of the service.

4.  Authenticate tenants who may be granted access to service parameters and who may trigger resource 
negotiation cycles.

5.  Make sure decisions made by various computation logics operated by different parties are consistent 
within the context of dynamically provisioning services that span multiple networks operated by 
different parties.

6.  Dynamically define and enforce appropriate mitigation plans to prevent attacks preferably way 
before they reach their target(s).

Security Becomes A Major Clause of Service Negotiation

Procedures for the design and operation of connectivity services have become increasingly diverse but 
also complex. The time it takes to negotiate service parameters and then proceed with the allocation 
of the corresponding resources can thus be measured in days, weeks, and even months depending on 
the complexity of the service to deliver. A target for the design of future Internet services is that these 
parameters would be dynamically negotiated with the service provider, as a function of the available 
resources, the customer’s expectations, the provider’s network planning policy, etc.

The definition of a clear interface between the service (including third-party applications) and the 
network layers would therefore facilitate the dynamic negotiation, thereby improving the overall service 
delivery procedure by optimizing the service parameter negotiation procedure. From this standpoint, 
(Boucadair, Jacquenet, & Wang, 2014) introduce a generic and flexible Connectivity Provisioning 
Profile (CPP) which is a service model that aims at facilitating the exposure of service parameters in a 
technology-agnostic manner.

As such, the corresponding service requirements (classified into various clauses, such as a security 
clause) can be addressed by means of a dynamic service parameter negotiation framework that relies 
upon the aforementioned CPP template and the use of a dedicated, typically client/server protocol that 
carries the exchanges between a customer and the service provider during the whole service negotiation 
cycle until it reaches a positive (i.e., a deal is done) or a negative (both parties couldn’t agree on the 
terms of the negotiation) conclusion.

The result of such negotiation would then feed the computation logic hosted by an orchestrator to 
dynamically design the corresponding service (e.g., by identifying the elementary components of a 
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service – forwarding, and routing, traffic classification and marking capabilities, traffic filters, etc.). 
Results of such computation would in turn be derived into instructions to be processed by another 
computation logic that typically resides in a control plane (namely a SDN controller) to proceed with 
the dynamic allocation of the required resources (instantiation and configuration of the aforementioned 
service functions) and enforcement of the set of service-inferred, slice-specific policies that include 
(but are not necessarily limited to) forwarding and routing policies, QoS policies, and security policies.

Security requirements can consist of identifying the various traffic flows that may be forwarded 
within the network, thereby leading to the definition and the activation of required traffic filters at vari-
ous locations, the design of tunnel facilities, the need to encrypt traffic (or a part thereof) that will be 
forwarded within the slice and the corresponding encryption means, etc.

FROM PROTECTED NETWORKS TO PROTECTIVE NETWORKING

Detect, Signal, and Mitigate With The Help of Artificial Intelligence

From the initial traffic monitoring, model library installment and policy enforcement schemes to the 
resulting (yet presumably distorted) invocation of a set of network security functions and related updates, 
the network becomes a primary asset to win against villains.

Protective networking relies upon three major components:

• Anticipative detection of suspicious traffic
• Automated signaling of suspicious traffic
• Dynamic mitigation of suspicious traffic, including automatic mitigation upon detection of the 

signal loss.

Detection may rely upon a library of traffic patterns that reflect the different kinds of legitimate 
traffic that may be forwarded by the network, and which may also include information about network 
access conditions, and link capacity (Boucadair, Reddy, Doron, Meiling, & Shallow, 2020). Also, these 
patterns can include the traffic identification information that was disclosed during a service parameter 
negotiation cycle. The detection component is a piece of software that may be hosted in physical network 
devices (possibly including terminals and Customer Premises Equipment (CPE)), as well as in Virtual 
Network Function (VNF) (hosted by virtual machines or containers) that are typical of a telco cloud 
networking environment.

Such an agent is therefore activated to monitor part or all traffic going through the device or the VNF, 
and compares what it observes with the traffic patterns stored in its library. Whenever a flow (defined 
as a set of packets that share at least one common characteristic such as the same destination address 
or the same couple of source and destination ports) doesn’t match the traffic patterns, the agent may 
consider the said flow as suspicious. Experience of agents is further improved by means of predictive 
traffic analysis techniques that help minimize the risk of false positives (e.g., a potentially suspicious 
flow happens to be the result of a management operation). Of course, the more agents, the better the 
ability to detect and anticipate attacks way before they reach their target.

Signaling is what agents do whenever they detect suspicious traffic. Such detection dynamically 
triggers the sending of an attack mitigation request towards a server that is responsible for making the 
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appropriate decision such as defining and instantiating the relevant mitigation plan, which may consist in 
redirecting suspicious traffic to a scrubbing center. This signaling procedure thus assumes an exchange 
of information between the agent and the mitigation server besides acknowledging the reception of the 
mitigation request: this request indeed elaborates on what has been observed. Based on such informa-
tion, the mitigation server will then construct a mitigation plan which it will communicate to the agent 
accordingly.

Mitigation is the set of actions that result from the decisions made by the mitigation servers that are 
responsible for preventing attack propagation. As such, mitigation servers can be seen as an avatar of 
a logically centralized computation logic that is responsible for dynamically defining and instantiating 
service-inferred, security policies. The actual enforcement of such security policies is in turn the result 
of the application of the set of instructions by the Network Security Functions (NSF) involved in the 
mitigation of the attack – firewalls, filters, traffic encryption, traffic redirection, etc.

Automation Is Instrumental For Protective Networking

Within the context of networks, automation can be defined as a set of techniques that facilitate the 
delivery and the operation of network services supported by network infrastructures while minimizing 
declarative and manual interventions.

Network automation is often seen as a major asset by operators who want to dramatically improve 
the time it takes to build and deliver network services, regardless of their scope, complexity, and the 
nature of the elementary functions upon which these services rely.

Rationale

Claimed network automation is currently mostly restricted to the elaboration and the execution of con-
figuration scripts, which reflect the application of decision-making procedures that remain manually 
declarative: the data used to drive the execution of configuration tasks are statically declared. In addition, 
this rather embryonic automation mostly deals with tasks that remain local to a device to the detriment 
of a global, network-wise, systemic view that would be able to guarantee the global consistency of the 
set of actions taken to deliver a service.

Automation is actually far more protean.
From the dynamic exposure and negotiation of service parameters to feedback mechanisms that are 

meant to assess that what has been allocated complies with what has been negotiated, the automation 
of service delivery procedures relies upon a set of functional meta-blocks (dynamic discovery of the 
network, its topology, its components, dynamic negotiation techniques, dynamic resource allocation and 
policy enforcement schemes, autonomous back-up mechanisms, etc.) coupled with control loops that 
interact in a deterministic and sometimes autonomic fashion.

Framework and Challenges

Automation is primarily meant to significantly improve the time it takes to deliver a service but also 
to provide guarantees about the expected, possibly negotiated, quality and robustness of such services 
(Figure 1).
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The completion of the service parameter negotiation phase provides an input to the (SDN-based) 
computation logic of the network automation system. Thus, the corresponding service will then be 
structured accordingly, i.e., according to the service-specific policy provisioning information that will 
be derived from the outcome of the said negotiation.

This policy-provisioning information will then be translated into device-specific configuration informa-
tion. Such policy provisioning information can either be service- or Customer-specific, depending on the 
nature and the number of services that can be subscribed by a Customer, for example. Upon completion of 
these configuration tasks, the service is delivered to the Customer in a completely deterministic fashion.

Automated network production and operation must be deterministic.
Indeed, the behavior of systems deployed into operational networks should be predictable and always 

remain under control. Outputs and states of those systems should be deterministic, and no unexpected 
behavior should be experienced, at the risk of provoking chaotic situations.

From a deterministic standpoint, a high degree of automation can be introduced inside a system only 
if such automation relies upon well-known, carefully-designed procedures. The latter can be decomposed 
into state machines, policies, etc., which will reflect the different behaviors of the system under various 
conditions. This means that how the service/network will behave within certain circumstances, with 
particular entries, is known in advance, and the expected result of such behavior is therefore predictable.

Figure 1. AI-fueled service delivery procedure
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Service operation then assumes techniques that are used for Service Fulfillment and Assurance pur-
poses. In particular, monitoring techniques are meant to verify that policies are properly enforced and 
to ensure that the service delivered complies with what has been negotiated with a Customer.

Artificial Intelligence Is A Cornerstone of Network Automation

Artificial Intelligence (AI) can be defined as a set of cognitive capabilities that contribute to decision-
making. AI techniques have many applications in networking environments.

From the dynamic service parameter exposure and negotiation to service fulfillment and assurance, 
AI-based computation can be seen as the necessary glue to:

• Proceed with the dynamic design of the requested service, based upon the outcomes of a successful 
service parameter negotiation (Boucadair, Jacquenet, & Wang, 2014; Boucadair, Reddy, Doron, 
Meiling, & Shallow, 2020) between a customer and a service provider. Such design consists in 
the identification of the elementary capabilities or Service Functions (SFs) that will compose the 
service (traffic forwarding and routing capabilities, QoS capabilities like traffic classification and 
marking, traffic conditioning and scheduling, traffic engineering capabilities, security capabili-
ties, etc.) and their subsequent orchestration to best accommodate the customer’s requirements 
reflected in the contracted Service Level Agreement (SLA).

• Dynamically allocate resources and instantiate (service-inferred) policies (see for example, Liu et 
al. (2018)) that reflect the aforementioned service design resulting from an AI-fueled computation 
run by a smart logic typically hosted in a service orchestrator. Such dynamic resource allocation 
and policy enforcement schemes consist in providing participating SFs with the relevant configu-
ration and policy-provisioning information.

• Design the Service Function Chains (SFC) (Halpern & Pignataro, 2015) that will be supported 
by the network infrastructure, to dynamically enforce differentiated traffic forwarding policies 
as a function of the service portfolio (access to the Internet, IPTV services, voice services, etc.) 
proposed by the service provider. Dynamically structuring an SFC consists in (1) identifying the 
required SFs that will compose the SFC, (2) identifying the instances of these SFs as a function 
of various parameters that include (but are not necessarily limited to) the user’s location, whether 
this user is in motion or not, the nature of the service, etc., (3) identifying and applying corre-
sponding traffic classification rules and (4) establishing the Service Function Path (SFP) accord-
ingly, possibly a la traffic engineering (i.e., the SFP is established a priori to best accommodate 
the service requirements). In that context, AI-based computation can identify the SF instances that 
best fit the SFC requirements according to various criteria such as traffic load, traffic balancing 
opportunities, traffic redirection, etc.

• Enforce appropriate feedback mechanisms (e.g., Rawlins et al. (2003)) to (1) assess the efficiency 
of the said enforced policies and (2) verify that what has been delivered complies with what has 
been requested and potentially negotiated. These feedback mechanisms usually rely upon the de-
ployment of traffic monitoring systems (including probes and smart agents), which can take ad-
vantage of some AI techniques (Machine Learning, for one) to proceed with the aforementioned 
assessment and possibly affect relevant decision-making processes accordingly (e.g., a Software-
Defined Networking (SDN) computation logic may re-instantiate a traffic forwarding policy and 
allocate extra capacity to address a latency requirement).
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• Run control loops at every step of the service delivery procedure (e.g., (Jiang, Strufe, & Schotten, 
2017)) to make sure that everything remains in control at any given time. In that case, AI tech-
niques can be used to minimize the risk of the “mad robot” syndrome so that network operators 
can be informed in real time about the progress of any resource provisioning stage.

The Use of Artificial Intelligence In Protective Networking

Network automation applies to protective networking. It typically consists in the combination of Arti-
ficial Intelligence techniques (such as Machine Learning to dynamically acquire data that will be fur-
ther organized to derive traffic patterns, computation algorithms based upon tools like Reinforcement 
Learning or Auto-Encoder that will forge neural networks which assist agents in the detection process 
(i.e., whether the observed traffic that does not match with any of the aforementioned traffic patterns 
is deemed suspicious or not), and dynamic security policy enforcement and security resource (traffic 
filter, traffic well, firewall, encryption tools, etc.) allocation schemes used by computation logics such 
as an SDN controller to elaborate attack mitigation plans that will be further enforced by the relevant 
components (network device, traffic monitoring agents, etc.).

Protective networking thus assumes the deployment of agents responsible for monitoring the traf-
fic that goes through a network. Several agents can be deployed in various regions and components of 
the network, including the CPEs and the cloud infrastructures. Data acquired through monitoring thus 
feed AI computation algorithms whose configuration relies upon a set of traffic parameters that include 
Source Address/Destination Address pairs, protocol identifiers, source and destination port numbers, 
etc. (including any combination thereof).

Yang et al. (2020) illustrates the use of AutoEncoder that is trained by a set of traffic patterns that 
define the library of legitimate traffic samples maintained by an agent. An AutoEncoder relies upon a 
neural network that learns data encodings in an unsupervised fashion. It then uses the acquired knowl-
edge to generate a representation of the original data input, and which is meant to be as faithful to the 
original as possible (Figure 2).

Upon completion of the training, the Auto-Encoder is used to detect anomalies observed by an agent. 
To do so, the agent extracts data from the packets in the form of samples that then feed Auto-Encoder 
computation logic. The actual detection of an anomaly relies upon the computation of the “difference” 
between what Auto-Encoder has acquired as part of its training and the samples provided by the agent. 
Such difference is usually expressed as an error that exceeds a predefined threshold derived from the 
training phase: since the Auto-Encoder reconstructs input values from legitimate traffic patterns with a 
reconstruction error ∆, an anomaly is detected whenever the reconstruction of the input value from the 
sample traffic patterns provided by the agent yields a “∆” error that is greater than the average of the ∆ 
reconstruction error computed for each legitimate traffic pattern.

Connecting The DOTS For Effective Attack Signaling

According to Jonker et al. (2017), the DDoS ecosystem can be summarized by this sole figure: one third 
of the ~6 million of /24 IPv4 prefixes that are announced on the Internet have been the target of at least 
one DDoS attack over the past couple of years. This situation encouraged the development of a new 
business, called Attack Mitigation Services (AMSes).
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These services are often hosted in cloud infrastructures and prove sub-efficient since they are not 
usually located on the path to reach the victim’s network and proceed with mitigation actions accordingly. 
Tunnel-based designs where all the incoming traffic forwarded to a given site is inspected by the AMS 
server have emerged at the cost of degrading the quality of experience perceived by the end-users. In 
addition, tunnels are known to be attack vectors by design. Even if AMS servers were located on the path 
that reaches victim networks, further complications would arise as a function of the nature of the traffic.

For example, the QUIC protocol that relies upon UDP and designed to increase web browsing per-
formances compared to the (still) hegemonic HTTP/TCP pair is characterized by encryption capabilities 
that inevitably complicate the detection of malicious traffic. The inability to access the contents of QUIC 
control messages because they are encrypted challenges the capacity of an AMS server to distinguish 
between the traffic consented by the end-user from the traffic that is not.

The DDoS Open Threat Signaling (DOTS) working group was chartered a couple of years ago by 
the Internet Engineering Task Force (IETF). DOTS standardizes a client/server architecture (Figure 4) 
to dynamically signal DDoS attack telemetry in real time, so that proper mitigation plans can be derived 
accordingly. Note that the DOTS framework as defined by Reddy et al. (2020) can be applied to any 
kind of attacks, including DDoS attacks: it can be effective for Man-in-the Middle (MITM) and identity 
spoofing attacks.

Figure 2. Auto-Encoder principle
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DOTS clients are the agents mentioned in the previous sections. They are responsible for inspecting 
part or all the traffic they can access from where they are. They compare their observation with the traffic 
patterns they maintain in a library that is updated by new behavioral models computed by AI tools such 
as predictive traffic analysis techniques. They can be located close to the attack target or the source of 
the attack. They can be embedded in various network components including (but not necessarily limited 
to) border, access and aggregation routers, CPEs or 5G packet gateways. DOTS servers are responsible 
for handling attack mitigation requests dynamically signaled by DOTS clients, but also for maintaining 
any useful information about the DOTS clients they manage, such as reachability information and status. 
DOTS servers can be located in the same domain as the DOTS clients or in a different domain (e.g., 
when the AMS is provided to multiple customers located in different domains where DOTS clients are 
implemented).

DOTS clients and servers use two channels to communicate: the data channel and the signal channel. 
The data channel defined by Boucadair & Reddy (2020) is only used when no attack is in progress. The 
DOTS data channel is typically used to install rules, such as filtering rules that can rely upon criteria like 
the source or the destination address or prefix. Conversely, the DOTS signal channel is only used when 
an attack is detected and in progress. Typically, a DOTS client uses the signal channel to solicit assistance 
from the DOTS server with an attack mitigation request. The attack mitigation request provides all the 

Figure 3. A simplified DOTS architecture
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relevant information of the attack, including the network prefix under attack. Upon receipt of an attack 
mitigation request sent by a DOTS client, a DOTS server will take appropriate measures that may solicit 
one or more mitigation resources (e.g., firewalls). The DOTS server also checks if the request does not 
conflict with other mitigation requests or traffic filtering rules that are already in effect, for example.

DOTS clients and servers are smart or should be. It’s one thing to detect and report an attack in prog-
ress in real time so that proper mitigation actions can be taken as soon as possible. It’s another thing to 
make sure that the corresponding mitigation plans will be enforced before the attack reaches its targets, 
i.e., in a proactive manner.

The required intelligence to make a network truly protective is likely to take advantage of network 
automation and artificial intelligence techniques. When traffic inspection is in progress, DOTS clients 
can thus become smart by comparing what they observe with the library of models they maintain. 
Whenever passing traffic does not fit into one of these models, the DOTS client suspects malice. It will 
then solicit a DOTS server for assistance. Assuming the said suspicion turns out to be true, the DOTS 
server derives the appropriate mitigation plan. In other words, it defines a new security policy (or adapts 
an existing one, e.g., modify the currently enforced filters) that will have to be enforced by the relevant 
mitigation resources.

Dynamically Enforcing Security Policies

Which brings us to another piece of the protective networking puzzle: network automation techniques. 
Typically, a DOTS server would likely collocate with an SDN (Software-Defined Networking) controller 
(or an orchestrator, considering the AMS can be dynamically adapted and restructured on the fly) or, 
put simply, be part of the SDN computation logic.

Whenever a DOTS client solicits a DOTS server, assuming the client’s suspicion proves to be true, the 
DOTS server’s decision-making process is triggered accordingly to decide what to do about the attack 
in progress. Figure 5 illustrates the dynamic security policy enforcement framework that relies upon the 
mitigation server as part of the AI-fed computation logic of the networking infrastructure and the network 
security functions involved in the actual enforcement of the said security policies. An NSF is an attack 
mitigation resource that will be solicited as part of a mitigation plan to ensure integrity, confidentiality, 
and availability of network communications, and to mitigate the effects of unwanted activity (Figure 4).

Therefore, a future network security framework will rely upon a set of interfaces and data models for 
controlling and monitoring aspects of physical and virtualized NSFs, so that a DOTS server can enable 
various security rulesets accordingly. Of course, such rule sets can reflect the dynamic enforcement of 
security policies based upon the Event/Condition/Action (ECA) triptych. Simplistically, the “event” can 
be a request for assistance sent by a DOTS client. Upon receipt of this request, the “condition” to derive 
a mitigation plan is that the suspicion proves to be true, and the “action” becomes the enforcement of 
the mitigation plan.

From Protective Networking to Collaborative Networking

Customers enable more and more objects that are granted access to the Internet. Future networks will 
undoubtedly contribute to the deployment of such connected objects on a large scale. Yet, experience 
has shown that these objects are very likely to be exposed to security breaches that can be exploited by 
attackers, so that connected objects behave as attack relays. Such attacks jeopardize the reputation of the 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



340

From Protected Networks to Protective and Collaborative Networking
 

network providers, and also question the stability of the network provider’s infrastructure. Collaborative 
means to filter attack traffic close to its sources are critical to avoid overloading the network. It is even 
more critical as most end-users are not prepared to handle security attacks.

Therefore, it makes sense to conceive a model where Mitigation Service Providers (MSPs) collaborate 
for the benefit of their respective customers. The objectives of such collaborative networking are manifold:

• Exchange about best security practices and share mitigation experience (Figure 5).
• Assist partnering MSPs, especially within the context of “zero-day” attacks whose a priori un-

known nature may complicate the elaboration of adequate mitigation plans.
• Dynamically signal the detection of an attack across DOTS domains (where a DOTS domain 

would typically correspond to a network) to facilitate the enforcement of the corresponding miti-
gation plan(s) at a larger scale and let partnering MSPs to anticipate the attack even before any of 
its traffic enters their domain.

Such collaborative networking encourages AMS partnerships that can rely upon bilateral peer-to-peer 
agreements or a brokering model. The collaborative networking framework still assumes the combina-
tion of AI tools with dynamic signaling and the automated enforcement of mitigation plans. With col-

Figure 4. Policy-based network management to dynamically enforce appropriate mitigation plans
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laborative networking, the efficiency of such mitigation plans can only improve, just like the ability of 
MSPs to limit the propagation of an attack. Let us first start with a typical example where local attack 
mitigation proves to be insufficient.

A Basic Example: An Enterprise Network Is The Target of A DDoS Attack

Figure 6 illustrates the case of an enterprise network subjected to a DDoS attack whose source is connected 
somewhere on the Internet. Local mitigation plans are being enforced by the DOTS server operated by 
the enterprise, but, unfortunately, the attack is still ongoing. The mitigation consisting in blocking the 
attack traffic at the edge of the enterprise’s network is not good enough. The attack traffic will indeed 
keep on saturating the access and significantly degrading the quality of the services subscribed by the 
enterprise (e.g., a VPN service), let alone forbidding the access to such services.

Benefits of Collaborative Networking

In the example illustrated by Figure 6, let us now assume the VPN service provider is also an MSP. In 
that case, the enterprise customer could have solicited the MSP for assistance. Typically, the DOTS 

Figure 5. Collaborative networking environment
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agents hosted in the routers operated by the MSPs would have detected the attack traffic and then pro-
ceeded with the enforcement of the adequate mitigation plan (e.g., dynamic creation of a traffic well). 
Predictive traffic analysis outcomes and subsequent detection results would have been shared between 
the enterprise customer and its VPN provider/MSP, so that the characterization of the attack would have 
fostered the execution of the mitigation actions. Such exchange relies upon the DOTS signaling mecha-
nisms whereas a DOTS client hosted in the enterprise’s network first solicits the DOTS server operated 
by its VPN provider/MSP and then informs the DOTS server about the nature of the attack (Figure 7).

The nature of the information that describes the attack is illustrated in the example of Figure 8.
By design, the DOTS signaling mechanism assumes a relationship between a client and its MSP. 

Depending on the nature of the attack (including its origin that may be located several networks away 
from where the DOTS architecture is deployed, its scope, its magnitude, etc.), this sole relationship is 
likely insufficient. There is a need for a more global framework where DOTS-enabled networks can 
collaborate to mitigate any kind of attack as close to its source as possible.

Collaborative Networking Framework

Collaborative networking assumes the availability of AMSes that have been subscribed by various net-
work operators. Figure 9 illustrates the collaborative networking environment where networks #1 to #n 
embed one or more several AMS agents that are responsible for:

Figure 6. Local DOTS-based mitigation may be insufficient
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• Monitoring traffic and comparing it against a library of traffic patterns fed by AI tools such as 
Reinforcement Learning or Auto-Encoder algorithms.

• Dynamically signaling any traffic deemed suspicious and requesting assistance (namely a mitiga-
tion plan) as appropriate.

AMS agents interact with other AMS agents operated by the other partnering networks through DOTS. 
Communications between AMS agents are established using DTLS (Rescorla & Modadugu, 2012) or 
TLS1.3 (Rescorla, 2018). Communication is established upon completion of a mutual authentication 
scheme, so that any risk of AMS agent identity spoofing can be minimized. Likewise, AMS agents must 
subscribe to the AMS Collaborative Networking (ACN) service before any request they may send can 
be processed by one or several partnering AMS agents.

Communications between AMS agents of an ACN service can either be bilateral (Figure 10) or 
subject to some kind of brokering scheme (Figure 11). In the latter case, an AMS broker is responsible 
for dispatching requests originated by AMS agents to other AMS agents, e.g., depending on the nature 
of the request, the location of the attack source, etc.

To subscribe to the ACN service, an AMS agent sends a SUBSCRIBE message to an AMS agent of 
another domain or an AMS broker. The SUBSCRIBE message may provide elaboration on the nature 
of the collaborative mitigation service, e.g., as a function of a mitigation service portfolio and according 
to set of value codes like:

Figure 7. DOTS client of the enterprise network solicits the DOTS server of the VPN/AMS provider
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• “0” means that the AMS agent wants to subscribe to all the mitigation services provided.
• “1” means that the AMS agent wants to subscribe to the DDoS attack mitigation service.
• “2” means that the AMS agent wants to subscribe to the virus-detection service.

Upon receipt of the SUBSCRIBE message, the AMS agent (or the AMS broker) checks whether the 
requesting agent is entitled to subscribe to the ACN service. If clearance is granted, the receiving agent 
(AMS agent or broker) extracts the identity of the requesting AMS agent, the AMS domain it belongs to, 
the nature of the ACN service requested by the subscription request, the subscription period, etc. Such 
information is stored in a database maintained by the receiving AMS agent or broker. The requesting 
AMS agent receives an ACK message that confirms its subscription to the ACN service.

Whenever an AMS agent detects suspicious traffic that is already the subject of filters enforced by 
a partnering AMS agent, the DOTS server informs the latter about the attack mitigation request sent by 
the agent that detected the suspicious traffic. The latter AMS agent then sends a notification message 
that informs the initial AMS agent that a mitigation plan is already in progress. The notification mes-
sage typically includes the description of the mitigation plan, so that the AMS agent that receives the 
notification can proceed accordingly, possibly assuming an adaptation of the mitigation plan described 

Figure 8. Example of the description of an attack by means of DOTS signaling
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in the notification message. Such an agent can thus anticipate the corresponding attack and make sure 
that the corresponding traffic will never reach the resources this AMS agent protects.

Typically, the notification message carries the following information:

• The subscription identifier that unambiguously confirms the requesting agent is entitled to access 
the ACN service.

• An identifier of the attack that is generated by the AMS agent (or broker) that sends the notifica-
tion message. This identifier is used during the lifetime of the attack.

• A descriptor of the attack: the corresponding field of the notification message can for example 
include a protocol number, one or several port numbers, the components (hosts, routers, switches, 
servers, etc.) involved in the attack, the directionality of the attack traffic (inbound or outbound), 
etc. It’s worth mentioning that such a description can evolve during the lifetime of the attack possi-
bly because additional attack sources or protocols are involved. In that case, additional notification 
messages are sent to reflect the evolution of the attack. The AMS agent that receives subsequent 
notification messages may then update the mitigation plan, e.g., by updating the traffic filters.

• A “Status” field that indicates the status of the attack, whether it is still in progress or has been 
successfully mitigated.

Figure 9. AMS Collaborative Networking (ACN) environment

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



346

From Protected Networks to Protective and Collaborative Networking
 

• A “Local Mitigation” field that is meant to describe the mitigation plan defined and enforced by 
the AMS agent that sent the notification message. The corresponding information is purely infor-
mal: it’s up to the receiving agent to decide whether it can be useful to elaborate its own mitigation 
plan or not.

• An “SOS” field that is used to request assistance to another AMS agent so that the attack in prog-
ress can be mitigated as soon as possible. This field is valued to “true” by an AMS agent that has 
no clue about the suspicious traffic it has detected. This could be the case of a “zero-day” attack 
that is unknown to the said agent, but which has already been experienced elsewhere within the 
protective networking domain that comprises several AMS domains and agents.

In addition, information about attacks can be correlated for the sake of optimized mitigation. Figure 
12 illustrates the case of an AMS agent that associates two notification messages received from two 
other AMS agents to the very same attack, thanks to the information carried in the “Attack Descriptor” 
field of the notification messages.

A mitigation plan can rely upon the activation of traffic filters by various network resources, the 
creation of a traffic well, the allocation of resources that will redirect legitimate or attack traffic along 
other forwarding paths, etc.

Collaborative networking is key to globally coordinated attack mitigation plans enforced at the scale 
of the Internet. It should become a cornerstone of globally resilient, attack-proof networking infrastruc-
tures that would then be able to anticipate any kind of attack way before they can propagate. Best miti-

Figure 10. ACN messages are exchanged directly between AMS agents (point-to-point communication)
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gation practices can be exchanged between MSPs by means of collaborative networking. Collaborative 
networking is a privileged framework to provide mutual assistance between partnering MSPs, so that 
attacks can be mitigated as close to their sources as possible.

CONCLUSION

Security of the future Internet is global and protean. With the foreseeable multiplication of services 
and usages sometimes distorted by exceptional events like the recent COVID-19 pandemic, the attack 
surface will be dramatically extended. Yet, the security toolkit never ceased to improve over decades. 
The advent of AI techniques will undoubtedly facilitate the automated design and dynamic enforcement 
of adapted, anticipative security policy enforcement schemes. Future networks will thus become protec-
tive, not “just” protected: besides a dramatically improved protection of the end-users and their privacy, 
future services and network slices will inevitably gain robustness and resilience.

Protective networking also paves the way to advanced collaborative networking that provides mutual 
assistance and strengthens attack mitigation experience, whereas quantum physics will make eavesdrop-
ping history, from long haul communication to user terminal’s authentication. Some of the techniques 
that will be instrumental for deploying protective networking at a large scale are already there. Others 
are still nurturing, but progress over the past couple of years is significant in the areas of AI tooling, 
neural network design, and dynamic security policy enforcement schemes.

Figure 11. ACN messages are dispatched by a kind of AMS broker, e.g., depending on the nature of the 
mitigation request
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Protective and collaborative networking is, therefore, a promising business opportunity too.
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KEY TERMS AND DEFINITIONS

Attack Mitigation Plan: An instantiation of a security policy that is designed to respond to an attack 
by any means appropriate (e.g., redirection of the attack traffic, creation of traffic wells, activation of 
traffic filters), as a function of its nature (e.g., a spoofing attack, a DDoS attack), its origin, its scope, etc.

Attack Mitigation Service (AMS): The service provided by a Mitigation Service Provider, particu-
larly by means of protective networking. An AMS relies upon one or several mitigators and scrubbing 
centers that are responsible for processing attack mitigation requests signaled by one or more several 
agents deployed in the protective networking infrastructure. Agents are responsible for monitoring and 
detecting any suspicious traffic that may correspond to an attack and to report such suspicious traffic to 
one of the mitigators they communicate with.

Collaborative Networking: A framework that extends the concept of protective networking at a 
global scale. Collaborative networking includes (but is not limited to) the ability to dynamically exchange 
best attack mitigation practices between partnering networks, the ability to provide an assistance service 
where a protective network can help a partnering network to elaborate an attack mitigation plan (AMS) 
and the ability to instruct partnering networks to proceed with attack mitigation actions that will limit 
the propagation of an attack.

Network Automation: A set of techniques meant to facilitate the design, the delivery, and the op-
eration of services (e.g., VPN services) supported by a network infrastructure. Within the context of 
collaborative networking, network automation tools include dynamic security policy enforcement and 
resource allocation schemes, dynamic signaling mechanisms to report and exchange about a potentially 
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suspicious traffic, as well as a set of Artificial Intelligence (AI) tools such as Machine Learning, computa-
tion algorithms like Reinforcement Learning and neural networks that assist attack traffic identification 
procedures, as well as the elaboration of attack mitigation plans.

Predictive Traffic Analysis: A technique that consists in developing traffic patterns deduced from 
the observation of the traffic that goes through a network or a network component. The library of normal 
traffic baseline can be elaborated and maintained by means of Machine Learning techniques. Such traf-
fic patterns are used by agents that monitor the traffic (or a part thereof, according to traffic selection 
criteria such as the Source Address (SA)/Destination Address (DA) pair, the protocol number, etc.) that 
goes through a network device or is forwarded along a network segment, so that they can compare what 
they observe against the normal traffic baseline. By means of AI algorithms, they can detect potentially 
suspicious traffic that doesn’t match with any of the said traffic patterns or update the library of traffic 
patterns.

Protective Networking: A set of detection, signaling, and attack mitigation means that provide a 
network with the ability to dynamically anticipate and mitigate attacks (hopefully of any kind), regard-
less of their origin, scope, and amplitude, way before they reach their targets.

Security Policy: A set of measures (e.g., traffic encryption, traffic filtering, traffic redirection) de-
fined by a security Policy Decision Point (e.g., an SDN controller) and enforced by a set of components 
(e.g., routers, firewalls) to protect a networking infrastructure and the devices (e.g., Customer Premises 
Equipment, mobile terminal) connected to it against attacks.
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ABSTRACT

This chapter explores the security challenges of the drone ecosystem. Drones raise significant security 
and safety concerns, both design-time and run-time (e.g., supply-chain, technical design, standardiza-
tion). Two broad classes of threats are considered, on drones and using drones (e.g., to attack critical 
infrastructures or vehicles). They involve both professional and non-professional drones and lead to 
various types of attacks (e.g., IoT-type vulnerabilities, GPS spoofing, spying, kinetic attacks). Trade-
offs involving hardware and software solutions to meet efficiency, resource limitations, and real-time 
constraints are notably hard to find. So far, protection solutions remain elementary compared to the 
impact of attacks. Advances in technologies, new use cases (e.g., enhancing network connectivity), and 
a regulatory framework to overcome existing barriers are decisive factors for sustainable drone security 
market growth.
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INTRODUCTION

The usage of Drones, also known as Unmanned Aerial Vehicles (UAVs), or increasingly as Unmanned 
Aircraft Systems (UAS), is dramatically expanding (Fotouhi et al., 2019). This is due to technological 
advances, and to the development of numerous use cases. Drone networking is also seen by service 
providers and network operators as a business opportunity (Ericsson, 2018; Vodafone, 2018). Drone 
use cases include disaster management, search and rescue, surveillance, or ad-hoc network connectivity. 
Drones may also lower adoption barriers, as for autonomous vehicles, or enhance ubiquitous connectivity, 
e.g., by allowing instant network extensions to absorb temporal traffic load or to deliver connectivity in 
areas with low or no coverage. In addition, drone momentum has become significant with the ongoing 
deployment of 5G networks, leading to an impressive number of publications from both industry and 
academia, field-trialed proof-of-concepts, and real-world scenarios (Joo, 2019).

Drones raise significant security and safety concerns, as witnessed by the expanding number of at-
tacks conducted by means of drones or against drones (Raja, 2020). Some security challenges are drone-
specific, while others are common to vertical domains such as the Internet of Things (IoT) or connected 
and autonomous vehicles. Regulatory barriers are significant and moving fast in this complex ecosystem. 
Drones may also open novel security service opportunities for Telcos for the benefit of their customers.

This chapter provides a deep dive on drone security to better understand the challenges raised by the 
drone ecosystem. It also assesses the security implications of drones in terms of threats and counter-
measures.

First, the chapter provides some background on drones by presenting the key concepts and the inferred 
requirements. Then, a review of the main threats related to UAVs is provided, on drones, and using drones. 
A set of security challenges for UAVs are discussed. Finally, some future perspectives are highlighted.

BACKGROUND

This section presents some general definitions on drones. It then gives an overview of some key require-
ments. It also reviews the drone regulatory landscape and its impact on drone networking architectures.

Definitions

Unmanned Aerial Vehicles (UAV) or drones, are airborne devices that have a huge potential in a wide 
range of applications in both civilian and military domains1. Drones come in different sizes. Early sys-
tems were dedicated to single tasks, and formed of a single, usually large aerial node, and of a number 
of ground nodes. UAVs such as High Altitude Platform Stations (HAPS) may even fly continuously in 
the stratosphere for extended periods of time above air traffic, providing services such as data gather-
ing or connectivity. Similar to any connected object, UAVs face many threats related to confidentiality, 
integrity, and availability (Javaid et al., 2012).

The concept of “drone” can be extended to other forms (e.g., climbing drones, maritime drones), 
collectively referred to as UxV for Unmanned Ground Vehicles (UGV), Unmanned Underwater Vehicles 
(UUV), etc.

Networks of UAVs, also known as multi-UAV systems or swarms/fleets of drones, are composed of 
multiple drones flying and coordinating together to complete the same mission. Drones of a fleet may 
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communicate with each other, for instance using wireless communications. Drones may form an ad-hoc 
network called Flying Ad hoc Network (FANET). Figure 1 shows how UAVs work cooperatively, notably 
with ground and satellite nodes to achieve their mission(s) more efficiently and reliably (Javaid et al., 
2012). Whether drones hover or move across a large area is application-specific (Gupta et al., 2016).

An UAV with its pilot or controller and all the on-board and off-board sub-systems required to safely 
control the UAV is commonly referred to as an Unmanned Aircraft System (UAS). A simple UAS includes 
a Ground Control Station (GCS), or dedicated static or portable control center, such as a smart device 
with applications installed on a mobile phone or on a tablet.

Two types of drone fleets can be considered: static or dynamic (Akram et al., 2017).

• Static drone fleets: members are pre-selected before the mission. During flight, no new drones 
can enroll into the swarm. Secure communications are set up by the owner of the drones.

• Dynamic drone fleets: fleets are open to enrollment of new drones. They can be closed dynamic 
fleets, allowing only enrollment of new drones from the same organization; or open dynamic fleets 
allowing enrollment of drones from third-party organizations, which may raise isolation issues.

Requirements

Depending on deployment scenarios, drones may suffer from different attack types. Smaller aircrafts 
require significantly less infrastructure and are much easier to deploy. They generally have less battery 

Figure 1. UAS overview
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autonomy, and less processing capabilities. However, they can fly where conventional aircrafts cannot, 
e.g., indoors, underground, or within industry pipelines.

Rescue, reconnaissance, or relief drone operations may require flying in severe weather conditions, 
in geographically challenging areas or with limited network coverage. They may operate over particular 
network infrastructures, like tactical bubbles. Such platforms create or extend network coverage, provid-
ing unified services for performance-critical operations, with resilience, safety, and secure communica-
tions. They may notably be deployed on-site for military tactical operations, public safety, and during 
emergency and disaster situations.

Surveillance drones may come with a wide range of sensors and cameras, and fly above critical sites, 
such as nuclear plants, pipelines and powerlines, borders, or crowded places during a protest. They may 
have significant processing capabilities and be connected to sensitive infrastructures, which makes se-
curity and privacy preservation particularly challenging for this class of drones (Russon, 2016).

Regulatory and Architecture Considerations

In the early 2010s, the “drone explosion” shed light on the necessity to organize the safety of airspaces, 
to limit incidents, careless and criminal uses, airspace regulation infringements and violations of privacy 
law. It quickly became clear that drones were not just another vehicle nor IoT device. The aircraft and 
the person legally responsible for it are not physically located in the same place, which makes account-
ability more complex. As soon as drones are above ground level (AGL), they fall under national airspace 
regulation, but fly below Air Traffic Management (ATM) radar coverage. Current conventional ATM 
for manned aircraft is still hand-operated and relies upon voice communications between air traffic 
controllers and pilots. This is inappropriate for drone scenarios, given the billions of units expected to 
fly by 2025 and their variety of uses, recreational or professional, potentially out of predefined aerial 
corridors or totally automated.

A whole set of new digital services was thus needed for drones. Examples include aircraft/pilot 
registration, flight planning and approval, airspace dynamic information and geofencing. This function 
provides the drone pilot with information on the current drone position, but may also limit flying access 
to some areas. Further examples include real-time drone identification and tracking, and automated 
“detect and avoid” functionalities, in particular for dense aerial traffic areas. Many players – public or 
private, from both the aerospace and telecom industries, or from large companies such as Amazon or 
Google – developed their own solutions for these services. This led to critical challenges regarding data 
exchange security, legal obligations, and privacy regulations. A framework was thus required to support 
collaboration between the involved stakeholders and to ensure safe airspace sharing.

To that aim, the concept of UTM, for UAS Traffic Management (and in Europe, the current more 
inclusive notion of U-Space) has been developed by the various national ministries and armies, as well 
as by national and supra-national standardization and airspace agencies, including: ASTM International, 
the International Civil Aviation Organization (ICAO), the Federal Aviation Administration (FAA) and 
the National Aeronautics and Space Administration (NASA) in the US; the European Aviation Safety 
Agency (EASA) and the European Organization for the Safety of Air Navigation (EUROCONTROL) 
in Europe; or the Direction Générale de l’Aviation Civile (DGAC) in France.

As illustrated in Figure 2, the UTM framework can be considered as a “system of systems”, in which 
the UAS Service Supplier (USS) plays a pivotal role. For further details on the NASA UTM concepts 
and architecture, the reader is referred to (Kopardekar et al., 2016). Developed and deployed by private 
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industries, the UTM was at first a tool for pilots and UAS operators to schedule and monitor flights in 
real-time. Its role rapidly gained importance. The USS should now be provided with interfaces with 
airspace agencies, law enforcement and other Supplemental Data Service Providers (SDSP) for increased 
safety, including, for example, weather information, conformance monitoring (checking that UAS are 
effectively flying according to their declared flight plan) or malicious drone detection.

Such interfaces increase the attack surface of systems external to the UTM, and facilitate cyber-attacks 
that are neither “on” nor “using” drones, but which leverage systems built to support drone operations. 
New communication channels are created within the multi-stakeholder drone environment, and open new 
vulnerabilities and attack vectors for the UTM framework components and the networks. Some threats 
on UTM for UAS systems are discussed in (Best et al., 2020), with also some counter-measures such as 
a blockchain-based solution for reliable, secured, and robust data exchange between UTM components. 
Malicious drone detection in mobile networks may typically be performed using machine-learning based 
on radio interference measurements (Rydén et al., 2018).

Figure 2. UTM functional architecture

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



357

Drone Security
 

UAV THREATS

Many incidents have been reported which are related to drones (DeDrone, 2020). Cybersecurity risks 
raised by drones are being well identified (Department of Homeland Security, 2018). Threats and at-
tacks related to UAVs may be classified in two broad families: (1) attacks on a drone system; and (2) 
attacks performed using a drone system. The remainder of this section explores in more details each 
family of threats.

Attacks on Drones

Attacks on drones may be performed through several attack vectors (Nassi et al., 2019), e.g.:

• Protocol-based attacks.
• Sensor-based attacks.
• Compromised hardware components.
• Jammers.
• Physical attacks.

Such attacks are similar to those on IoT systems in general and, for drones with advanced navigation 
features, to those against autonomous vehicles.

Traditional IoT Vulnerabilities Applied to Drones

Low-cost drones are often designed with naïve security protection rather than strong security.
Some common security issues are:

1.  Weak WLAN configuration: WLAN (Wireless Local Area Network)-enabled drones activate 
a WLAN hotspot when they are powered on so that a controller (application on a smartphone or 
dedicated hardware) may connect to them. On some models, no security is enforced at the WLAN 
layer to limit access to the hotspot. Several WLAN clients may be allowed to connect at the same 
time. This means an attacker could connect to the network, wait for the controller of the legitimate 
user to connect, and then try to exploit vulnerabilities in the network services running on it. The 
attacker could also passively monitor traffic to get information on the victim. Even if a robust 
WPA2 (Wi-Fi Protected Access) key has been set, the controller may be forcefully disconnected 
from the drone unless both the drone and the controller implement Protected Management Frames 
(802.11w standard), which currently remains the exception, not the rule. For example, such attacks 
on a Parrot AR Drone 2.0 are reported in (Khan, 2016).

2.  No application-layer authentication: Very often, authentication mechanisms, when they are 
implemented, are limited to the radio layer. Once connected to the WLAN hotspot of the drone, 
an attacker can freely access the services – typically to get the live video stream from the drone 
without using the legitimate controller, or to get pictures stored previously in the internal flash 
memory (e.g., from an ftp server or a web interface). Similarly an attacker may be able to send 
engine control commands or kill processes running on the drone.
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3.  Unsecure Radio Frequency (RF) protocols: As an alternative to WLAN, some drones are con-
trolled using proprietary RF protocols. If such protocols are not secure by design, an attacker may 
record legitimate commands and replay them at a later time. An attacker may also craft commands 
from scratch (without having to record them previously). To perform the attack, Software-Defined 
Radio (SDR) equipment is required.

Professional drones cost around 30K$ and are not exempt from vulnerabilities either: after reverse 
engineering the controllers (mobile application, RF remote control), illegitimate control of the drone 
engines may be performed with 40$ hardware by exploiting insecure radio protocols (Rodday, 2016).

Unfortunately, apart from military-level drones, investment in terms of security remains low com-
pared to the cost of the product. While a lot of money goes into having a very high-quality camera or 
drone autonomy, security still often relies on proprietary RF mechanisms with a security level that has 
not been assessed by the security research community.

Drones are juicy targets for hackers as the cost of attacks are much lower than the value of a profes-
sional drone. For instance exploiting weaknesses in the WLAN configuration costs “nothing”: only a 
standard laptop and open source tools are needed. An SDR tool with transmission capabilities can be 
acquired starting from 100$, while costs for professional drones greater than 1000$ are fairly common.

Moreover, the radio protocols used by drones often transmit a unique identifier which does not change 
over time in unencrypted radio frames and could lead to privacy risks if correlated with personal informa-
tion from the pilot. For this reason, standards such as the Drone Remote Identification Protocol (DRIP) 
from IETF make a distinction between data that must be public, such as a non-spoofable identifier, and 
data that must only be accessible to authorized parties such as law enforcement personnel (Card et al., 
2020 - Privacy requirements and Privacy considerations sections).

Attacks on Autonomous Navigation Features

High-end drones have various sensors to automatically avoid obstacles or navigate autonomously by 
following a flight plan. While it is not always easy to put in place in practice, it was demonstrated that 
all those sensors can be remotely attacked in some way.

Radio: Location Spoofing

Similar to the connected car case (Murray, 2019), drones that rely on the Global Positioning System 
(GPS) or the Global Navigation Satellite System (GNSS) for long distance guidance are vulnerable to 
attacks. The GNSS protocol does not include any means of proving that a message comes from a satel-
lite rather than from an illegitimate source. Indeed, messages are neither authenticated nor encrypted, 
except in military implementations, and can therefore be spoofed. In particular, altered GPS L1 band data 
streams can be generated using open source software such as GPS-SDR-SIM (Version 1.0, 2018) and 
then converted to RF waves with a SDR tool. Hopefully, GNSS signals will become more trustworthy 
with the arrival of new GNSS satellites. For instance, the Galileo satellite system in Europe will offer 
authentication of location data for civilians.
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Radio: Control Jamming

Like any product using radio signals, drones are vulnerable to jamming. A strong radio signal emitted at 
the right frequency will prevent the drone from sending (and/or receiving) messages to/from its control-
ler. In such a case, drones may adopt a predefined behavior such as landing (which may facilitate theft 
of the drone) or going back to a given location (typically, the base). Some commercial “jamming rifles” 
are available and may send a directional jamming signal at a distance of several kilometers.

Acoustic: Acceleration Spoofing

Gyroscopes and accelerometers are sensitive to ultrasound at their resonant frequency. Emitting sound 
by a powerful speaker located not far from the drone can therefore alter its trajectory. It is notably pos-
sible to force a drone to land by spoofing its gyroscope’s output to maximum values (Son et al., 2015).

Optical: Obstacle Simulation

Some drones rely on data acquired through their camera(s) to stabilize themselves or avoid obstacles. 
By projecting an image on the ground floor using a laser, some drone models may be induced to drift 
in order to avoid a non-existent obstacle (Davidson et al., 2016).

Saturating the optical receiver by pointing a laser directly at it might be another threat, although 
pointing the laser at the right spot may be tricky if the drone is moving.

Summary of Threats

Threats commonly reported for IoT and autonomous vehicles also apply to drones. They put essential 
security properties at risk as shown in Table 1.

Attacks Using Drones

Using Drone Built-in Features for Attacks

Spying is one of the first obvious attacks leveraging drones. Concretely, the ability of the drone to 
maneuver in three dimensions allows it to bypass many restrictions protecting against illegitimate ac-
cess for pedestrians and vehicles located at ground level (e.g., fence, access control at the entrance of a 

Table 1. Summary of threats

Confidentiality and 
Privacy

Theft of multimedia data (video, photo) acquired by the drone and stored locally or sent over the air. 
Tracking of a drone’s location based on its unique identifier.

Integrity
Spoofing of radio commands sent to a drone. 
Spoofing of data processed by sensors involved in autonomous navigation (GNSS, accelerometer, and camera). 
Modification of software running on the drone or its controller.

Availability Disconnection of end user from the drone, completely or partially (e.g., disconnect video but not engine control). 
Sending the drone back to base or destroying it.

Safety Causing an accident by crashing the drone.
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building). The built-in camera found in a very large percentage of drones allows acquiring video footage 
impacting confidentiality and privacy.

More insidious are psychological attacks, as a drone simply hovering near someone can cause them 
distraction and anxiety.

Kinetic attacks also allow using the drone itself as a projectile and crashing it in a target. This could 
lead to destruction of property or human harm, e.g., if the drone is intentionally flown in the middle of 
cars on a highway or collides with an airplane. While commercial drones often come with no-fly zones, 
those may be bypassed (e.g., by modifying a mobile application used to control the drone). Some expensive 
drones are also designed specifically as weapons, notably for warfare (Lasconjarias & Maged, 2019).

Using Drones With Transport Features For Criminal Purposes

Some professional drones are designed to carry a payload that can weigh several kilograms (proportional 
to the weight of the drone itself). This class of drones can be used to provide services, e.g., to deliver 
packages, after regulatory approval (Amazon Prime Air).

Over the years, such drones have been used for various crimes such as smuggling cocaine, dropping 
nails, transporting radioactive sand (Associated Press, 2015), or carrying bombs (Herrero & Casey, 
2018). Critical infrastructures like datacenters or telecommunication antennas do not have effective 
counter measures against such airborne attacks, and could become targets. Greenpeace demonstrated 
lack of protections against drones by crashing an UAV into a nuclear power plant (De Clercq, 2018).

Customizing or Building A Drone For Cyber Attacks

Drones can be used to perform cyber-attacks using some low-cost hardware. For instance, the Kali Drone 
is a drone on which a cheap Raspberry Pi unit with Kali Linux is installed (Long, 2017). This operat-
ing system, popular among security pentesters, is preloaded with tools to exploit vulnerabilities in IT 
systems by connecting to poorly secured radio links.

The lack of security for radio protocols may be based on the assumption that there is no risk because 
the attacker cannot get within radio range since access to the premises is controlled. This assumption is 
often false if there are no anti-drone mechanisms in place. This may lead to intrusions on some systems 
with dramatic impact, from theft of intellectual property to denial of service or installation of spyware.

Overall, many types of wireless attacks could be carried by a drone equipped with multiple transmit-
ters/receivers optimized for different wireless protocols or a multi-purpose SDR tool more customizable 
for attacks, especially on proprietary protocols, but less cost-efficient. The drone could be steered until 
it found a vulnerable target. For instance:

• Join unsecure networks, e.g., open WLAN hotspots.
• Sniff unencrypted traffic, e.g., Bluetooth Low Energy (BLE) traffic, and extract information.
• Connect to devices that enter in pairing mode without authentication, e.g., WPS push, Digital 

Enhanced Cordless Telecommunications - Ultra Low Energy (DECT-ULE), easy pairing, BLE 
Just Works.

• Use a laser to trigger remote commands on a vocal assistant (Brewster, 2019).
• Record and replay commands used by unsecure proprietary RF protocols, e.g., remotes that con-

trol shutters in a building.
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• Exploit vulnerabilities in radio protocols, e.g., KRACK and Kr00k attacks on WLAN (Čermák 
et al., 2020; Key Reinstallation Attacks, 2017); or KNOB attack on BLE (KNOB Attack, 2019).

• Jam radio signals.

Thus, attacks using UAS extend well beyond the aircraft itself, to Internet and digital infrastructures, 
and to the physical world, including: use by cybercriminals, such as filming cash points (Yeung, 2016), 
infiltration of prisons (BBC News, 2015), chemical attacks (Crawford, 2016), etc. For a survey of best 
practices to protect against UAS threats, the reader is referred to (Department of Homeland Security, 2020).

SECURITY CHALLENGES AND MITIGATION TECHNIQUES

Security protection must be guaranteed throughout the UAV life-cycle. This section explores some key 
security challenges, both at design time and at run time. Counter-measures are also discussed.

Design-Time Challenges: Supply Chain Security

Threats

Compromising a drone software or hardware can be achieved through a supply chain attack. Hackers, 
competitors, and nation-state attackers target the supply chain as suppliers are often less protected against 
cyber-attacks than device vendors. Attackers are indeed still very heavily focused on the supply chain 
(Checkpoint Research, 2019).

Some companies considered to be “vital operators” by their governments are subject to special cy-
ber security regulations that do not necessarily extend to their vendors. Unfortunately, the process of 
obtaining contracts in many countries often forces companies to select the vendor bidders proposing 
the lowest price.

Securing the software supply chain is very complex. For drones, an original and novel cyber-attack 
targets the fatigue life of quadcopter propellers that can be produced by using 3D printers (Azhar, 2019). 
The principle relies on manipulating the propeller design file of a 3D printer by compromising the control-
ler terminal. This attack allows the drone to fly at high altitudes before the printed propeller breaks apart.

Counter-Measures

NIST recommends the following mitigation actions (Boyens, 2015; National Institute of Standards and 
Technology, 2018):

• Identify, establish, and assess cyber supply chain risk management processes and gain stakeholder 
agreement.

• Identify, prioritize, and assess suppliers and third-party supplier partners.
• Develop contracts with suppliers and third-party partners to address the organization’s supply 

chain risk management goals.
• Routinely assess suppliers and third-party partners using audits, test results, and other forms of 

evaluation.
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• Perform complete testing to ensure suppliers and third-party providers are able to respond to and 
recover from service disruption.

The NIST framework also encourages organizations to address untrustworthy partnerships in the 
supply chain, which may be detected through poor manufacturing, counterfeits, tampering, or malicious 
code. NIST describes in another report (2016) other recommended best practices.

Run-Time Challenges: Overview

To mitigate threats, a number of core security challenges must be addressed. Root causes include un-
secure connectivity impacting data protection, or the unmanned nature of UAVs with safety impacts in 
case of UAV crash (Fotouhi et al., 2019).

Since most UAV systems heavily rely on radio communications, a major challenge is how a drone 
can continue to function safely, without any crashes or deviations from its mission, in case of a bad radio 
reception due to a jamming attack. Several techniques have been developed such as:

• Redundancy, by acquiring data from multiple sources (e.g., multiple satellites emitting on differ-
ent frequencies).

• Frequency hopping, by using multiple channels for communication of command/data, coupled 
with detection of jammed channels.

• Odometry, to estimate the current location of a drone in the absence of a valid GNSS signal based 
on the data from the accelerometers.

(Tedeschi et al., 2020) also proposes an interesting approach to locate the source of a jamming and 
use it as a beacon for a backup position system that will allow the drone to reach its intended destination.

Different counter-measures have also been proposed for more sophisticated attacks than a simple 
jamming, including drone registration, data protection on the drone, secure connectivity notably in terms 
of confidentiality, integrity (e.g., for reliable drone tracking), traceability, or protection of the flight 
controller (Thales, 2018).

The next sections review some challenges such as communication security, including security be-
tween end-points and protection against GNSS threats, drone identification, and attestation. For safety, 
the reader may refer to (Ansys, 2019).

Communication Security

Key Agreement and Secure Tunnel Establishment

Types of UAVs

UAV models can broadly be divided in two types: professional devices and commercial off-the-shelf 
devices. The former type features enhanced functionalities and capabilities in terms of power supply, 
computation, communication range, and incorporates additional equipment (e.g., cameras, sensors) 
compared to the latter type. This difference is also reflected in their respective cost (see Table 2).
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Security Properties

In a FANET, different links may need to be protected:

• Communication between two (or more) UAVs.
• Communication between a GCS (or a relay such as a ground radio gateway) and one (or more) 

UAVs.
• Communication between ground equipment (e.g., control station, radio gateway).

Depending on the FANET goals, several security properties may be required or desirable.
Some required security properties are:

• Mutual authentication: This property guarantees the identity of the parties involved in a com-
munication, and prevents illegitimate parties to impersonate legitimate ones.

• Data authenticity: This property guarantees that a message received by some party has indeed 
been issued by the legitimate sender – in particular that the message has not been altered dur-
ing its transmission (data integrity), and is fresh (i.e., an adversary has not replayed a legitimate 
message).

Other security properties may be desirable, such as:

• Data confidentiality: This property prevents any illegitimate party to get access to the clear con-
tent of a message.

• Resistance to Denial of Service (DoS): This property avoids a legitimate party wasting resources 
(e.g., energy, time, and bandwidth) due to the action of an adversary.

• Forward secrecy: This property guarantees that past session keys are not compromised even if 
some long-term keys are disclosed.

• Anonymity: This property guarantees that an adversary cannot infer the identity of a legitimate 
party based on data sent or received by that party.

Pitfalls

A security protocol aims at providing one or several such properties. The ability to implement and execute 
the protocol depends on the capabilities of a party (GCS, radio relay, UAV) in terms of memory (storage 

Table 2. Types of UAVs

Professional UAV Commercial off-the-shelf UAV

Endurance 30-120 min 10-30 min

Communication range Up to 50 Km From 250 m to 8 Km

Payload 3-20 Kg ≈ 0

Equipment Multiple cameras, sensors 1-2 cameras

Price 25,000-30,000 € 40-3000 €
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of static or ephemeral parameters), computation (ability to process complex cryptographic operations), 
and power (to perform (heavy) computations or to transmit (long) messages on the radio link).

These technical constraints may be hard to overcome for communications established with UAVs. 
The UAV may lack sufficient resources to implement and execute strong cryptographic algorithms to 
guarantee the aforementioned security properties. However, such properties are more easily achievable 
by GCS or even radio gateways which benefit from heavier, traditional, computation capabilities, con-
tinuous power supply, and wireline transmission – hence, well-known security protocols such as IKEv2/
IPsec (Kaufman et al., 2014; Kent & Seo, 2005), TLS 1.3 (Rescorla, 2018) or DTLS (Scheffer et al., 
2015) may be applied in this case.

Regarding these constraints, FANETs are similar to other classes of IoT networks, e.g., smart home, 
wireless sensor network (WSN).

• A FANET aims at providing a (secure) communication link between devices (UAVs) which are 
self-powered, and only capable of limited computations, with the usage of a restricted memory.

• Compared to a static low-resource object, an UAV must provide enough power to execute the se-
curity scheme and ensure other functionalities (such as the radio communication), but also to deal 
with its own locomotion in a three-dimensional space – in contrast to a (locally) two-dimensional 
space in VANETs (Vehicular Ad hoc Networks).

• When security mechanisms are required (e.g., to authenticate or encrypt communications between 
the GCS and an UAV, or within a swarm of UAVs), they must not add a temporal delay detri-
mental to real-time communications. Otherwise, UAV driving could endanger the UAV and its 
neighbours. This timing issue is close to what can also be encountered in VANETs.

Two main strategies are usually applied to devise a security protocol intended to low-resource devices:

• One can try to enhance computational aspects of the asymmetric algorithms (e.g., storage of pre-
computed data) or to improve the efficiency of their implementation. What is gained on the one 
hand (computation cost) may be lost on the other hand (memory cost). Too much optimisation 
may also induce vulnerabilities allowing side channel attacks.

• One can also use symmetric-key algorithms which are notably lighter than asymmetric functions. 
However symmetric-key cryptography does not provide the same functionalities, hence the same 
security level, as public-key cryptography. Building a security protocol solely with symmetric-
key functions implies that a static master secret key is used by a set of parties (UAVs, GCS). The 
security of the whole system then depends on that master key whose disclosure compromises the 
whole FANET.

Another possibility is to use additional hardware components powerful enough to execute complex 
cryptographic operations, which makes (heavy) asymmetric schemes functional on the device. However, 
the corresponding circuitry must be implemented (in software or in hardware), and additional power 
delivered. For UAVs, this extra weight must be carried, which reduces the UAV endurance.

Overall, the dilemma is finding a trade-off between security and efficiency. Very often, the latter is 
chosen at the cost of the former.

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



365

Drone Security
 

Solutions

Several schemes have been proposed to protect a FANET. Most of them aim at securing the commu-
nication between UAVs or between a GCS and UAVs, and consider commercial off-the-shelf UAVs.

The proposals aim at providing different security properties and functionalities. The focus is put 
on two main properties: key agreement (Frymann & Manulis, 2019; Ozmen et al., 2018; Podhradsky 
et al., 2017; Semal et al., 2018) and secure tunnelling (i.e., exchange of confidential and authenticated 
messages) (Frymann & Manulis, 2019; He et al., 2017; Ozmen et al., 2018; Podhradsky et al., 2017).

Additional properties are also considered: anonymity (with pseudonyms) (He et al., 2017; Semal 
et al., 2018), revocation (with a timestamp associated to the private key) (Semal et al., 2018), forward 
secrecy (using ephemeral secret parameters in the session key computation) (Semal et al., 2018), resis-
tance to DoS (with additional secret keys or puzzles to solve prior to continuing the protocol) (Frymann 
& Manulis, 2019; He et al., 2017).

The protocol designers consider different kinds of UAV with respect to their cryptographic capabili-
ties. Asymmetric algorithms are conceivable if one deems that an UAV is powerful enough to execute 
them (Semal et al., 2018), or if the UAV is able to carry a hardware module with sufficient computation 
capability to perform complex operations (He et al., 2017). Depending on the latter, the authors suggest 
different strategies to compensate for the lack of the UAV capabilities.

Memory Storage: If memory storage is an issue, and when public key cryptography is deemed ef-
ficient enough, a certificate-less public key can be preferred (Semal et al., 2018) which dispenses from 
transmitting, storing, and using certificates. The corresponding private key “embeds” a secret parameter 
(related to a central authority). The central authority’s public key is involved in message encryption. 
This implicitly guarantees the authenticity of the key during the decryption procedure. Likewise, an 
identity-based scheme can be executed (He et al., 2017). The identity of each party is then used as its 
public key. The drawback of both schemes is that the private keys (and, in the first case, the public keys) 
of all UAVs are computed by a central authority.

Computations: To reduce the amount (and the complexity) of computations, precomputed data are 
stored in memory (Ozmen et al., 2018). This allows replacing elliptic curve point multiplications with 
point additions when encrypting and signing data. Alternatively, a sign-cryption scheme can be executed 
(He et al., 2017). This allows encrypting and signing data at the same time, at a reduced cost compared 
to “classical”, distinct encryption and signature (public key) algorithms.

If the heavy computations implied by public key schemes are deemed as unbearable, one can lever-
age the “lightweightness” of symmetric-key algorithms (compared to asymmetric cryptography), and 
build security schemes solely on such functions (Frymann & Manulis, 2019; Podhradsky et al., 2017). 
The drawback is that a central authority is needed at least during the initialization of the system (e.g., 
secret key distribution), and optionally during the online phase (establishment of a secure tunnel between 
UAVs). Moreover, the security schemes based on symmetric-key functions usually suffer from the in-
trinsic differences that separate symmetric-key from public key cryptography: they do not provide the 
same security level (and functionalities). In particular they do not guarantee forward secrecy.

Bandwidth: One way to reduce the amount of application messages sent by an UAV is to send one 
message only to several receivers. This can be done when the different parties share the same group 
session key (Semal et al., 2018), or by applying a broadcast encryption scheme (in such case, each party 
can decrypt the same encrypted message using its own private key) (He et al., 2017).

Different security protocols are compared in Table 3. The following notations are used:
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• The property is guaranteed.

 ◦ The property is partial, may be broken or is at least questionable.
⬤ The property is not guaranteed.

“P2P” indicates a communication between two entities (e.g., two drones, a drone and the GCS). 
“Swarm” indicates a one-to-many communication. Depending on the kind of cryptographic functions, 
the impact of the security protocol is different.

Based on symmetric-key cryptography, the protocol described by Frymann and Manulis (2019) al-
lows two UAVs to share a fresh session key in roughly 7 ms. Overall (key agreement and messages sent 
through the subsequent secure tunnel), the UAV flight time is impacted by 9.9%.

Applying the symmetric-key protocol presented by Podhradsky et al. (2017), the transmission of an 
authenticated and encrypted message adds a 4-ms delay, and increases the size of a typical message by 
76% (37 bytes vs. 21 bytes).

In contrast, the group key agreement protocol of Semal et al. (2018) makes use of heavy asymmetric 
functions (pairing, operations on an elliptic curve). Two parties share a fresh session key in roughly 600 
ms. This duration is proportional to the number of parties involved in the group key agreement (unless 
optimisations allow mutualising some computations).

Ozmen et al. (2018) use a combination of asymmetric algorithms (based on elliptic curve opera-
tions) to transport a fresh session key, and lightweight symmetric functions to protect the application 

Table 3. Comparison between several security protocols for FANETs

(Podhradsky et 
al., 2017) (He et al., 2017) (Semal et al., 

2018)
(Ozmen et al., 

2018)
(Frymann & 

Manulis, 2019)

Mutual authentication ○ ◖ ○ ○ ○

Mutual key agreement ○ ⬤ ○ ○

Key freshness ○ ⬤ ○ ○ ○

Entity revocation ⬤ ⬤ ◖ ⬤ ⬤

Anonymity ○ ◖ ○ ⬤ ⬤

Forward secrecy ⬤ ⬤ ○ ⬤ ⬤

Secure tunnel ○ ◖ ⬤ ◖ ○

Message confidentiality ○ ○ ⬤ ○ ○

Message authenticity ◖ ◖ ⬤ ◖ ○

Resistance to DoS ◖ ◖ ⬤ ⬤ ◖

Symmetric-key functions 
only ○ ⬤ ⬤ ⬤ ○

Security arguments ⬤ ○ ○ ○ ○

No additional hardware ○ ◖ ◖ ◖ ○

Evaluation of the protocol ⬤ ⬤ ⬤ ⬤ ○

Central authority ⬤ ○ ○ ○ ⬤

Type of communication P2P P2P, swarm Swarm P2P P2P

Dynamic group ⬤ ⬤ ⬤ ⬤ ⬤
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message. Two platforms have been tested: 8-bit AVR ATmega 2560, and 32-bit ARM Cortex M4. With 
the AVR microcontroller, a message is processed in 422 ms before its transmission, and 962 ms after its 
reception. This translates respectively into an energy consumption of 42 mJ and 96 mJ. With the ARM 
microcontroller, a message is processed in 4 ms before its transmission, and 8 ms after its reception. 
This translates respectively into an energy consumption of 0.5 mJ and 1 mJ. These figures are obtained 
at the cost of the following memory usage: 41 Kbytes of precomputed data are necessary to process a 
message before its transmission (and 64 bytes to process a message upon reception).

While other security protocols would yield different results, this short excerpt highlights the gap be-
tween symmetric-key functions and asymmetric algorithms: the efficiency of the former is only reached 
with a hardware module powerful enough to implement the latter. In turn, public key cryptography 
provides functionalities that cannot be achieved with symmetric-key cryptography.

Note that despite the fact that the same criteria (security properties, functionalities) are used to 
compare all the proposals in Table 3, not all schemes aim at guaranteeing the corresponding properties 
and functionalities.

A focus is now made on the challenges related to the mitigation of threats for GNSS communications.

Mitigation of GNSS Spoofing Attacks

GNSS satellites including the GLObal Navigation Satellite System (GLONASS), GPS, or Galileo broad-
cast on their respective carrier frequencies located in three bands: L1, L2 and L5.

Several bands may be used by a given geolocation system. For instance, the GPS system, operated by 
the US Department of Defense (DoD) for both civilian and military use, broadcasts in all three bands.

While the use of multiple bands increases the resilience of a geolocation system, it does not in itself 
ensure that signals cannot be spoofed, and additional measures are required to guarantee authenticity. 
Unfortunately not all signals are protected today.

Considering the case of GPS: L1 is broadcast at 1,575.42 MHz, and modulated with two codes, C/A 
(Coarse and Acquisition code) for civilians, and P (Precise) for military use. L2 is broadcast at 1,227.60 
MHz and modulated with the P code.

An anti-spoofing feature can be activated by the US DoD to prevent intentional deception of receiv-
ers. As a result, the P code is encrypted. This encrypted code is called the Y code (Carter, 1997). The 
code meant for civilian use on the other hand is not protected and is known to be easily spoofable using 
SDR tools such as version 1.0 of GPS-SDR-SIM (2018).

Additionally the drone may have to process geolocation data that is acquired both by itself and by 
its controller. For example in some cases the drone is controlled by a controller (e.g., smartphone) that 
sends its own geolocation data through radio link (e.g., WLAN) so that the drone can find its way back 
to the controller. If the GNSS signal acquired by the controller is spoofed, it will affect the trajectory of 
the drone even if the GNSS signal acquired on the drone is valid.

Detection-Only Countermeasures

Given the vulnerabilities of civilian GNSS, several studies have anticipated countermeasures for GNSS 
spoofing (Leccadito et al., 2018; O’Hanlon et al., 2012; Warner & Johnston, 2003; Wen et al., 2005).

An intuitive measure is to reject all signals above a given power level, since legitimate signals com-
ing from as far as a satellite are weak. More complex measures also exist, most of them based on the 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



368

Drone Security
 

analysis of different dimensions of the GNSS signals, both authentic and spoofed. They include monitor-
ing suspicious deviations in the GNSS signal acquired over time, both at the physical layer (power and 
phase changes of the carriers) and logical layer (e.g., changes in time and geolocation data in the signal).

Such anti-spoofing methods can be processed in software without altering the GNSS receiver de-
sign. Therefore, in theory, such methods could be implemented as software-only solutions without any 
modification of the drone.

However, in practice, most current Commercial Off-the-Shelf (COTS) drones (leisure and/or low-cost 
commercial) are not compatible with such straightforward countermeasures without making deep modifi-
cations to the hardware. High computing capabilities may be not necessarily available or not compatible 
with the actual drone battery autonomy. Some countermeasures assume the use of signals from multiple 
bands at the level of the GNSS receiver. This feature is not always available on older GNSS or low-cost 
drones. To be implemented, some countermeasures require the drone to be equipped with multi-antenna 
arrays. Due to the form factor, weight, and array size, this makes difficult an implementation without 
compromising the drone’s flying ability. Therefore, a software-only approach appears more suited to 
dedicated commercial drones or to be taken into account during the design stage of the drone life-cycle.

A promising approach for detection is based on deep neural networks (Xue et al., 2020). The main idea 
is to use deep learning in order to compare aerial photographs taken by the UAV with satellite imagery 
(drawn from a predefined dataset) corresponding to the area that the UAV is presumably flying over. 
A discrepancy between the two pictures denotes a spoofing attack. Results obtained from real-world 
experiments show that this strategy has a success rate of roughly 95% in detecting such an attack within 
100 ms. This method does not require any modification on existing GPS infrastructure, structure of GPS 
signals, nor additional detection equipment. It is also worth noting that some UAVs (e.g., DJI Spark) 
can be equipped with neural computing accelerator modules (Intel, 2017).

Detection and Mitigation Countermeasures

Some countermeasures succeed in detecting and mitigating GNSS spoofing (Jafarnia-Jahromi et al., 
2012). Some of them include vestigial signal detection (Humphreys et al., 2008), multi-antenna array 
(Daneshmand et al., 2012), and Receiver Autonomous Integrity Monitoring (RAIM) (Ledvina et al., 2001).

The most efficient mitigation technique requires multi-antenna technology. But this technique may 
be difficult to deploy on drones.

Another approach is multi-sensor data fusion to allow cross-checking mechanisms to avoid any 
integrity or availability loss (Leccadito et al., 2018). It implies sensors which communicate with each 
other, and a dedicated computation which may be complex and time consuming.

Discussion

It appears easier to detect GNSS spoofing rather than to mitigate it. Some results report a successful 
spoofing attack without triggering the GNSS receiver fault detector (Su et al., 2016). In case of unavail-
able GNSS during short term outages, the UAV may rely on backup systems, like an Inertial Navigation 
System (INS), a video analysis or a stationary reference point.

Apart from solutions relying on software processing (signal analysis) and antenna array (null steering 
technology and beamforming), the key countermeasure relies at least on authentication of the GNSS 
signal: Selective Availability Anti-Spoofing Module (SAASM) (National Research Council, 1995). This 
approach is available only for military applications, and relies on the encryption of the GNSS signal. 
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Authentication of the civilian GNSS signal cannot be practically deployed on existing constellations, as 
it assumes the modification of the civilian signal at the satellite level.

Galileo, the European GNSS system, plans to implement Navigation Message Authentication (NMA): 
users can verify that a navigation message comes from a Galileo satellite and not from a potentially 
malicious source. New GNSS receivers have to be developed to be compliant with the NMA signal. The 
European GNSS Agency (GSA) has launched funding opportunities to support the development, supply 
and testing of a Galileo Open Service authentication user terminal.

CHIMERA (CHips MEssage Robust Authentication) proposed by Scott technology is under testing 
by the Air Force Research Laboratory (AFRL) (Divis, 2019). CHIMERA involves encrypted, stegano-
graphic watermarks that are encoded into the signal by the satellite. AFRL is adding the experimental 
signal to the NTS-3 satellite (Navigation Technology Satellite 3), set to launch in 2022. GNSS receivers 
compliant with CHIMERA have also to be developed and largely deployed to ensure the success of this 
technology.

The many publications related to successful GPS spoofing attacks against civilian drones are proof 
of the absence of efficient COTS anti-spoofing module for civilian applications. Thus, GNSS spoofing 
remains a serious risk for service availability, confidentiality and safety.

Commercial implementations of efficient countermeasures are needed, but their deployment is prob-
ably restrained by the cost of such features and the lack of maturity of the ecosystem.

Commercial products are now available for detection, mitigation and reporting of GNSS spoofing 
attacks. For instance: Pyramid GNSS technology (Regulus), GPSdome (InfiniDome), and AIM+ (Ad-
vanced Interference Monitoring and Mitigation) technology (Septentrio).

Identification and Data Management

Drone identification, also known in the industry as UAS Remote Identification and tracking or UAS 
RID, is key to unlocking high-ROI (Return On Investment) Beyond Line of Sight (BLoS) operations. It 
is also the main bottleneck limiting progress on many high-priority policy goals. It should provide the 
ability for drone service providers to safely share the same airspace, for law enforcement officials to 
identify friends and foes and develop counter-drone technologies, and for populations to be assured that 
the drones flying near them are in compliance with local, national and supra-national laws.

Most entities involved in defining drone identification systems, such as airspace agencies, the standards 
body ASTM International (American Society of Testing and Materials International [ASTM], 2019) 
through the Committee F38, the IETF (Internet Engineering Task Force [IETF], 2020), or the GSMA 
(Global System for Mobile Communications [GSMA], 2018), agree with the need for both physical and 
electronic identifiers (ID):

• The physical ID is produced by the drone manufacturer at the production stage and engraved, 
printed or pasted directly on the drone (as a physical object).

• The electronic ID is obtained from the regulatory authorities when registering the drone and the 
pilot, for a given activity within a given airspace. This ID could also come from a UTM USS with 
authorization from the relevant Civil Aviation Authority. It should be electronically readable and 
be continuously available in near real-time during operating periods.
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Two complementary approaches have been proposed for rendering the drone identifier available at 
any time, using remote identifiers (RID), the so-called Broadcast RID and Network RID systems.

• Broadcast RID refers to the information that is advertised locally directly by a drone (e.g., using 
Bluetooth, WLAN). The drone ID may be broadcast directly from an on-board transmitter and 
consumed by any party provided with adequate receiver capabilities and located in the vicinity 
of the flying drone. Such systems are one-direction only, with no specific destination or recipient, 
and do not depend on network coverage.

• Network RID refers to a set of information that populates dedicated remote servers, and is made 
globally available to any authorized third-party. The network RID approach involves transmitting 
the drone ID (directly from an on-board transmitter or via the GCS) over a pre-existing network 
infrastructure, to a server connected to the Internet, hosted in a public or private cloud infrastruc-
ture with certification by airspace authorities. This approach requires continuous connectivity, 
but allows parties granted access to the internet-based service to both consume and populate data 
(KittyHawk, 2019).

Legislation is still in progress, but tensions have already arisen between advocates of both solu-
tions. Some drone service providers fear that the only way to resolve the situation could be to provide 
their drones with several ID transmission devices, thereby leading to cost, weight, and battery drainage 
implications. Also, remote drone identification schemes raise controversy when it comes to privacy.

In practice, the two methods are complementary and depend on the mission. Direct broadcast is 
appropriate for drones operating nearby, flying in visual line of sight or in a limited airspace, such as 
stadium or industrial campus. However, over long distances, with drones flying at higher altitude and with 
a greater velocity, broadcasting identification hardly makes sense. More investigation is thus required to 
assess to what extent RID tools can be usable without exposing private information.

Attestation

A key requirement for UAS security is to guarantee trustworthiness of the drone internal state, hardware 
and software, and of the UAV network. The objective is for instance to detect tampering on drone safety-
critical systems such as the flight controller, or presence of a faulty or malicious UAV in the FANET. 
Attestation is a core primitive to meet such goals, jointly with other isolation and security mechanisms 
such as Trusted Execution Environments (TEE).

Some Definitions

An attestation protocol is a cryptographic protocol involving a target, an attester, an appraiser, and 
possibly other principals serving as trust proxies (Coker et al., 2011). It supplies evidence considered 
authoritative by the appraiser, while respecting the privacy goals of the target (or its owner).

For a dynamic fleet of drones, the GCS may be an appraiser and requires an attestation about the 
integrity state (the claim) of a new drone (the target/attester) before allowing it to integrate a swarm 
(decision).

Software-based attestation does not require any dedicated hardware (Gardner et al., 2009; Li et al., 
2011; Seshadri et al., 2008). Such protocols are interesting for resource-constrained devices. They are 
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subject to many attacks such as root-based attacks (i.e., a malicious program that allows a permanent 
and undetectable presence on a system) or compression attacks (i.e., an attacker can use available empty 
program memory), and usually have restrictive assumptions on adversarial capabilities (Castelluccia et 
al., 2009).

For drones, this class of attestation is interesting for interoperability and scalability due to hardware-
independence. It still has many security vulnerabilities. The choice then depends on other parameters 
such as the use case (e.g., mission-critical – strict security – or entertainment – relaxed security).

Hardware-based attestation relies on specialized hardware (e.g., TPM) or on the availability of special 
CPU instructions to execute attestation code in a secure/trusted environment (Kovah et al., 2012; Mc-
Cune et al., 2010). Such protocols provide better security guarantees, but are still vulnerable to hardware 
attacks (Kocher et al., 2019; Lipp et al., 2018). They also have limitations in terms of scalability and 
interoperability between technologies.

For drones, specialized hardware can provide enhanced security mechanisms such as secure/trusted 
boot, root of trust, secure storage for data and credentials, or secure cryptographic operations. It may 
also raise some barriers for large scale deployments. For instance:

• Can two drones using different hardware technologies securely communicate with each other?
• Are security solutions based on a given hardware technology compatible with other technologies?
• Can a GCS control a swarm where drones use different hardware technologies?

Many concerns are related to interoperability and scalability, making this type of attestation interest-
ing, but only in small-medium drone deployments (typically for <10-50 nodes).

Hybrid attestation is based on software/hardware co-design. It provides attestation features while 
minimizing impact on underlying hardware. It minimizes the hardware security features required for 
enabling secure remote attestation. Such security features can be as simple as a ROM or MPU (Memory 
Protection Unit) (Brasser et al., 2015; Eldefrawy et al., 2012; Koeberl et al., 2014). It can also be a 
firmware-based TPM (fTPM) which provides a TPM implementation that does not require a dedicated 
hardware and leverages the existing trusted execution environment (Thom et al., 2011). Such solutions 
could have interest in large-scale deployments of drone-based services.

Attestation and Drones

Using attestation, a drone or a swarm of drones (target/attester) can prove some properties about its state 
to a GCS or a third party (appraiser).

A key number of properties are about integrity attestation:

• Software integrity proves the integrity of a given component/platform (European 
Telecommunications Standards Institute [ETSI], 2017). Integrity may be static (only on boot) 
(Eldefrawy et al., 2012; Kovah et al. 2012; Seshadri et al., 2008) or dynamic (anytime upon re-
quest, to detect run-time attacks).

• Control flow attestation attests the exact control-flow path of an executed program (Abera et al., 
2016; Abera et al., 2019; Dessouky et al., 2018; Zeitouni et al. 2017). This can be used to dynami-
cally attest the integrity of software and prevent code-reuse attacks.
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• Data integrity attestation attests that the data has not been maliciously modified by compromised 
software (Abera et al., 2019). It is inherited from the integrity of the software that processed it.

More broadly, geolocation attestation and proof of transit are the ability of a particular component 
to assert its location (ETSI, 2017). Geolocation usually refers to geographic (physical) location. Logical 
location may also be an important issue to consider. For drones, a proof of transit would be the mechanism 
to safely prove that a given drone transited through specific/legitimate locations (e.g., delivery path).

Challenges

All attestation protocols, regardless of the claim or type of attestation, share the same challenges.

• Efficiency: all steps of an attestation protocol (e.g., cryptographic computation, exchanges be-
tween entities, data collection, and measurements) should have no impact: (1) on the target or 
attester: e.g., availability, downgrading the target service; (2) on the network: e.g., availability, 
overload, latency.

• Security: the attestation mechanism must be trustworthy to guarantee non-repudiation, provide 
protection against malicious forgery, and freshness of information. Secure storage of the attesta-
tion credentials and measurements should be guaranteed.

• Privacy: this implies trade-offs between comprehensive information and constrained disclosure.

FUTURE TRENDS

Drone security is rapidly developing. This section highlights a selection of key future trends such as: the 
convergence of drones with other verticals, focusing on connected and autonomous mobility, in terms of 
roadblocks, attack techniques, and defenses; the evolution of regulation; and impact on the Future Internet.

Convergence With Other Verticals Domains

Drone security shares roadblocks with several applications areas of mobile network infrastructures (e.g., 
IoT, smart cities, connected and autonomous vehicles, drones, robots). Examples of such roadblocks 
include device management, communication security or data protection.

Multiple technical synergies can also be identified in managing drones and autonomous cars. The city 
of Austin is conducting a series of experiments with drones (e.g., support to firemen, to first responders 
during massive shooting events). One of the objectives is to learn from drone-based missions to prepare 
the future introduction of autonomous cars in the smart city.

However, business ecosystems are not yet at the same level of maturity, drones being still at an early 
stage. Legal frameworks remain also significant barriers: liability management is more complex for 
autonomous vehicles that carry and strongly interact with human beings. However, some scenarios are 
already showing a convergence in use, e.g., to convey blood bags between hospitals in Belgium, where 
drones can be preferred to vehicles to avoid traffic jams (McCullough, 2019). Another prominent real-
world application involving both drone and autonomous mobility ecosystems is the emergence of air 
taxi services, bringing to reality the long-standing dream of a “flying vehicle”.
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Using Drones to Attack Vehicles

Drones can be used to carry out phantom attacks against Advanced Driving Assistance Systems (ADAS) 
and autopilots of semi/fully autonomous cars. Vehicles, relying on sensor fusion, usually fail to validate 
the perceived environment as “real” from an external source. This can be exploited through the projection 
of phantoms, which are “flat” representations of a three-dimensional objects such as an obstacle, lane, or 
road sign. Such phantoms may be displayed on the road using a drone to trick the ADAS/autopilot into 
believing the obstacle is “real” (Nassi et al., 2020). The attack may trigger undesired or unsafe reactions 
such as emergency braking of the vehicle.

Towards Integrated Drone, Vehicular, and Space Defense

Current Vehicle-to-Everything (V2X) architectures face a number of challenges that prevent rapid de-
ployment of smart and connected mobility technologies including: heterogeneous QoS requirements, to 
meet different levels of QoS imposed by various network scenarios, notably low to ultra-low latencies for 
safe UAS operations; unreliable connectivity, performance being degraded by low-quality links, weather 
conditions, network disconnections, or interferences; poor coverage, some regions being difficult to ac-
cess; high mobility, to manage handoff efficiently; and interoperability to support seamless vehicular 
services among multiple heterogeneous standards, domains, networking technologies, and stakeholders.

While current drones do not operate in a V2X environment, integrating V2X architectures with other 
forms of connectivity such as drones or satellites may help meeting the aforementioned challenges – 
drones enhancing capacity for high-service demands, enabling regional coverage, and easy deployment, 
and satellites providing seamless coverage through broadcasting.

A first step is to design integrated drone-vehicular network architectures. For instance, cooperative 
vehicular aerial-ground architectures, with an aerial plane and a control plane (Zhou et al., 2015). Swarms 
of UAVs are grouped into an aerial sub-network that collects and transmits data from ground vehicles 
that form a separate vehicular sub-network. The UAV is dispatched from a ground vehicle that collects 
it when the mission is accomplished.

Those architectures are well adapted to search-and-rescue missions. They enhance network connec-
tivity, as UAVs can behave as relays when ground infrastructures are no longer available. They simplify 
collection of information in difficult-to-reach areas, and enhance information delivery to vehicles to 
guide rescue teams.

Software-Defined Networking (SDN) techniques are pivotal to provide flexibility thanks to network 
programmability and a global, systemic, view of the network architecture and companion computation 
logic for proper resource allocation and dynamic policy enforcement schemes, e.g., OLSR (Optimized 
Link State Routing protocol, Clausen & Jacquet, 2003)-based routing policy instantiation for drone fleets. 
Model-driven approaches are particularly promising to mitigate the different classes of vulnerabilities 
from a secure routing standpoint in UAV Ad hoc Networks (UAANET), with the perspective to fully 
certify the communication architecture to enable commercial applications (Maxa et al., 2015).

One step further are ground-aerial-space architectures, with coordinated aerial (drones), space 
(satellites), and vehicular segments (Zhang et al., 2017). A typical hierarchical SDN-based architecture 
features three different data planes, one for each segment, managed by distinct SDN controllers, with 
also different scopes of granularity for control (e.g., local, regional, global). A second line of SDN 
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controllers performs segment coordination to overcome data plane heterogeneity, providing seamless 
vehicular services and network management in the application layer.

Several challenges still remain, the first of which is security. Such SDN-based architectures are target 
to many threats against confidentiality, integrity, authenticity, and availability (Lacoste et al., 2019). 
Other challenges include ecosystem issues to reconcile business goals of various stakeholders, power 
consumption challenges, where trade-offs must be found between communications and flying control, 
regulatory barriers, and network architecture design.

Evolutions In The Regulatory Landscape

Although the future regulation is meant to be technology-agnostic, it is so far unclear how to achieve 
the same performance of security and safety and how to coordinate drone systems if based on radio 
technologies and infrastructures as different as WLAN, cellular, and satellite networks.

Many telecom vendors and operators are actively contributing to the UTM / U-Space implementa-
tion, through standardization, public-private consortia or research projects. Significant work has been 
achieved at the 3GPP since Release 15 to target 4G and 5G features able to support drone identification 
and tracking, to establish the necessary connectivity between each other and UTM – for both Visual 
Line of Sight (VLoS) and BVLoS, as well as to detect and to report unauthorized UAVs towards the 
UTM. A study on security aspects has just been started on UAS authorization, location information 
veracity, security of the Command and Control (C2) link and privacy. In 2020, the IETF launched a 
working group on drone identification, called DRIP for Drone Remote ID Protocol (Card et al., 2020). 
The GSMA, together with the Global UTM Association (GUTMA) launched a joint initiative to align 
mobile and aviation industries. Called ACJA, for Aerial Connectivity Joint Activity, this group aims to 
identify the potential capabilities and needs of cellular networks in unmanned traffic management and 
aviation, to coordinate efforts between aviation and cellular standardization, to specify minimum opera-
tional performance for drone connectivity and to design interfaces for data exchange between Mobile 
Network Operators (MNOs) and the UTM ecosystem.

Broader Impact on Future Internet Design

Drones are one of the key elements towards the Internet of the Future, whether for the services they 
provide or for extended cell coverage provisioning (“cells on wings”). Yet, security and privacy issues 
may lower the general public acceptance of drones. In particular, there is a crucial need for certification 
of elements of the resulting infrastructures by the competent authorities, as emphasized by the EASA 
(2020). A number of security issues may then result to be pretty similar to the protection of data in 
traditional servers or cloud infrastructures. UAVs open a number of opportunities for the “Internet of 
Everything (IoE)”, notably for Beyond 5G networks, in terms of scalability, intelligence, and diversity, 
security being an intrinsic constraint that must be addressed (Liu et al., 2020).

On a more technical perspective, the following aspects deserve future research and development 
(Choudhary et al., 2018).

The overheads of drones in terms of memory, energy, and delays lead to several issues such as resource 
degradations and low efficiency. Therefore, supporting multiple tasks (in particular real-time capturing 
and processing of data, securing communications) with low overheads is an open challenge. In this re-
gard dynamic load balancing can be considered as an effective solution, and a topic for further research.
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Dynamic topologies and adaptive routing mechanisms facilitate on-demand and real-world applica-
tions. Such mechanisms are especially needed as fully automated systems are being increasingly devel-
oped. Likewise, one of the valuable features of drone technology, among many other, is the flexibility 
of deployment (Otto et al., 2018). Consequently, future research should work out dynamic planning 
schemes for a range of relevant drone operations.

The UAVs are particularly at risk since they are intended to evolve in a possibly adversarial environ-
ment. They must face risks of very different nature (logical, physical). Consequently the UAVs must keep 
their capabilities working as efficiently as possible even under attacks. The ability to keep operating in 
such a degraded state depends on the resilience and survivability of the UAVs (Biediger et al., 2019).

CONCLUSION

This chapter reviewed the security threats posed by drone technologies, and some protection challenges 
and available counter-measures for mitigation. Requirements are diverse in terms of security, privacy, 
infrastructure, and resource processing capabilities, depending on the wide range of existing drones.

Two broad classes of attacks may be distinguished: attacks on drones, and attacks using drones. In 
the former category, both professional and non-professional drones are impacted, several attacks coming 
from traditional IoT vulnerabilities. An acute class of threat is related to civilian GNSS spoofing, easy 
to perform at low-cost. So far, detection-only solutions are available, although some products have been 
emerging recently for mitigation. Overall, protection remains elementary, compared to the potential 
impact of threats. In the latter category, threats include spying or kinetic attacks, which may threaten 
critical infrastructures like data centers or network equipment. Many attacks exploit the vulnerabilities 
of radio protocols.

Drone security challenges are both design-time and run-time. Supply-chain attacks require revisiting 
contracts to avoid untrustworthy partnerships. A key end-to-end challenge is communication security in 
the drone system. Many cryptographic schemes are available to guarantee properties such as confidential-
ity, authentication, or anonymity, with hard trade-offs to find with efficiency, resource limitations, and 
real-time constraints. Similar trade-offs between hardware and software solutions must also be reached 
to guarantee the trustworthiness of the drone internal state. Drone identification is pivotal for safe co-
existence of drones sharing a same airspace, with strong impact on regulation, public safety, and privacy.

Several challenges are common with other 5G verticals such as connected and autonomous vehicles. 
Despite different maturity levels, those two verticals increasingly share use cases. Drones are used to 
attack vehicles. Integrated ground-air-space SDN-based architectures are emerging for security manage-
ment purposes. The regulatory framework is not definitive, but major players are highly active in public, 
private, and governmental sectors.

Despites threats, advances in drone technology provide new ways to collect, process, and share data, 
for a variety of use cases such as improving network connectivity, monitoring and maintaining network 
infrastructures, or for dedicated events such as crowd surveillance in sports competitions or artistic 
performance (e.g., drone light shows). Accordingly, the drone market has undergone sustained growth.

Key potential networking service areas include enhancing network operations for better quality of 
service, such as grafting a swarm of drones to a network to provide localized services, e.g., to extend 
network coverage or to guarantee service continuity against network failures. For security, foreseen service 
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areas include mobile mitigation of DDoS attacks, on-site security audits and intrusion detection, GNSS 
spoofing mitigation, or more broadly system and network monitoring, data protection, and resilience.

A direction for deeper investigations is to better understand the relation between the drone and the 
connected and autonomous mobility vertical domains. Those verticals are increasingly interconnected, 
whether for attacks or mitigation, perhaps also extending to other forms of drones such as maritime drones.

Another direction is related to cellular drones, and to the specificities brought by mobile networks. 
So far, the drone ecosystem has remained almost exclusively centered on network topologies where all 
nodes are drones, controllers or GCS, using mostly WLAN technologies. Moving to a network where 
communications go through a trusted cellular base station independent from the drone manufacturer 
could bring significant benefits, e.g., for legal interception. How the challenges, solutions, and opportu-
nities for drone security will evolve in this setting will be very interesting to monitor in the near future.

DEDICATION

In memory of our colleague Yvan, who passed away while he was contributing to this chapter.
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KEY TERMS AND DEFINITIONS

Attestation: A security protocol enabling to guarantee trustworthiness of the drone internal state, 
hardware and software, and of the UAV network.

Broadcast Remote Identification: The information identifying a drone that is advertised locally 
directly by the drone itself.

Drone: An airborne device formed of an aerial node that may cooperate with a number of ground 
nodes used in civilian and military applications. Synonyms: Unmanned Aerial Vehicle (UAV).

Fleet of Drones: Multiple drones flying together to complete the same mission, usually coordinating 
through wireless communications. Synonyms: Network of UAVs, swarm of drones.

Global Navigation Satellite System Spoofing: An attack where the signal coming from satellite 
systems such as GPS for long distance guidance of drones is forged.

Network Remote Identification: The information identifying a drone made globally available to 
any authorized third-party and transmitted on network infrastructures to remote servers.

Secure Tunneling: A security protocol allowing entities in a drone system to exchange application-
level messages with confidentiality and authenticity guarantees.
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Supply Chain Attack: A design-time attack against drone software or hardware due to threats against 
untrustworthy suppliers, often less protected than device vendors.

UAS Traffic Management: The UTM is the minimal set of rules and services to enable safe and 
efficient low-altitude drone operations for all individuals and businesses. Synonym: U-Space, based 
upon the UTM but more ambitious.

ENDNOTE

1  Depending on the standardization organization, the specific terminology related to drones may 
vary. For instance, ICAO considers UAV as deprecated for Unmanned Aircraft (UA), as ICAO is 
aviation-oriented. ITU and 3GPP may still keep UAV, as those organizations have strong background 
in ground vehicles and consider how drones could become airborne.
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ABSTRACT

Methodologically-sound security assessments are crucial for understanding a system in fulfilling the 
requirements, realizing its behavior, and identifying implications. A system is made resilient if and 
only if there is enduring confidence that it will function as expected. It is cyber secure if it displays this 
property in the face of an adversary. This chapter provides an explanation of various static security 
risk assessment methodologies (SSRAM) having long epochs for assessing and revisiting the risks and 
explains their strengths and weaknesses. The SSRAM will form the basis for elaborating on dynamic 
security risk assessment methodologies that must have very short epochs depending on the emergent 
threats and vulnerabilities to combat new or evolving threats. This is essential for handling cyber security 
of dynamic complex systems including future networks having a number of self-managing properties 
including self-protection for defending against malicious attacks.

INTRODUCTION

Security threats are associated to vulnerabilities of systems and networks that can be exploited by at-
tackers. There are several types of attacks on communication networks including disrupting or blocking 
communications, intercepting, injecting fabricated packets, accessing and modifying the information. 
Any intrusion or attacks on the networks or information systems in order to exploit vulnerabilities may 
have undesirable consequences. Existing network security approaches do not provide tight integration 
of network/system functions and security controls to properly countermeasure the attacks. Therefore, 

Security Risk Assessments and 
Shortfalls for Evaluating and 

Protecting Dynamic Autonomic 
Systems in Future Internet

Hamid Asgari
 https://orcid.org/0000-0002-9317-7045

Thales UK Research, Technology, and Innovation, UK

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://orcid.org/0000-0002-9317-7045


386

Security Risk Assessments and Shortfalls for Evaluating and Protecting Dynamic Autonomic Systems
 

new innovative ways of protecting networks against attacks are required, i.e., by embedding the security 
functions in the fabric of network systems to address the shortcomings.

In any new network architecture designs, programmability, the ability to dynamically configure, control, 
and combine network and security functions in particular, is regarded as a key feature to create resilient 
network systems for preventing or reducing the impact of attacks. Here, a new network system refers to 
a system consists of many elements interacting with each other that enable communication among nodes 
occur. It includes existing functionality that a network has plus the functionality in adapting or reacting 
to the pattern these elements create or external environment trigger, could exhibit non-deterministic 
behavior, and may evolve. Methodologically sound security assessments are crucial for understanding a 
network system in fulfilling the needs, realizing its behavior, and identifying the possible implications. 
This is to identify run-time threats, assess the impact and likelihood of occurrence of attacks relevant to 
the threats, evaluate the design principles, and validate the built-in security enablers and the mitigation 
actions that are devised to combat such attacks. In general, the use of a structured methodological approach 
for identifying threats and assessing the associated risks in the network systems is crucial. Undertaking 
security risk assessment in a structured way means making more accurate design decisions about the 
resilience of a system’s services and functions and avoiding costly security incidents during a system’s 
operation. As a reminder, the three main security requirements specified for consideration in information 
systems are: to prevent unauthorized information disclosure (confidentiality) and improper malicious 
modifications of information (integrity), while ensuring access to authorized entities (availability).

The successful deployment of complex systems including network systems represents one of the most 
significant engineering challenges of our time. Cyber security of highly connected systems presents 
specific challenges than the security realized by conventional systems. This chapter provides a review of 
various Static Security Risk Assessment Methodologies (SSRAM) that are aimed at Information Com-
munication Technology (ICT) systems and explains their strengths and weaknesses and their shortcomings 
towards assessing cyber security risks of these systems. These are called static as the security analysis 
is static, assumes that the system is built to a specification, and epochs for assessing and revisiting the 
risks are long (e.g., weeks, months).

However, for a dynamic or autonomic system, its behavior may evolve over time. This means that 
activities to assure an autonomic function cannot simply be performed once and remain valid for the 
operational lifetime of the system.

Autonomic computing was used first by IBM to describe computing systems that are self-managing 
or self-adaptive. Self-managing, refers to systems that will “maintain and adjust their operation in the 
face of changing components, workloads, demands and external conditions and in the face of hardware 
and software failures both non-intentional and malicious” (Kephart, 2003). Four main properties of 
self-management were established by IBM:

• Self-configuration: An autonomic system will alleviate challenges that are faced with by configur-
ing itself according to high level goals automatically, e.g. new introduced components will blend 
in with the rest of the system and the systems will adapt to the presence of the new component.

• Self-optimisation: this aims at experimenting, identifying and selecting adequate tuning param-
eters to optimise the use of resources, hence increasing efficiency.

• Self-healing: it detects, diagnose and repair the root cause of failures, using knowledge about the 
system configuration and monitoring data.

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



387

Security Risk Assessments and Shortfalls for Evaluating and Protecting Dynamic Autonomic Systems
 

• Self-protection: it detects, or even anticipates, and defends the system against malicious attacks or 
system failures uncorrected by the self-healing property.

A key aspect of self-managing/autonomic systems is that decisions are moved towards runtime to 
control behavior in response to dynamic stimuli. This is where dynamic risk assessment plays its role.

It is believed that Dynamic Security Risk Assessment Methodologies (DSRAM) are essential for 
handling cyber security of future connected systems that are composed of self-managing functions. 
Therefore, the objectives set for this chapter are:

• To introduce SSRAM standards and methodologies.
• To provide guidelines for the engineers/consultants in selecting a SSRAM methodology suitable 

for their context and application types.
• To provide a basis for further work on Dynamic Security Risk Assessment Methodology (DSRAM) 

that must have very short epochs depending on the emergent threats and vulnerabilities.

In this chapter, we provide an overview of risk assessment standards and methodologies/tools including 
their application areas. This chapter also provides the steps covered by risk assessment methodologies 
and compares and contrasts the introduced methodologies, in particular looking at the benefits of each 
and their applicability depending on the context/scenario. Finally, we look at the need for conducting 
DSRAM for high dynamic domains with systems that include autonomy functions.

Risk Assessment Types

Risk assessment can be quantitative, qualitative, or semi-quantitative as described below.
Qualitative assessment uses descriptive variables to express the probability of an event occurring 

and the consequences of risk. An immediate improvement can be realized using this approach and it 
does not require an accurate calculation of the network system’s asset value or the cost of realizing the 
mitigation plans. The disadvantages are that the result is often inaccurate and it is difficult to calculate 
the cost effectiveness of the risk management process.

Quantitative assessment uses numerical variables to describe the probability of an event occurring 
and the loss that may be incurred. This has the advantage of being the most detailed approach and helps 
to calculate the cost effectiveness of the risk management process. The disadvantages are that it requires 
too much time and resources and the precision of impacts are unclear, requiring further interpretation.

Semi-quantitative assessment is a compromise between the previous two approaches, with numeri-
cal values to estimate risk and descriptive variables to interpret the results. This combination approach 
has the advantage of being able to classify the probability and consequence of risk using quantitative 
categories. The disadvantage is that the risk usually gets placed into broad categories.
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SECURITY RISK ASSESSMENT STANDARDS

ISO/IEC Standards

The International Standards Organization (ISO) and International Electrotechnical Commission (IEC) 
jointly publish information security standards. The full ISO/IEC 27000-series standards list is available 
in (ISO, 2018). The most relevant standards for information security are listed below:

• ISO/IEC 27001: a framework for information security management (ISO, 2013). It is a general IT 
security standard rather than a specific cyber security standard.

• ISO/IEC 27002, 2017 revision: a code of practice for information security controls.
• ISO/IEC 27005: as part of the ISO 27000 family of standards is the information security risk man-

agement standard used commercially and in government organizations (ISO, 2018). ISO 27005 
framework provides guidance for defining the scope and boundaries of the security risk manage-
ment, and hence for the threat identification. ISO 27005 requires as input “all information about 
the organization relevant to the context establishment”. While ISO 27005 provides a framework 
focusing on a single “organization” for establishment of the context, no method is defined by the 
standard. While the definition of organization can span different entities, the standard is typically 
applied within a context of a single organizational unit or the entire organization. ISO 27005 pro-
vides a systematic, structured risk assessment process, which defines the steps required without 
being prescriptive, allowing organizations to select their own approach to risk assessment. For 
example, it allows both qualitative and quantitative approaches for estimating risk. The first step 
of the process is identifying assets and classifying them into primary and supporting assets, fol-
lowed by threat identification and profiling. The process then identifies existing controls, which 
are then taken into account in the assessment of vulnerabilities and consequences. The final step 
is risk estimation and evaluation. The standard also lacks a clear separation between the concepts 
of primary assets and supporting assets to be protected, feared events and threat scenarios.

A number of Codes of Practices (CoP) and guidelines are also published, e.g.:

• ISO/IEC 27017: a code of practice for 37 of the information security controls in ISO/IEC 27002, 
2017 revision plus 7 new controls for cloud services (ISO, 2020).

• ISO/IEC 27018: a code of practice for protection of personally identifiable information (PII) in 
public clouds.

• ISO/IEC 27032; 2012 revision: guidelines for cyber security. This CoP document addresses 
Internet security issues and provides technical guidance for addressing common Internet security 
risks.

• ISO/IEC 31010 – Risk management — Risk assessment techniques: the standard that specifies 31 
risk assessment techniques (ISO, 2019).

British Standards Institution (BSI)

The British Standards Institution (BSI) group has a role as the UK National Standards Body which extends 
to the international standards community to help industries in 182 countries worldwide in developing 
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their own standards (BSI, 2020a). In (BSI, 2020b), a list of relevant BSI and ISO standards is given on 
the cyber security subject area including:

• BS 31111:2018 standard is about cyber risk and resilience and provides guidance for risk manage-
ment professionals. It is to protect organizations and their stakeholders from the consequences of 
cyber-related failures and errors as well as malicious cyber-attacks.

• BS 7799-3:2017 standard describes information security management systems and provides 
guidelines for information security risk management.

Information Security Forum (ISF)

The Information Security Forum (ISF, 2020) is one of the world’s leading authorities on cyber, informa-
tion security and risk management. As well as conducting research and providing consultancy services 
they provide tools and methodologies which organizations can use to deploy their security and risk 
management strategies; ISF’s IRAM2 tool is one such example that is described in the Risk Assessment 
Methodologies/Tools section.

National Institute of Standards and Technology (NIST)

NIST (National Institute of Standards and Technology) provides engineering principles for information 
technology security in its Technical Report 800-27 Revision A for establishing a security baseline (NIST, 
2004) which was superseded by SP 800-160 in 2016. NIST Special Publication (SP) information security 
standard is NIST SP 800-39 (NIST, 2011). This provides guidance for managing information security 
risk to organizational operations, assets, individuals, other organizations, and the Nation resulting from 
operation and the use of federal information systems. NIST SP 800-39 is used to frame the risks, i.e., to 
establish the context, assess risk, respond to and monitor risk and is supplemented by a series of security 
standards and guidelines necessary for managing information security risk, as defined below:

• NIST SP 800-30 “Guide for Conducting Risk Assessments”. It provides guidance relating to fed-
eral information systems organizations. NIST Special Publication (SP) 800-30 provides guidance 
for conducting risk assessments of an organization’s information systems. It is the US govern-
ment’s preferred risk assessment methodology and is mandated for US government agencies. It is 
intended to be consistent with the ISO standards. NIST SP 800-30 provides a detailed step-by-step 
process that starts with establishing the context, scope, assumptions, and key information sources 
before performing the assessment and uses identified threats and vulnerabilities to determine like-
lihood, impact and risk. The steps are continued to communicate the results and to maintain the 
assessment, which includes monitoring the effectiveness of controls and verifying compliance. 
However, like other standards aimed at IT systems, NIST SP 800-30 does not provide additional 
guidance for safety-critical systems, such as connected automotive systems. As an example, a 
study looked at impact-oriented risk assessment of in-vehicle networks (Kelarestaghi, 2019) and 
incorporated the NIST SP 800-30 model. It suggests that NIST SP 800-30 is a suitable methodol-
ogy for automotive cyber security.

Other relevant NIST publications are:
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• NIST SP 800-37 Rev. 2, 2018 – Risk Management Framework for Information Systems and 
Organizations: A System Life Cycle Approach for Security and Privacy

• NIST SP 800-53A – Rev. 5, 2020, Security and Privacy Controls for Information Systems and 
Organizations.

Other Security Standards

Table 1 shows a list of some of the SSRAM security standards that have relevance to the topics in this 
chapter.

Risk Assessment Methodologies/Tools

The following sub-section identifies some known risk assessment methodologies that may be used in 
a security context. These risk assessment methodologies are aimed at any Critical Information Infra-
structure (CII). CII is the computer and communication networks within a country’s national critical 
infrastructures which enables various national sectors to function. CII is also referred to those computer 

Table 1. A list of relevant standards

Standard Number Title/Description

BSI: PAS 1192-5:2015 Specification for security-minded building information modeling – digital built environments 
and smart asset management

BS EN ISO/IEC 27042:2016 Information technology – Security techniques – Guidelines for the analysis and interpretation of 
digital evidence

BSI: PAS 1085:2018 Establishing and implementing a security-minded approach – Specification

BS EN IEC 62443: 2018 Security for industrial automation and control systems

BS 10754: 2018 Information technology – Systems trustworthiness – Governance and management specification

ISO/IEC 15026-2:2011 Systems and software engineering – Systems and software assurance – Part 2: Assurance case

ISO/IEC 27037: 2012 Information technology – Security techniques – Guidelines for identification, collection, 
acquisition and preservation of digital evidence

ISO/IEC TS 17961:2013 Information technology – Programming languages, their environments and system software 
interfaces – C secure coding rules

ISO/IEC TR 24772:2013 Information technology – Programming languages – Guidance to avoiding vulnerabilities in 
programming languages through language selection and use

ISO 55000: 2014 Asset management – Overview, principles and terminology

ISO/IEC/IEEE 15288:2015 Systems and software engineering – System life cycle processes

ISO/IEC 27035-1: 2016 Information technology – Security techniques – Information security incident management

ISO/IEC 29147:2018 Information technology – Security techniques – Vulnerability disclosure

ISO 22300:2018 Security and resilience – Vocabulary

NATO: AC/35-D/2005-REV3

The (NATO, 2015) document provides guidelines for security risk assessment and risk 
management processes that shall follow a structured approach (either carried out manually or 
using an automated tool). Qualitative Risk Assessment methodology is the approach that has 
been adopted by leading engineering organizations and possibly by NATO (Piper, 2020).
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resource, incapacitation or destruction of which, shall have debilitating on national security, public health 
or safety”. The critical sectors include banking and financial sectors, telecom among others.

SecRAM (Security Risk Assessment Methodology)

SecRAM (SecRAM, 2017) is a well-defined risk assessment methodology based on the ISO 27005 
developed by the SESAR program (SESAR, 2020) and is compatible with existing methodologies. Se-
cRAM methodology requires establishing the context for defining the boundaries of what one wants to 
analyze; sets out the scope of the security analysis; and specifies the criteria that will be used to assess 
the risk, in order to provide consistent and defensible results. It facilitates integration of security from 
the beginning of the system development life-cycle including the architectural phase. Therefore, the 
SecRAM methodology’s main principles can be applied by security risk assessment studies of different 
contexts, e.g., a network system, considering all its assets and their values to the network architecture. 
SecRAM process adheres to the following steps (Asgari, 2017). Some of the steps are further described 
in the following sections.

1.  Establish the context and an accurate scope: describe the system that is the target of the study, 
boundaries, and the dependencies on other systems and infrastructure. SecRAM requires establish-
ing the context for defining the boundaries of what one wants to analyze; sets out the scope of the 
security analysis; and specifies the criteria that will be used to assess the risk, in order to provide 
consistent and defensible results.

2.  Identify the assets: there are two types of assets: Primary Asset (PA) and Supporting Asset (SA). 
PAs are the main resources that are the targets of attacks, i.e., functions, processes, activities, in-
formation, and services that need to be protected. PAs are valuable in the sense that a successful 
attack impairing them will mean harm to the system in terms of personnel, capacity, performance, 
etc. SAs are tangible entities that enable and support the existence of PAs. Entities involved in 
storing, processing, and/or transmitting PA are classified as SA. SAs have vulnerabilities that are 
exploitable by threats aiming at impairing PAs. All supporting assets and their links to PAs need 
to be identified.

3.  Impact assessment: for each PA the required level of Confidentiality (C), Integrity (I), and Availability 
(A) must be identified. This evaluation is based on a scale ranging from 1 to 5 (defined in SecRAM) 
to be associated to each of the C, I, and A criteria related to each of the PA. To perform this as-
sessment, the impact is evaluated due to the loss of C, I, and/or A for each of its PA on each of the 
impact areas (safety, performance, cost, environment, etc.).

4.  Evaluate the assets: all PAs are linked with at least one SA, and all SAs are linked with at least one 
PA. They will inherit the C, I, and A levels of the PA they support.

5.  Identify the threats and threat scenarios: A threat is a combination of an attacker and his/her re-
sources, motivation and goal, regardless of the existing security measures or vulnerabilities in the 
system. The threat is the potential cause of an unwanted incident which may result in an impact 
on the system. This step is to identify and analyze all possible (or credible) threat sources and the 
related threat scenarios to highlight all routes through the system that an attacker may use to access 
an SA, i.e., tangible network entities. A number of example threats are: application attack, abuse 
of management interface, attacks on data links, subverted software, etc.
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6.  Impact assessment: This is to evaluate the impact of attacks, assessing the harm resulting from 
each SA being targeted by an attack, taking into account the value of the asset in terms of the C, I, 
and A pertinence of the threat.

7.  Evaluate the likelihood (probability) of each threat scenario: estimate the chance that the threat 
occurs and that the threat scenario sequence is completed successfully.

8.  Assess the security risk: evaluate the risk level associated to each combination of threat and threat 
scenario based on their likelihood and impact on the assets. Risk is defined as a function of the 
likelihood of a given threat source exercising an action on a particular potential vulnerability, and 
the resulting impact of that has an adverse effect on the network system.

9.  Verify the risk level against the security objective: evaluate and verify the evaluated risk level against 
the defined security objectives as a measurable statement of intent relating to the protection of a 
PA. Security objectives correspond to the level of risk that a PA is prepared to accept on the C, I, 
or A criterion, before any action is deemed necessary to reduce it.

10.  Risk treatment: define the action to take, which can be to accept or tolerate the risk, reduce the 
risk, avoid the risk by withdrawing from the activity, or transfer the risk to another party to manage 
it. If the action is to reduce the risk, the security analyst/manager needs to define a set of security 
controls and the associated requirements to reduce the risk to an acceptable level (i.e., within the 
risk appetite as the level of risk an organization is prepared to retain or take).

11.  Security controls: implement and put in place the security controls and functions identified during 
the risk treatment step.

The SecRAM steps are depicted in Figure 1.

SecRAM - IMPACT ASSESSMENT

1. Impact Areas

SecRAM considers a number of critical Impact Areas (IA) to evaluate the impact on confidentiality, 
integrity, or availability of Primary Assets. The Impact Areas are categorized for different concerns: 
Personnel, Capacity, Performance, Economic, Branding, Regulatory, and Environment (SESAR, 2013). 
They are described below:

• IA1 Personnel: This impact criterion is directly linked with protecting people.
• IA2 Capacity: The capacity impact area is linked with the capacity of the system (e.g., Air Traffic 

Management (ATM)). For example, if a loss of integrity of a primary asset would lead to a loss of 
10% of the capacity of the ATM system.

• IA3 Performance: Performance is a more generic criterion than capacity. It is used when a loss of 
CIA (Confidentiality, Integrity, and Availability) leads to a loss of performance of the system, but 
it would be difficult to evaluate it in terms of capacity, economics, or any other criteria.

• IA4 Economic: This criterion captures the loss of income (e.g., “Serious”, “Large”, and “Minor”) 
and may vary from one system to another. The same basic rules still apply: a minor loss of income 
is only considered if the security event is likely to occur and serious or large loss of income will 
be considered for higher likelihood.
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• IA5 Branding: This criterion captures the impact on the branding image of the system/company 
as well as trust, confidence of their users and stakeholders.

• IA6 Regulatory: This criterion is linked with possible regulation or standards violations that 
could occur after a security incident.

• IA7 Environment: This criterion relates to noise and emissions caused by compromising the 
system.

For each primary asset the required level of CIA required must be identified. The impact is calculated 
when the CIA for each of its primary assets is compromised. The impact is assessed for each of the 
SESAR Security Impact Areas described in Table 2.

Primary Asset Impact Evaluation

This is to assess the impact of CIA compromise on primary assets. For each threat, the impact on the 
CIA of PA is assessed according to the scales (1 to 5) defined in the Impact Areas. The Overall Impact 
is then calculated as the highest of the three impact values of C, I, and A (see the example for PA#01 
in Table 3).

Figure 1. The steps in SecRAM process
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The SecRAM scoring is subjective and depends on definition of scales, best practices, intuition, and 
the security experts’ knowledge. This method is opinion-based but it is still one of the main methods to 
access the impact and likelihood by accounting for various real-world parameters.

Threat Scenario Evaluation

The threat scenario evaluation is performed in accordance with the following steps. For each Support-
ing Asset:

• Relevant threats are identified.
• For each threat, the targeted criteria (CIA) are identified.

Table 2. SESAR Security Impact Areas

Impact

IMPACT AREAS
5 4 3 2 1

Catastrophic Critical Severe Minor No impact / NA

IA1:PERSONNEL Fatalities Multiple Severe 
injuries Severe injuries Minor injuries No injuries

IA2:CAPACITY Loss of 60%- 100% 
capacity

Loss of 60%-30% 
capacity

Loss of 30%-10% 
capacity

Loss of up to 10% 
capacity No capacity loss

IA3:PERFORMANCE
Major quality abuse that 
makes multiple major 
systems inoperable

Major quality 
abuse that makes 
major system 
inoperable

Severe quality 
abuse that makes 
systems partially 
inoperable

Minor system 
quality abuse No quality abuse

IA4:ECONOMIC Bankruptcy or loss of all 
income

Serious loss of 
income

Large loss of 
income

Minor loss of 
income No effect

IA5:BRANDING Government & 
international attention National attention Complaints and 

local attention Minor complaints No impact

IA6:REGULATORY Multiple major 
regulatory infractions

Major regulatory 
infraction

Multiple minor 
regulatory 
infractions

Minor regulatory 
infraction No impact

IA7:ENVIRONMENT
Widespread or 
catastrophic impact on 
environment

Severe pollution 
with long term 
impact on 
environment

Noticeable 
impact on 
environment

Short Term impact 
on environment Insignificant

Table 3. Primary Asset Impact Evaluation

ID Primary 
Asset CIA IA1 IA2 IA3 IA4 IA5 IA6 IA7 Threat Scenario (TC) Overall Impact

PA#01 Com. 
service

C 1 1 1 1 1 1 1 TC1 1

I 3 4 4 3 3 3 2 TC2 4

A 5 5 3 3 3 4 2 TC3 5
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The impact is valued and assessed according to the CIA for every PA linked to SAs. The SAs inherit 
the C, I, A values of their PAs. However, in the SecRAM process:

1.  When one SA enables more than one PA, it will inherit the highest C, I, and A values of the PA in 
question.

2.  When several SAs (interconnected or otherwise) enable one PA, the C, I, and A criteria associated 
with the relevant threat/s that is linked to each SA is evaluated individually.

The Overall Impact is then calculated as the highest (worst-case) of the three impact values of C, I, 
and A.

In Table 3, each of the rows corresponds to a threat scenario targeting a supporting asset, and indicat-
ing which of Confidentiality, Integrity and Availability are compromised by it.

2. Impact Evaluation

For each Supporting Asset as the example shown in Table 4, the impact of the threat scenarios are 
evaluated at two levels:

• The Inherited Impact: The inherited impact is a characteristic of threat scenarios. Each threat sce-
nario uses as entry to the system a specific SA, which has a valuated impact on each CIA criteria 
of each supported PA. The inherited impact of a threat scenario is the maximum of all valuated 
impacts of the SA the scenario is using.

• The Reviewed Impact: The Reviewed Impact is an adjustment of the inherited impact due to exist-
ing or planned controls which will be in place to reduce the impact. These controls will relate to 
reducing the impact rather than reducing the likelihood of attack. The Reviewed Impact is always 
equal to or less than the Inherited Impact.

SecRAM - Likelihood Evaluation

According to the SecRAM, the likelihood is built from a split into exposure or frequency of occurrence 
of the threat source and potentiality that, once the threat source occurs, the threat scenario sequence 
is completed successfully. Once both likelihood layers have been evaluated (see Table 5 example), the 
likelihood is obtained from the average of both values rounded up to the next integer.

Table 4. Supporting Asset Impact Evaluation

SA ID Supporting Asset Threat
Impact Justification

Inherited Reviewed

SA#1 Wireless link
RF interference 5 3 Only severe because the effect is 

limited in time and area

Wireless router physical 
damage 5 3 Only severe because redundancy and 

backup are available
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The Likelihood of a threat scenario is practically realized according to the following scale:

• Scale 1: Very unlikely - Practically impossible
• Scale 2: Unlikely - Conceivable but unlikely
• Scale 3: Likely - Only somewhat possible
• Scale 4: Very likely - Quite possible
• Scale 5: Certain - Might well be expected.

Now that the exposure and potentiality level have been calculated, the likelihood evaluation can be 
processed (see Table 6 example).

SecRAM – Risk Level Evaluation

Once the likelihood and impact of each threat have been assessed, the level of risk is calculated according 
to the SecRAM recommendation. For each Supporting Asset, the Risk Level of each threat scenario is 
evaluated using the Likelihood and Reviewed Impacts that have previously been evaluated. Risk Levels 
are Low, Medium, or High. See Table 7.

Table 5. Likelihood Evaluation

SA ID SA Threat 
Scenario

Reviewed 
Impact

Exposure 
Level Potentiality Level

Rationale for each parameter considered (The final value is the 
average value obtained from each parameter and rounding up to the 

next integer)

SA#1 Wireless link

RF 
interference 3 2 4

Exposure Level: Extent of Attention (3), Profit (2), Feeling of Impunity 
(1), History of Threats (2), Collateral Damage (2); 
Parameter values for the Exposure Level Calculation e.g. for Collateral 
Damage are: Certainty (5), high chance (4), fair chance (3), little chance 
(2) and no chance of Collateral Damage (1). 
Potentiality Level: Expertise/skills (4), Knowledge of the target (4), 
Means/Equipment (3), Window of opportunity - accessible time (5), 
chances of Detection (1); 
Potentiality Level Calculation: Might well expected (5), Quite possible (4), 
Only remotely possible (3), Conceivable but very unlikely (2), Practically 
impossible (1)

Wireless 
router 
physical 
damage

3 1 5 Attention (1), Profit (1), Impunity (1), History (1), Collateral Damage (1); 
Expertise (5), Knowledge (4), Means (3), Opportunity (5), Detection (4)

Table 6. The reviewed Impact and Likelihood

SA ID Supporting 
Asset Threat Reviewed 

Impact Likelihood

SA#1 Wireless link
RF interference 3 3

Wireless router physical damage 3 3
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Security Objectives

Security Objectives (SO) are defined to protect primary assets. Security Objectives correspond to the 
level of risk that a primary asset is prepared to accept on each criterion (notably confidentiality, in-
tegrity, availability), before any action is deemed necessary to reduce it. The security objective level 
comes from the impact area definition. Table 8 defines the security objective level (or risk appetite) 
for the Performance Impact Area only. A security need is defined whether a risk needs to be treated or 
not; when the level of a risk is higher than the security objective of a Supporting Asset (i.e., the lowest 
security objective) it is targeting, a treatment shall be applied.

SO rating is the sum of points given to each criterion:

• High security objective: 1 point;
• Medium security objective: 2 points;
• Low security objective: 3 points.

From the above calculation, it is possible to have a ranking on the Primary Asset: the higher the value 
the more security protection on the primary asset is needed (see Table 9 example).

Table 7. Risk Evaluation

SA ID Supporting 
Asset Threat Primary 

Asset
Reviewed 
Impact Likelihood Risk 

Level

SA#2 Wireless link
RF interference PA#01 

PA#02 3 3 Medium

Wireless router physical damage PA#01 
PA#02 3 3 Medium

Table 8. Security Objective level (or risk appetite) for the Performance Impact Area

Security objective level Low Medium High

Impact
Impact Area 5 or 4 3 2 or 1

Performance Major quality abuse making 
system inoperable

Severe quality abuse making 
system partially inoperable

Minor or No system 
quality abuse

Security objective level Low Medium High

Impact
Impact Area 5 or 4 3 2 or 1

Performance Major quality abuse making 
system inoperable

Severe quality abuse making 
system partially inoperable

Minor or No system quality 
abuse
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Risk Treatment Prioritization

The security assessment for each Threat scenario (T) should be done as shown in Table 9. The most 
feared and critical threat scenarios are the ones with most of evaluated risks are assessed to High (H) 
and with Low Security Objectives. The evaluator should decide to give a risk treatment prioritization. 
In Table 10, the values High, Medium and Low in the last column refer to the urgency for treatment.

SecRAM - Security Control for Risk Treatment

Treatment actions or Security Controls are defined to protect Supporting Assets. They are a collection 
of measures for managing risks and to ensure the security objectives are met. They include, but are not 
limited to, procedures, policies, more robust technical solutions, and management actions. The security 
objective level comes from the definition of the Impact Areas. A security need is defined whether a risk 
needs to be treated or not; when the level of a risk is higher than the security objective of a Supporting 
Asset (i.e., the lowest security objective) it is targeting, a treatment shall be applied.

The risk treatment option should be selected from the actions, i.e. Tolerate, Reduce, Avoid, or Trans-
fer. We can choose the “Tolerate” option for the threats with ‘Low’ risk level and the “Reduce” option 
in combating threats with ‘Medium’ and ‘High’ risk levels to meet security objective levels. In defining 
the Security Controls, it is important to take into account the three parameters (i.e., likelihood, impact, 
and risk-level). For example, if the likelihood has a high value and impact has a low value, but risk level 
is high, the Security Control should be primarily defined to counter the likelihood and it could overlook 
the impact.

Once the type of treatment is evaluated (e.g., for reduction of the risk), a strategy for protecting 
Supporting Assets is applied in order to choose the best set of Security Controls. The strategy proposed 

Table 9. Primary Asset ranking

PA ID Primary Asset C I A Rating of SO

PA#01 Control and management communication service High (1) Low (3) Low (3) 7

PA#02 Satellite managed service High (1) Medium (2) Medium (2) 5

Table 10. Risk Treatment Priority

Risk 
ID

Risk 
Level Threat SA

Related 
Primary 
Asset(s)

Security Criteria Security 
objective Security need

Risk 
Treatment 

PriorityC I A

R1 H T-No.1 SA#02 PA#01 X X Low Risk should be 
treated Medium

R3 H T-No.2 SA#02 PA#01 X Low Risk should be 
treated Low

R5 H T-No.3 SA#03 PA#01, PA#02 X X Low Risk should be 
treated High
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by SESAR offers two approaches for combined Security Control: “Defense in Depth” and “Strength of 
Control”. Defense in depth relies on a multi-layered set of unrelated controls acting together to provide 
protection to a Supporting Asset. The multi-layered approach to controls means that if one control is 
compromised then another control should act as the next layer of defense. Strength of control relies on 
improving the performance of one ‘type’ of control (e.g., rigorous access control, strong authorization). 
This means an attacker needs more expertise, better tools, and more time to break through the control.

Therefore, we should identify and consider Security Controls for threats with a risk level of Medium 
and High. This is to reduce the risk level to the acceptable level that corresponds to the security objec-
tive of Supporting Assets. The most feared and critical threat scenarios are with the risks evaluated as 
High with low security objectives. These have high priority in treating them.

Use of SecRAM For Assesing Security Risks In Communication Networks

In this section, we provide three examples of applying SecRAM in assessing security risks in existing 
and clean-slate networking architectures.

GAMMA (Global ATM security management)

GAMMA was an European Commission (EC) 7th Framework Programme project and was aimed at 
providing a holistic vision of ATM (Air Traffic Management) security. This is achieved by adhering 
to the above standards and addressing the gap in today’s capabilities by identifying the security risks 
stemming from ATM system operation. It is reported in (Asgari, 2017) that the overall aim of the EC 
GAMMA project was to provide a concrete security solution for realization of capabilities such as self-
protection and resilience of the ATM domain utilizing a rich set of heterogeneous systems and network 
infrastructures by embedding them into its System of Systems (SoS). Security issues related to the ATM 
domain have been already changing throughout the years, raising new challenges to be dealt with due 
to technological advances. The existing ATM SoS has vulnerabilities and security-related capability 
gaps and there is an urgent need to efficiently and consistently respond to attacks and to anticipate new 
attacks. Combining and interconnecting various systems on the same infrastructure as well as integrat-
ing the many communication means, could potentially open up the ATM SoS to more attacks, thereby 
increasing vulnerabilities and the overall security risks. This necessitates a security management solution 
to handle the challenges.

GAMMA project adopted the SecRAM methodology and MSSC (Minimum Set of Security Controls) 
[12] to address ATM security risk assessment. In this work, the scope and boundaries of the ATM SoS 
were defined and the context was established for defining the boundaries of what one wants to analyze; 
sets out the scope of the security analysis; and specified the criteria that was used to assess the risk, in 
order to provide consistent and defensible results. Overall, the security gaps and involved risks were ad-
dressed to protect the ATM SoS assets, and an inclusive security solution was proposed, demonstrated 
and validated through implementation of system prototypes.

Integrated Modular Communications (IMC) Platform

An integrated standalone on-board processing platform called Integrated Modular Communications 
(IMC) was designed to offer multi-radio off-board communication to/from different providers and on-
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board network connectivity for cockpit and passenger applications. In (Asgari, 2016), it is reported a 
risk assessment analysis was conducted for IMC using SecRAM where five categories of threats were 
identified i.e., on-board application attack, off-board application attack, subverted software or hardware, 
abuse of management interface, and jamming of data links. These threats have been mitigated using the 
mechanisms to be considered as built-in Security Controls/enablers for IMC, to satisfy the stated CIA 
security requirements. The Security Controls have been categorized as: user authentication of the IMC, 
controlling the access to the resources, cryptographic protection for confidentiality and integrity of as-
sets and monitoring and controlling the relevant processes within the IMC. Risks can be reduced by the 
monitoring of activities to identify activities that are not expected and then take appropriate actions to 
mitigate emerging risks.

RINA (Recursive Internetwork Architecture)

In new network architecture designs, programmability, the ability to dynamically configure, control, and 
combine the security functions, are regarded as the key features to create resilient network systems for 
preventing or reducing the impact of attacks. RINA (recursive internetwork architecture) is a clean slate 
network architecture that recognizes the need for building security enablers into the network architecture 
and is aiming to provide the stated key design features.

In (Asgari, 2018), it is reported that the SecRAM is systematically applied to a new context for the 
first time, i.e., the RINA network architecture. SecRAM was intended for an ATM context and as such 
it is too heavyweight to apply it in full to a network system. The SecRAM methodology was tailored to 
apply it specifically to RINA.

Resulting from the risk assessment, specific measures were proposed to further improve cyber re-
siliency of the RINA, in securing its layers and components. In this work, the context was established 
and the scope was set out for the security analysis of the network architecture, assessing the risk levels, 
validating the necessary security enablers/controls that have been built into the architecture, and recom-
mending some new enhancements. The enhancement prevails through the utilization of multi-layered 
security controls or the increase in their strength. It was also shown how programmable security controls 
can assist in tackling network attacks. For validation purposes, the defined security enablers/controls 
were checked against the stakeholders’ security requirements and network security needs in order to 
meet them. Embedding security controls in the architecture for combating run-time threats is the key 
step towards the security-by-design concept enabling cyber resiliency and avoiding incremental updates 
and plug-ins. Cyber resiliency enablement allows the network systems to be resilient against persistent, 
stealthy attacks targeted at cyber assets. The way this risk assessment methodology was applied to an 
emerging network system (RINA) can inspire its use in other emerging network architecture settings. 
It was claimed this is the first work to systematically provide a complete description of the processes 
required for identifying the security threats and quantifying the risks, validating the need for built-in 
security functions, and proposing additional measures for reducing security risks to acceptable levels 
for improving cyber resiliency of a network system. These measures constitute the network system’s 
self-protection, so that it is crucial to establish that the overall system design is resilient and reliable for 
large-scale use. This can also pave the way for applying it to other emerging network architecture settings.

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



401

Security Risk Assessments and Shortfalls for Evaluating and Protecting Dynamic Autonomic Systems
 

Automated Risk and Utility Management (AURUM)

AURUM is a framework for supporting the risk management process defined in NIST SP 800-30 standard 
in the context of IT infrastructure (Ekelhart, 2009). It is divided into three main phases:

1.  Risk assessment (identify potential risks and their impacts) in order to recommend risk-reducing 
countermeasures.

2.  Risk mitigation: a) Prioritize identified risks b) Implement and maintain countermeasures.
3.  Risk evaluation: Determine whether or not the implemented countermeasures are decreasing the 

risk to an acceptable level and if further controls are needed.

Compared to existing solutions, the AURUM methodology has the following benefits:

• Specifying an ontological information security knowledge base that provides knowledge to the 
risk manager in a consistent and comprehensive way.

• Modelling the organization’s resources within the ontological framework to ensure consistency.
• Existing best-practice guidelines and information security standards are used to ensure only 

widely accepted information security knowledge is used for threat/vulnerability identification and 
countermeasure/control recommendations.

• Objectively determining a Bayesian threat likelihood Liu (2005), Poolappasit (2012), Chockalingam 
(2017).

• Automatically calculating threat impacts.
• Automatically offering risks reduction control measures.
• Using interactive decision support to allow the risk manager to investigate various scenarios, to 

discover the characteristics of the underlying problem and ensure an efficient solution is selected.

The main disadvantage of a Bayesian risk assessment methodology like AURUM is the need for a 
potentially vast amount of training data (knowledge base) and the difficultly in being applied to new 
security context/situations.

CORAS Security Risk Analysis

CORAS is a UML (Unified Modelling Language) model-based risk analysis methodology used for in-
formation security of critical systems. It provides a customized language for threat and risk modeling, 
with guidelines on how the language should be used to capture and model relevant information (Dahl, 
2008). The CORAS method uses a qualitative risk assessment approach and follows the following steps:

1.  Introduction – Gathering information about target; Focus of the analysis (i.e., data security) and 
scope of the analysis (i.e., data security at work).

2.  High level analysis – ensure analysts and the client have a common understanding of the target of 
analysis. Determine the assets relevant to the analysis.

3.  Approval – Agree on target description. Decide acceptable risk levels for each asset.
4.  Risk identification – Determine how threats may exploit vulnerabilities thus causing unwanted 

incidents that harm the assets.
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5.  Risk estimation – Estimate current risk level, assign likelihoods to each incident and consequences 
to each impact.

6.  Risk evaluation – Evaluate which risks are acceptable and which are not.
7.  Risk treatment – Provide overview of potential treatments of unacceptable risks.

CORAS uses open source tools and provides a graphical view of whom and what caused the risks and 
the vulnerabilities that caused them; it also assists with iterative communication between stakeholders. 
The effectiveness of the security controls is not included and the implementation of the method requires 
a thorough knowledge of various fields. There is also no risk monitoring.

CCTA Risk Analysis and Management Method (CRAMM)

CRAMM is a risk analysis method developed by the British government organization CCTA (Central 
Communication and Telecommunication Agency), now renamed as Office of Government Commerce 
(OGC) in 1987. CRAMM is used for IT infrastructure (CRAMM, 2020) and there is a tool having the 
same name which supports the method. There are three stages of CRAMM as listed below:

1)  Establish the objectives:
a.  Define the scope/context in which the system operates.
b.  Identify and value the physical assets of the system.
c.  Determine the ‘value’ of data held by interviewing users about potential business impact that 

could arise from unavailability, destruction, disclosure or modification.
d.  Identify and value the software assets of the systems.

2)  Assess the risks:
a.  Identify type and level of threats that may affect the system.
b.  Assess the system’s vulnerabilities to identified threats.
c.  Combine threat and vulnerability assessment with asset values to calculate measures of risks.

3)  Identify and select countermeasures that are in-line with the calculated measures of risks.

CRAMM provides a library containing detailed countermeasures and software for the implementa-
tion of the methodology. The efficiency of the security controls is not reviewed and there is no risk 
monitoring. Whilst CRAMM provides software to implement the method it is reported that the method 
is rather difficult to use without the tool.

Expression Des Besoins Et Identification des Objectifs de Sécurité (EBIOS)

EBIOS methodology was created by the French ANSSI (Agence Nationale de la Sécurité des Systémes 
d’Information) in 1995 and is used for IT infrastructure. EBIOS is used to analyze, evaluate and treat 
risks relating to information systems. EBIOS is open source, requiring a GNU license. The risks of 
information systems are assessed by specifying suitable security measures (Abbass, 2015). The process 
is described in (EBIOS, 2019) as: determine the context, determine the security requirements, perform 
a risk analysis, identify security goals, and determine security requirements. EBIOS is primarily used by 
government and commercial organizations, working with the French Ministry of Defence, that handle 
confidential or secret defense classified information. The updated version (EBIOS, 2010) is compatible 

 EBSCOhost - printed on 2/9/2023 9:25 AM via . All use subject to https://www.ebsco.com/terms-of-use



403

Security Risk Assessments and Shortfalls for Evaluating and Protecting Dynamic Autonomic Systems
 

with international standards including ISO/IEC 27005. EBIOS looks at all impact assessment areas 
IA1-IA7, as mentioned in Table 2.

The EBIOS methodology can adapt to the context of each organization, including its methodological 
tools and habits. EBIOS mandates a clear separation between the concepts of primary assets and feared 
events, and supporting assets and threat scenarios. ANSSI (National Cybersecurity Agency of France) 
also defines an EBIOS Risk Manager (EBIOS-RM) process, which is an agile enhancement to EBIOS 
2010. An initial high level assessment can be performed via a small number of workshops with key 
stakeholders. The outputs can subsequently be refined incrementally through the development lifecycle 
of a solution or product. A number of tools embody the EBIOS and EBIOS-RM processes that facilitate 
the deployment of the process and present outputs in a consistent manner.

A lot of information is generated (Abbass, 2015) and much of the documentation only appears to be 
available in French, although the EBIOS-RM method is available in English. Referring to the process, 
like ISO/IEC 27005, the “study of the context” does not establish a compliance-based security baseline 
based on a business impact assessment. In general, EBIOS’s view is that you should always follow best 
practice by default and then spend the effort analyzing what the residual risks are. The two points to 
consider are 1) to get some controls into the design early rather than having to delay design work for 
months while the security analysis concludes and 2) if there is infinite time, the analyst would start from 
an unprotected system and conduct a risk analysis based on a business impact. As there is no infinite time 
available and because an analyst must prioritize the efforts, apply best practice quickly (the baseline) 
and then analyze only residual risk. It is also viewed that many cyber design analysts and authorities are 
in favor of this approach, as they say that they do it subjectively anyway using security experts’ knowl-
edge and opinion. The important point is that nobody should stop there, but having it as a first step is a 
pragmatic approach. This may not necessarily extend to high assurance systems.

Information Risk Assessment Methodologies (IRAM/IRAM2)

IRAM is used for IT infrastructure security risk assessment. ISF’s IRAM2 tool, provides an approach to 
performing business-focused risk assessments (IRAM2, 2020). The steps in the process include:

• Scoping: Develop a profile of the environment and scope for the assessment.
• Business impact assessment: Identify information assets and their business impact.
• Threat profiling: Populate threat landscape, prioritize threats, identify, and map the information 

assets impacted by each threat.
• Vulnerability assessment: Identify vulnerabilities and related controls and assess effectiveness of 

controls.
• Risk evaluation: Derive likelihood of success, residual likelihood and residual risk rating.
• Risk treatment: Evaluate each risk against risk appetite, create risk treatment plan, execute plan 

and validate results.

The IRAM2 tool only looks at the economic aspects as defined by IA4 in Table 2. IRAM2 is widely 
used in the industry but it is not fit for purpose in the contexts that look at security for safety purposes.
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Information Security Assessment & Monitoring Method (ISAMM)

ISAMM (Harpes, 2007) uses mathematics in its quantitative risk assessment method and is a tool to 
assess both security risks and current compliance with respect to ISO 27002. Furthermore, it delivers 
an optimized action plan to address the identified risks. ISAMM recurs to the list of security measures 
of ISO 27002 and assigns to each security control some risk reduction properties. Based on estimates 
of current risks, on implementation costs of missing security controls, and on risk reduction factors, the 
economic benefit, the so-called Return on Security Investment (ROSI), is estimated. It is used to build 
an action list to improve security. ISAMM links the assessment of the security risks, expressed in mon-
etary terms as an Annual Loss Expectancy (ALE), with security controls that can most economically 
contribute to a reduction of the risks. ISAMM recurs to a knowledge base with context-dependent risk 
reducing capabilities of security controls. The knowledge-base can be considered as a matrix containing 
each control objective and each of the generic threats (e.g., risk of internal data theft, accidental out-
ages due to errors, bugs or bad practice). Thus, difference ∆ALE of the ALE is derived before and after 
implementing a security control. Based thereon, the ROSI and relative ROSI are respectively defined as:

• ROSI = ∆ALE−Cost and ROSI (Relative) = (∆ALE−Cost)/Cost

Both, ROSI and ROSI Relative are important indicators to identify the most effective controls (those 
having the greatest risk reduction capabilities, while having the lowest costs) and to prioritize certain 
controls. Both calculations are used to evaluate the monetary benefit of each single security control and 
provide an efficient ordering system for implementation priorities. ISAMM assessed risks are expressed 
through ALE which means it only looks at the SecRAM impact assessment area of IA4 “Economic”.

Method For Harmonized Analysis of Risk (MEHARI)

MEHARI is a free open source, information systems and information processes risk analysis and 
management method (MEHARI, 2019). MEHARI was created by CLUSIF France in 1995 and uses a 
quantitative risk assessment approach. MEHARI has steadily evolved to support standards like ISO/IEC 
27001, 27002, 27005 and NIST SP 800-30, combining a knowledge base with a suite of tools to allow:

1)  Performing threat analysis based on an organization’s activities and the potential issues that may 
impact those activities.

2)  Determining organizational, human and technical assets based on the business processes.
3)  Classifying the assets using the security CIA criteria.
4)  Evaluating the likelihood/probability of the threat event types.
5)  Assessing the intrinsic severity of risks using scenarios in the knowledge base.
6)  Employing diagnostic questionnaires filled by users to help them determine if their existing security 

measures/controls are capable of mitigating risks.
7)  Grouping organizational and technical security measures/controls into services to be discussed 

with the relevant managers.
8)  Displaying the current severity level of each risk scenario.
9)  Selecting action plans for the on-going management of the risks; these are based on the expected 

effectiveness of additional security measures and the timescales for their implementation.
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The MEHARI methodology allows measurement of the maturity level of security through indica-
tors like efficiency and resilience. The start of the risk analysis requires a complicated adaptation of the 
knowledge base. In addition, there is no risk monitoring by default.

Operationally Critical Threat, Asset and Vulnerability Evaluation (OCTAVE)

OCTAVE is a structured approach to evaluate the risks related to operational (business units) risks. 
OCTAVE was created by CERT USA in 1999, uses a qualitative risk assessment approach and is di-
vided into three main phases covering similar aspects to the other methodologies stated in this chapter 
(Paulina, 2007):

1)  Build Asset-based threat profiles: Evaluate the company’s security strategy (current practices, 
organization vulnerabilities, and security requirements) and determine resources (assets, threats) 
by interviewing the employees.

2)  Identify infrastructure vulnerabilities: Evaluate the information management system based on data 
gathered in phase 1. Technical (data protection) vulnerabilities are determined.

3)  Develop security strategy and plans: Based on information gathered in phases 1 and 2, the risk 
of data compromise is assessed. The risk associated with the company’s business activity is also 
assessed. The security (protection) strategy is developed. Attack types that may take place in the 
future can be determined. Mitigation plans are developed.

In OCTAVE, risks are assessed from an operational point of view and the methodology includes a 
variety of supporting documentation and tools. The method requires proprietary software and it does 
not provide risk monitoring. While the mitigation and acceptance of risk is considered, its avoidance is 
not (Paulina, 2007).

Quantitative Risk and Impact Assessment Framework (QUIRC)

QUIRC is used to assess the security risks associated with cloud computing platforms. QUIRC defines 
risk as a combination of the probability of a security threat event and its severity, measured as its impact 
(Saripalli, 2010). Six key Security Objectives (SO) are identified for cloud platforms and it is proposed 
that most of the typical attack vectors and events map to these six categories. The wide-band Delphi 
method is proposed as a scientific means to collect the information necessary for assessing security 
risks. Risk assessment knowledge bases could be developed specific to each industry vertical, which 
then serve as inputs for security risk assessment of cloud computing platforms.

QUIRC is a fully quantitative and iterative convergence approach, which enables stakeholders to 
comparatively assess the relative robustness of different cloud vendor offerings and approaches. It allows 
the relative robustness of different cloud vendor offerings and approaches to be compared by vendors, 
customers, etc. The approach is also helpful in reducing the Fear, Uncertainty and Doubt (FUD) associ-
ated with cloud platform security issues. The issue with QUIRC is that it requires a detailed collection 
of input data for determining probabilities of events.
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System Theoretic Process Analysis –Security (STPA-Sec)

STPA is a safety/hazard analysis methodology formulated by MIT (Leveson, 2012). It is intended to pro-
vide an alternative to more traditional analysis techniques, such as Fault Tree Analysis (FTA, top-down), 
Failure Mode Effect Analysis (FMEA, bottom-up) or Hazard and Operability Analysis (HAZOP), that 
is more suitable for more complex and highly integrated systems, often with a socio-technical dimen-
sion. STPA is used to find new requirements to prevent accidents and losses. This approach treats safety 
as a control problem and asserts that accidents result from loss of control, not chains of failure events.

STPA-Sec (Lee, 2018), (Freiberg 2017) extends System-Theoretic Process Analysis from a safety to 
cyber security analysis, identifying system vulnerabilities and requirements for cyber and cyber-physical 
systems. STPA-Sec is focused on cyber security use cases whereas STPA-SafeSec attempts to address 
both safety and security using just one analysis.

STPA-Sec provides a means to clearly link security to the broader mission or business objectives – it 
enhances but does not replace standard security engineering approaches. This is also a more top-down 
approach to security (Young 2017) which is focused on outcomes as opposed to more bottom-up ap-
proaches (such as CHASSIS - Combined Harm Analysis of Safety and Security for Information Systems) 
which use threat vectors as the starting point. CHASSIS (Raspotnig, 2018) is a method for collaborative 
determination of requirements for safe and secure systems. STPA-Sec utilizes a causality model based on 
system theory to provide a more integrated approach to safety and security co-analysis. It is claimed that 
STPA is better at dealing with emergent properties by virtue of its top-down (as opposed to bottom-up) 
approach. STPA-Sec provides a means to clearly link security to the broader mission or business objec-
tives – it enhances but does not replace standard security engineering approaches. This is also a more 
top-down approach to security which is focused on outcomes as opposed to more bottom-up approaches 
which use threat vectors as the starting point.

VULNERABILITY ASSESSMENT

Vulnerability assessment is just as vital as risk assessment. The ISO/IEC 27000 standard (ISO 2018) 
defines a vulnerability as a weakness of an asset or control that can be exploited by attackers. Vulner-
ability assessment in an ICT system involves a comprehensive scrutiny of assets to determine gaps that 
an entity or event can take advantage of — resulting in the realization of a threat. There are several steps 
involved in vulnerability assessment including:

1.  Context Definition and perform Initial Assessment: Identify the context and assets and define 
the risks involved.

2.  Vulnerability Scan: To use tools and techniques to identify and exploit vulnerabilities.
3.  Vulnerability Assessment Reporting: To summarize the findings, including description of vulner-

ability, score, potential impact, and recommended mitigation.

There are standardization efforts for security vulnerability assessment, such as the Common Vulner-
ability Scoring System (CVSS, 2020). The CVSS is an open industry standard for assessing the sever-
ity of computer system security vulnerabilities. CVSS attempts to assign numerical severity scores to 
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vulnerabilities, allowing prioritizing responses and resources according to the threat. The numerical 
score can then be translated into a qualitative representation (such as low, medium, high, and critical).

Network Mapper (Nmap)

Network Mapper (Nmap, 2020) is an open source tool designed to scan networks for vulnerabilities. 
The vulnerability scan reveals system hardening configuration issues and the services scan finds vul-
nerable software at the end-systems. Nmap also provides web directories’ enumeration leading to deep 
information that can further reveal exploitability issues. It determines what hosts are available on the 
network, what services those hosts are offering, what operating systems they are running, what type of 
packet filters/firewalls are in use, and other characteristics. The output from Nmap is a list of scanned 
targets, with supplemental information (such as a ports table that includes port number, protocol, ser-
vice name, and state) on each, depending on the options used. In addition to the ports table, Nmap can 
provide further information on targets, including reverse DNS names, operating system, device types, 
and MAC addresses.

NESSUS

Nessus (Nessus, 2020) is one of the vulnerability scanners used for vulnerability assessments and pen-
etration testing. It provides fully automated scan comprising functionalities like, configuration audit, 
target profiling, malware detection, data discovery, etc. Automated scans provide the number of vulner-
abilities ranging from unencrypted sensitive files at endpoint systems to the extent of systems without 
basic authentication and remote code execution prevention. NESSUS has a number of products that offer 
multiple services ranging from Web application scanning to mobile device scanning, cloud environment 
scanning, malware detection, control systems auditing (including supervisory control and data acquisition 
systems - SCADA and embedded devices) and configuration auditing and compliance checks.

Network Infrastructure Parser (NIPPER)

Nipper (Nipper, 2020) discovers vulnerabilities by scanning to determine and map vulnerabilities of 
network devices such as switches, routers, and firewalls. It works by parsing and analyzing the device 
configuration file. Nipper enables the user to dedicate the valuable resources for analyzing and prioritiz-
ing fixes by providing:

• Visibility of actual network vulnerabilities
• Automated risk prioritization
• Precise remediation with technical fixes
• Flexible and configurable reports

THE NEED FOR DYNAMIC RISK ASSESSMENT AND RUN-TIME MITIGATION

Many of the risk assessment techniques are concerned with risk identification and evaluation but do not 
provide insights into how to mitigate these risks once they have been identified, in order to improve secu-
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rity. Normally a domain expert would analyze these risks and subsequently propose changes (or any other 
appropriate mitigation plan) to the system/architecture to address them. The appropriate risk assessment 
methodology can then be invoked again in order to understand how the risk profile has changed and to 
identify residual risks. The main shortcomings of the traditional methods which are currently in use are:

(a)  They tend to be focused on more static systems whose properties and behaviors are fixed at the 
design time, and the system boundary is well-defined and static, and it does not change at run time.

(b)  They may not scale well to larger, more global, systems with more entities and more interconnections.
(c)  Because risks are evaluated at discrete time intervals, the methods are not suited to changing sce-

narios such as new environments or changing assets.
(d)  They are less likely to cope well with emergence of new threats as these are unknown in advance 

and are unlikely to be included in an analysis.

By contrast to SSRAM, Dynamic Security Risk Assessment Methodologies (DSRAM) techniques 
must be capable of continuously estimating risks by adapting to the dynamic nature of the environment 
(Mirzaei, 2018). In an autonomic system environment, the overall context is subjected to randomness 
and dynamism showing:

• Changes in assets: mainly addition, modification or removal of assets.
• Unknown/new threats and zero-day vulnerabilities.
• Evolution of already known threats.
• Changes in the concept of operations.
• New interconnections with other systems.

The epochs of re-assessing security could be much shorter than the traditional methodologies. There-
fore, there is need for:

• Dynamic Security Risk Assessment: continuously monitoring, detecting, assessing and evolving 
security reasoning and incident reporting to provide through-life security assurance.

• Dynamically design and implement or adapt relevant security controls/measures: to prevent 
harming the assets and to influence the system’s behavior.

• Dynamic security case: continuously have confidence in, and proactively update the reasoning 
about, the run-time security of on-going operations.

Despite the growing urgency in having such capability, the state of the art is very light in this area. 
The terms “Online Risk Assessment” and “Real Time Risk Assessment” are synonymous with “Dynamic 
Risk Assessment” in some literature, while all typically rely on a regular update of the risk assessment 
variables defining the information system and its environment. The following are notable works, but 
still remain a limited set of contributions to a very complex problem:

• In (Feth, 2018), an approach is described for the dynamic risk assessment (in the context of creat-
ing situation awareness regarding risk) of autonomous vehicles.

• In (Verhoogt, 2018), a static risk assessment framework is used as a starting point for a DSRAM 
(cyber) for military aircraft.
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• On risk assessment in information systems, (Lopez, 2013) describes how in previous studies in-
volving attack trees/graphs, like Bayesian Attack Graphs (Poolappasit 2012), DSRAM is an analy-
sis of attack dynamics based on predefined scenarios.

AESIN cyber security workstream is currently working on DSRAM, which includes contributions 
from the ResiCAV project (ResiCAV, 2020), by creating and experimenting with a new STPA-Res 
(Resilient) methodology for dynamically assessing and managing cyber security risks raised by an con-
nected autonomous vehicle. This work is still conceptual, i.e., the steps for a methodology are defined, 
but many of the steps need further detailed work to be realized. Zenzic are now also collating the results 
of many feasibility studies in this subject area (Zenzic, 2020).

CONCLUSION

We introduced a number of the static security risk assessment methodologies (SSRAM), standards 
and tools such as ISO 27005, NIST SP 800-30, SecRAM, CRAMM, CORAS, EBIOS, OCTAVE, etc., 
that all share a common requirement to conduct the assessment. This requirement is to have a detailed 
knowledge about the security context and the environment. The list of SSRAM methods and standards is 
not complete. Thus, an inventory of SSRAM is included in (ENSIA, 2020). We particularly focused on 
the use of a security risk assessment methodology (SecRAM) that can be used for network systems. We 
also introduced studies that identified and prioritized run-time threats to the emerging network environ-
ments. EBIOS also appears to be a well-rounded methodology that covers all of the impact assessment 
areas specified in SecRAM and includes risk monitoring, making it possibly suitable to contribute in 
forming a DSRAM.

DSRAM will not be achieved through small increments to SSRAM, as the level of automation of 
SSRAM remains low. Moreover, SSRAM do not address run-time risk treatment, which DSRAM would 
need to do in order to be of value (detecting vulnerabilities at a significantly higher rate than they can 
be addressed makes the system less secure rather than more secure).

A cyber-attack is a deliberate act performed by a threat agent against a system. When a complex 
system is released to market it will contain vulnerabilities. A system is resilient if, and only if, there is 
justifiable and enduring confidence that it will consistently function as expected, when expected. It is 
also cyber secure if it displays this property in the face of an adversary. The most promising work is 
being conducted by the AESIN cyber security workstream towards a DSRAM for autonomous vehicles 
(ResiCAV, 2020).

The vision for the future should be for designers now to move towards the concept of dynamic risk 
assessments and cyber resilience. They need to investigate new techniques for designing and analyzing 
complex systems and for those systems to resist and bounce back from cyber-attacks.
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APPENDIX I.

Threat Scenario

T-IMC No.3

Target and impact description

Targeted Supporting asset SA#02 Computing device

Impact on targeted supporting asset Could cause leakage or unauthorized modification of data within the device, 
and could cause reduced availability or even complete failure of the device.

Targeted Primary asset PA#01

Impact on targeted 
supporting asset

Confidentiality Yes

Integrity Yes

Availability Yes

Type of attack against asset Yes, to device development environment, or to device during software or 
hardware update.

Adversary description

Has an Internal access to the system No to device, but access to an on-board application is required

Skills required High knowledge and engineering skills

Tangible resources required None

Motivation To disrupt applications or to obtain their data.

Threat scenario description

Define the pre-conditions of the threat

There needs to be vulnerability in the development environment that allows 
malicious or erroneous software or hardware to be introduced and accepted as 
valid, or in the software/hardware update process that allows unauthenticated 
updates. Other flaws or weaknesses in the device implementation may make 
such attacks easier, such as lack of authentication and separation of internal 
data and processes, but may not be necessary.

Define the main steps of the threat

Either insert malicious or erroneous software or hardware during 
development, or get maintainer to install unauthenticated malicious software 
or hardware updates. During operation of the device, this malicious 
functionality may then modify, delete, replay, read, etc. other applications’ 
data.
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