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1. The truncated Lévy flight (TLF) model . . . . . . . . . . . . . . . . . . . . . . . . » 57

9. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 58

Marisol Martin-Gonzalez – Past and present of metal chalcogenides,

oxides, Heusler compounds and Zintl phases as thermoelectrics: A brief sum-

mary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 61

1. Metal chalcogenides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 61

1
.
1. Bismuth chalcogenides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 62

1
.
2. Lead chalcogenides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 62

1
.
3. Copper selenide and tin selenide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 63

1
.
4. Rare-earth and complex ternary chalcogenides . . . . . . . . . . . . . . . . . . » 63

2. Metal oxides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 64

2
.
1. Layered cobaltites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 64

2
.
2. Layered oxyselenides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 64

2
.
3. Ruddlesden-Popper phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 64

2
.
4. Zinc oxides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 65

3. Heusler compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 65

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



contents IX

3
.
1. N-type MNiSn and p-type MCoSb (M = Ti,Zr,Hf) . . . . . . . . . . . . . . p. 65

3
.
2. RFeSb (R = V and Nb) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 66

3
.
3. L21 Heusler compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 66

4. Zintl phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 67

Carlo Fanciulli – Thermoelectric harvesting: Basics on design optimiza-

tion and applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 73

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 73

2. Thermoelectric phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 75

3. Thermoelectric module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 76

4. Efficiency assessment of a thermoelectric device . . . . . . . . . . . . . . . . . . . . . . » 79

5. System optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 81

6. Thermoelectric for power generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 86

6
.
1. High-power generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 87

6
.
2. Low-power generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 89

7. Closing remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 90

K. Koumoto – Low-dimensional inorganic/organic hybrid thermoelectrics . » 95

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 95

2. 2D nanomaterials: transition metal dichalcogenides (TMDCs) . . . . . . . . . . » 96

3. TiS2/organic hybrid superlattices (intercalation complex) . . . . . . . . . . . . . . » 97

3
.
1. Synthesis and characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 97

3
.
2. Advantages of inorganic/organic hybrid superlattices . . . . . . . . . . . . . » 100

3
.
3. Tuning of carrier mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 100

3
.
4. Reduction of thermal conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 103

3
.
5. Enhancement of ZT by optimizing carrier density . . . . . . . . . . . . . . . . » 105

4. Flexible thermoelectrics and their applications . . . . . . . . . . . . . . . . . . . . . . . » 106

4
.
1. Solution-processable fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 106

4
.
2. Thermoelectric and mechanical properties of superlattice films . . . . . » 107

4
.
3. Thermoelectric performance of prototype flexible thermoelectric

device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 109

5. 1D nanomaterials: carbon nanotubes (CNTs) . . . . . . . . . . . . . . . . . . . . . . . . » 110

6. Perspective remarks on low-dimensional nanomaterials-based thermo-
electrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 111

Carmine Antonio Perroni and Giuliano Benenti – Theoretical

approaches for nanoscale thermoelectric phenomena . . . . . . . . . . . . . . . . . . . . » 115

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 116

2. Thermoelectricity in the quantum coherent regime . . . . . . . . . . . . . . . . . . . . » 118

2
.
1. Scattering theory for thermoelectricity . . . . . . . . . . . . . . . . . . . . . . . . . » 118

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



X contents

2
.
2. Energy filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 121

2
.
3. Power-efficiency trade-off . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 122

3. Thermoelectricity in the Coulomb blockade regime . . . . . . . . . . . . . . . . . . . . » 124

3
.
1. Quantum dot model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 124

3
.
2. Kinetic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 125

3
.
3. Thermoelectric performance in the quantum limit . . . . . . . . . . . . . . . . » 127

4. Effects of electron-vibration interactions on thermoelectricity . . . . . . . . . . . » 128

4
.
1. Non-equilibrium Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 129

4
.
2. Electron-vibration interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 130

5. Conclusions and perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 132

Neophytos Neophytou – Electronic transport simulations in complex

band structure thermoelectric materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 135

1. The Boltzmann transport equation for electronic transport under linear re-
sponse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 135

2. Thermoelectric coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 141

3. Carrier scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 143

4. Numerical extraction of relaxation times in arbitrary band structures . . . . » 147

5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 149

B. Lorenzi – Heat conversion in solar thermoelectric harvesters . . . . . . . . . » 151

1. An introduction to STEGs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 151

2. The STEG efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 154

3. State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 158

B. Lorenzi – Heat conversion in hybrid solar thermoelectric harvesters . . . » 161

1. An introduction to HTEPVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 161

2. Thermal losses in PV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 163

3. Efficiency of HTEPVs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 165

Joseph P. Heremans – Thermal spin transport and spin in thermoelectrics » 171

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 172

2. Spin-polarized electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 175

3. Magnons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 178

3
.
1. Ferromagnets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 178

3
.
2. Antiferromagnets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 181

3
.
3. Equilibrium thermodynamic properties of magnons . . . . . . . . . . . . . . » 183

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



contents XI

3
.
4. Magnon thermal transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p. 185

3
.
5. Thermal Hall effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 186

3
.
6. Thermally driven magnon spin currents . . . . . . . . . . . . . . . . . . . . . . . . » 187

3
.
7. Spin chemical potential for magnons . . . . . . . . . . . . . . . . . . . . . . . . . . . » 187

3
.
8. Magnonic thermopower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 188

4. Spin-Hall and anomalous Hall effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 190

4
.
1. AHE, SHE, and ISHE in ferromagnetic metals . . . . . . . . . . . . . . . . . . » 190

4
.
2. Spin-orbit coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 192

5. Spin transport across interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 196

5
.
1. Electronic spin transport across metal FM/NM interfaces . . . . . . . . . » 196

5
.
2. Spin pumping and spin transfer torque . . . . . . . . . . . . . . . . . . . . . . . . . » 197

5
.
3. Designing spin current sources and measurements . . . . . . . . . . . . . . . . » 198

6. The spin-Seebeck effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 199

7. Magnon drag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 201

7
.
1. The hydrodynamic theory of magnon drag . . . . . . . . . . . . . . . . . . . . . . » 202

7
.
2. Magnon drag due to internal spin pumping . . . . . . . . . . . . . . . . . . . . . » 204

7
.
3. Magnon drag in metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 205

7
.
4. Magnon drag and paramagnon drag in semiconductors . . . . . . . . . . . » 207

8. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 209

List of participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . » 215

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



The electronic version of volumes from 124 is available online at the IOS Press web site

http://ebooks.iospress.nl/bookseries/proceedings-of-the-international

-school-of-physics-enrico-fermi

Figures with colour source files will appear in colour in the online version.

SIF Members are granted free access to these volumes at

https://members.sif.it

For a complete list of published courses see

https://en.sif.it/books/series/proceedings_fermi

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Preface

The history of thermoelectricity is largely intertwined with the most significant ad-

vances of thermodynamics and condensed-matter physics over the last two centuries.

The discovery of the thermoelectric effects (Seebeck, Peltier and Thomson) played a key

role in the birth of irreversible thermodynamics, largely acting as a workbench of models

and theories —including the experimental validation of the Onsager-Casimir relations.

Thermoelectricity has further promoted advances in solid-state physics and chemistry,

inspiring research on the relationships between thermal conductivity and crystal struc-

ture of materials over the first half of the XX century —which further extended to defect

engineering in real crystals. In more recent times, research on thermoelectric materials

has promoted and motivated a major research endeavor to clarify factors affecting ther-

mal conductivity in nanostructures, in a more general effort to apply nanotechnology to

enhance the performance of thermoelectric materials to be exploited in thermoelectric

generators and coolers.

Thermoelectricity is today among the most exciting fields of research for a materials

physicist. The challenge of devising materials with exceptional properties (low thermal

conductivity, high electrical conductivity, and a large Seebeck coefficient) has triggered a

global, interdisciplinary endeavor to exploit scientific creativity. The need for sustainable

energy has added a technological momentum. Still, thermoelectricity remains a substan-

tial branch of thermodynamics, and the modes of operation of a thermoelectric system

still call for sophisticated theoretical analyses, which have inspired novel developments of

irreversible thermodynamics, from the analysis of the efficiency at a finite rate to recent

studies on phonon hydrodynamics.

The 207 Course of the International School of Physics “Enrico Fermi” dedicated

to Advances in Thermoelectricity: Foundational Issues, Materials, and Nanotechnology

encompassed the full complexity of modern thermoelectricity. Its organization aimed at

exposing students to all most cogent themes relevant to current research in the field.

Twelve lecturers participated in the course, and we gratefully thank both those who

provided contributed written papers that are published in this volume and those who

just provided their lectures.

XIII
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XIV Preface

Classes began with three series of lectures on the fundamentals of thermodynamics,

solid-state physics, and statistical mechanics applied to thermoelectricity —delivered

by D. Narducci (“Thermodynamics and thermoelectricity”), G. J. Snyder (“Transport

property analysis method for thermoelectric materials: Materials quality factor and the

effective mass model”), and R. Rurali (“A primer on phonon transport”). Applications

of such concepts to materials were then the subject of the lectures given by M. Martin-

Gonzalez (“Past and present of metal chalcogenides, oxides, Heusler compounds and

Zintl phases as thermoelectrics: A brief summary”) and K. Koumoto (“Low-dimensional

inorganic/organic hybrid thermoelectrics”). Furthermore, Y. Grin and H. Sirringhaus

delivered lectures on silicon and silicides and on charge and heat transport in organics.

Additional insights into applications of nanoscience to thermoelectricity were provided by

G. Benenti (“Theoretical approaches for nanoscale thermoelectric phenomena”), and N.

Neophytou (“Electronic transport simulations in complex band structure thermoelectric

materials”) while J. P. Heremans contributed highlights on spin thermoelectrics and

related topics (“Thermal spin transport and spin in thermoelectrics”). The driving force

from advanced technology was covered by the lectures delivered by C. Fanciulli (“Thermo-

electric harvesting: Basics on design optimization and applications”) and B. Lorenzi

(“Heat conversion in solar thermoelectric harvesters” and “Heat conversion in hybrid

solar thermoelectric harvesters”).

The course gathered 51 students from 24 countries and was organized to foster infor-

mal and continual interactions among students and lecturers. The lively, participative

spirit of the course was one of its major successes. This was also the result of the ex-

ceptional organizational framework provided by the Varenna secretary. We wish also to

gratefully acknowledge the sponsorships we received from ISC s.r.l., the Italian Thermo-

electric Society, Elsevier, and the University of Milano-Bicocca, which enabled the partial

or full waiving of registrations fees for students coming from less-developed countries and

which concurred to support travel expenses of some of the lecturers coming from non-

European countries. Last but not least, we gratefully acknowledge the Italian Physical

Society that provided us with the opportunity of organizing this course in the prestigious

framework of the “E. Fermi” School of Physics.

Dario Narducci, G. Jeffrey Snyder and Carlo Fanciulli
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Thermodynamics and thermoelectricity

D. Narducci

University of Milano Bicocca, Department of Materials Science

via R. Cozzi 55, I-20125 Milan, Italy

Summary. — The aim of this lecture was an analysis of the thermodynamics of
thermoelectric phenomena and of thermoelectric generators seen as heat engines.
The basic theory of classical irreversible thermodynamics is recalled, and the con-
version efficiency of thermoelectric generators is computed thereof under Dirichlet
boundary conditions both in the constant-property limit (namely for vanishingly
small temperature differences) and by using the concept of thermoelectric compati-
bility (for large temperature differences).

1. – Introduction

Thermoelectricity encompasses a set of physical phenomena correlating heat or charge

fluxes to temperature gradients or electric fields. Empirical evidence of the possibility

of eliciting an electric voltage through the application of a temperature difference dates

back to Volta (1794) although it is customary to credit the discovery of the phenomenon

to Seebeck, who independently rediscovered it in 1821. The reverse effect, namely the

generation of a heat flux flowing from a cold to a hot thermostat upon application of an

electric current, was instead reported for the first time by Peltier in 1834.

c© Società Italiana di Fisica 1
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2 D. Narducci

The discovery of thermoelectric effects was soon paralleled by the discovery of many

other coupled transport processes where thermodynamic affinities are capable of gen-

erating also non-entropy-conjugated thermodynamic fluxes. This class of phenomena

found a proper theoretical framework within non-equilibrium thermodynamics, at one

time driving its historical development and taking advantage of its achievements over the

last part of the 19th century and the first half of the 20th century.

This paper summarizes the lectures given in 2019 at the E. Fermi International School

of Physics in the frame of a course dedicated to thermoelectricity. Lectures moved

from thermodynamics, recalling basic concepts of equilibrium thermodynamics (sect. 2)

and extending them to non-equilibrium processes in the frame of the so-called Classical

Irreversible Thermodynamics (CIT) (sect. 3). Then, its results are applied to the analysis

of thermoelectric phenomena in sect. 4. Finally, since, beyond metrologic applications,

thermoelectricity has practical applications to convert heat into useful work, the efficiency

of thermoelectric devices operating as heat engines is also discussed (sects. 5 and 6).

2. – Gibbsian equilibrium thermodynamics

Thermodynamics is a physical theory aiming at describing the interaction among

many-particle systems and, more precisely, exchanges of energy and matters that result

thereof. This is achieved by introducing non-mechanical quantities, such as internal en-

ergy U , temperature θ, and entropy S; and the concept of thermodynamic state, defined

as an ensemble of quantities unambiguously describing the system, namely enabling its

exact replication.

In its historical development, thermodynamics has initially focused on processes

(transformations) joining special classes of states, named equilibrium states. An equilib-

rium (thermodynamic) state may be provisionally defined as the state of a homogeneous,

time-invariant system. Two systems are said to be in equilibrium with each other if their

interaction cannot lead to any perturbation of their states.

Gibbsian equilibrium thermodynamics (GET) provides a complete set of axioms (laws

of thermodynamics) that allow to distinguish among possible and impossible transfor-

mations between pairs of states.

2
.
1. Fundamental principles of equilibrium thermodynamics . – The first non-

mechanical quantity defined by GET is temperature. The zeroth law of thermodynamics

states that, when no mechanical, electrical or nuclear work(1) may be done by systems,

if systems A and B are in equilibrium with a third system C, then they are also in

equilibrium with each other. This axiom may be used to construct ensembles (classes

of equivalence) of states which are all in equilibrium with each other. A temperature θ

may be then defined as a suitable function of the (mechanical and geometric) quantities

describing the states and such that θA = θB for each and all states in equilibrium. This

also implies that any transformation resulting from the interaction of two systems at the

(1) Hereafter work for short.
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Thermodynamics and thermoelectricity 3

same temperature and leading to a variation of their states is impossible if the systems

do not do any work on each other.

The first law of thermodynamics may be seen as an extension of the principle of

energy conservation. To this aim, one needs to introduce the concept of adiabatic walls,

defined as system borders such that two systems in contact through adiabatic walls

cannot perturb each other if the separating walls are rigid. A process occurring within

rigid adiabatic walls is said to be adiabatic.

The first law states that in an adiabatic cyclic process work may be neither generated

or destroyed. Instead, in non-adiabatic cyclic processes the effect of the work done by

or on the system is always the same, independently of the path. This leads to define a

new potential, named internal energy (U). In an adiabatic process, dU :=d̄W , where W

is the work done by the system; while for a generic process it is customary to introduce

an extensive quantity named heat (Q) and defined as d̄Q := dU − d̄W . The first law

of thermodynamics states that dU is an exact differential (while d̄Q and d̄W are not),

so that

(1)

∮
dU =

∮
d̄Q+

∮
d̄W = 0

over any cyclic process. This encompasses both work conservation for adiabatic cycles

(
∮
dU =

∮
d̄W = 0) and the invariance of the (thermal) effect of the work done by

or on the system (
∮
d̄Q = −

∮
d̄W ). Even more significantly, it implies that only cyclic

transformations that conserve U are possible. Equation (1) is obtained for steady systems

in the absence of external fields. It may be generalized by defining E = U +K + Epot,

where K is the kinetic energy and Epot is the potential energy associated to external

fields (e.g., gravitational). Then

(2)

∮
dE =

∮
d̄Q+

∮
d̄W = 0.

The second law of thermodynamics deals with transformations that, although comply-

ing with the zeroth and the first laws, are anyway impossible. In an isolated system a new

potential named entropy (S) is defined for a quasi-static process as dS := d̄Q/T , where

T is a suitable positive-defined instantiation of θ, so that dS ≥ 0 for any adiabatic pro-

cess. Conversely, adiabatic processes for which dS < 0 are impossible. Therefore, since

equilibrium states are stable, one may also state that at equilibrium dS = 0 and d2S < 0.

Although the Clausius’ formulation of the second law in limited to isolated systems,

it may be restated for closed and open system by splitting dS in two parts, namely the

change of entropy associated to internal processes diS and the change due to matter and

energy exchanges with the ambient deS. Thus dS = diS+deS. The second law prescribes

that diS ≥ 0 while it sets no limitation on the sign of deS (and therefore of dS).

The first and second law of thermodynamics may be jointly used to write, for a

reversible transformation, that

(3) dU = T dS − P dV,
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4 D. Narducci

which is known as Gibbs’ equation. Note that in this form Gibbs’ equation only accounts

for mechanical work. Further to the addition of terms related to non-mechanical work,

for open systems Gibbs’ equation needs to be completed with the work associated to

matter flowing through system boundaries:

(4) d̄Wm =
∑
k

μkdmk,

where μk is the chemical potential of the k-th exchanged species (per mass unit) and dmk

is the change of its mass. The sum runs over all exchanged species. The term d̄Wm is

somewhat misleadingly named “chemical work”, although it clearly does not necessarily

refer to chemical reactions. Gibbs’ equation for open system reads then

(5) dU(S, V, {mk}) = T dS − P dV +
∑
k

μkdmk.

Gibbs’ equation allows to express all intensive variables as derivatives of U :

T =

(
∂U

∂S

)
V,{mk}

,(6a)

P = −
(
∂U

∂V

)
S,{mk}

,(6b)

μk =

(
∂U

∂mk

)
S,V,{mi�=k}

.(6c)

An additional consequence of Gibbs’ equation is that, since U is an extensive variable,

then U(λS, λV, {λmk}) = λU(S, V, {mk}) for any λ. Hence, using eqs. (5) and (6), it is

easy to obtain Euler’s relation

(7) U = TS + pV +
∑
k

μkmk.

Differentiating it and in view once again of eq. (5), it is immediate to obtain the Gibbs-

Duhem’s equation

(8) S dT − V dP +
∑
k

mkdμk = 0

that counts the degrees of freedom of an arbitrary thermodynamic system.

As already noted, Gibbs’ equation leads to a functional dependence of U on the

extensive quantities S, V , and {mk}. In many situations it may be more convenient to

describe thermodynamic systems by using their conjugated intensive variables T , −P ,

and μk. To this aim, by applying partial Legendre transformations [1] to U , three so-

called auxiliary thermodynamic potentials are defined. Specifically:
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Thermodynamics and thermoelectricity 5

1) for the conjugated variables S and T , being d(ST ) = S dT + T dS and replacing

T dS into eq. (5), one obtains

(9) d(U − TS) = −S dT − P dV +
∑
k

μkdmk

that defines the Helmholtz free energy F := U − TS;

2) for the conjugated variables V and −P , being d(pV ) = P dV +V dP and replacing

P dV into eq. (5), one obtains

(10) d(U + pV ) = T dS + V dP +
∑
k

μkdmk

that defines the enthalpy H := U + pV ;

3) finally, applying the Legendre transformation both to V and −P and to S and T ,

eq. (5) leads to

(11) d(U − TS + pV ) = −S dT + V dP +
∑
k

μkdmk

that defines the Gibbs free energy G := U + pV − TS.

It may be worth to note that the application of the full Legendre transformation leads

to the Gibbs-Duhem’s relation. Therefore, H, F , and G are the only three new thermo-

dynamic potentials that may be obtained.

2
.
2. Extremum principles . – It has been already shown that, in an isolated system,

entropy tends to a maximum: dS ≥ 0 for constant U and V , where the constraints on

U and V are implicit in the isolation of the system. However, since U depends on S and

V , also U fulfills an extremum principle as a consequence of the second law: dU ≤ 0 for

constant S and V . This is proved considering that, were U not minimal at equilibrium,

some energy could be withdrawn from the system as work without changing S, and then

converted into heat and returned to the system. This would leave U unchanged but

would increase S, therefore violating the second law.

Combining the extremum principles for U and S with the definition of enthalpy and

of the two free energies, it is easy to show [2] that

dH ≤ 0 for constant S, P,(12a)

dF ≤ 0 for constant T, V,(12b)

dG ≤ 0 for constant T, P.(12c)
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6 D. Narducci

2
.
3. Stability . – The second law implies that equilibrium in an isolated system is sta-

ble, i.e. that no perturbation may lead to permanent modifications of the thermodynamic

state of the system. Therefore, fluctuations may only cause temporary departures from

the equilibrium state, which is then unavoidably recovered. This sets constraints on the

sign of phenomenological quantities such as the isochoric heat capacity CV :=d̄Qrev/dT

and the isothermal compressibility βT := −V −1(∂V/∂P ), which have to be both posi-

tive [3]. Furthermore, being d2U(S, V ) ≥ 0, internal energy is a jointly convex function

of S and V , namely

(13)
∂2U

∂S2
≥ 0,

∂2U

∂V 2
≥ 0,

∂2U

∂S2

∂2U

∂V 2
−
(

∂2U

∂S∂V

)2

≥ 0.

2
.
4. Closed and open systems . – The second law of thermodynamics provides a simple

criterion of equilibrium in isolated systems. Such a criterion has been extended to closed

systems exchanging energy with the ambient by considering that when a closed systems

reaches equilibrium its energy exchange with the ambient vanishes, since conditions of

thermal and mechanical equilibrium with the ambient are attained. This is properly

described by the fact that pertinent intensive quantities (T and P ) take the same value

within the system and at its boundaries.

For open systems, exchanging both matter and energy with the ambient, a similar

approach applies. At equilibrium, both energy and matter exchanges with the ambient

vanish, and chemical equilibrium with the ambient is set (in addition to the thermal and

mechanical ones) when chemical potentials of all components are the same within the

system and at its boundaries.

The analysis of open systems leads to the most general writings of the laws of ther-

modynamics. They may be conveniently stated by introducing specific potentials and

quantities (per unit mass) u, q, and s in place of U , Q, and S. The first law reads [4]

(14)
du

dt
=

d̄q

dt
− P

dV
dt

− VΠ : Gradv + V
∑
k

Jk · Fk,

where V is the specific volume and v is the barycentric velocity per unit mass(2). It

displays how the work changes with time due to two contributions: a volume-work term

−P dV/dt− VΠ : Gradv (where the pressure P is split into a hydrostatic (scalar) part P

and a tensorial part Π as P = PU+Π, with U the unity tensor); and a kinetic contribution

V
∑

k Jk ·Fk due to the fluxes of the k-th component Jk under the action of the pertinent

force (per unit mass) Fk applied to it. For a motionless system eq. (14) simplifies to

(15)
du

dt
=

d̄q

dt
− P

dV
dt

+ V
∑
k

Jk · Fk

(2) The scalar product of two tensors S and T is defined as S : T =
∑

ik SikTki while the

gradient of a vector is the tensor V = Gradv = ∂vk
∂xi

.
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Thermodynamics and thermoelectricity 7

further reducing to the more familiar form du = d̄q − P dV for a closed system. The

second law takes instead the form [4]:

(16)
∂(ρs)

∂t
= −∇ · Js,tot + σs, σs ≥ 0

where ρ = V−1 is the density per unit mass. In the previous equation the total entropy

flux per unit area Js,tot and the entropy production σs account for the two components

of the entropy production, namely

deS

dt
= −

∫
∂V

Js,tot · n̂ dΩ,(17a)

diS

dt
=

∫
V

σsdV,(17b)

where n̂ is the versor normal to the infinitesimal surface element of area dΩ.

Making use of the fact that for any analytical field function f(r, t) the identity

∂(ρf)/∂t = ρdf/dt + ∇ · (fρv) holds, eq. (16) may be recast in the form of a bal-

ance equation:

(18) ρ
ds

dt
= −∇ · Js + σs, σs ≥ 0,

where Js = Js,tot − ρsv is the non-convective part of the entropy flux.

Entropy production may be further elucidated by feeding eq. (18) into Gibbs’ equa-

tion (5). Using specific potentials, Gibbs’ equation reads

(19) ds =
1

T
du+

P

T
dV −

∑
k

μk

T
dck,

where ρk is the specific density per unit mass of the k-th component and ck ≡ ρk/ρ =

mk/m. Thus, in view of eq. (15), ds/dt simplifies as

(20)
ds

dt
=

1

T

d̄q

dt
− ρ−1

T
Π : Gradv +

ρ−1

T

∑
k

Jk · Fk − 1

T

∑
k

μk
dck
dt

.

Further considering r chemical reactions to occur, the density ρk of the k-th chemical

evolves with time as

(21)
∂ρk
∂t

= −∇ · (ρkvk) +

r∑
j=1

νkjJj ,

where vk is the velocity of the k-th chemical and νkj is its stoichiometric coefficient for

the j-th reaction having reaction rate Jj . Since dρ/dt = −ρ∇ · v, one obtains

(22) ρ
dck
dt

= −∇ · Jk +
r∑

j=1

νkjJj ,
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8 D. Narducci

where Jk ≡ ρk(vk − v).

Furthermore, in view of eqs. (14) and (21) and setting ρdq/dt = −∇ ·Jq, one obtains

ρT
ds

dt
= −∇ · Jq − Π : Gradv +

∑
k

Jk · Fk − ρ
∑
k

μk
dck
dt

(23)

= −∇ · Jq − Π : Gradv +
∑
k

Jk · Fk −
∑
k

μk

⎛⎝−∇ · Jk +
∑
j

νkjJj

⎞⎠ .

Defining the chemical affinity of the j-th reaction asAj :=
∑

k μkνkj and being μk∇·Jk =

∇ · (μkJk)− Jk ·∇μk while T−1∇μk = ∇(μk/T )− (μk/T
2)∇T , the previous equation

reads

ρ
ds

dt
= −∇ ·

(
Jq −

∑
k μkJk

T

)
− 1

T 2
∇T ·

(
Jq −

∑
k

μkJk

)
− 1

T
Π : Gradv(24)

+
1

T

∑
k

Jk · Fk − 1

T

∑
j

AjJj −
∑
k

Jk ·
(μk

T 2
∇T +∇μk

T

)
.

Comparing it to eq. (16), the entropy flux is found to be

(25) Js =
Jq −

∑
k μkJk

T

while the entropy production reads

σs = − 1

T 2
Jq ·∇T − 1

T
Π : Gradv − 1

T

∑
j

AjJj(26)

+
∑
k

Jk ·
(∇T

T 2
μk +

1

T
Fk − μk

T 2
∇T −∇μk

T

)

that simplifies to

(27) σs = − 1

T 2
Jq ·∇T − 1

T
Π : Gradv − 1

T

∑
j

AjJj +
1

T

∑
k

Jk ·
(
Fk − T∇μk

T

)
.

3. – Classical irreversible thermodynamics

Manifestly enough, Gibbsian thermodynamics is remarkably focused on systems, and

their interaction with the ambient is fully accounted for by intensive quantities such as

pressure P and temperature θ [5]. This makes its extension to out-of-equilibrium contexts

twice complicated, as it must encompass open systems and transformations joining non-

equilibrium states. This difficulty was evident since Thomson and Clausius, who first
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attempted to reuse equilibrium thermodynamics to develop pseudo-equilibrium theories

accounting for non-equilibrium processes. Two formidable issues are to be dealt with,

namely

1) computing entropy variations in irreversible processes joining states that cannot

be connected by quasi-static transformation because initial and final states are

themselves non-equilibrium states(3);

2) defining a temperature (or an equivalent index of state) in a context where the

zeroth law of thermodynamics does not apply.

Classical irreversible thermodynamics (CIT) was the first systematic attempt to extend

thermodynamics to out-of-equilibrium states and to transformations between them. It

mostly aimed at supplying a proper thermodynamic support to phenomenological trans-

port laws, being advanced in the first half of the 19th century by Fourier, Fick, Ohm,

and Stokes, along with the first evidence of coupled transport phenomena (Soret, Dufour,

Seebeck, and Peltier effects).

In all transport processes, incoming and outgoing thermodynamic fluxes of mass,

momentum, or energy are non-zero. However, when they equal each other the thermo-

dynamic state of the system does not change with time, leading to a non-equilibrium

steady state. This suggested to advance a construing heuristic hypothesis that extends

to non-equilibrium steady states the same thermodynamic relations that are valid in

equilibrium conditions —the so-called principle of local equilibrium or, better named,

the local equilibrium hypothesis (LEH).

3
.
1. The local equilibrium hypothesis . – The local equilibrium hypothesis states that in

a system out of equilibrium thermodynamic quantities locally and instantaneously hinge

on each other through the same relations holding in a uniform system in equilibrium. This

implies that 1) thermodynamic field potentials per unit mass e(r, t), u(r, t) and s(r, t) may

be defined; and 2) that first and second laws remain locally and instantaneously valid.

It also implies that a local and instantaneous absolute temperature exists, defined as

(28) T (r, t)−1 =

(
∂s(r, t)

∂u(r, t)

)
v

.

It may be worth noting immediately that the LEH does not state that the system is locally

or instantaneously at equilibrium. Instead, it more weakly assumes that 1) equilibrium-

like thermodynamic (field) potentials may be defined; 2) energy conservation principle

(first law) holds true locally and instantaneously; and 3) spontaneous evolution of systems

is ruled by a computable quantity having the same definition as Clausius’ entropy.

(3) They will be referred to as essential non-equilibrium transformations, to mark the difference
with respect to paths joining two equilibrium states through non–quasi-static (i.e. irreversible)
processes.
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10 D. Narducci

Within the limits of validity of the LEH, Gibbs’ equation (eq. (5)) is rewritten as

(29) ds(r, t) =
1

T (r, t)
du(r, t) +

P (r, t)

T (r, t)
dv(r, t)−

∑
k

μk(r, t)

T (r, t)
dck(r, t),

where ck(r, t) := mk(r, t)/
∑

k mk(r, t). It shows how ds(r, t) is a quadratic form of the

field thermodynamic potentials (u(r, t), v(r, t), and ck(r, t)) multiplied by the conjugated

intensive field state variable (1/T (r, t), P (r, t)/T (r, t), and μk(r, t)/T , respectively).

It is a remarkable point of strength of the LEH (and of CIT thereof) that of solving

the problem of defining (and making computable) the entropy variation along essential

irreversible transformations —one of the main prices to be paid when relaxing the LEH.

Furthermore, as long as entropy definition is inherited from GET, also the second law of

thermodynamics retains the same form used for open systems at equilibrium, save that

specific potentials (per unit mass) are replaced by field potentials. Thus,

(30) ρ(r, t)
ds(r, t)

dt
= −∇ · Js(r, t) + σs(r, t), σs(r, t) ≥ 0.

3
.
2. Linear flux-affinity relations and the Onsager-Casimir reciprocal relations . – In-

spection of eq. (27) shows that entropy production may be seen as the sum of products

of thermodynamic fluxes of energy (Jq), momentum (Gradv), mass (Jk), and reac-

tion rates (Jj) multiplied by the conjugated thermodynamic affinities (∇(1/T ), −Π/T ,

Fk/T −∇(μk/T ) (see footnote(4)), and −Aj/T , respectively) causing them.

Manifestly, each flux is silenced by shutting down affinities. Therefore, it is sensible

to expand each flux Jα = Jα(X1, X2, . . .) around Xβ = 0 ∀β:

(31) Jα =
∑
β

LαβXβ , Lαβ =
∂Jα
∂Xβ

∣∣∣∣
{Xβ=0}β

.

Fourier’s, Ohm’s, and Fick’s laws suggest that truncation of the expansion to the linear

term is a fair approximation, covering a wide set of experimental contexts —albeit not

all, since deviations from linearity are known, for very large values of Xα (e.g., electric

fields or temperature gradients) [6].

Under stipulation of linear flux-affinity, entropy production reads

(32) σs =
∑
α,β

LαβXαXβ ≥ 0

(4) Note that Fk/T accounts for mass drift, due to external forces, while −∇(μk/T ) describes
mass diffusion due to gradients of chemical potentials.
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that implies

Lαα ≥ 0,(33a)

LααLββ ≥ 1

4
(Lαβ + Lβα)

2.(33b)

Further restrictions on the phenomenological coefficients Lαβ are set forth by the

Onsager-Casimir reciprocal relations [7-9]. Since from a strict macroscopic viewpoint the

reciprocal relations are to be considered as an axiom, they will be introduced without

any proof. Readers may find a modern proof based on statistical mechanics in ref. [2].

Onsager-Casimir reciprocal relations state that

(34) Lαβ = εαεβLβα,

where εi = ±1 is the time-reversal parity of the relevant state variable.

3
.
3. System dynamics . – Since CIT is a local and instantaneous instantiation of GET,

it enables the computation of a unique evolution equation for any thermodynamic system,

provided that a model is additionally supplied for the dependency of thermodynamic

fluxes on the variation of intensive thermodynamic variables. The general path followed

to this aim is outlined, and its implementation to the analysis of heat conduction is

shown. Additional details may be found in ref. [2].

3
.
3.1. Description of the thermodynamic state. As in GET, also in irreversible thermo-

dynamics one has to ensure that the description of the initial and final state of the system

is complete. Completeness implies that the thermodynamic state as described by the col-

lection of state variables is unique. In addition, state variables must also be admissible,

namely their dynamics (if any) must occur on a time scale larger than that of any vari-

able ruling the system evolution at the microscopic level. This is required based on the

LEH(5). Typical examples of suitable state variables include thermodynamic potential,

pressure, volume, barycentric velocity, and compositional indices. The complete set of

state variables will be referred to as the ensemble a(r, t) ≡ {a1(r, t), a2(r, t), . . . , aN (r, t)}.
For the exemplar problem of the heat conduction in a non-deformable, elemental,

isotropic body, the single thermodynamic field potential u provides a complete description

of the system state.

3
.
3.2. Evolution equations. For each and any ai(r, t), a balance equation is required,

linking the time evolution of ai to the flux of ai across system boundaries Jai
and its

production σai
within the system, if ai is not conserved:

(35) ρ
dai(r, t)

dt
= −∇ · Jai

+ σai
.

(5) And in view of the applicability of the Onsager-Casimir relations —cf. ref. [2].
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12 D. Narducci

Convenient reference may be made to standard balance equations [4]:

ρ
dV
dt

= ∇ · v (mass)(36a)

ρ
dck
dt

= −∇ · Jk +
∑
j

νkjJj (concentration)(36b)

ρ
dv

dt
= −DivP+

∑
k

ρkFk (momentum)(36c)

ρ
du

dt
= −∇ · Jq − P∇ · v − Π : Gradv +

∑
k

Jk · Fk (internal energy)(36d)

where (DivP)i ≡ ∑
j

∂Pji

∂xj
. Since system evolution is ruled by the entropy production

(σs > 0), one may use balance equations along with the bilinear (flux-affinity) form of

the entropy production to obtain an explicit expression for σs, which is always of the

general form
∑

i Jai
Xai

, where the product is meant to be a product of two scalars, the

scalar product of two vectors, or the double scalar product of two tensors.

In the case of heat conduction, assuming no heat source within the body and in view

of eq. (36d), one immediately writes

(37) ρ
du

dt
= −∇ · Jq.

Thus, eq. (27) for a rigid, elemental, non-reactive system simply provides

(38) σs = − 1

T 2
Jq ·∇T

that immediately points out to the relevant flux (Jq) and affinity (∇(1/T )).

3
.
3.3. Phenomenological relations and Onsager-Casimir theorem. The final step is that of

applying the multi-linear relations connecting fluxes to affinities, bearing in mind 1) the

constraints on tensorial ranks imposed by the Curie’s principle [10]; 2) the restriction

arising from the Onsager-Casimir theorem; and 3) the restraints originating from the

second law (eq. (33)). They lead to the final form of the needed transport equation,

which may be directly compared to the experiment.

For heat transport, linear relation is of the form Jq = Lqq(T )∇(1/T ), where we

stressed the fact that the phenomenological coefficient depends on the temperature.

Thus, a heat transport coefficient may be defined, such that

(39) Jq = −κ(T )∇T, κ ≡ Lqq(T )/T
2

sometimes referred to as the first Fourier’s equation. Equation (33) sets κ(T ) ≥ 0. The

heat equation is obtained by recalling that for a rigid body (constant volume) cV =
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∂u/∂T . Thus,

(40) ρcV
dT

dt
= −∇ · Jq

Using again eq. (39), one finally obtains

(41)
dT

dt
=

∇ · (κ(T )∇T )

ρcV
= ∇ · (λ(T )∇T ), λ(T ) ≡ κ(T )/(ρcV ).

In summary, the procedure outlined in this subsection provides a general way to for-

mally obtain through a first-principle analysis all the linear equations ruling mass, charge,

energy, and momentum transport phenomena in continuum media, setting restraints to

transport coefficient values and relating them to thermodynamics. In the next section,

use will be made of such a procedure to gain insights into thermoelectric processes, an

archetypal instance of coupled transport phenomena jointly involving two fluxes and

affinities.

4. – Application of CIT to thermoelectricity

4
.
1. System dynamics . – Let us consider an open system, and let Jq be the heat

flux (W/m2) flowing through the system boundaries, while let JN be the corresponding

particle flux (m−2s−1). Note that the two fluxes are independent of each other. Assuming

that only one type of charge carrier (electrons, holes, ions) may flow through the system,

the overall energy flux reads

(42) JE = Jq + μ̃eJN

where μ̃e is the electrochemical potential. As expected, the energy flux encompasses both

the energy transported by particles and the heat exchange with the ambient.

In the presence of a temperature gradient and/or of an electrochemical potential

gradient, two thermodynamic affinities are therefore active, namely

(43) XN = ∇
(
− μ̃e

T

)
, XE = ∇

(
1

T

)
Thus, in the linear limit it follows that

(44)

[
JN

JE

]
= L′

⎡⎢⎢⎣∇
(
− μ̃e

T

)
∇
(
+

1

T

)
⎤⎥⎥⎦ ,

that may be rewritten in view of eq. (42) as
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14 D. Narducci

(45)

[
JN

Jq

]
= L

⎡⎢⎢⎣
− 1

T
∇μ̃e

∇
(
1

T

)
⎤⎥⎥⎦

Both L′ and L are 2 × 2 matrices of phenomenological coefficients, linearly correlat-

ing affinities and fluxes. Limiting to isotropic systems, each element of L′ and L is a

scalar. Extension to anisotropic systems is formally simple, leading to tensorial matrix

elements [11].

4
.
2. Phenomenological coefficients. – Insights in the physical meaning of L elements

may be achieved by decoupling affinities and fluxes.

In an isothermal system (∇(1/T ) ≡ 0) eq. (45) reads

(46) J := eJN = −eL11
T

∇μ̃e,

where J is the charge current density. Since μ̃e = μe + eV (where V is the electric

potential), then −(∇μ̃e)/e = −∇V = E , where E is the electric field. Thus, one easily

obtains that

(47) J = σTE

with the isothermal electric conductivity σT = e2L11/T . Therefore,

(48) L11 =
σTT

e2
.

Equation (45) may be alternately solved when no electric current flows, namely J =

JN = 0. In such an (electric) open-circuit (oc) scenario, it is immediate to write

(49) Jq oc =
1

T 2

(
L21L12 − L11L22

L11

)
∇T

so that, in view of Fourier law, the open-circuit thermal conductivity κoc reads

(50) κoc =
1

T 2

(
L21L12 − L11L22

L11

)
.

Should instead the electric circuit be closed (cc), a heat current sets up under the

alternate constraint ∇μ̃ = 0 (namely, no electric field may be sustained through the

system). The heat flux reads then Jq cc =
L22

T 2 ∇T that leads to the closed-circuit thermal

conductivity κcc:

(51) κcc =
L22
T 2

.
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Moving to coupled fluxes and forces, let us consider once again an open-circuit con-

figuration (namely J ≡ 0). Thus, eq. (45) reads

(52) −L11
∇μ̃e

T
+ L12∇

(
1

T

)
= 0.

Thus one may define the Seebeck coefficient α as

(53) −1

e
∇μ̃e := α∇T

or, equivalently, as α∇T := Eoc. Thus α = 1
eT

L12

L11
so that

(54) L12 =
ασTT

2

e
.

Instead, closing the circuit but setting isothermal conditions one may write J = eL11

T ∇μ̃e

and Jq = −L21

T ∇μ̃e so that Jq = L12

eL11
J. This returns the Peltier coefficient Π, which is

defined as Jq := ΠJ(6):

(55) Π =
L12
eL11

.

Note that, as a direct consequence of Onsager’s relations and in view of eq. (53), Π = αT .

Therefore, in summary

J = eJN = σTE − ασT∇T,(56a)

Jq = ασTTE − κcc∇T.(56b)

The Seebeck coefficient admits a remarkably strong physical interpretation. Using

eq. (45) one may write the total entropy flux (eq. (16)) as

(57) Js,tot =
L21

eTL11
J+

L22
T

∇
(
1

T

)
.

The equation shows once again how the entropy flux is made of two terms: while the

second term is the standard thermal component of Js, the first one accounts instead

for the entropy flux associated to the particle flux. More explicitly, the particle-borne

(convective) entropy flux L21/(TL11)JN leads to compute an entropy contribution per

particle of L21/(TL11) = α. Thus,

(58) Js = αJ− κcc∇T

T
.

(6) Note that for anisotropic materials both α and Π are tensors.
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Therefore, the Seebeck coefficient may be interpreted as the (average) contribution of

carriers to the entropy flux. i.e. as the convective part of the entropy flux.

As an additional result of our analysis, closed- and open-circuit thermal conductivities

(eqs. (50) and (51)) are correlated to each other through α and σT as

(59) κcc − κoc = Tα2σT .

A rigorous application of linear thermodynamics deals with phenomenological coeffi-

cients as constant quantities. Nonetheless, both the electrical conductivity, the Seebeck

coefficient, and the Peltier coefficient depend on the temperature. Specifically, for the

Seebeck coefficient one defines for its temperature coefficient a quantity named Thomson

coefficient τ [12]:

(60) τ := T
dα

dT
.

Manifestly enough, the Thomson coefficient is also temperature dependent.

The Thomson coefficient may be alternately (and equivalently) introduced considering

the heat exchanged when an electric current passes through a circuit composed of a single

material that has a temperature difference along its length. In addition to the Joule heat,

a Peltier heat is exchanged as a result of the non-zero Seebeck coefficient of the materials

itself (Thomson effect).

5. – Thermoelectric efficiency in the constant-property limit

The first evaluation of efficiency of a thermoelectric generator (TEG) under Dirichlet

boundary conditions (fixed heat sink temperatures) is due to Altenkirch [13] although

it was restated and rewritten in a more rigorous and general way by Ioffe in his famous

book Semiconductor Thermoelements and Thermoelectric Cooling [14].

Under Dirichlet boundary conditions, in this Section it will be assumed that all trans-

port coefficients are constant, namely that materials are homogeneous phases and that

thermal and electric conductivities as well as the Seebeck coefficient are independent

of the temperature. Manifestly enough, this makes all conclusions rigorously valid only

when the temperature difference across the thermoelectric materials is vanishingly small.

Therefore, appropriateness of the formula to predict the efficiency of real systems de-

pends upon the temperature difference experienced by the active parts of the TEG. We

will refer to this set of assumptions as constant-property limit (CPL).

5
.
1. Dirichlet boundary conditions . – In general terms, a TEG is often (although not

necessarily) made of pairs of p- and n-type semiconductors connected to form a series

electric circuit while being set in a thermal parallel circuit with respect to the two heat

sinks (fig. 1). It is commonplace to refer to this configuration as a Π-configuration. Since

each element nominally senses the same temperature difference ΔTTEG ≡ TH−TC, where

TH and TC are the temperatures of the two heat sinks (with TH ≥ TC), the thermovoltage
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Fig. 1. – Standard Π-type layout of a thermoelectric generator, setting a series p-n electric circuit
in a parallel connection with the two heat sinks.

developed by each element (often referred to as leg) sum to each other, leading to a total

thermovoltage Vtot = N(|αn|+ |αp|)ΔTTEG where N is the number of leg pairs.

The most widely used formulas to assess the thermoelectric efficiency of a TEG assume

that the temperature of each sink equals the temperature of the relevant end of each leg.

This implicitly stipulates that no thermal contact resistance occurs at the sink-TEG

interface and that any temperature drop due to electrically insulating but thermally

conductive layers interposed between the sinks and the legs may be neglected. It is rather

obvious that such assumptions are a strong oversimplification of the actual thermal chain,

and more realistic analyses are needed even when the Dirichlet CPL (DCPL) model is

a legitimate approximation. The reader may refer to the technical literature for more

realistic DCPL analyses [15].

Following Domenicali [16, 17], let us rearrange first eqs. (56a) and (56b). Replacing

E from eq. (56a) into eq. (56b) we obtain

(61) Jq = αTJ+ (α2σTT − κcc)∇T

that, in view of eq. (59), reads

(62) Jq = αTJ− κoc∇T.

Let us now consider (without loss of generality) a single leg of a thermoelectric phase.

Using eqs. (16) and (62), the total energy flux JE (eq. (42)) reads

(63) JE = Jq + μ̃e
J

e
= (αTJ− κoc∇T ) + μ̃e

J

e
.
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Taking the divergence, energy conservation imposes ∇ · JE = 0 so that

(64) J · (α∇T + T∇α)−∇(κoc∇T ) +
J

e
∇μ̃e = 0.

Thus, in view of eqs. (45), (48), and (54) one may write JN = − σ
e2∇μ̃e − ασT

e ∇T that

returns ∇μ̃e = − e
σJ− αe∇T . Replacing it into eq. (64) and simplifying, one obtains

(65) TJ ·∇α−∇(κoc∇T )− J · J
σT

= 0,

which is the stationary form of the Domenicali equation [16].

In the CPL ∇α = ∇κoc = 0 so that

(66)
J · J
σT

= −κoc∇2T.

In a one-dimensional conductor aligned along the x-axis it reduces to T ′′(x) = − J2

σTκoc
.

Since all terms but T are independent of x, it is immediate to compute that

(67) T (x) = −1

2

J2
2

σTκoc

(
x2


2
− x




)
−ΔTTEG

x



+ TH,

where 
 is the length of the conductor and the hot and cold heat sinks are at x = 0 and

x = 
, respectively.

The electric power flow Jw generated by the thermoelectric element computes to

Jw = −
∫ �

0
JE (x)dx, where the electric field follows from eq. (56a):

(68) E (x) =
J

σT
+ αT ′(x).

Thus, the electric power density reads Jw = − J2

σT

+JαΔTTEG. Correspondingly, eq. (62)

provides the heat flux. In one dimension

(69) Jq(x) = −κocT
′(x) + αJT (x)

The heat injected at the hot side is then

(70) Jq(0) = κoc
ΔTTEG



− 1

2

J2


σT
+ αJTH.

The efficiency may be then immediately written as a function of the charge current

density:

(71) φDCPL(J) =
Jw

Jq(J)|x=0
=

JαΔTTEG − (J2
/σT )

(κocΔTTEG/
)− 1
2 (J

2
/σT ) + αJTH

.
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It is interesting to analyze eq. (71). One recognizes that three terms show up in the

expression of the adsorbed heat, namely the heat transmitted by thermal conduction

(κocΔTTEG/
), the Peltier heat at the hot side (αJTH) and half of the Joule heat gener-

ated by the circulating charge current (J2
/σT ). The electric power flux at the numerator

shows instead that the non-zero circulating current leads to a reduction of the available

output power density with respect to the thermoelectric power density J(αΔTTEG) by

the Joule effect J2
/σT .

One may proceed to optimize either the efficiency φDCPL(J) or the electric energy flux

JW (J) with respect to J . In the latter case, setting (∂JW (J)/∂J)� = 0 (i.e. maximizing

for fixed 
) the current density computes to

(72) Jmax W =
ασTΔTTEG

2


so that

(73) Jmax
W =

α2σTΔT 2
TEG

4


and

(74) ηDCPL
w ≡ φ(Jmax W ) =

2zΔTTEG

8 + z(4TH −ΔTTEG)

(where z := σTα
2/κoc) that, with a little of algebra, returns

(75) ηDCPL
w =

ηCarnot

2

1

1 + 2
zTH

− ΔTTEG

4TH

Equation (72) let also compute the matching load resistance RL. Since jA =

αΔTTEG/(Rs + RL) (where Rs = (σT 
/A)−1 is the leg resistance and A is the cross

sectional area of the leg), then it is immediate to obtain that, for a given and fixed Rs,

RL = Rs.

Instead, optimization of the efficiency φ(J) leads to a current density

(76) Jmax η =
σTαΔTTEG


zT

(√
1 + zT − 1

)
while the maximum efficiency computes to

(77) ηDCPL
max =

ΔTTEG

TH

√
1 + zT − 1√

1 + zT + TC/TH

.

Also in this case, the optimal load resistance may be computed by setting Jmax ηA =

αΔTTEG/(Rs +RL), obtaining RL/Rs =
√

1 + zT .
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It should be remarked that the efficiency at maximum power and the maximum effi-

ciency differ from each other only when the device layout (namely Rs) is set independently

of RL. Instead, the efficiency at maximum power occurs for RL/Rs =
√

1 + zT (therefore

taking the same value as ηDCPL
max ) when device geometry is optimised (as of its thermal

and electrical resistance) with respect to its load [18,19].

For an infinitesimal ΔTTEG the previous equation reads

(78) δηDCPL
max =

δTTEG

T

√
1 + zT − 1√
1 + zT + 1

.

6. – Thermoelectric efficiency in the presence of large temperature differences

6
.
1. Thermoelectric compatibility . – Whenever the temperature difference over which

a TEG operates is large or it is anyway inconvenient to neglect the temperature depen-

dency of transport parameters, the analysis carried out in the previous Section is almost

unavoidably bound to set only an upper limit to the actual TEG efficiency.

Taking full account of the temperature dependence of σT , α, and κoc may be carried

out often only by numerical methods [20,21]. Nonetheless, the concept of thermoelectric

compatibility (hereafter more simply referred to as compatibility) may be of support to

devise limits and possibility of real materials to be used in TEGs.

The concept of compatibility was introduced by Snyder in 2003 [22, 23] and refers to

the reduced electric current flowing through a thermoelectric element that leads to the

TEG maximum efficiency. In a one-dimensional system aligned along the x axis, in view

of eqs. (68) and (69) one may write that

E = αT ′(x)− ρTJ,
(79)

Jq = αT (x)J + κocT
′(x),

where ρT = 1/σT and signs were reverted so that the energy balance is referred to the

system. Therefore, the electric power consumed by the TEG (e.g., by Joule effect) is

hereafter negative.

Energy conservation obviously sets that the electric power flux JW must equal the

net heat flux Jq so that, if w = E J is the specific electric power (power per volume of

thermoelectric material), then dJq/dx = w. Thus, in view of eqs. (79) one may conclude

that charge build-up is disallowed, namely dJ/dx = 0. Note that such a result is different

from simply stating that ∇ · J = 0 since in the present case J = J(T (x)).

One of the key points of this analysis relies on the observation that temperature may

be used as the space metrics since the temperature monotonically drops from the hot to

the cold side of the thermoelectric element. Thus, T (x) is invertible, namely x = x(T )

is a single-valued function. Therefore, under steady-state conditions

(80)
d

dx
(κocT

′(x)) = −T (x)
dα

dT
JT ′(x)− ρTJ

2,
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so that

(81)
d(αT )

dx
= T

dα

dT
T ′(x) + αT ′(x),

where α = α(x(T ), T ) and dα/dT is the total derivative of α with respect to T .

One may now define a reduced current density u (see footnote(7))

(82) u :=
J

κocT ′(x)

Thus, replacing E from the first of eqs. (79) in w one obtains

(83) w = αJT ′ − ρTJ
2 = κoc(T

′)2u(α− uρTκoc)

while the second of eqs. (79) reads

(84) Jq = κocT
′(αuT + 1).

Finally, eq. (80) may be recast as

(85)
du

dT
= u2T

dα

dT
+ u3ρTκoc .

An infinitesimal efficiency may be immediately written as a measure of power w dx

produced over an infinitesimal distance dx:

(86) δη =
w dx

Jq
=

dT

T

u(α− uρTκoc)

uα+ 1
T

that may be rearranged as δη ≡ δηC×ηr where δηC is the infinitesimal Carnot efficiency,

while

(87) ηr =
u(α− uρTκoc)

uα+ 1
T

=
1− uα

z

1 + 1
uαT

,

where the last equality holds true if both u (J) and α are non-zero.

Manifestly enough, ηr has a maximum over u. This maximum must depend on T as

all terms in eq. (87) depend on T . One easily obtains that such a maximum occurs for

u = s, where

(88) s =

√
1 + zT − 1

αT
≈ z

2α

(7) Not to be confused with the internal energy.
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is named (thermoelectric) compatibility. The maximum relative efficiency computes to

(89) max
u

ηr =

√
1 + zT − 1√
1 + zT + 1

.

It may be worth comparing eq. (89) to the infinitesimal efficiency (eq. (78)) computed

in the CPL. The relative efficiency at maximum u clearly coincides with the efficiency

that would be reached over an infinitesimal temperatuire difference, where trivially u = s

always.

It should be remarked that u may be adjusted to s (by changing the electric load,

typically) only for a given temperature as u is set by eq. (84). Thus, one has to reach the

conclusion that no thermoelectric device may operate optimizing its local efficiency δη

at each point. However, electric currents in TEGs are usually small so that actual local

efficiency may be kept to within ≈ 20% of its maximum value [23]. Much more relevant

is the issue in Peltier cooler, where electric currents are much larger.

6
.
2. Thermoelectric potential . – It is convenient to further recast the previous equa-

tions by introducing a thermoelectric potential Φ. Setting Φ := αT + u−1 [23] it is easy

to show that

(90) Φ = αT +
κocT

′

J
,

while Jq = JΦ and E = Φ′(x). Therefore, the efficiency of a finite-length thermoelectric

element may be written as

(91)

∫ TH

TC

ηr
dT

T
=

∫ TH

TC

w dx

Jq
=

∫ TH

TC

JΦ′(x)dx
JΦ

=

∫ TH

TC

dΦ

Φ
= ln

(
Φ(TH)

Φ(TC)

)
.

In an alternate view, one may use instead eq. (87) to compute the actual efficiency

considering the leg as a series of infinitesimal thermoelectric elements. Thus

(92) 1− ηseries =
∏
i

(1− ηr,i).

With a little of algebra one obtains

(93) ηseries = 1− exp

(
−
∫

ηr
T
dT

)
,

where the approximation ln(1− ηr) ≈ −ηr was used.
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Comparing now eqs. (91) and (93) one immediately obtains that

(94) ηseries = 1− Φ(TC)

Φ(TH)

or, using the definition of Φ,

(95) ηseries = 1− α(TC)TC + 1/u(TC)

α(TH)TH + 1/u(TH)
.

6
.
3. Comparison to CPL efficiency . – One expects eq. (89) to reduce to eq. (77) in

the CPL. If all transport coefficients are independent of the temperature, eq. (80) may

be analytically solved for u to give

(96) u(T )−2 = u(TC)
−2 − 2(T − TC)κocρT .

Setting T = TH in the previous equation, efficiency from eq. (95) may be maximized

using TH as a free parameter. One obtains

(97) u(T )−2 = s(T )−2 + (T − T )2κocρT +

(
ΔTTEG

2
κocρT s(T )

)2

,

where it may be worth noting that both u and s remain dependent on the temperature

even when the transport parameters are not. Thus

u(TC)
−1 = s(T )−1 +

ΔTTEG

2
κocρT s(T )(98)

u(TH)
−1 = s(T )−1 − ΔTTEG

2
κocρT s(T )

so that the efficiency recovers the known CPL result (eq. (95)), namely

(99) ηCPL
series =

ΔTTEG

TH

√
1 + zT − 1√

1 + zT + TC/TH

.

6
.
4. Compatibility and efficiency . – From the previous analysis it should be apparent

that, since s depends upon T while u is independently set by eq. (80), it will be uncommon

to have that all parts of a thermoelectric generator operating over a large temperature

difference may work with its highest efficiency. Even in the CPL, could each section of

the series operate at optimal efficiency (i.e. could a leg be made of an infinitesimally

graded material fulfilling at each point the condition u = s, while keeping z constant
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Fig. 2. – Reduced efficiencies of three hypothetical thermoelectric materials vs. their reduced
current density. Note how A and B materials are compatible to each other, i.e. a u value may
be set that keep both material efficiencies close to their maximum. Instead, no u enables A and
C (or B and C) to operate in series (same u) efficiently. Therefore, the overall leg would provide
conversion yields lower than those achievable in a single-segment leg.

throughout) one would obtain from eq. (93) that

η∗series = 1− exp

(
−
∫ TH

TC

√
1 + zT − 1√
1 + zT + 1

dT

T

)
(100)

= 1−
(
1 +

√
1 + zTC

1 +
√
1 + zTH

)2

exp

[
2(
√
1 + zTH −

√
1 + zTC)

(1 +
√
1 + zTC)(1 +

√
1 + zTH)

]
.

As a way of example, for z = 3 × 10−3 K−1, TC = 300 K, and TH = 1000 K one would

obtain ηCPL
series = 24.90% vs. η∗series = 25.18%.

In a real situation, segmented legs may approximate such a situation. Two or more

materials are used in a thermal series, where each segment is chosen so as to provide the

largest efficiency in the range of temperatures it operates. However, the simple criterion

of choosing the material based on its thermoelectric figure of merit may not be the best.

Instead, materials should be selected so that each may work at u values as close as

possible to their relevant s. Figure 2 displays ηr for three hypothetical thermoelectric

materials A, B, and C. It shows that while a good compromise on u may be obtained to

achieve high efficiencies from A and B, combining A and C (or B and C) would lead to

largely sub-optimal ηr values for one of the two segments. Therefore, the series efficiency

would be severely affected. In principle, being s temperature-dependent, also a single-

material leg may run into compatibility issues, meaning that no u value may be set that

is sufficiently close to s(T ) over the whole range of temperatures spanned by the leg.

Such a self-compatibility problem is however uncommon in homogeneous thermoelectric

materials, while it may show up in graded thermoelectrics.
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7. – Summary and conclusions

Moving from equilibrium thermodynamics in its axiomatic (Gibbsian) instantiation,

we have discussed how concepts of GET have been inherited by the CIT through the

LEH. The limits of such an assumption have been briefly discussed. CIT remains anyway

an excellent framework for the analysis of transport phenomena as long as the system

size is large compared to the mean free path of the relevant carriers and steady-state

conditions are considered.

CIT has been then extensively used to model thermoelectric phenomena. Onsager-

Casimir reciprocal relations enabled to connect Seebeck and Peltier coefficients. Since,

further to metrologic applications (measurements of temperature by thermocouples),

thermoelectricity is mainly used either to convert heat into electricity or to use electricity

to transfer heat from colder to hotter thermostats, a large part of this paper was devoted

to critically analyze the efficiency of thermoelectric heat engines. Over small temperature

difference, neglecting the temperature dependence of transport coefficients on T is a fair

approximation. Simple expressions relate the thermoelectric figure of merit to the engine

efficiency. Instead, when temperature differences are larger, the dependence of z (and

Z) on T has to be accounted for. The concept of compatibility well encompasses the

interplay of σ(T ), α(T ), and κ(T ), also providing guidance to the making of segmented

and graded thermoelectric legs [24].

By choice, all theory was kept at the macroscopic level. This notwithstanding, the

thermodynamic modelling of thermoelectricity gives strong indications about the best

candidate materials to be sought to enhance efficiency. In particular, the link between

the Seebeck coefficient and the convective part of the entropy flux highlights constraints

concerning mobile carrier density. This picture will be extended and further commented

upon in the next lectures, where a systematic connection between macroscopic and mi-

croscopic views of thermoelectricity will be elaborated upon.
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1. – The effective mass model

In semiconducting band conductors, charge transport properties of interest are typi-

cally governed by the states near the band edge. Because the dispersion relation at the

band edge is typically parabolic (E = h̄2k2/m∗), it is often helpful to use an effective

mass (m∗) model to characterize experimentally measured transport data. The general

approach is to consider the electronic structure of the majority carriers, whether holes

or electrons, to be described by an effective mass m∗ that is independent of tempera-

ture and doping level. This approach puts our primary interest on data where transport

contribution from minority carriers is not significant.

We introduce in the next section a simple and accessible method —the quality factor

approach— to analyze transport data using an effective mass model without the need for

performing numerical integration of the Fermi function or even explicitly determining the

effective mass. Even the simplest application of this model by using only thermopower

(|S|), electrical conductivity (σ), and thermal conductivity (κ) measurements allows one

to predict the maximum zT = TS2σ/κ that would be expected from optimizing the

doping. With the further use of Hall measurements to extract a value for m∗, the

effective mass model makes it easy to identify complexities in the band structure and

compare to theory.

2. – Material quality factor analysis using only S, σ, and κ

Thermoelectric materials research typically aims to identify good thermoelectric ma-

terials and optimize their properties so that they can achieve the best possible zT . Since

the zT of a material peaks at an optimum carrier concentration (fig. 1), measuring zT

of one sample does not immediately provide an idea of the ultimate potential of a given

material for thermoelectrics; a material initially measured with zT < 0.1 might end up

with zT > 1 after tuning the carrier concentration.

Given the conductivity, Seebeck coefficient, and thermal conductivity of a single sam-

ple at an arbitrary doping level, what would be the best guess for its highest zT expected

after optimizing its carrier concentration? Should one increase or decrease the amount

of free carriers? These questions can be answered even without a Hall or mobility mea-

surement. The quality factor analysis, [1,2] based on an effective mass model, is devised

to aid in the search for good thermoelectric materials by providing a convenient means

for finding these answers.

The essence of the approach is to treat zT as a function of two independent variables:

the reduced Fermi level (reduced electron chemical potential) η = EF/kBT (fig. 1(a)),

and the “material quality factor B.” The former is a function of doping and temperature,

and can be extracted from the Seebeck coefficient. In the steps described below, it is, in

fact, not necessary to directly calculate a value of η. The latter is a material property

largely independent of doping (though still dependent on temperature) given by [3]:

(1) B =

(
kB
e

)2
σE0

κL
T.
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Fig. 1. – Reduced chemical potential η for transport modeling. (a) η is defined as the Fermi
level EF measured from the band edge, divided by kBT . Changing the carrier concentration
by doping is equivalent to adjusting η. (b) Carrier concentration is a monotonically increasing
function of η. (c) Thermopower (|S|) decreases with η while electrical and thermal conductivities
increase, making zT highest at an optimum η.

Here, kB is the Boltzmann constant, κL is lattice thermal conductivity and σE0
is a

transport coefficient with units of conductivity that characterizes how well a material

conducts electricity for a given η (i.e., at a given carrier concentration). The material

quality factor effectively removes all dependences on η (i.e., on carrier concentration),

and retains only the inherent material properties that determine zT . This approach

is successful because both m∗ (which is encompassed in σE0
) and κL remain relatively

constant for the range of η values that is experimentally tested by changing the carrier

concentration (e.g. doping, fig. 1(b)).

The thermopower |S| at any temperature or doping concentration is best described

as a function of only η [4, 5]: |S(η)| (schematically shown in fig. 1(c)). Thermopower is
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Fig. 2. – Determining σE0 from a S-σ pair. Thermopower (|S|) determines the σ/σE0 of a
sample, which allows one to determine σE0 from a pair of measured S and σ. The analytical
relations for the high S limit (eq. (3)) (dashed line) and low S limit (eq. (4)) (dotted line) are
also shown together.

merely an indicator of η or EF. High |S| does not necessarily indicate a high quality

thermoelectric material, nor does it directly determine the quality factor B. For semi-

conductors that can be doped, S indicates the doping level which depends on defects

and impurities; making tabulated values of S for “pure” semiconductors or insulators is

virtually meaningless. To optimize the zT of a material, η, and thus S, must be tuned

to an optimal value via doping (fig. 1(c)). In the method presented here, we simply use

S as a direct indicator of the doping level —there is no need to calculate η.

Conductivity, on the other hand, depends on σE0
as well as η:

(2) σ = σE0
· ln(1 + eη).

Here, the η term describes the increase in charge carriers as the Fermi level is increased.

It is seen that σE0
describes the conductive “quality” of charge carriers in the material

(magnitude of conductivity for a given η). Typically, σE0
is broken down to m∗ and the

mobility parameter μ0 (determination of each requires a Hall measurement), but this

decomposition is not always necessary for a basic use of the quality factor analysis. σE0

can be estimated from a pair of S and σ measurements on the same sample. As shown

in fig. 2, S vs. σ/σE0
follows a universal curve; i.e. one can graphically find the σ/σE0

that corresponds to the measured S to find σE0
. Alternatively, one can use the analytical

expressions in the limits when is |S| is large (within 5% when |S| > 120μV/K):

(3) σE0
= σ · exp

[ |S|
kB/e

− 2

]
,
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or small (within 5% when |S| < 75μV/K):

(4) σE0
= σ · 3

π2

|S|
kB/e

.

The graphical method is better for intermediate |S| values.
Low lattice thermal conductivity, κL, is also a relevant descriptor for a good thermo-

electric material because κL is typically independent of η. κL is obtained by subtracting,

from the measured κ, the electronic portion (κe) which is η dependent:

(5) κL = κ− κe = κ− LσT.

Here, the Lorenz number L, defined by κe = LσT , is also a function of only η (like

S(η)) [4, 5]: L(η). Keeping in mind that S is the experimental indicator of η, the value

of L at a given temperature can be approximated using measurements of S using [6]

(6) L [10−8 WΩ/K2] ≈ 1.5 + exp

(
− |S|
116μV/K

)
.

To see how the definition of B in eq. (1) is justified, we can now separate the η-

dependent terms from zT :

zT =
S2σT

κL + κe
=

S2

κL

σT + L
(7)

=
S2(η)

κL

TσE0
·ln(1+eη) + L(η)

=
S2(η)

(kB/e)2

B ln(1+eη) + L(η)
,

where B combines all the η-independent material parameters, giving the definition of

the dimensionless material quality factor in eq. (1). The natural unit of the Lorenz

number (kB/e)
2 was multiplied in the term containing 1/B to make B dimensionless for

convenience (some authors [5] use β = B/(kB/e)
2).

This quality factor B completely determines the zT vs. η curve (fig. 3(a)) for a given

material at a given temperature. Therefore, B is a good descriptor to estimate the

maximum zT achievable from a material when the carrier concentration (and, thus η) is

optimized; B also determines the optimum level of doping (fig. 3(b)). Practically, tuning

towards the optimum is most easily done by looking at the optimum thermopower that

is expected from a given B. For example, if B = 0.4 and S = 50μV/K was obtained

from a sample at a given temperature, one can expect to reach zT > 1 by decreasing the

carrier concentration until S = 240μV/K.

Given S, σ, and κ of a single sample at a given temperature, one can estimate σE0
and

κL, which allows the estimation of B at that temperature using eq. (1). The approximate
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Fig. 3. – Material quality factor analysis. (a) The zT vs. η relation is determined by the material
quality factor B, making maximum zT and optimum η a function of B. (b) Thermopower at
optimum η as a function of B (black line, left axis), which can be used as a guide for optimization.
Maximum zT is also plotted together (blue line, right axis). The vertical dashed line indicates
when maximum zT = 1, corresponding to B ≈ 0.4 which serves as a convenient reference value
for a good thermoelectric material.

methods (eqs. (6) and (3), (4)) described above make this estimation quick and easy. The

full calculation is also straightforward, but requires numerical integration and root finding

using the expressions of |S(η)| and L(η) which can be found in ref. [5]. The first step

is to estimate η from the measured S by numerical solving. Then, one could use η and

the measured conductivity to estimate σE0
using eq. (2). Lastly, to estimate the lattice
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thermal conductivity κL from measured κ (eq. (5)), one can calculate L(η) using the η

estimated from S.

The application of the B-factor zT analysis is simple once σE0
and κL is determined.

One can calculate B from eq. (1). Then fig. 3(b) can be used to find the maximum zT

and optimum thermopower.

The approach of separating η dependence (or doping dependence) from intrinsic ma-

terial parameters can be extended to atypical cases, such as conducting polymers [3],

where transport behaves in a different way (different energy dependency of transport

and different scale of B) than found in inorganic crystalline materials.

3. – Bipolar effects

A particular material is well described by a single B as long as the carriers in the

η range of interest are well characterized by a single m∗. The most common situation

in which a single m∗ does not suffice is when there is non-negligible contribution from

minority carriers. This bipolar transport happens in all semiconductors at high temper-

atures (i.e., when kBT becomes comparable to ≈ Eg/4, where Eg is the band gap). The

onset of bipolar conduction is best identified from the thermopower showing a flattening

or rollover with increasing temperature (i.e. diminishing slope in |S| vs. T ). It is possible
to estimate B of the majority carriers in the bipolar region by extrapolating σE0

vs. T

from the non-bipolar region. In the most common case of acoustic-phonon scattering,

σE0
is nearly constant with respect to T . At a temperature where bipolar conduction

dominates, one would realize that the optimum S required for maximum zT , as eval-

uated from the B of majority carriers, is not obtainable at that temperature due to

the canceling contribution of minority carriers. The maximum thermopower obtainable

(|Smax(Tmax)|) is related to the band gap (Eg ≈ 2e|Smax|Tmax) [7], demonstrating how

the maximum zT becomes band-gap limited. An example calculation can be found in

ref. [8], where the effective overall B is smaller than that of the majority carriers due to

bipolar contribution.

A higher peak zT value is obtainable from a larger band gap for a given σE0
of the

majority carriers. The temperature at which the peak zT is found increases with a larger

band gap, leading to a higher zT . This principle motivates to tune the band gap (e.g.

by alloying) either to increase the peak zT or to shift the peak zT temperature. Because

the band gap and σE0
are often not independent to each other and material stability

limits the maximum temperature of a material, the optimum band gap tends to depend

on the material and application.

It is worth to note that the bipolar effect from a given band gap can be suppressed if

the majority carriers have a higher σE0
than minority carriers. In this sense, materials

with highly contrasted conduction and valence band structures have a larger effective

gap when doped with its superior type of carriers.
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4. – Effective m∗ for studying complex electronic structures

Evaluating σE0
(but not m∗) was sufficient for the quality factor analysis; assessment

of m∗ offers a further step through which one can study the band structure of materials

using transport measurements.

The equations used so far (eqs. (2)–(4)) are from a model of free carriers (i.e. parabolic

dispersion) being scattered by acoustic phonons [4] and is sometimes referred to as the

single parabolic band model; however, the use of these equations does not necessarily

require a single parabolic band assumption. Even for complicated band structures that

are non-single or significantly non-parabolic, we can build upon the same approach to

characterize the free-carrier equivalent, an effective m∗ that can change with temperature

and energy. Then, one can relate certain band complexities to particular trends in m∗.
For this purpose, we can break down σE0

in terms of m∗. In anticipation that, in the

case of non-simple band structures, m∗ will be differently determined depending on how

it is assessed, we will distinguish m∗’s with a subscript. In band conductors, σE0
is [3]:

(8) σE0
=

8πe(2mekBT )
3/2

3h3
· μ0

(
m∗

S

me

)3/2

.

Here, μ0 = eτ0/m
∗
I is a mobility parameter, where τ0 describes the relaxation time of

carriers through τ = τ0 · (E/kBT )
−1/2 and m∗

I is the inertial effective mass. m∗
S is the

Seebeck effective mass and me is the mass of an electron.

The quantity μw = μ0(m
∗
S/me)

3/2 is called the weighted mobility and is directly

proportional to σE0
for a given T . Some authors [2] use the non-degenerate limit drift

mobility (μcl = 4/3
√
π · μ0) to define μ0 (and thus, μw)(

1).

The Seebeck effective mass describes the number of states for a given reduced chemical

potential η, where η is evaluated using |S| and the number of states at that η is evaluated

using a Hall measurement. m∗
S can be calculated within 2% by using the following

equations. When |S| > 75μV/K:

(9) m∗
S ≈ h2

2kBT

{
3nH

16
√
π

(
exp

[ |S|
(kB/e)

− 2

]
− 0.17

)}2/3

.

and, when |S| < 75μV/K:

(10) m∗
S ≈ 3h2

8π2kBT

|S|
(kB/e)

(
3nH

π

)2/3

.

Here, nH is the Hall carrier concentration. A heavier m∗
S gives higher |S| for a given nH

(alternatively, a higher nH for a given |S|). A plot of |S| with respect to nH is called a

“Pisarenko plot”, by which one can determine m∗
S from a set of data points.

(1) Inconsistently interchanging μ0 and μcl could lead to errors in B by a factor of 3
√
π/4 ≈ 1.33

(e.g., fig. 1 in ref. [9]).
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The inertial mass is not easily separable from the relaxation time, and we thus keep

it in the form of μ0 = eτ0/m
∗
I . We can nevertheless understand how band structure

impacts μ0 using the deformation potential model by Bardeen and Shockley [10]:

(11) μ0 =
πeh̄4Cl√

2m∗
Im

∗
b
3/2(kBT )3/2Ξ2

.

Here, m∗
b is the effective mass that describes the density-of-states of an individual Fermi-

surface pocket. Ξ is the deformation potential and Cl is the longitudinal elastic constant.

The combination of eqs. (9), (10) and (11) helps one understand what type of band is

good for thermoelectrics: μw ∝ (m∗
S/m

∗
b)

3/2/m∗
I . Suppose that symmetry provides NV

multiple bands with the same dispersion (multi-valley degeneracy). Then μ0 of a single

band is identical to the μ0 of all the multiple bands together. On the other hand, m∗
S

is larger than that of a single band by N
2/3
V because the density-of-states (and thus nH

in eqs. (9), (10)) is larger by a factor of NV. Overall, μw (and, thus σE0
and B) scales

with NV/m
∗
I . Therefore, multi-valleys and lighter bands (small m∗

I ) are advantageous

for thermoelectrics.

In general, when multiple bands contribute to transport, they are not necessarily

identical or aligned; nevertheless, the trend of m∗
S and μw both increasing simultaneously

with advantageous band complexity remains similar [11], allowing one to relate transport

measurements to understandings of the electronic structure. Therefore, it is best to keep

track of both m∗
S and μw when analyzing transport data.

An advanced example would be a case when two conduction bands have their band

edges offset by a small amount on the order of a few kBT . When EF is below the lower

band, the upper band would not contribute significantly to transport. With doping,

once EF moves within a few kBT to the edge of the upper band, both bands would

start contributing. In experimental characterization, one would observe m∗
S and μw both

increasing at a threshold of η, where the threshold indicates how much the bands are offset

from each other. Such a signature would be a strong motivation to further investigate

the band structure using more specific methods such as optical absorption.

The usefulness of m∗
S, or any m∗ in general, comes from the fact that it is a conve-

nient metric to characterize an electronic structure and so used to characterize diverse

measurements such as the electronic specific heat, plasma frequency, as well as Seebeck

coefficient. Mathematically, the procedure could be understood as a change of variables.

While E, k, σE , τ , or density-of-states change dramatically with experimental variables

such as doping or temperature, the various m∗’s as defined though different measure-

ments (Seebeck, specific heat, plasma frequency, etc.) remain relatively constant and

thus m∗’s are typically reported as results of such measurements. Just as m∗’s are re-

ported rather than specific values of electronic specific heat (e.g., heavy fermion metals)

or optical absorption (plasma frequency measurements), it would be more useful to report

m∗
S than specific values of S in many insulators and semiconductors. All of these effective

masses are expected to change somewhat with doping, temperature and even alloying

and structural modification. In fact, observing and quantitatively characterizing how
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m∗ changes might be the best way to identify changes in parabolicity or multiple band

effects [12-14]. In this way, the effective m∗ approach does not simply assume, or impose

an approximation of, a single parabolic band, but rather provides a helpful means to

characterize data and identify deviations from single or parabolic electronic structures.
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A primer on phonon transport

P. Torres and R. Rurali

Institut de Ciència de Materials de Barcelona (ICMAB–CSIC), Campus de Bellaterra

08193 Bellaterra, Barcelona, Spain

Summary. — In this paper we give a general and basic introduction to the most
important concepts related with phonon transport. We first revise Fourier’s equation
and the diffusive transport regime, focusing on the main scattering mechanisms that
yield a finite thermal conductivity in insulators: anharmonic phonon-phonon scat-
tering, impurity scattering, and boundary scattering. Next we focus on transport
regimes beyond Fourier, namely ballistic transport and phonon hydrodynamics.

1. – Introduction

The law of heat transport that relates the heat flow to the temperature is named after

the French mathematician and physicist Jean-Baptiste Joseph Fourier who introduced it

in his The Analytical Theory of Heat [1]. Fourier’s law has the form

(1) Q = −κ∇∇∇T

and states that, in Fourier’s own words, “the time rate of heat transfer through a material

is proportional to the negative gradient in the temperature and to the area”. In eq. (1)

Q is the heat flux vector —an energy per unit time and area, with units of W/m2, κ is

c© Società Italiana di Fisica 37
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the thermal conductivity tensor, and ∇∇∇T is the thermal gradient. Often we will consider

one-dimensional heat transport, in which case Fourier’s law reduces to Qz = κ∂T/∂z,

taking z as the transport direction, and where for simplicity we dropped the index from

κzz, the relevant element of the thermal conductivity tensor in that case. Fourier’s law

is a phenomenological equation that has no formal derivation, but that nevertheless can

describe a wealth of experimental observations and laid the foundations of heat transport

theory. It is valid under the following assumptions:

– steady-state heat conduction,

– one directional heat flow,

– the material is homogeneous,

– there is no internal heat generation or destruction,

– the transport is diffusive.

The requirement of steady-state heat conduction means that the system must have

reached a stationary non-equilibrium transport regime where all thermal transients must

be over and that the thermal bias conditions are not time dependent, i.e. the bounding

surfaces are kept at constant temperatures. The condition that the material must be

homogeneous, on the other hand, means that the thermal conductivity is constant; this

in turn implies that the temperature gradient is constant as well and thus the temperature

profile is linear for small thermal gradients.

The assumption of diffusive transport regime is central to Fourier’s law. It implies

that the thermal resistance results from the multiple collisions that phonons suffer when

traveling from the hot to the cold side of the material. In this regime, the thermal

resistance scales linearly with the length of the sample, L, and with the inverse of the

cross-section, A. Therefore, the thermal resistance, R, and conductance, G, are extensive

quantities that can be expressed as a function of the resistivity and conductivity, ρ and κ,

intensive quantities that describe an intrinsic property of the material, and of geometric

factors of the sample as

R = ρ
L

A
,(2)

G = κ
A

L
,(3)

where κ = 1/ρ. For the transport to be diffusive L has to be large enough so that

phonons can collide with each other. The different scattering mechanisms that we will

describe below are characterized by relaxation times, τ , which measure the average time

between collisions. Accordingly, if the phonons travel at velocity v, we can define a mean

free path, l = vτ , which is the distance traveled between collisions. If the sample length

is shorter than any relevant mean free path (remind that each scattering mechanism has

its own) the phonons propagate without collisions: this is the ballistic regime, where
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the thermal resistance is length-independent and thus intensive quantities such as the

resistivity and the conductivity are ill-defined. In the ballistic regime the conductance is

not infinite, however, and is limited by the quantum nature of phonons. This transport

regime will be discussed in sect. 7.

In the diffusive transport regime we can distinguish at least three classes of scattering

mechanisms: i) phonon-phonon scattering, three- or higher-order phonon processes that

are possible because of the anharmonicity of the lattice; ii) impurity scattering or, more

in general, scattering from crystal imperfections, hence including extended defects such

as grain boundaries, dislocations and stacking faults, besides point defects; iii) boundary

scattering, which specifically acquires a great importance in low-dimensional nanostruc-

tures. In this paper we will review the microscopic origin of these scattering mechanisms

and discuss their relevance in the different, prototypical transport conditions. We will

keep the algebraic formalism to a minimum level to convey the most important physical

concepts, and, as a general rule, we will avoid full derivations or demonstrations that the

interested reader can normally find in Ziman’s Electrons and Phonons [2], in Srivastava’s

The Physics of Phonons [3] or in the papers specifically cited.

2. – Phonon-phonon scattering

The harmonic approximation settles the foundations of lattice dynamics. Therein, the

dynamics of the crystal lattice is described in terms of a quadratic potential, where we

keep only the first non-zero term of a Taylor expansion of the energy as a function of the

atomic displacements. This approximation is extremely useful to introduce several impor-

tant concepts and to calculate many quantities that account for the behavior of a material

in thermodynamic equilibrium, such as the phonon dispersion or the specific heat.

When it comes to transport, however, one must depart by definition from equilibrium

and many important physical effects cannot be described at the harmonic level. In

particular, within the harmonic approximation lattice waves travel without interactions,

obeying the superposition principle. In such a transport regime, each phonon propagates

with its own velocity and, in absence of crystal imperfections or boundaries, the thermal

conductivity would be infinite, which is in clear contradiction with the experimental

observations. Therefore, anharmonic effects must be invoked to account for the finite

thermal conductivity of pure, perfect crystals. Formally, this means considering higher-

order terms in the expansion of the energy, though for many practical purposes it is

enough to consider anharmonicities up to the third order and thus introduce only one

more term. That is why from now on we will often use anharmonic scattering and three-

phonon scattering as synonyms, although this is not rigorous. As firstly recognized by

Peierls [4], we must distinguish between two possible three-phonon processes:

– Class 1 processes, where two phonons are annihilated and one phonon is created;

– Class 2 processes, where one phonon is annihilated and two phonons are created.

The Feynman diagrams of these two types of three-phonon scattering events are illus-

trated in fig. 1. The conservation laws of energy and momentum that Class 1 processes
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Fig. 1. – Feynman diagrams for (a) Class 1 and (b) Class 2 three-phonon scattering.

must fulfill are

ω1 + ω2 = ω3,(4)

q1 + q2 = q3 +G,(5)

while those of Class 2 are

ω1 = ω2 + ω3,(6)

q1 = q2 + q3 +G.(7)

In these expressions G is a vector of the reciprocal lattice. Then we have to fur-

ther distinguish between normal scattering (N-processes), where the momentum of the

phonons is conserved (G = 0), and Umklapp scattering (U-processes), where part of

the momentum is transferred to the crystal lattice (G �= 0). Making this difference is

crucial when it comes to calculate the thermal conductivity of a system: U-processes are

momentum-destroying processes that lead to the finite value of the thermal conductivity

observed experimentally when the heat transport regime is diffusive; N-processes, on the

other hand, are non resistive processes that redistribute, but conserve momentum among

the phonons that scatter each other. U-processes tend to return the phonon system to

an equilibrium distribution, whereas N-processes lead to a displaced non-equilibrium dis-

tribution. The sketch in fig. 2 helps understanding pictorially the different nature of N-

and U-processes, taking a Class 1 process where a phonon of momentum and energy q1,

�ω1 and a phonon of momentum and energy q2, �ω2 are annihilated and a third phonon

of energy and momentum q3, �ω3 is created. If q1 + q2 lies outside the first Brillouin

zone, the resulting vector q3 is backscattered with the help of a reciprocal lattice vec-

tor. When a thermal bias is established phonons travel on average against the thermal

gradient, from the hot to the cold end of the system. The direction of the scattered

phonon q3 of one of these Class 1 U-processes is opposite to that of q1 and q2, thus

these momentum non-conserving collisions produce a resistance to heat flow. (Note that

from now on to simplify the notation we will use qi to refer to a phonon with momentum

qi and energy �ωi.)
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Fig. 2. – Sketch of a three-phonon process q1 +q2 = q3 +G. The shaded square represents the
first Brillouin zone. In the case of U-process q3 falls outside the Brillouin zone and, to bring it
inside, it is necessary adding or subtracting a reciprocal lattice vector G. The N-process is the
particular case when G = 0 because q1 + q2 = q3 falls inside the Brillouin zone.

The perturbation Hamiltonian due to three-phonon scattering is written as

(8) H ′ =
1

3!

∑
q1,q2,q3

δq3+G,q1+q2
Fq1,q2,q3

(
a†q1

− aq1

) (
a†q1

− aq2

) (
a†q1

− aq3

)
,

where δq3+G,q1+q2
guarantees that only terms satisfying the conservation laws of eq. (5)

are included in the sum and the factor Fq1,q2,q3
is proportional to the average of the

Fourier transformed anharmonic tensor projected over the directions of the polarization

vectors. We now have to evaluate the probability of transition from the initial state

(9) |i〉 ≡ |nq1
, nq2

, nq3
〉

to the final state, which, for Class 1 processes is

(10) |f〉 ≡ |nq1
− 1, nq2

− 1, nq3
+ 1〉

and for Class 2 processes is

(11) |f〉 ≡ |nq1
− 1, nq2

+ 1, nq3
+ 1〉 .

We do that by means of Fermi golden rule. In the case of Class 1 processes we have

(12) Pq3
q1,q2

=
2π

�
|〈nq1

− 1, nq2
− 1, nq3

+ 1|H ′ |nq1
, nq2

, nq3
〉|2 O(�ω3 − �ω2 − �ω1).
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Substituting eq. (8) and after some algebra we obtain

(13) Pq3
q1,q2

=
2π

�
nq1

nq2
(nq2

+ 1)|Fq1,q2,q3
|2δq3+G,q1+q2

O(�ω3 − �ω2 − �ω1),

where the factors O(�ω3 − �ω2 − �ω1) and δq3+G,q1+q2
ensure that the transition prob-

ability vanishes for those processes that do obey the conservation laws of energy and

momentum.

We can then define an intrinsic transition probability, independent of the phonon

distribution, as

(14) Qq3
q1,q2

=
2π

�
|Fq1,q2,q3

|2δq3+G,q1+q2
O(�ω3 − �ω2 − �ω1)

which allows obtaining a simplified form of eq. (13)

(15) Pq3
q1,q2

= nq1
nq2

(nq2
+ 1)Qq3

q1,q2

and analogously for Class 2 processes

(16) Pq3,q2
q1

= (nq1
+ 1)nq2

nq2
Qq3,q2

q1
.

The total probability that mode q1 suffers a Class 1 scattering process is obtained

by integrating over all the possible q2 and q3:

(17) Pq1 =

∫∫
Pq3
q1,q2

dq2dq3 =

∫∫
nq1

nq2
(nq2

+ 1)Qq3
q1,q2

dq2dq3.

The integral of eq. (17) has six degrees of freedom (each of q2 and q3 has three), which

are reduced to two because of the four constraints imposed by the conservation laws of

eqs. (4), (5). Yet, its solution is rather complicated and it is instructive considering some

of the limiting cases of low energy phonons addressed in detail by Herring [5]. In this

regime, where phonons have long wavelengths and low frequencies, the intrinsic proba-

bility for Class 1 processes is now proportional to the wave numbers of the interacting

modes, because in the low frequency limit ω(q) ∝ q, and the transition probability is

(18) Pq3
q2,q1

∝ q1q2q3nq1
nq2

(nq2
+ 1).

Notice that even if modes q2 and q3 are high frequency modes for which the acoustic

approximation ω(q) ∝ q is not valid, the proportionality of Pq3
q2,q1

with q1nq1
still holds,

provided that the mode is in the acoustic range. Class 2 processes, on the other hand,

can be neglected, because they normally involve the decay of a high frequency mode into

two lower frequency modes.
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We now consider the relaxation time of mode q1 and write it as

(19)
1

τq1

= − lim
nq1

→n0
q1

(dnq1
/dt)scatt

nq1
− n0

q1

,

where n0
q1

is the occupation number in equilibrium. This expression, firstly proposed by

Klemens, is what later became known as relaxation time approximation (RTA) and con-

sists in assuming that a phonon mode relaxes to equilibrium with its own relaxation time,

regardless of what the other phonons do. In other words, if a system is in equilibrium and

we selectively excite one single mode, this excitation will decay to equilibrium with the re-

laxation time of eq. (19). Clearly, this is a situation that can be reproduced in specifically

designed experiments, but that does not represent the typical non-equilibrium condition

that lead to phonon transport in a material where many phonons modes are dragged out

of equilibrium. The rate of change of nq1
in eq. (19) depends on the phonon-phonon

collisions and can be written by summing the transition probabilities:

(20)

(
dnq1

dt

)
scatt

=
∑
ω2,ω3

∫ (
Pq3
q2,q1

− Pq1,q2
q3

)
dq2dq3,

where Pq1,q2
q3

is the reverse process. It is worth noting that Pq1,q2
q3

is formally a Class 2

process, where a phonon is destroyed and two phonons are created. Here, however, we

look at this process from the viewpoint of phonon q1, which is one of the two phonons

created. Explicitly, the transition probabilities are integrated over q2 and q3 and summed

over all the branches ω2 and ω3. Herring showed that the integral above, together with

eq. (15) and to the analogous relation for the reverse process, leads to the following

expression for the relaxation time:

(21)
1

τq1

∝
∑
ω2,ω3

∫
q1q2q3

(
n0
q2

− n0
q3

) ∂Δω

∂q2⊥
dS2,

where Δω = ω(q1 + q2)−ω(q1)−ω(q2) accounts for the departure from energy conser-

vation and q2⊥ is the component of q2 perpendicular to the surface S2. Even without

knowing the exact value of the normal derivative of Δω or the form of the energy con-

servation surface S2, it is now possible to derive two scaling laws for τ−1
q1

in the low and

high temperature regime.

Low temperature. At low temperature the scaling of the inverse of the relaxation time

is given by the celebrated Herring’s fifth power law [5]

(22) τ−1
q1

∝ qa
1T

5−a,

which is sometimes written as τ−1
q1

∝ ωaT b, with a+ b = 5. The exponent a depends on
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the lattice symmetry and has the form

(23) a = − lim
q→0

d ln τ(q, T )

d lnq
.

Its value has been calculated by Herring for different crystal geometries [5].

High temperature. At high temperature all modes are highly excited and transition

probabilities such as the one of eq. (16) depend on the temperature only though a linear

term in the n0 terms. Therefore one obtains

(24) τ−1
q1

∝ T−1.

2
.
1. Optical phonons. – The role of optical modes in anharmonic three-phonon scat-

tering processes has been thus far neglected. The reason is twofold: 1) acoustic phonons

have much larger velocities and they alone can often account for the thermal conductivity

of a material and for much of the underlying physics; 2) the foundations of the theory of

heat transport, because of the mathematical complexity deriving from including optical

phonons and because of the importance of acoustic phonons, often relied exclusively on

the latter. The prototypical example of this situation is the Debye model, which com-

pletely neglects the existence of optical phonons (and gives an approximate description of

acoustic phonons). In other contexts, approximations are invoked to simplify complicated

mathematical formulations. Above, for instance, we have developed a comprehensive the-

ory of anharmonic scattering that, up to eq. (17), included all phonons modes. Then,

however, to make sense of that complicated integral and to gain some physical insight, we

considered the limiting case of low energy phonons where the probability of a scattering

process was proportional to wave numbers.

The modern theory of heat transport, however, cannot be understood without optical

phonons. On the one hand, the scope of research in thermal transport and phononics [6-8]

has considerably broadened and many materials whose thermal properties cannot be

accounted for without optical phonons are routinely studied; let alone the fact that

phononic devices only seldom operate at those low temperatures were the approximation

of restricting to acoustic phonons is justified and lead to reasonable results. On the other

hand, the powerful machinery of numerical simulations makes it possible to treat all the

modes on equal footing and there is no longer any practical reason to exclude optical

phonons. Finally, optical phonons are central for many experimental techniques, such as

Raman spectroscopy and infrared spectroscopy.

To evaluate the effect of optical phonons on the anharmonic scattering one has to

consider that normally optical branches lie higher in energy than acoustic branches and,

as a general rule a + o � a processes (where a is an acoustic mode and o is an optical

mode) are forbidden because they cannot conserve the energy. Similarly, as optical modes

occupy a rather narrow frequency band, o + o � o processes too cannot conserve the

energy and three-phonon scattering event that involve optical phonons must include at

least one acoustic phonon. However, for optical modes that have not too high frequencies,
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processes of the kind of a + a � o are permitted and can contribute to the destruction

of heat carrying acoustic modes.

Therefore, while it is true that due to their low group velocities optical phonons

usually do not carry much heat, they can impact indirectly the thermal conductivity

by expanding the phase space of possible three-phonon processes that involve acoustic

phonons, beyond a+ a � a processes.

These considerations can be exploited to design materials with a tailor-made thermal

conductivity, which is in the end the ultimate goal of phononics. Jain and McGaughey [9],

for instance, showed how the mass ratio in binary compound semiconductors determined

the feasibility of certain three-phonon processes that involve optical phonons and that,

in turn, affects the thermal conductivity. The main control parameters are i) the a-o

gap, which is the difference between the maximum acoustic frequency and the minimum

optical frequency, ii) the acoustic (optical) width, which is the difference between the

maximum and minimum acoustic (optical) frequencies, and iii) the acoustic bunching,

defined as the maximum difference between the maximum frequencies of the three acous-

tic phonon polarizations. In particular they showed that the mass difference of the two

species affects the thermal conductivity by modifying the a-o gap, the acoustic-width

and their ratio. As the a-o gap widens, at first fewer a+ a � o processes are permitted.

Then, when the a-o gap becomes greater than the acoustic width these processes cannot

satisfy anymore the energy conservation selection rule and become forbidden. When this

happens, optical phonons can only scatter through a + o � o processes, while acoustic

phonons can still scatter through a + a � a and a + o � o processes. At this point,

widening further the a-o gap has minimal effect on the thermal conductivity, which is

then mainly affected by acoustic bunching, acoustic width, and optical width.

Similar arguments have been used to explain the reduction of the thermal conductiv-

ity in hexagonal polymorphs of various semiconductors with respect to the cubic poly-

type [10, 11]. In cubic Si, for instance, a + a � o scattering and a + o � a processes

involving only transverse acoustic modes are largely suppressed because at most of the

q-points the a-o gap is larger than the acoustic bandwidth and energy cannot be con-

served. The situation changes in lonsdaleite Si —a hexagonal polytype of Si— where low

and medium-frequency optical modes arising from the reduced symmetry of the unit cell

shrink the a-o gap and dominate the scattering rate.

3. – Impurity scattering

Crystals —according to Cambridge professor Colin Humphreys— are like people: it

is the defects in them which tend to make them interesting [12]. Certainly defects play

an important role in heat transport and in some temperature and frequency range they

can give rise to the dominant phonon scattering mechanism. At variance with electrons,

phonons are sensitive to a widespread class of defects, namely mass fluctuations of the

crystal lattice. Although isotope purification techniques exist, in practice every material

features a distribution of different isotopes, which have different masses. Natural Si, for

instance, is a mixture of three stable isotopes: 28Si (the most abundant, at 92.23%), 29Si
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(4.67%), and 30Si (3.1%) and the mass of 28.0855 that one finds when looking it up in

a periodic table is nothing else than the weighted average of those three masses. The

situation is even more complex in Ge, which has five naturally occurring isotopes, with

a much more distributed relative population and no dominating isotope: 70Ge (20.52%),
72Ge (27.45%), 73Ge (7.76%), 74Ge (36.52%), and 76Ge (7.75%). Mass defects have a

great importance and, as they occur naturally, they can even, up to some extent, be

considered as contributing to the intrinsic thermal conductivity of a material. Due to

their ubiquitous nature they are often, though erroneously, considered as the only lattice

defects that are relevant to phonon scattering, while this is not of course the case. We

can distinguish at least three classes of lattice imperfections:

– Mass defects;

– Intrinsic defects, such as vacancies, interstitials and antisites, and extrinsic defects,

where also the chemical identity changes;

– Extended defects: dislocations, stacking faults and grain boundaries.

We now briefly review the pioneering work of Klemens [13] on defect scattering, which,

under many aspects, is still a reference work nowadays. The energy of a harmonic crystal

is

(25) E =
∑
q

�ωq

(
N +

1

2

)
.

The normal modes are orthogonal and travel unperturbed. Real materials, however, are

not harmonic crystals and lattice waves are not true normal modes and can exchange

energy. Anharmonicities, as discussed in sect. 2, are one possible mechanism for such an

interaction, but not the only one. Static imperfections of the lattice also scatter phonons

elastically, fulfilling the following energy and momentum conservation laws:

ω1 = ω2,(26)

q1 = q2 +G.(27)

The situation is schematically depicted in the Feynman diagram of fig. 3, where a phonon

q1 is annihilated and a phonon q2 is created. Notice that defect-mediated scatter-

ing makes two-phonon processes possible, while anharmonic scattering required at least

three-phonon processes. In general, a crystal imperfection has a threefold contribution

to the perturbation energy. It alters a) the kinetic energy due to a mass difference,

b) the potential energy due to a change in the elastic constant of the bonds surrounding

the defect, and c) the potential energy due to an elastic strain field. Klemens tackled

separately each of these mechanisms [13] and worked out an expression of the matrix

elements that in the Fermi golden rule give the probability of converting a phonon q1

into a phonon q2, with ω1 = ω2 because of the conservation law of eq. (26).
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Fig. 3. – Feynman diagram for phonon-impurity interactions. Notice that the frequency of the
incoming and scattered phonons is the same, as a result of the conservation law of eq. (26).

In the following, because of their importance, we focus on the case of mass defects.

A mass defect is a substitutional impurity atom with mass M +ΔM , which is otherwise

identical to the rest of the atoms of the lattice that have mass M . Because of their

importance and of the conceptually simpler formalism, much of the theory of defect

scattering has been developed for this kind of static imperfections. Mass defects deserve

a special place in the review of scattering centers that we are conducting and their

importance can hardly be overestimated. Although isotopically purified materials can

be obtained by different isotope separation techniques, materials naturally feature a

distribution of various isotopes such that the phonon relaxation time of this scattering

process contributes to the intrinsic thermal conductivity, just like anharmonic scattering.

The study of mass fluctuations on phonon scattering was first tackled by Klemens [13].

That theory was later generalized by Tamura [14], who came up with expressions for

the relaxation time, which represent the state-of-the-art of our current understanding

of isotope scattering. The Hamiltonian of a system consisting of atoms arranged in a

perfect crystal lattice, where the only defects are substitutional isotopic atoms, has the

form

(28) H =
1

2

∑
αlσ

m(lσ)u̇2
α(lσ) + V2,

where the index l specifies the position of a unit cell and σ the atom inside the unit cell; α

runs over the three Cartesian directions. V2 is the harmonic potential which is quadratic

in the lattice displacement vector u. If the mass fluctuations introduced by the presence

of different isotopes are considered as a perturbation, we can write the Hamiltonian as

(29) H = H0 +HI

the sum of H0, the unperturbed Hamiltonian of the perfect crystal

(30) H0 =
1

2

∑
αlσ

m̄(σ)u̇2
α(lσ) + V2

and HI , which accounts for the presence of the mass defects

(31) HI =
1

2

∑
αlσ

[m(lσ)− m̄(σ)]u̇2
α(lσ) =

1

2

∑
αlσ

Δm(lσ)u̇2
α(lσ).
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In these equations we have introduced the average mass of σ atoms

(32) m̄(σ) =
1

N

∑
l

m(lσ) =
∑
αlσ

fi(σ)mi(σ).

Notice that we are assuming that interatomic forces do not change as a result of sub-

stituting an atom with an isotope of different mass and thus the harmonic potential V2

only appears in the unperturbed Hamiltonian.

The theory of mass defects that we are reviewing here was initially developed for the

case of Ge where, because of the large isotopic variability mentioned above, the most

interesting experimental results were obtained. Making thus use of the cubic symmetry

of the Ge lattice and assuming that isotopes are distributed randomly on the host lattice

sites, after some algebra, whose details can be found in ref. [14], one arrives at the

following expression for the relaxation time:

(33) τ−1 =
π

6
V0γω

2D(ω),

where

(34) γ =
∑
l

fi(σ)

(
1− mi(σ)

m̄(σ)

)2

and D(ω) is the phonon density of states.

Notice that if we use the Debye density of states in eq. (33) we recover the formulation

given previously by Klemens [13]:

(35) τ−1 =
1

4πv3
V0γω

4,

where the scattering of mass defects is described as a Rayleigh scattering, the process

that in optics describes the scattering originated by particles much smaller than the wave-

length of the radiation and that it is notoriously responsible of the blue color of the sky.

In the low frequency regime the density of states can indeed be satisfactorily described

within the Debye approximation and thus the relaxation time has a ω−4 dependence. On

the other hand, at high frequency the dispersion relation flattens as the wave vector ap-

proaches the zone boundary —a feature not captured by the Debye approximation—

and the density of states increases more rapidly than ω2, which results in a stronger

frequency dependence of the relaxation time, which is shortened much faster than ω−4.

The formalism of Tamura that we have here reviewed represents the most exhaustive de-

scription of our current understanding of mass defect scattering. However, the simplified

model of Klemens is still a very good approximation, because in the low temperature

range where defect scattering plays an important role with respect to the other scatter-

ing mechanisms, high frequency modes are not populated and the errors associated to

assuming a Debye density of states up to the zone boundary are small.
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4. – Boundary scattering

When a phonon hits the surface of a material it is scattered. This process is known

as boundary scattering and its lifetime depends on the size and dimensionality of the

material and on the atomic scale nature of the surface. Samples are finite and thus there is

always a boundary to scatter phonons, but of course in low-dimensional materials, such as

nanowires or nanoscale membranes, which are important in many phononic applications,

it plays a central role in determining the thermal conductivity. Whenever the mean free

path associated to anharmonic scattering is shorter than the characteristic size of the

material, boundary scattering becomes the dominant scattering mechanism. Simply put,

it is more likely that a phonon hits the surface of the sample rather than it is scattered

by other phonons. This happens at low temperature, where anharmonic scattering is less

efficient, and in low-dimensional, nanoscale materials, where surface-to-volume ratios are

higher and the probability of being scattered by a boundary is enhanced. Accordingly,

below a certain temperature the dominant scattering process is related to the boundaries

and this temperature increases as the characteristic size of the sample shrinks down.

This heat transport regime, where the thermal conductivity is entirely determined by

fully diffuse boundary scattering is known as the Casimir limit. A beautiful example

of this behavior is the dependence of the thermal conductivity on the temperature of

thin Si nanowires [15] of different diameters experimentally measured by Li et al. [16].

These results show that not only the thinner are the wires, the larger the temperature

range where boundary scattering determines the thermal conductivity, but also that

the functional dependence of κ(T ) changes. In bulk, millimetric samples the thermal

conductivity has a T 3 dependence, which is roughly followed by the thicker nanowires.

However, as the diameter decreases the slope of the κ(T ) curve is smoothed and it

becomes linear with the temperature for the thinner nanowires. The importance of

boundary scattering was recognized in the early work of Casimir [17], who showed that

it is possible to account for it with the following remarkably simple expression for the

associated relaxation time

(36) τ−1
B =

v

Leff
,

where Leff is an effective dimension of the sample and v, although taken to be con-

stant and equal to the sound velocity of the material in the original paper by Casimir,

is the (frequency dependent) phonon group velocity. Leff accounts for the size and

dimensionality and has been calculated to be

(37) Leff = 1.12
√
A

for a sample with square cross-section A,

(38) Leff = D
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for a nanowire of diameter D, and

(39) Leff = 2.25h

for a thin film of thickness h.

The atomic structure of the surface where boundary scattering takes place has a great

importance. Clearly, it is not the same to be scattered by a perfectly flat surface or by

a rough one. This fact is usually accounted for by correcting the effective length with a

specularity factor 0 < p < 1, which takes the value 0 for maximally rough surface that

results in a fully diffusive scattering and the value 1 for specular scattering. A compre-

hensive theory of phonon scattering by a randomly rough surface is still lacking and the

specularity factor is often a phenomenological quantity that qualitatively describes the

surface polish and in numerical modeling is typically taken as an adjustable parameter.

An expression for p can be derived in some limiting case. If the correlation length of the

surface roughness, L, is much larger than the phonon wavelength, qL � 1, the specu-

larity reduction amounts to 4η2q2, where η is the rms of the surface roughness and q is

the phonon wave vector, in agreement with the Kirchoff approximation [2,18,19]. In the

opposite limiting case of deeply subwavelength scatterers, qL � 1, on the other hand,

the probability of diffuse scattering scales as q4, similarly to Rayleigh scattering, and

the specularity reduction is proportional to η2q4L. In a recent paper Maznev has gone

beyond these limiting cases and discussed the dependence of the specularity factor on

whether the medium is solid or liquid, and in the former case on whether the incident

wave is longitudinal or transverse [20].

5. – Thermal transport beyond Fourier

It is well known that the diffusive thermal transport described by Fourier reproduces in

general the steady-state experimental data in bulk samples [21] and alloys [22], where the

mean free path (MFP) is significantly shorter than the characteristic length of the sample.

The advances in technology and development of new experimental techniques to both

prepare and measure experimental samples have highlighted that Fourier’s law is not

always valid to describe the thermal transport [23-29]. This can happen when the samples

or devices are very small (sub micrometer scales) or when the operation conditions vary

quickly (∼ THz). In these situations different transport regimes can emerge, like ballistic,

hydrodynamic, superdiffusive transport, or a combination of all of them (see the sketch

in fig. 4).

The phonon ballistic transport appears when the intrinsic phonon MFP is larger than

the sample size. Here the phonons travel through the sample without suffering any

scattering event. In such circumstances the measured thermal conductivity is smaller

than the bulk one due to the fact that the MFP Λq has been reduced due to the finite

size, in contrast of what would be expected from electronic ballistic transport theory. As

κq ∝ Λq, the smaller the Λq the smaller the κq.
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Fig. 4. – Sketch of diffusive (Brownian motion), superdiffusive (Lévy flight), ballistic and hy-
drodynamic transport [30,31].

From first principles calculations, we know that the phonon spectra spans a large

range of time and space scales, and therefore the distinctions from diffusive, ballistic or

other transport regimes need to be treated carefully, as all of them can coexist in the same

sample. For instance, in samples with complex geometries hydrodynamic effects can be

observed close to the edges while in homogeneous parts the transport remains diffusive.

In order to understand the thermal transport beyond Fourier, conservation laws and

thermodynamic constraints should be revised, modifying then the relaxation processes of

individual phonons. Doing so, memory and non-local effects will appear naturally in the

transport equations, as it has been shown in recent works through the Truncated Lévy

Flights (TLF) model [32] based on superdiffusivity or in the Extended Irreversible Ther-

modynamics (EIT) [33] and the Kinetic Collective Model (KCM) [21], whose framework

is phonon hydrodynamics. In addition, analogously to electronic transport, Landauer

equation can be used to describe pure ballistic thermal conductance [34].

5
.
1. Memory and non-local effects . – Spatial and temporal memory effects appear

when thermal transport is evaluated at times or sizes of the order of the mean free time

(MFT) or MFP of the heat carriers. In such situations the heat flux in one point at a

certain time depends on the heat flux of its surroundings and at earlier times. These are

the so-called memory and non-local effects.

As we have seen in sect. 1, in Fourier diffusive transport the heat transport and the

thermal energy are related by

(40) Q(r, t) = −κ∇∇∇T,

where Q is the heat flux, κ the thermal conductivity and ∇∇∇T the temperature gradient.
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In situations where memory and non-local effects appear, eq. (40) is no longer valid.

From the EIT [33], by including more orders of the momentum conservation, a more

general transport equation taking into account these effects can be obtained:

ė = −∇Q(1),(41)

τQ̇(1) +Q(1) = −κ∇∇∇T +∇ ·Q(2),(42)

τ(2)Q̇
(2) +Q(2) = −
2(2)∇Q(1) +∇ ·Q(3),(43)

τ(3)Q̇
(3) +Q(3) = −
2(3)∇Q(2),(44)

where e is the internal energy, Q(1) = Q is heat flux, Q(2) the flux of the heat flux, and

Q(3) represents a higher-order flux. The parameters 
(i) and τ(i) correspond to different

order characteristic lengths and relaxation times. These set of equations represent the

evolution of the heat transport at different moment orders, and define a full framework

to deal with thermal transport in presence of memory and non-local effects [35, 33,36].

With a little algebra, combining the second moment equation, eq. (42), with the first

moment equation, eq. (43), we obtain

(45) τQ̇(1) +Q(1) = −κ∇∇∇T + 
2(2)

(
∇2Q(1) + 2∇∇∇∇ ·Q(1)

)
,

where we have considered Q̇(2) = 0 and Q(3) = 0 as a first-order approximation. Equa-

tion (45) is a general hydrodynamic heat flux equation that includes memory (time

derivative term) and non-local effects (Laplacian term).

In the second half of the last century, Guyer and Krumhansl [37,38] solved the Boltz-

mann Transport Equation (BTE) in a suitable basis in the normal (N) process collision

vector space for each moment representation of the distribution function. This formalism

allows to obtain expressions for energy and momentum conservation. Those equations

can be evaluated in the limits where resistive (R) or N scattering processes dominate.

The first limit is the so-called kinetic limit, and the latter the collective one. This for-

malism was forgotten for several years until at the beginning of this century De Tomás et

al. recovered it [21,39,40] to express their equations in a simpler formalism, and more re-

cently dealing with first principles calculations [41,42], in the so-called Kinetic Collective

Model (KCM), named like that after the two limits defined by Guyer and Krumhansl.

According to their expressions, in the kinetic limit when R processes dominate (R � N)

Fourier’s law for heat transport is recovered. On the contrary, in the collective limit

when N processes dominate (N � R) a more complex equation is obtained:

(46) τC
dQ

dt
+Q = −κ̂C∇∇∇T + 
2C(∇2 + 2∇∇∇∇·)Q,

where τC is the phonon relaxation time, κ the thermal conductivity and 
 a non-local spa-

tial scale defined as 
2C = 〈c2τN 〉〈τC〉 in the isotropic case. This defines a hydrodynamic

heat flux equation in the collective regime. Indeed, in more recent works it has been
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demonstrated that considering higher orders in the kinetic regime for the momentum

conservation an equivalent expression to eq. (46) is obtained, just replacing the subindex

C ⇐⇒ K . For more details about how all the terms are calculated the interested reader

is referred to refs. [41, 43,44].

This hydrodynamic equation in the kinetic regime can be obtained as well through

gray medium models. In this case the crystal is idealized by a single-phonon relaxation

time and MFP. Vermeersch et al. demonstrated that by a simple 1D analysis of a two-

phonon channel of the BTE, a heat transport solution including memory and non-local

effects can be obtained. Their analysis consists in studying the response of a single pulse

P (ξ, s) in the Fourier-Laplace domain of P (x, t), considering that the low frequency chan-

nel (1) governs the thermal transport, and the other, corresponding to high frequency,

governs the heat capacity:

(47) P (ξ, s) �
[
s+

D0ξ
2

1 + ξ2Λ2
(1)

]−1

,

where Λ(1) corresponds to the MFP of the low frequency phonon, and D0 is the thermal

diffusivity. By doing the inverse Fourier transform of the pulse and using the energy

conservation relation

(48) ∂Q(x, t)∂x+ ∂P (x, t)∂t = δ(x)δ(t)

together with the initial conditions, the temporal and spatial evolution of this pulse can

be expressed as

(49)
∂Q(x, t)

∂t
+Q(x, t)− Λ2

(1)

∂2Q(x, t)

∂x2
= −κ0

∂ΔT (x, t)

∂x
, for t � τ.

One can observe that three different derivations lead to the same type of hydrody-

namic heat equation, eqs. (45), (46), (49), which is a strong indication of the presence of

this phenomena in actual heat transport.

6. – Phonon hydrodynamics

A generalization of the Fourier’s law including memory and non-local effects has been

obtained from both thermodynamic and BTE frameworks [37, 38, 33, 43]. Using the

previous heat transport equations, considering steady state Q̇ = 0, strong geometric

effects (spatial variations of Q are higher than Q itself) Q � 
2∇2Q, and neglecting the

term 2∇∇∇∇ ·Q(1), eq. (45) reduces to

(50) ∇2Q = κ0/

2∇∇∇T.

The latter expression is analogous to Navier-Stokes equation of a fluid doing the

analogy Q ⇔ v, T ⇔ p and η ⇔ 
2/κ0, where v is the velocity, p the pressure and η the
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shear viscosity. For simplicity 
(2) = 
. This analogy is the responsible of the emergence

of the name phonon hydrodynamics.

The hydrodynamic equation can be solved analytically for simple geometries like

cylinders, slabs or thin films [36,45,46]. For instance, for a cylindrical geometry, the heat

flux in the cross-section can be expressed as

(51) Q(r) =
κ0ΔT

4
2L
(R2 − r2),

which is equivalent to a Poiseuille-like equation for the heat flow, where non-slip con-

ditions (v = 0, i.e. zero tangential flux on the wall) have been considered. This allows

defining an effective thermal conductivity as

(52) κeff =
κ0R

2

8
2
=

κ0

8Kn2
,

where Kn = 
/R is the Knudsen number and R and L are the radius and length of the

sample. Equation (52) is derived for a cylindrical geometry in analogy to the flow in a

pipe. This expression shows a dependence κeff ∝ R2 as a result of imposing non-slip

condition at the walls. Thanks to experimental results it has been demonstrated that

κeff ∝ R for small samples, where R � 
. In order to obtain this trend it is enough to

include a slip boundary condition, also known as Maxwell boundary condition, like:

(53) QB = C


(
∂Q

∂r

)
r=R

,

where C is a parameter that might depend on the geometry and the roughness of the

sample, and it is related to the reflectivity and the diffusivity of the surface. By solving

eq. (51) with slip boundary conditions for cylindrical geometry, the effective thermal

conductivity takes the form [47]:

(54) κeff =
κ0

8Kn2
[1 + 4CKn] ,

where now we obtain a non-zero flux on the walls in a certain X-Y region, defining a

curve heat flux profile, as shown in fig. 5.

Now eq. (54) agrees with the experimental observations. For small samples where

R � 
, Kn � 1, eq. (54) leads to a linear dependence of R on the thermal conductivity.

The region where the heat flux can feel the effect of the boundary is the so-called Knudsen

layer, which has a penetration of the order of 
.

From this derivation we can conclude that hydrodynamic effects will be visible when

the boundaries play an important role in heat transport. This will be observed specially

in sub-micrometer samples and in any sample with sub-micrometer features, like metallic

heaters or holes.
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Fig. 5. – Heat flux profile with slip boundary condition [36].

The boundary conditions for simple geometries are rather easy to control, but in more

complex geometries are still far to be fully understood. In this sense a combination of

first principles calculations and thermodynamics through finite elements modeling can

shed new light on the topic [48-50,43].

7. – Ballistic transport

As a general idea, the opposite limit of the classic diffusive thermal transport, is

the ballistic transport. In this case it is assumed that phonons can move inside the

material without suffering any scattering process. In order to evaluate how this phonons

contribute to the thermal conductance one can refer to the Landauer framework for

which, in analogy to electrons, the total thermal conductance can be expressed as [51]:

(55) C =

(
k2bTπ

2

3h

)∫
Wphd(�ω),

where k2bTπ
2/3h defines the quantum of conductance. Wph is the window function de-

fined as

(56) Wph =
3

π2

(
�ω

kbT

)2(
− ∂n0

∂(�ω)

)
,

where, in the case of phonons, n0 is the Bose-Einstein distribution function. The terms

can be rearranged and the thermal conductance can be expressed as

(57) C =
1

2πkbT 2

∫
(�ω)2

ex

ex − 1
dω,

where x = �ω/kbT .

In the framework of the BTE the contribution to thermal conductivity of each ballistic

phonon will be limited for the sample size. Therefore a phonon that in an ideal infinite

sample has a contribution κq(Λq) = Cv,qΛqvq, for a real finite sample of size L the
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Fig. 6. – Accumulated thermal conductivity as a function of mean free path (MFP) for silicon
samples with different size L [44].

contribution will be κq(L) = Cv,qLvq. As by definition in ballistic transport L < Λq,

the thermal conductivity will be smaller (κq(L) < κq(Λq)).

In fig. 6 the accumulated thermal conductivity for bulk silicon (L = ∞), L = 830 nm

and L = 56nm is represented. It can be observed that the phonons with a MFP larger

than L travel ballistically through the sample and do not contribute to thermal conduc-

tivity beyond the sample size L. In the case of bulk samples, the maximum value of

MFP is limited by the intrinsic phonon MFP.

8. – Superdiffusive transport

As we know from recent first principles calculations, the phonon MFP and MFT can

span several orders of magnitude [52,53,41,22], and therefore we can find systems where

some phonons can be ballistic and other diffusive, or even in a transition regime between

them. This transient regime is known as superdiffusive or quasi-ballistic regime. New

experimental techniques using alternate current sources with a modulated frequency are

able to excite different energy phonons at different time scales and then phonons with

certain MFT can be studied [30, 54]. The starting point to study such phenomena is

usually the Maxwell-Cattaneo equation:

(58) τ
∂2T

∂t2
+

∂T

∂t
= χ∇2T,

which gives temperature T in terms of time t, where τ is the MFT of phonons and χ

is the thermal diffusivity of the sample. This expression provides more insight on the

ballistic to diffusive transition. In the diffusive regime τ ∂2T
∂t2 � ∂T

∂t and the diffusion
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Fig. 7. – Renormalized MSD obtained from the BTE for Si, SiGe and InGaAs [32].

equation is recovered. When the inertial terms are important, τ ∂2T
∂t2 � ∂T

∂t and the wave

equation is obtained.

In the simple picture described by the Maxwell-Cattaneo equation the transition from

diffusive to ballistic transport occurs at the same time for all the phonons. Now we know

that this is not true, as each phonon has its own MFP and MFT [52, 53, 41, 22], and

therefore ideally it would be necessary to solve eq. (58) for each phonon mode in order to

reproduce the real effects. As this procedure would generate an extremely large number

of equations the TLF model has been proposed as a framework to deal with this diffusive

to ballistic transition.

8
.
1. The truncated Lévy flight (TLF) model . – In the TLF framework the effect of the

different phonon time scales is captured by quantifying the deviation from the diffusive

behavior at short time scales using fractal exponents, which are calculated from the

scaling law of the accumulated thermal conductivity in terms of MFP [32]. The key

point of this model is to take into account that energy carriers are not independent, but

are related by the energy conservation. The 1D transport equation for a single pulse

with thermal energy density P (x, t) with fractional exponents is expressed as

(59)
∂βP (x, t)

∂tβ
= Dαβ

∂αP (x, t)

∂|x|α ,

where α and β are the fractal space and time dimensions of the superdiffusion transport

regime, respectively. In a pure diffusive regime P0(x, t) = Cv,0T , being Cv,0 the specific

heat and T the temperature.

Figure 7 represents the temporal evolution of the heat transport through the nor-

malized mean-square displacement (MSD) of the thermal energy with time [55]. A su-

perdiffusive regime governed by a fractal exponent can be appreciated in the time space
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between 1 ps and 10 ns for SiGe and between 10 ps and 1 ns for InGaAs. It can be appre-

ciated that there is a transition from a ballistic regime at very small times (t < 10−12 s),

where σ2 ∼ t2, to a diffusive regime σ2 ∼ t for t > 10−8 s. In InGaAs and SiGe, this

transition can be expressed by σ2 ∼ tβ , while in Si there is a smooth transition without

any clear exponent. A full discussion of the relation of the fractal exponents to the dom-

inant scattering mechanism can be found in ref. [22]. From this, it can be concluded that

in the diffusive limit α → 2 and β → 1, in the ballistic limit α → 1 and β → 2, while in

the superdiffusive transition the exponents will be fractal.

By using the TLF model it is possible to characterize the diffusive, ballistic and the

quasi-ballistic regime, but geometry (non-local) effects from phonon hydrodynamics are

neglected. A model including all these transport regimes will be necessary in order to

fully understand the heat transport to further improve in the development of electronic

and thermal devices.

9. – Conclusions

In this paper we have provided a general introduction to phonon transport in crys-

talline solids, focusing on the most important scattering processed and discussing the

different transport regimes. Understanding how phonons propagate is essential to allow

controlling and manipulating them and have important implications in renewable energy

applications —such as vibrational energy harvesting [56] and thermoelectricity [57]—

and for the implementation of a phonon-based logic, where information is transmitted

and processed by heat carriers [6-8].
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J.-H., Koh Y., Ye P., Alvarez F. X. and Shakouri A., Nat. Commun., 9 (2018) 255.
[55] Vermeersch B., Mohammed A. M. S., Pernot G., Koh Y. R. and Shakouri A.,

Phys. Rev. B, 90 (2014) 014306.
[56] Pop E., Nano Res., 3 (2010) 147.
[57] Benenti G., Casati G., Saito K. and Whitney R. S., Phys. Rep., 694 (2017) 1.

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Proceedings of the International School of Physics “Enrico Fermi”
Course 207 “Advances in Thermoelectricity: Foundational Issues, Materials and Nanotechnology”,
edited by D. Narducci, G. J. Snyder and C. Fanciulli
(IOS, Amsterdam; SIF, Bologna) 2021
DOI 10.3254/ENFI210005

Past and present of metal chalcogenides, oxides,
Heusler compounds and Zintl phases
as thermoelectrics: A brief summary

Marisol Martin-Gonzalez

Instituto de Micro y Nanotecnoloǵıa, IMN-CNM, CSIC (CEI UAM+CSIC)
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Summary. — The development of high–figure-of-merit (zT ) thermoelectric mate-
rials has become a need to fight environmental problems such as global warming,
climate change and to save scarce non-renewable energy, such as oil. In the XXI
century, the improvement in the knowledge of how nanostructuration alters and
improves the properties, improvements in the band structure calculations, etc. are
helping to obtain materials with much higher zT s. This review tries to give a short
overview of the state of the art of metal chalcogenides, oxides, Heusler compounds
and Zintl phases.

1. – Metal chalcogenides

These compounds take the name from their composing elements which are one or more

chalcogen, that is, S, Se or Te and a metal. They have a less ionic character than the

metal oxides and, in particular, those formed with metals of the p-block of the periodic

table (Bi, Pb, Sn, etc.) are the most studied semiconductor materials for thermoelectric

applications. This is due to the fact that they have electronic properties that can be

tuned for different applications at different temperature ranges and, moreover, they have

an intrinsically low thermal conductivity [1-4]. We will review the different kinds of metal

chalcogenides in detail next.

c© Società Italiana di Fisica 61
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1
.
1. Bismuth chalcogenides . – The most relevant member of this family, bismuth

telluride (Bi2Te3), is one of the best materials for applications around room temperature,

and it has been commercialized to this end since the ‘50s [5-7]. It was discovered in 1815

in Norway, with its mineral form: tellurobismuthite [8]. This material, along with its

alloys, some of which are p-type, as Bi2−xSbxTe3 or n-type, such as Bi2Te3−xSex, have

been used for thermoelectric applications for years [7,9,10]. All of them have in common

a layered structure of different elements, in which some of those layers are kept together

due to Van der Waals forces, and this peculiarity gives them their high anisotropy and

their good performance for thermoelectricity. One of the main drawbacks of this family

of materials is that both tellurium and bismuth are not abundant on Earth, which should

be taken into account when designing devices based on them [11].

They can be synthesized in various ways. Given their low melting point, they can be

obtained as single crystals via the Bridgman method, although other techniques such as

zone melting can be used [7]. In order to obtain polycrystalline samples, dense pellets

can be sintered from the powder of the constituent elements, which produce samples

with improved mechanical properties [12]. Although the first studies by Goldsmid of

Bi2Te3 date from 1954 [5], and there followed a quick research on the ternaries as best

materials for low-temperature applications, with zT around 1 at RT for both p-type

Bi2−xSbxTe3 and n-type Bi2Te3−xSex [13-15], there was no significant progress for a

long time, until quite recently, when new approaches to obtain nanostructured materials

with low thermal conductivity appeared in the field, such as Poudel in 2008 where the

phonon scattering was increased thanks to the increased number of grain boundaries and

a zT of 1.4 at 373K was reached [16]. Another interesting approach was the incorporation

of grain boundary dislocations proposed by Kim et al., reaching a value of 1.9 in zT at

323K [17], although this value has not been reproduced by any other group.

1
.
2. Lead chalcogenides . – Another metal chalcogenide that has been used for decades

in RTGs with applications in mid-range temperatures (600–800K) is heavily doped

PbTe [18, 19]. It was discovered in 1845 in the altaite mineral [20], which is quite rare

compared with galena (PbS). The main drawback with these compounds (PbTe, PbSe

and PbS) is that lead is more toxic, and several countries, such as those belonging to the

European Union, are trying to minimize or even avoid its use.

Lead chalcogenides are usually synthesized by melting in sealed quartz tubes and

then sintered. In order to improve their mechanical stability, which is quite poor in the

case of PbTe [21, 22], they are usually altered using eutectic mixtures such as PbTe-

Si [23] or PbTe-Ge [24], to prevent crack propagation. This is important to achieve good

performances in the thermoelectric modules, which are exposed to thermal gradients

when in use. The first studies of these materials for thermoelectricity was performed

by Seebeck in PbS, and then, a century afterwards, Ioffe described their properties in a

whole [19,25-27]. Nowadays it is considered that the zT for optimized lead chalcogenides

is around 1.4 and 1.2 for PbSe n- and p-type, respectively [28-31]. As in the case of

bismuth chalcogenides, the most recent progress in the field of lead chalcogenides was

achieved through the nanostructuration of the materials and the reduction in the lattice
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thermal conductivity, such as the results from Hsu in 2004, where a solution of PbTe

and AgSbTe2 exhibited a zT of 1.7 at 700K [32]. In these materials there have been also

improvements in their thermoelectric performance due to band-structure engineering,

modifying the bands by alloying, as it has been shown for PbTe alloyed with Se [33] or Na-

doped PbTe0.85Se0.15 [34-36]. A surprisingly high zT obtained in this materials has been

2.2 at 915K, reported by Biswas et al. in a Na-doped Pb1−xSrxTe which incorporated all-

scale hierarchical architectures [37]. Following this work, but modifying the amount of Sr

in the final material, a record value as high as 2.5 at 923K of zT has been reported [38].

1
.
3. Copper selenide and tin selenide. – Copper chalcogenides were studied first by

Becquerel, who realized their high thermopower [39], followed by more studies in the ‘60s

by 3M, where they concluded that the high mobility of the Cu ions, when exposed to an

electric field, produced the decomposition of the material and rendering it not suitable

for thermoelectric applications [40,41]. Nevertheless, its low cost made it interesting and

further studies were carried out, mainly focused on the phase transition at around 400K

that this material undergoes, where it changes to a superionic conductor of ultralow

thermal conductivity and zT of 1.5 at around 1000K [42]. In the case of SnSe, it has

attracted much attention only five years ago (in 2014), when it was shown a zT as high as

2.6 at 923K for single crystals, which arises from a particular structural anisotropy and

an ultralow thermal lattice conductivity [43]. The main advantage of these materials

is that they are cheaper and less toxic than lead-based systems [44, 45]. SnSe has a

reversible second-order phase transition at around 750–800K, which makes it difficult

to synthesize. Usually single crystals are obtained with the Bridgman method. SnS has

also been studied, but its thermoelectric performance is lower than SnSe.

In 2014 a zT value of 2.6 at 973K was reported by Zhao et al., which was caused

by an ultralow thermal conductivity of the material due to a highly anisotropic bonding

along the measured direction [43]. Other studies have shown that at the phase transition

temperature, a dramatic enhancement in the PF is obtained, while the performance at

low temperatures can be improved if the material is heavily doped, for example with Na

(for p-type) [46], reaching values of zT of 1.34 in the range of 300–773K. Other record

values obtained are zT of 2.2 at 733K in Bi-doped SnSe and 2.7 at 773 for Br-doped

SnSe [47,48].

1
.
4. Rare-earth and complex ternary chalcogenides . – For applications over 1000K,

the best thermoelectric materials are rare-earth chalcogenides, such as La3−xTe4, which

offer high thermal stability at those temperatures [49,50]. Finally, the latest results in the

study of metal chalcogenides have been the study of binary and ternary chalcogenides,

which thanks to their complex structures, offer an ultralow thermal conductivity. Since

then, with the aid of solid-state chemistry to design and select the compounds to be

studied, different ternary chalcogenide systems which show zT values over 1 due to

their ultralow thermal conductivity and complex structures have been reported, such as

AgBi3S5 [51] or CsAg5Te3 [52].
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2. – Metal oxides

In the case of metal oxides, their main advantage for being used as thermoelectric

materials is not their performance, which is in general quite modest, but their suitability

for high-temperature applications, where other materials may suffer melting, or decom-

position, or oxidization. Another advantage that they present is that in general, metals

are abundant in the earth crust and cheap, and the fabrication of the metal oxides can

be made in large amounts by solid-state reactions or direct synthesis followed by com-

paction, which is also a low manufacturing cost. Among their properties, they usually

have large carrier mobilities which are an advantage, but they also have high values of

thermal conductivity due to the strong bonding in the metal oxides and the small atomic

mass of oxygen. Different families of metal oxides, such as layered cobaltites and oxy-

selenides are the best materials for p-type thermoelectric oxides, allowing decoupling of

the transport properties. The n-type materials are mostly Ruddlesden-Popper phases

and zinc oxides, which for the moment are promising but do not show the same high

performances.

2
.
1. Layered cobaltites . – The best compounds of this family are NaCo2O4 and

Ca3Co4O9. In fact, NaCo2O4 crystals were the first metal oxides proposed for ther-

moelectric applications, when Terasaki discovered their high power factor in 1997 at

1323K [53]. The structure of this metal oxide is layered, with the electrical transport

occurred in the CoO2 layers and the Na+ cations behaving as phonon-scattering centers

between the layers, producing a reduced thermal conductivity [54]. All of this combined

gives it an overall zT of 1. Different ways of modifying the thermoelectric properties

are the variation of the valence cation, as in the so-called misfit-layered alkaline earth

cobaltite Ca3Co4O9 [55, 56], or by doping with Bi, Ba, Fe, etc. [57]. For instance, a

record zT of 0.74 at 800K was presented by substituting Ca partially with Tb [58].

2
.
2. Layered oxyselenides . – These compounds contain oxide and selenide anions, and

by varying the cation composition the thermoelectric properties can be relatively tuned.

They have been studied in the past as potential semiconductors [59], optoelectronics [60],

and since 2010, as potential thermoelectric materials [61]. They usually have low Seebeck

coefficient and low carrier concentration, although higher values such as −130μV/K

have been found in materials as LaFeAsO at 100K [62], which can be due to a certain

2D electron confinement in the FeAs layers or even to electron correlation. Another

material of this family, BiCuSeO, also presents a Seebeck coefficient of 350μV/K at

room temperature and of 425μV/K at 923K, which has led to a record zT of 1.4 at

923K [63].

2
.
3. Ruddlesden-Popper phases . – Those phases can be described as layered per-

ovskites with interlayer cations, with the form An+1BnX3n+1, being n the number of

layers in each octahedral, A and B cations and X an anion. SrTiO3 shows large Seebeck

coefficient, and its insulating nature can be tuned by substitution with La3+ or Nb5+

to semiconducting or metallic [64]. Although the zT of perovskites is not very high due
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to their high thermal conductivity, there are different strategies that can be followed

to increase it, such as structural deformations. But the record zT value obtained in

these materials corresponds to a superlattice structure in which the electrons suffer a 2D

confinement, obtaining a zT of 2.4 at room temperature [65].

2
.
4. Zinc oxides . – Zn and O are both abundant and cheap, and ZnO presents a

high power factor at room temperature. Nevertheless, as it is the general case with

metal oxides, it also presents a high thermal conductivity, which decreases at high tem-

peratures, going from 40W ·m−1 ·K−1 to around 5W ·m−1 ·K−1 at 1000K, thanks

to an anisotropic thermal expansion that occurs when increasing the temperature. In

order to reduce the thermal conductivity without affecting the Seebeck coefficient or

electrical conductivity, several routes have been explored. One such example is the in-

troduction of a secondary phase as a nano-precipitate. For instance, the introduction

of Al-nanocomposites reduces the thermal conductivity to 2W ·m−1 ·K−1 at 1000K

producing a zT of 0.44 at this temperature [66]. Another route is the combination of

nanostructuration with selective doping or co-doping, which has resulted in values of zT

as high as 0.65 for temperatures of 1247K [67].

3. – Heusler compounds

These compounds, which present an elemental formula X2YZ, were discovered in 1903

by Fritz Heusler [68]. There is also a variant, called Half-Heusler (HH), which adopts

an XYZ formula (with vacancies on the X site) and consists of three face-centred cubic

sublattices which are interlaced. To date, only a handful of HH compounds have been

characterized from the thermoelectric point of view, which suggests that there can be

many other possible candidates among them. HH compounds contain elements of high

melting points, such as Hf, Ti, Ni, or Co (all above 1500K) combined with others of

lower melting points as Sn or Sb, both below 100K. Therefore, in order to synthesize

these HH compounds, high temperatures of alloying are necessary. Arc melting, induced

heating, melt spinning or spark plasma sintering are also used [69-73], as well as mi-

crowave oven processes [74]. All these methods have to be followed by additional heat

treatments at temperatures over 100K for several days with subsequent quenching into

ice water to eliminate secondary phases [75]. The resulting materials have high thermal

and mechanical stability [76]. In the HH compounds, one has the possibility of substitut-

ing the different elements of each of the three sublattices individually, which gives them a

high tunability. The only drawback that they present is their high thermal conductivity,

which can reach values of 10W ·m−1 ·K−1 [77-81].

3
.
1. N-type MNiSn and p-type MCoSb (M = Ti,Zr,Hf). – Firstly, it was established

by Aliev et al. that their bandgaps, in the case of MNiSn, were narrow, of 0.12, 0.18

and 0.22 eV for M = Ti, Zr, and Hf, respectively [82], and then it was shown that

they exhibited large Seebeck coefficient values [83]. Given that the main concern for

their use as thermoelectric material was then their high thermal conductivity, different

alloys were studied to reduce it. For instance, Zr1−xHfxNiSn showed a reduction in
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thermal conductivity while preserving the power factor [77]. It was also shown that the

thermal conductivity depends on the annealing treatments performed in the samples.

Another path to reduce the thermal conductivity was to increase the phonon scattering

by introducing disorder in the X-sites. Following this route, a zT of 0.7 at 800K [84] or

0.8 at 1073K [85] was obtained. The highest obtained value was 1.5 at 700K [86], but this

value has not been successfully reproduced to date. Finally, the thermal conductivity can

also be reduced if, like in the work of Shutoh in 2005, a phase decomposition between a

Zr/Hf-rich and a Ti-rich phase takes place, obtaining a zT of 1.2 [87]. In the case of p-type

compounds, the thermal conductivity is twice or three times larger, and thus its reduction

is under study nowadays, such as through nanostructuration of these HH (see for instance

reviews on the subject) [75,88,89] or increasing the phonon scattering by increasing the

differences in mass and size of the composing elements, as done by Yan et al. in p-type

HH Hf1−xTixCoSb0.8Sn0.2, where a zT of 0.9 at 973K was obtained [90]. Currently, the

highest zT obtained in HH was 1.2 at 983 for p-type Co-based HH compounds [91], by

tuning the elements for obtaining the highest phonon scattering and at the same time,

the best electronic properties.

3
.
2. RFeSb (R = V and Nb). – These are HH compounds with abundant constituent

elements and thermoelectric properties promising for high-temperature applications. For

instance, n-type VeFeSb has a high PF, but as in the case of the previously commented

materials, it also has a large thermal lattice conductivity [92,93]. Different improvements

through alloying [93] or nanostructuring [94, 95] have been pursued, but the final zT

obtained has only been of 0.33 at 650K. In the last years, p-type RFeSb solid solutions

have been studied as p-type TE materials, obtaining a much higher zT of 0.8 at 900K

when Ti is used as dopant [96] or even 1.1 at 1100K Ti-doped NbFeSb [97]. These results

were obtained by combining band engineering to reduce the effective mass along with a

reduction of the thermal lattice conductivity. The highest zT obtained in these kinds of

HH has been 1.6 at 1200K reported by Yu et al. in a Ta alloyed (Nb1−xTax)0.8Ti0.2FeSb

solid solution.

3
.
3. L21 Heusler compounds . – There are several promising families of half-metallic

Heusler compounds which present the L21 structure. For instance, the family TiCo2Z,

where Z can be Al, Si, Ge or Sn, presents a Seebeck coefficient that is constant for a wide

range of temperatures, being also high for a metallic system [98-100]. This also makes

it a promising material for the combination of thermoelectric effect and half-metallic

ferromagnetism for the novel research field of spincalorics [101, 102]. Another family

with this structure is Fe2Val, which has a DOS shape that abruptly changes in both the

valence and conduction band, being the Seebeck coefficient highly increased when the

Fermi level is shifted through doping [103-105]. Moreover, the sign of the Seebeck depends

on the content of V, being good n-type materials those which are V-rich and p-type those

V-deficient [103]. Nevertheless, the high values of their thermal conductivity have not

permitted, to date, to obtain high-zT materials based on this family of compounds,

although concepts such as combining their high power factors with the phase separation

concept could enhance their performances and are current subjects of research.
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4. – Zintl phases

These materials can be described as covalent-bonded polyanions which are surrounded

by cations that give their valence electrons in order to obtain overall charge balance [106-

108], being composed by cations such as Na, Ca and Yb. They have been studied

for over one century since in 1928 Eduard Zintl synthesized and characterized a set of

intermetallic phases with the shine finish of metals but the structure of a salt crystal [108].

The different Zintl phases have different polyanion dimensionalities, having from isolated

0D polyanions in Yb14MnSb11 [109], to 2D anionic Zn2Sb2 layers in YbZn2Sb2 [110]

and 3D cation structures for Ga and Sb in BaGa2Sb2 [111]. Their appearance in the

thermoelectric field is quite recent, and most of the interesting materials for this field

are actually those in the boundaries of the chemistry of Zintl phases, such as those

containing intrinsic defects (Ca9Zn4+xSb9, with interstitial defects [112] or Yb1−xZn2Sb2
with vacancies [113]) or covalently bonded polyanions with a marked ionic character, such

as Mb3Sb2 [114]. Actually, the first studies of these materials for thermoelectricity are

from 2005, when Gascoin et al. reported a zT of 0.55 at 750K for CaxYb1−xZn2Sb2 [115].

The Zintl phases cannot be synthesized by melting and annealing, given that those

ternary pnictides have sometimes very high melting points which are incongruent or the

cations are reactive in the sealed ampoules. Therefore, the most convenient and widely

used method for obtaining polycrystalline samples is a totally solid state one, that is, ball

milling of the constituent elements and sintering by spark plasma or hot pressing [116].

For fabricating single crystals, the growth from a molten metal flux is used [117-119].

The salt-like nature of the Zintl compounds gives them excellent chemical stability at

high temperatures, with examples such as Yb14MnSb11 with a maximum zT at 1273K

and for long times, as lifetime tests have shown when working at the maximum temper-

ature [120]. Since 2005, new compounds and structure types have been developed, with

tuneable carrier concentration and low lattice thermal conductivities [121-128]. The main

drawback of these compounds is their electronic behaviour when p-type can be optimized

by aliovalent doping or defects, but usually, they have low mobility. Moreover, at low

temperatures they are very sensitive to air and tend to form resistive phases at ground

boundaries [129-131]. Taking all these into account, the highest zT found to date is 1.6

for Te-doped Mg3Sb1.5Bi0.5. Nevertheless, studies about their mechanical properties and

thermal expansion are still needed.
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Summary. — Energy harvesting is one of the ways explored nowadays to face
the problem associated to electrical power needs. Typical powers involved are lim-
ited but the main advantage offered by the harvesting approach is the capability
to achieve a localized power generation enabling a reduction in losses due to power
distribution. Thermoelectric technology represents one of the solution for energy
harvesting allowing the direct conversion of a collected or wasted heat into elec-
trical power. This short lecture wants to provide the basic concepts associated to
the thermoelectric harvesting. The work discusses the ideas associated to the op-
timization of a thermoelectric device and the design of a thermoelectric system for
electrical power production. The discussion focuses the attention on the different
critical aspects a researcher has to face in order to produce an operating system
able to match the constrains of a target application. To conclude, a description of
some reference cases is reported introducing the reader to the technological impact,
actual and possible, of an old technology living a renewed interest promoted by a
new environment based on new paradigms for power generation and distribution,
and widespread diffusion of low-power electronic devices.

1. – Introduction

The development of renewable, sustainable, green energy sources to replace fossil fu-

els is one of the most challenging issues in energy research. In this perspective, energy

harvesting, representing the energy derived from ambient sources directly converted into
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electrical energy, represents an opportunity for the growth of a distributed power genera-

tion network. This way to provide energy is mainly valuable when no other energy source

is available (i.e., off-grid condition) to supply small- and medium-sized electronic devices,

as well as electrical systems [1,2]. Energy harvesting usually refers to an environment with

regular and well-assessed ambient energy sources. In particular, renewable forms of en-

ergy such as sunlight, wind, rain, tides/waves, and geothermal heat have been extensively

studied as alternative energy sources [3-7]. Next to the direct sources conversion an ap-

proach based on waste power recovery can provide a route for energy saving and improve

systems efficiency. Energy harvesting is generally applied when there is a match between

the available energy and the energy required. Eventually, these forms of energy must be

integrated with the major power grids to meet the requirements of larger power scales.

In recent years, smart electronics have become widespread everywhere in our daily

lives. Such devices are designed for high energy efficiency running on battery for a long

time period. This characteristic closes the gap between the accessible power generated

by a harvesting system and the power needs of the electronic device. At the same time,

the large number of devices and the widespread distribution promote the development of

power supplying systems similarly spread out. In these circumstances, sustainable power

sources are valuable for the independent, maintenance-free, and continuous operation of

such low-energy-consumption devices.

Over the past decades, energy harvesters based on different phenomena, such as the

piezoelectric [8-10] effects for harvesting mechanical energy, the photovoltaic (PV) [11-

13] effect for harvesting solar energy and thermoelectric [14-16] effects for harvesting

thermal energy, have been extensively studied for practical applications. These energy

technologies are simply classified by their different energy conversion mechanisms, but

the aim of all the energy harvesters is the conversion of wasted environmental energy to

electricity. Nevertheless, all of the energy harvesters utilize only one type of energy, with

the other types wasted. Any energy harvester consists of

– an energy source

– one or more transducers that convert environmental energy into electrical energy;

– an energy storage device (e.g., a rechargeable battery or a capacitor that stores the

harvested energy);

– process control electronics.

Where the input energy is thermal energy, the most common transformation system is

the thermoelectric generator (TEG). A TEG converts heat directly into electrical energy

according to the Seebeck effect. The basic principles of TEG operation are described in

the following section. Pure thermoelectric harvesting systems, collecting heat from nat-

ural sources, can generate powers from hundreds of μW to mW, but considering systems

based on waste heat recovery (form industrial processes, engines or other human activ-

ities) the power scale can reach the order of KW. A thermoelectric harvester produces
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green energy for energy harvesting with a multitude of advantages: maintenance-free, be-

cause of the use of highly reliable and compact solid-state device; silent and quiet; highly

efficient in environmental terms because the heat is harvested from waste heat sources

and converted into electricity; useful scalable applications configured to harvest wide

amounts of energy when necessary; possibility to harvest power from both hot surface

or cold surface; green energy behavior, being eco-friendly [17]. A TEG device produces

energy without using fossil fuel, leading to a reduction of greenhouse gas emissions. It

is desirable to obtain the maximum electric output power and efficiency when a TEG

system operates [18]. In case of waste heat recovery applications [19], only electric out-

put power is significant and the heat not recovered is lost [20]. Considering that thermal

energy harvesting has a reduced efficiency (5–6%), this could represent a major barrier

for its extensive use.

2. – Thermoelectric phenomena

The thermoelectric harvesting is based on the capability of some materials to produce

electrical power when a thermal gradient is applied. The physical principle is the Seebeck

effect, and it is described by the Seebeck coefficient, α, defined as the ratio between

the open circuit voltage produced at the ends of the material investigated, and the

temperature difference applied to it

α =
ΔV

ΔT
.(1)

It is important to report the dependence of Seebeck by the character of the carriers in

the material. In fact, in the presence of electronic conduction, the Seebeck coefficient

results to be negative, while if the majority carriers are holes, the Seebeck coefficient is

positive. This characteristic allows identifying two classes of thermoelectric materials, p

and n, which correspond to the ones of semiconductors [21].

The thermal counterpart of the Seebeck effect is the Peltier effect. The principle states

that when an electric current circulate through a thermoelectric material, a temperature

difference is created between the two ends. Such a difference is proportional to the

current applied and is related to the heat pumped through the material by the moving

carriers. The principle is described by the relationship

Q̇ = ΠI,(2)

where Q̇ is the heat flow and Π is the Peltier coefficient. The two effects described has

the same origin, so the Seebeck and Peltier coefficients are related by the equation

Π = αT.(3)

Seebeck and Peltier coefficients depend on temperature, so their values, being measured in

the presence of a temperature difference, are typically associated to the mean temperature
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between the hot and the cold one. A third thermoelectric effect is the Thomson effect

which describes the heat transfer in a material when a current flows in the presence of a

thermal gradient. The heat flow in a conductive material results in

Q̇ =
1

σ
j2 − μj∇T,(4)

where j is the current density, σ the electrical conductivity and μ the Thomson coefficient.

The ∇T = dT/dx is the temperature gradient along the conducting material. The first

term represents the Joule heating while the second one the Thomson effect. Again μ and

α are related by the temperature as

μ = T
dα

dT
.(5)

In the following calculations it will be neglected in most of the cases due to the lower

effect on the device performances in standard operating conditions. Naturally, whenever

a large ΔT is applied or a major current flows into the system, the contribution due to

Thomson effect has to be applied to the equations in order to achieve the correct result.

A deeper description of the principles can be found in [21-23].

3. – Thermoelectric module

A harvester is a system able to collect the available source energy and transform

it into electric energy useful for supplying a device or for storage. The core of the

harvester is the device capable of the conversion: for the solar source, it is a photovoltaic

material or panel, for mechanical energy a piezoelectric system. In case of thermal

energy, the thermoelectric materials are at the basis of the conversion system. The

system is based on a collector able to transfer the heat at one side of the thermoelectric

device, a thermoelectric module, based on materials displaying suitable performances,

and a heat sink, necessary to keep the thermal gradient on the materials preventing their

uncontrolled warming up. A thermoelectric module (TEM) is a device made of a series

of thermocouples connected electrically in series and thermally in parallel. A schematic

of the system is reported in fig. 1.

The thermocouple is the basic brick of any thermoelectric device and is made of two

semiconducting materials, one with p character and the other n, electrically connected

at one end and submitted to the same thermal gradient. Depending on the end use

and on the shape of the thermoelements, different architectures can be considered for

the modules: the most common one follows the shape of a π (fig. 1), where the two

thermoelements are the vertical legs, while the third line is the electrical joint. The

thermocouple is characterized by different parameters useful to define the final TEM

performance. The first one is the electrical resistance of the couple given by the sum of

the resistivity of the two materials, p and n, scaled with the corresponding aspect ratios.

Next to the contribution due to the legs, a contact resistance is always present due to
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Fig. 1. – The schematic of a thermoelectric module. The system is made of N thermocouples
connected electrically in series and thermally in parallel. The Seebeck voltage generated by the
external ΔT applied corresponds to the one measured in open circuit. It results in the sum
of the single thermocouple voltages. Connecting an external load, a current circulates through
the system: it is equal for all the system depending on the electrical resistance. So, in a TEM,
the voltage output can be controlled modifying the number of thermocouples while the current
playing with the cross section of the legs.

the multiple joints in the electrical chain of thermoelements. In a similar way, a thermal

conductance related to the conductivities of the thermoelements can be considered. The

Seebeck of a thermocouple is the one obtained by the difference between the ones of p and

n materials. As a consequence of the architecture of the module, the electrical voltage

output produced when a ΔT is applied results in the sum of the Seebeck contributions

from the n thermocouples:

VTEM = nRI − nαpnΔT.(6)

The current produced by the TEM can be evaluated considering an external load, RL,

connected to the outputs of the devices. So,

I =
nαpnΔT

nR+RL
.(7)

So, the electric power output delivered by the TEG to the load can be written as

P = I2RL =

(
nαpnΔT

nR+RL

)2

RL.(8)

This expression, as a function of the electric current, can be maximized when RL = nR,

as to say the external load matches the internal resistance of the module. In such

a condition the power values [24]:

Pmax =
(αpnΔT )2

4R
.(9)
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Fig. 2. – Power and voltage characteristics for a thermoelectric module operating at different
ΔTs. In the second part, the output corresponding to constant ΔT and constant power input
are reported in solid and dashed lines, respectively. All the data are collected in a regime state
where the heat flow reached the equilibrium.

And the corresponding current circulating is

Imax =
αpnΔT

2R
.(10)

These equations describe the voltage and power outputs of a TEM exposed to a constant

ΔT . The typical output of a TEM characterization is reported in fig. 2: here, the

V and P outputs are plotted as a function of the current. The characteristic curves

for the TEM performances are reported for different ΔT applied. The data points are

obtained applying different loads between open and short circuit. It has to be noticed

how, during the measurement time, the outputs decrease down to a regime condition.

This is due to the Peltier effect operating in a way to reduce the applied ΔT . In the

figure the data collected at constant ΔT (solid lines), obtained restoring the starting

condition increasing the input power at the hot side, are compared to the ones collected at

constant input power (dashed lines), where the ΔT scales down with increasing current.

The performances at constant ΔT correspond to the maximum outputs achievable from

the device; however, the constant power curves are usually useful to design an operating
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system where no feedback on input power is available, stating the real outputs achievable

with the device in regime conditions.

4. – Efficiency assessment of a thermoelectric device

The electrical efficiency of a thermoelectric module is defined by the ratio between

the electrical power output, P , the one applied to an external load, and the heat flow

absorbed at the hot side of the module, Q̇h. The heat flow at the hot junction is related

to the thermal gradient, the conductance of the thermocouples, the heat produced by the

current flowing into the system due to Joule effect and the heat moved by the current

into the thermoelements associated to the Peltier effect. As a result, Q̇h can be written

as

Q̇h = n

(
αpnThI −

1

2
RI2 +KΔT

)
,(11)

where R and K are the resistance and the thermal conductance of the thermocouple,

respectively. Therefore, the efficiency can be expressed as

η =
P

Q̇h

=
nRLΔTα2

pn

K(nR+RL)2 + nα2
pn(RLTh + nRT )

,(12)

where T is the temperature mean value between Th and Tc (= (Th+Tc)
2 ). It is possi-

ble to calculate the thermoelectric efficiency corresponding to the maximum power, as

previously defined (RL/nR = 1):

ηP max =
ΔT

4/Z + Th + T
.(13)

Here, the module parameter Z is defined as [23,25,26]:

Z =
α2
pn

RK
=

(|αp|+ |αn|)2
(
√
ρpκp +

√
ρnκn)2

.(14)

Such parameter is named the figure of merit of the module and relates the performance

of the device to the characteristics of the thermoelements (shape, size, joints) and the

properties of the materials involved. The external load can be used as a parameter to

maximize the efficiency of the thermoelectric device. The resulting condition is [27]

RL

nR
=
√

1 + ZT(15)

leading to the expression for ηmax [23, 25]:

ηmax =
ΔT

Th

√
1 + ZT − 1√

1 + ZT + Tc/Th

.(16)
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Fig. 3. – Efficiency calculated for different ZT as a function of hot side temperature compared to
the efficiencies reported for other thermal conversion solutions applied to different sources [28].

The first term of the expression represents the Carnot efficiency for a thermal engine

operating between Th and Tc. The relation reported shows how the Carnot efficiency is

the upper limit for the thermoelectric conversion. At the same time, from the equation

it is possible to observe that increasing the figure of merit of the module the overall

efficiency of the TEM increases.

In fig. 3 the efficiency of a thermoelectric module is reported as a function of the

Th for different ZT [28]. In the same plot the efficiency for other power generating

technologies is reported: the thermoelectric solution can be considered advantageous for

low Th, where other thermal engines do not operate or display poor efficiencies. When

the temperature scales up, improving the available thermal power input, ZT has to be in

the order of 4 to make thermoelectric conversion a valuable opportunity. Actual devices

operate with a ZT average approximatively equal to 1, and with a hot temperature close

to 280 ◦C–300 ◦C, leading to a thermoelectric module efficiency in the range of 10%.

Designing a thermoelectric generator (TEG), made of all the elements required by

the system to achieve the electrical power production by the coupling to the heat source,

requires the definition of the operating performance needs in order to set the device

parameters optimal for the target use. This can be easily understood by observing how

the maximum efficiency do not correspond to the maximum power production for the

thermoelectric device. The matching load condition is common to all the electrical power

generation systems. It is important to remember that the maximum power condition for

a thermoelectric module is the one in which the internal resistance is zero: this allows

no losses due to the current circulating enabling a perfect TEG. On the other hand,

in the real case, having a finite resistance of the system, it becomes critical to set the

load applied to the TEG in a way to take advantage of the best operating conditions
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available. So, the matching load defines the optimal configuration for the power output

while eq. (15) optimizes the device in terms of conversion efficiency. A further correction

has to be considered in the optimization design: the contact resistance related to the

joints between the legs has been neglected in the previous relations. The maximum

efficiency condition as a function of the external load can be written as [29]:

RL

nR
=

√
(1 + δ)2 + (1 + δ)ZT ,(17)

where δ = Rcontact/R keeps into account the effect associated to the contact resistance

in each thermocouple. This equation reduces to eq. (15) whenever Rcontact goes to zero.

One last consideration has to be reported about the efficiency and power optimization and

is related to the effect of a varying ΔT on the device performance. In fact, as reported

by Hendricks et al., the thermal gradient is not constant on a power-efficiency curve,

a direct consequence of the power expression (8). Determining the external load that

defines the maximum power point when ΔT changes leads to the relationship described

in Hendricks et al. [30]:

RL,opt = NR+
2RL,opt(NR+RL,opt)

ΔT

∂ΔT

∂RL
.(18)

This relation shows how the Load applied maximizing the power output is greater than

the internal resistance. The value can be obtained solving the quadratic relationship

in RL,opt allowing the performance analysis for any given device design. The resulting

assessment gives a relationship on the maximum performances scaling with the external

loads as (
RL,

nR

)
max efficiency

>

(
RL,

nR

)
max power

> 1,(19)

stating a ratio always greater than 1. As a consequence, despite the optimal loads

corresponding to maximum efficiency and maximum power for the module can be quite

close, in energy harvesting applications, where ΔT is not constant, it is necessary not to

assume the matching load applies [29].

5. – System optimization

The optimization process for a thermoelectric harvester is related to the definition

of the conditions for optimal components as well as to the design of a thermal chain

effective in collecting the heat flow for the thermoelectric conversion. The target of the

design is to satisfy three major requirements:

– The optimization of the module performance in terms of power and efficiency.

– The maximization of the temperature gradient useful for the conversion.
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Fig. 4. – Adimensional figure of merit for different materials classes [31]. A number of materials
reported show promising performance in the intermediate temperature range (200–500 ◦C): this
comes from the interest for automotive applications promoting the focus of research on materials
enabling exhausts heat recovery.

– The selection of materials and components for the TEG able to minimize the costs

of the device.

The first strategy of device optimization is related to the choice of the materials used

for the thermoelements. The parameter used to select the materials is the adimensional

figure of merit, ZT . It is defined as

ZT =
α2

ρκ
T(20)

and describes the characteristics necessary to a material to be a good thermoelectric. In

fact, a high Seebeck allows an effective voltage production in the presence of the thermal

gradient. At the same time, a good electrical conductivity enables an effective reduction

of Joule losses associated to the current into the material. To complete the picture, due

to the need of a thermal gradient, the most efficient way to keep it stable with the lower

loss of energy is to prevent a fast heat transfer from the hot to the cold side through the

material. Such a condition requires a low thermal conductivity of the materials involved.

The ZT parameter depends on temperature, so, in order to choose the materials for the

module, the range of temperature involved in the harvesting process has to be correctly

identified. In fig. 4 an example of ZT curves for different materials is reported [31]. The

actual technology for thermoelectric devices is based on chalcogenides materials: based on

(Bi,Sb)2(Te,Se)3 family of compounds, they offer the best ZT in the temperature range

between 0 ◦C and 200 ◦C [24]. Increasing the temperature range no commercial devices,
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available for the market distribution, can be found. In the intermediate range, 200–

500 ◦C, skutterudites [32], tellurides [33] and half Heusler compounds [31, 32] represent

new promising materials capable of good performances but still suffering in terms of

technology readiness in particular in terms of joint solutions and long-term thermal

stability. In the high-temperature range, the best solution is offered by silicon-based

alloys (Si-Ge alloys) [34]. It is to stress the need, as already reported discussing the

efficiency, to select the materials with the best ZT ’s.

An important aspect to consider for the materials choice is related to the behavior

under a temperature gradient. In the efficiency relationship the ZT considered at the

mean temperature between Th and Tc is considered. However, from the application point

of view, the effective Z for each material is the one averaged among the temperature in-

terval considered. As a consequence, a peaked behavior with temperature of ZT for a

material, despite the high absolute value reached, results low efficient in terms of operat-

ing performance. A good material is the one having a broad dependence on temperature

in the range of interest. The thermoelectric performances are not the only properties to

be kept into account for the material selection. In fact, a major role is played by both

chemical and mechanical stabilities. The thermal cycling next to the high temperatures

play a critical role for the legs of the module, experiencing a mechanical pressure due to

thermal expansion and an aging effect associated to the temperature [29]. Moreover, the

presence of different materials in the module plays a role introducing internal mechanical

stresses both between legs and at the joints. So, a critical aspect is the one associated to

the mechanical compatibility of the materials used. This means to have materials with

similar thermo-mechanical properties, allowing their coupling into the system without

introducing mechanical stresses. These effects play a critical role in the designing of a

segmented leg. The segmentation consists in coupling different materials along the leg

in order to take advantage of the best performing material in a specific temperature

range when a large ΔT is applied. In order to optimize the design in this specific case

the compatibility between the materials involved has to be considered. In fact, not only

the thermo-physical properties have to match, but the ZT curves of the materials have

to be similar. Composing materials too different leads to a loss of efficiency due to an

unbalance in the supported flows (can be heat or current) between the materials. More

details are described and reported in the literature [35,36].

A second step of device optimization is correlated to the impact of geometry of the

elements on the device performance: it has been proved that a relevant improvement of

electrical power output from the TEG can be obtained by optimizing the legs geome-

try. In fact, the number of thermocouples and the shape (length, section) of the legs,

affecting the internal resistance, define the electrical output of the module. In particular,

a low number of couples produce a low energy conversion, with a not sufficient voltage

available. On the other side a large number of elements generates a high resistance into

the module responsible for relevant Joule losses in operating conditions. Similarly, long,

narrow legs promote high-voltage production, but the high electrical resistance limits the

current. Short, large legs, instead, allow high currents but also promote the thermal ex-

change, reducing the temperature difference applied. The resulting strategy to optimize
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the design of the module is based on the balancing of the internal resistance in order

to face the requirements of the final use of the TEG, following the guidelines already

discussed for maximum power end efficiency of the module. At the same time, having

two different materials involved in the thermocouple, a mutual equilibrium related to the

heat and current flowing through the system has to be set in order to promote homo-

geneity in performance. The resulting condition relates the geometry of the elements to

the properties of the materials used. The optimal design condition for promoting the

best Z parameter for the module is

LnAp

LpAn
=

√
ρpκn

ρnκp
,(21)

where Li and Ai are the legs length and cross area, respectively [23,25,26,37].

A further step in the optimization of the TEG is related to the maximization of the

thermal coupling at hot and cold sides in order to take advantage of all the gradient

available avoiding losses along the thermal chain. This problem is strongly related to the

technology available for the heat exchangers. These components are often considered as

a minor focus in thermoelectric technology development, however, due to the relevant

effect played by the efficiency of the thermal exchange on the final TEG performance and

costs, it is important to analyze this stage of the TEG design. Considering the final net

efficiency of a TEG, the preferred solution for the heat exchangers should be the one based

on passive systems, able to save electrical power. The metallic finned structure promotes

the surface heat transfer: the parameters involved are the number of the fins and their

height [38]. Increasing the two parameters favors a larger heat transfer affecting the final

electrical output of the system. Here a critical aspect to be considered is the interface

between the thermoelectric device and the heat exchanger. In fact, each interface acts as

a thermal barrier to the heat transfer reducing the efficiency in ΔT achieving. In order

to minimize the temperature loss, the coupling between the elements of the thermal

change is usually promoted by filling layers able to reduce the thermal resistance of

the interface. Filler materials can be in the form of paste or solid pads: typically,

pastes promote a more effective thermal coupling between the components but their

performances at temperatures above 250 ◦C are usually poor. Moreover, their efficiency

is strongly affected by the homogeneity of the distribution, a factor not easy to reproduce

and evaluate for a large-scale production. Thermal pads display a reproducible thermal

contact, homogeneous on the whole surface, and the availability of different materials

allow to select the effective solution for each temperature range. Unfortunately, thermal

pads performances are usually dependent on the pressure applied to the system and the

thermal resistances achievable are usually higher than the one allowed by pastes.

Considering the heat sink design, in order to maximize the electrical power output

of a TEG, a condition on the thermal resistances of the different components can be

written [39]. The thermal resistance for the heat sink, ΘHS , at the hot side of the TEG
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can be written as

ΘHS =
THeat Sink − Tamb

Q̇h

.(22)

And the same can be calculated at the cold side. Approximating with Q̇h the total heat

flow through the TEG, the thermal chain can be described by the relationship

Q̇h =
THeat Source − Tamb

Θtot
=

THeat Source − Tamb

ΘHS h +ΘHS c +ΘTEM
,(23)

considering the TEG operating between a heat source at THeat Source and ambient tem-

perature. The heat flow can be related by eq. (8) to the electrical power produced by

the system resulting in an optimal power output when the condition

ΘTEM

ΘHS h +ΘHS c
= 1(24)

is satisfied [39]. These results allow designing the thermal chain looking for the optimiza-

tion of the overall TEG performance. Many experiments based on models are reported

in the literature discussing the effective role of the heat exchangers in the maximization

of the performances of a thermoelectric device. A basic analysis for the design of a heat

dissipater can be found in [23, 29]. Here no specific discussion on other kind of heat

exchangers is reported but, in order to manage the high heat flows proper of harvesting

applications based on high-temperature sources, it is typically necessary to move from

passive to active systems, in particular for the cold-side dissipation. The use of interme-

diate means with proper heat capacity and promoting a more efficient convection, allows

more compact design and higher power densities. Moreover, the convective nature of the

heat transfer leads to a relevant improvement both in power dissipated and in regime

delay time. However, these systems introduce an operating power requirement affecting

the net power production of the TEG.

To conclude the design optimization discussion, a short comment on costs optimiza-

tion has to be done. The actual thermoelectric technology is suffering in the competition

for the electrical power generation not only due to the low-efficiency characteristic of the

actual state of the art, but also due to the high costs involved in the development of

a novel device. In fact, the limited use of thermoelectric solutions does not promote a

cost reduction coming from a large-scale market distribution. But this is not the only

limitation for thermoelectrics: the commercial modules are actually based on tellurium

compounds, expensive, not eco-friendly and, most of all, not earth-abundant materials.

In addition to these critical characteristics of the material, the limited range of operating

temperatures does not allow the access to more valuable heat, where the starting Carnot

limit is higher. These considerations pushed the research in the development of new ma-

terials able to face the challenge of the high-temperature waste heat recovery. However,

moving to this more profitable area, also provides a larger number of competing solutions

for heat to electricity conversion. As a consequence, the need for higher ZT ’s becomes
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mandatory in order to make thermoelectricity a profitable option. Despite the wide avail-

ability of literature related to materials development, from the cost point of view a fast

analysis of the state of the art underlines how almost 30% of the costs associated to the

thermoelectric systems come from the heat exchangers. These are metallic components

typically made of aluminum or copper alloys which can be customized in size and shape

depending on the target use. The technologies involved in the components preparation

are usually updated leading to a relevant cost growth when special design is proposed.

A further development of a new generation of heat exchangers, based on novel tech-

nological solutions both for thermal transport and production processes could improve

the opportunities for thermoelectricity as well as an improvement in active materials

performance.

Out of the optimization focus, but still in the stream related to the potential solu-

tions able to provide a future to thermoelectric technology, it is the development of new

modules architectures. The flat configuration, extremely effective for the coupling to

standard heat sinks, shows some limitations whenever the thermoelectric device has to

face curved surfaces. The capability to provide a flexible device able to be coupled to

surfaces like pipes or body parts can promote the application to energy harvesting from

small to industrial scales. In the recent years, flexible modules have been developed by

different research groups worldwide and prototypes coupling human body are already

under study [40].

6. – Thermoelectric for power generation

To conclude the discussion on the thermoelectric technology used in the field of energy

harvesting few examples are reported in the following. The cases reported have been

chosen in order to display the state of art of the common applications for thermoelectrics

and, at the same time, offer a discussion on the future perspective for this technological

solution in everyday life [41]. The thermoelectric systems can be classified depending on

the power scales involved: in fig. 5 the power scales are reported and compared to the

power needs of actual devices.

The key element to improve the conversion efficiency is the effect of waste heat re-

covery. Waste heat is the heat produced by machines, industrial processes, electrical

equipment down to human body. For many thermoelectric applications, despite the

limited ΔT accessible, the heat useful for the conversion overcomes the capacity of the

TEG itself. In many of these cases, a constant heat flow is delivered by the source at

constant ΔT , creating an ideal condition for TEG operating. In this case, the low effi-

ciency achievable by TEG does not mean to have a low performing system. Two are the

main target application ranges: 1) High-power application: basically focused on wasted

heat recovery at intermediate/high range of temperature. It is the harvesting based on

exhausts of cars or industrial heats (electrical transformers, heat collected by cooling

facilities, heat recovery from stoves and so on) [42-44]. Most of modern development in

materials and design solutions comes from this branch of research trying to achieve the

capability to operate with more valuable heats. 2) Low-power applications: based on
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Fig. 5. – The power scales of thermoelectric generators. Next to the power generated by the
TEGs, the typical supply needs for different common devices are reported. Increasing the
available heat at the source (higher temperature, larger temperature drop) enables the access
to an electrical power output more profitable in terms of supported devices. Actually, the most
promising applications for harvesting stay in the range below 100W.

the basic recovery from small electronic system as a stage of a heat dissipater mounted

on chip. Here the heat available is at low temperature and in a limited quantity. As

a consequence, the thermoelectric technology represents the only opportunity to value

such a heat and the research target are the integration improvement and the production

cost reduction. In this class human-body harvesting can be enlisted too.

6
.
1. High-power generation. – Actual successful fields of application for thermo-

electrics are really limited and particularly focused in the space exploration. As usually

reported in the literature and conference communications speaking of thermoelectric gen-

erators, the main characteristic of these devices is the high reliability, a property making

the TEGs the only effective solution for power production in the far from Earth space ex-

ploration [45]. When the photovoltaic option is no more efficient due to the low sun power

availability or due to the environmental characteristics, a TEG offers, with its compact,

robust and simple design, a unique solution for power generation. Here the heat source is

typically a radioactive material, based on plutonium, heated by the decay up to 1000 ◦C,
operating in the nucleus of the thermoelectric system assembled surrounding it. The

design is usually made of long segmented legs able to operate at high temperature. It is

to stress, the cold side of the RTEG for space exploration is kept cool mainly by radiating

effects, so the materials involved are the one designed for high-temperature applications

being the cold temperature in the range of 300–400 ◦C. Thermoelectric technology is

the main source enabling outer planets missions and deep space exploration. Due to the

radioactive materials involved, the RTEGs are a technological solution mainly developed

by American space agencies. European Space Agency, up to now successfully supporting

Sun and inner planets study, only in the last decade started a plan of funding for Am-

241 based RTG development [46]. Despite the importance of the development of such

complex systems, the peculiarity of the operating environments is such that the resulting

contributions to standard technology development are limited. One of the main elements

affecting the device, for example, is the material stability in temperature when operating
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in air, absent in space applications: this critical aspect strongly reduces the reliability of

the device for high-temperature applications, hitting one of the main advantages of the

thermoelectric solution.

The reference market for intermediate temperature applications is the automotive

one. As already reported, a lot of development in thermoelectric technology has been

promoted by the basic idea to integrate a thermoelectric generator on the exhausts line

of a car [24, 47]. The interest in automotive comes from the large wasted heat available

coming from the engine together with the presence of a cooling system already active

in the car. Calculations suggest how with a TEG operating on the exhaust gases an

improvement up to 16% of the car efficiency could be achieved. The temperature range

proper of automotive pushed the research for new materials able to safely operate at

the temperature of the exhaust. At the same time, the definition of novel design for

the conversion device enables the study of more efficient and reliable assembly solutions.

The target of the system development is to produce power enough to allow the removal

of the alternator from the engine. This would result in a gasoline saving in the order

of 3–5%. There are, for this applications, a lot of critical steps to be optimized ranging

from the material to the coupling system. The materials used up to now are in the class

of chalcogenides, having a ZT average close to 1 but an operating temperature range not

centered to the one available in the system. As a consequence, a direct coupling of the

device to the hot gas flow is not allowed. So, an appropriate design is required to collect

only the heat fraction useful to achieve the suitable temperature. Moreover, the exhausts

temperature depends on the engine regime, producing an unstable operating condition

for the TEG. The solution to this specific problem has been explored trying to place

the TEG in different positions along the exhausts line. The resulting systems developed

up to now are capable of powers in the range of 500W in duty cycle tests [24, 48]. The

solutions designed are favorable for trucks, running most of the time in constant regime,

and for heavy vehicles. In fact, the problem of using chalcogenide materials is not only

related to the low-temperature needs, but also to the high weight of the resulting device.

The weight makes it not useful for small vehicles, where the small engine suffers the

fact that the increase of consumptions associated to the TEG is no more compensated

by the saving due to the removal of the alternator. At the same time, the city cars

driving regime is far from being constant deeply affecting the TEG performance. In

recent years, the focus on electrical cars development is responsible for a loss of interest

in the automotive application for thermoelectric power generation: the perspective of a

removal of the thermal engine should make TEGs useless devices.

Spacecraft and automotive applications are designed for high-power generation, con-

verting high temperature and massive heat recovered by a major source. Similar

applications are the one related to industrial waste heat recovery where thermoelectrics

can be used to improve the overall system efficiency or to reduce the maintenance costs

thanks to the long life and high reliability of the TEGs [41]. In case of industrial applica-

tions, a further advantage for the operating system is offered by the long time operation:

a continuous operation reduces the thermal cycling of the materials preventing degrada-

tions related to thermomechanical stresses associated to the heating-cooling phases.
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6
.
2. Low-power generation. – Thermoelectric harvesting is getting interesting for the

low-power generation thanks to the increasing development of distributed network of elec-

tronic and portable devices. The applications associated to the microelectronic represent

a growing field in which the electrical power requirements are daily increasing. Despite

the large power required, the single components needs are often limited to few mW, a

power scale matching the electrical power output of a small TEG. For these applications

a strong constrain is usually represented by the limited volume available for the device.

The compact design offered by the thermoelectric devices allows the integration of the

harvester on-board enabling a localized power production useful for the self-powering of

sensors or ancillary functions. The limit of such a development happens to be related to

the heat dissipation capacity at the cold side of the device due to the reduced coupling sur-

faces and the closed volumes. As a consequence, such a solution operates on narrower ΔT

as respect to the potential achievable. The optimization of the design of a thermoelectric

harvesting device for microelectronic application is mainly related to the definition of the

best solution for heat removal at the cold side in a close volume with the goal to make the

thermal gradient across the TEM the highest possible. The target application of these

harvesters is the heat recovery from chip or hot electronic components and the power

produced stored in battery or charging capacitor designed to cyclically supply communi-

cation systems or active sensors. On-chip harvesting offers the potential to reduce overall

energy consumption by using thermal energy to power some of the functional units on

the chip [49]. The gradient available is generally low and the temperature stays below

100 ◦C at the hot side. The best materials for this range are commercial chalcogenides

allowing a conversion efficiency in the order of 5–6%. Due to the low temperature, the

efficiency of the dissipaters associated both to conductive and convective mechanisms is

limited. As a consequence, solutions for the thermal coupling of the cold side to larger

thermal sinks are studied: a promising strategy is offered by heat pipes exchangers [50],

able to enhance the heat transfer. Heat pipes do not dissipate the heat for free but allow

to move the heat from the concentrated space of the TEG to a larger volume where more

efficient exchange mechanisms can be adopted. The efficiency of heat pipes can be set

by using appropriate phase change materials, able to improve the thermal transfer in the

specific operating temperature of the device [51,52]. A critical aspect to make the TEG

profitable is the design of the output control unit: the power produced by these small

devices stays between μW and mW, often too low to be used by a system. However,

a suitable power output conditioning and management stage can be used to make the

output useful [53,54]. The main target for this development is the power supply of data

transmission units based on WiFi or Bluetooth communication protocols [55]. Achiev-

ing the result means to be able to create an interconnected network of speaking device

with a communication system self-powered: this can promote a relevant step forward

in the internet of things. A comment on the development of the thermoelectric device

can be added to this discussion. The search for the thermoelectric system integration

into the small-scale chips suggested the development of a thermoelectric device based on

silicon. This solution still represents a perspective from the technological point of view,

but should offer a deep revolution in the integration process for micro-harvesters [56,57].
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Another interesting application of thermoelectric harvesting in the low power range

is the one associated to the human-body heat harvesting. The human body can be

seen as a heat source at constant temperature moving into an environment generally

cooler than itself [58]. Following this approach, the target of body harvesting is to

convert the heat released by humans into electrical power. The electrical power output

achievable by a human body can be estimated considering the thermal power produced

and the surface available for the heat collection. A resting male releases heat through

the body in the range of 100–120W: this heat is dissipated by the skin, so the surface

power density can be roughly evaluated by dividing the power by the average surface of

the body. Considering a value between 1.7m2 and 1.9m2, the resulting power density

released is approximately 5mW/cm2. As expected, the input power available is limited

and, in addition, the temperature gradient is in the range of few degrees (4–10 ◦C). In

order to determine the potential electrical power produced by a thermoelectric harvester,

the ZT associated to the device has to be considered. Due to the temperature range

considered, the optimal materials for the TEG are chalcogenides, allowing a ZT close

to 1. The maximum efficiency corresponding to a ΔT = 10 ◦C for the device with

ZT = 1 stays between 1% and 3%, so the expected power output is in the order of

0.1mW/cm2. The data reported are not really promising if compared to the power

needs of electronic devices. However, body harvesting has the advantage to use a heat

source largely available. The design of a TEG has to face challenges peculiar to body

harvesting: most of them are related to the thermal coupling of the module to the body

and to the heat removal through the thermal chain. The target is to take advantage

of the maximum ΔT achievable. This requires, due to the low-temperature difference

available, to perfectly thermally couple the module both to skin and to the environment.

The standard modules, due to shape and rigidity, hardly match the body. So, the thermal

resistance prevents the Th reaching the skin value. To overcome this problem, flexible

devices have been developed offering the opportunity to fit in an efficient way the irregular

profile of the human skin [59-61]. Despite the advantages offered for the thermal coupling

to the body by the flexible structure, the structure itself displays a number of challenges

associated to the mechanical stability and the electrical integrity. Different strategies are

reported in the literature to overcome this critical aspects: the two main approaches are

based on thin-film modules deposited on flexible substrates and on a composite made of a

polymeric matrix keeping the active thermoelectric components together. In both cases,

the transfer of the ΔT to the active material stays critical. Actually, body harvesting

based on thermoelectrics is used into same low-power smart devices like smart watches

and medical sensors/devices: the power delivered is usually not able to fully supply the

needs of the device, but it enables a enhanced period time operating.

7. – Closing remarks

In this short report the basics on the thermoelectric harvesting have been discussed:

starting from the thermoelectric phenomena, the analysis moved to the description of the

thermoelectric module as the starting point for a system design. Next to a theoretical
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approach, a description of the practical characteristics of the module has been intro-

duced focusing on some technical aspects useful for the application development. In the

following, a short analysis on the system design optimization has been done: different

aspects related to materials selection, thermoelements shaping and system components

dimensioning have been introduced and commented with the aim to give a general idea

on the critical aspect hidden at each stage of development of a thermoelectric generator.

The discussion showed how the efficiency of the TEG is strongly affected by each com-

ponent of the system. Starting from a conversion efficiency of the materials potentially

in the order of 10–12%, the costs associated to the assembly of the legs into a module

move this value down to 4–7%. Going forward and designing the final TEG, complete of

the components of the thermal chain, the final efficiency can scale down to 2–4%. The

discussion here proposed tries to describe the mechanisms producing the losses observed

providing possible alternatives or solutions. As closing remarks, some examples of ther-

moelectric applications have been reported representing the past, present and probably

future challenges for thermoelectrics from the technological point of view.
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Summary. — Flexible thermoelectric (TE) devices for maintenance-free and long-
lasting power source that makes use of the body heat, industrial waste heat and even
solar heat have been of growing interest. Low-dimensional nanomaterials, such as
2D TMDCs (transition metal dichalcogenides) and 1D CNTs (carbon nanotubes),
are the best-known candidate materials for high-performance flexible TE devices.
TiS2/organics hybrid superlattice materials and CNTs-based nanocomposites will be
focused and their interesting structures, TE properties, and manufacturing processes
are demonstrated and discussed. Some examples of device applications of the low-D
nanomaterials are also presented.

1. – Introduction

Thermoelectric materials have been mostly inorganics based on metals, alloys, and

inorganic compounds for a long time, but recently we have witnessed a rapid growth of

organics for near room-temperature applications [1-5]. High thermoelectric performance

of organic materials appear to be mainly due to their low thermal conductivity, and

the guiding principle to get high ZT (= S2σT/κ, S: Seebeck coefficient, σ: electrical

conductivity, κ: thermal conductivity, T : absolute temperature) is to enhance the power

factor, S2σ, of low thermal conductivity organics. This is completely opposite to that

for exploiting inorganic thermoelectric materials, which usually possess high power factor

but also high thermal conductivity.
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Flexible thermoelectric (TE) devices for maintenance-free and long-lasting power

source that makes use of the body heat, industrial waste heat and even solar heat have

been of growing interest. Despite their high TE performance, conventional inorganic TE

semiconductors, such as Bi2Te3 and skutterudites, are restricted for such applications

due to their non-flexible nature and non-scalable manufacturing techniques.

Low-dimensional nanomaterials, such as TMDCs (transition metal dichalcogenides)

and CNTs (carbon nanotubes), are the best-known candidate materials for flexible TE

devices. Inorganic/organic hybridization based on 1D or 2D nanomaterials is a promising

strategy for constructing high-performance flexible thermoelectric materials that can be

applied to energy harvesting in the future IoT society.

TiS2/organics hybrid superlattice materials [6, 7] and CNTs-based nanocomposites

will be focused and their interesting structures, TE properties, and manufacturing pro-

cesses will be demonstrated and discussed.

2. – 2D nanomaterials: transition metal dichalcogenides (TMDCs)

Transition metal dichalcogenides (TMDCs) with 2D layer structures are well known

to show various electromagnetic and optical properties derived from their specific band

structures. Applications of these compounds to nanomaterials and devices have been

widely researched recently [8] because a material that is just a few atoms thick can have

very different fundamental properties from a material made of the same molecules in solid

form [9]. Among these TMDCs, MoS2 is the most popular material and its thermoelectric

performance has been surveyed both theoretically and experimentally [10-12]. TiS2 is

another interesting compound for a thermoelectric material due to its unique band struc-

ture, and we have investigated this compound for more than 5 years from the point of view

of reducing its high thermal conductivity while maintaining its high power factor [13-17].

TiS2 crystallizes into a CdI2-type layer structure (trigonal system, space group) with

TiS2 slabs stacking alternately in the c-axis direction. The band structure of TiS2 with

a stoichiometric composition, i.e. Ti/S = 1/2, possesses an indirect band gap indicating

it is a semimetal [18]. However, a crystal synthesized by a conventional method has a

non-stoichiometric composition, Ti1+xS2, in which excess Ti atoms are self-intercalated

into the van der Waals gap between TiS2 layers. Excess Ti atoms become ionized and

the released electrons become excited to the conduction band together with the elevation

of the Fermi level, and hence it becomes an n-type degenerate semiconductor showing

metallic conduction. The bottom of the conduction band is composed of triply degenerate

Ti3d (t2g) orbitals with high density of states, so that electrons excited to the conduction

band would become heavy (effective mass ∼ 4 m0) and give rise to a large Seebeck

coefficient. Accordingly, TiS2 is a good candidate TE material with high power factor

even at room temperature. However, its ZT is rather low, ∼ 0.16 at 300K [19], as its

thermal conductivity (4–5Wm−1 K−1 at room temperature) is too high compared with

the conventional TE materials whose thermal conductivity is below 1–2Wm−1 K−1.

As the TiS2 layers are weakly bonded by van der Waals forces, a crystal can be cleaved

easily to nanosheets, just like a graphite crystal is easily cleaved to form graphene. The
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Fig. 1. – (a) DOS near the Fermi level, (b) Seebeck coefficient as a function of the number of Ti
sulphene layers, (c) the phonon dispersions of bulk TiS2 and its monolayer nanosheet [20].

resulting monolayer is called Ti sulphene [20]. When the crystal is reduced to a single

layer of TiS2, the density of states near the conduction band minimum sharply increases,

two-dimensionality is very much enhanced (fig. 1(a)) and the Seebeck coefficient increases

dramatically with a decreasing number of Ti sulphene layers (fig. 1(b)). So, on one hand,

the two-dimensional confinement of electrons in very thin nanosheets gives rise to a large

in-plane Seebeck coefficient and, on the other hand, the two-dimensional confinement of

phonons reduces the thermal conductivity as the phonon dispersion is suppressed in thin

nanosheets (fig. 1(c)).

Accordingly, titanium sulphene nanosheets can be regarded as very nice functional

nanoblocks, and integrating them with other different nanoblocks in a periodic manner

would lead to the construction of superlattice structures. For example, metal atoms

or metal sulfide nanoblocks can be intercalated into the van der Waals gap between the

sulphene layers to form a natural superlattice. This has been proven efficient in enhancing

the thermoelectric performance of TiS2 [13-17]. Another variation is inorganic/organic

hybrid superlattices. This is exactly what we have proposed as a new strategy for the

next-generation TE materials design.

3. – TiS2/organic hybrid superlattices (intercalation complex)

3
.
1. Synthesis and characterization. – We synthesized an inorganic/organic superlat-

tice with facile two-step chemical processes, including electrochemical intercalation and

solvent exchange (fig. 2). TiS2 single crystals, 3–5mm in size and 0.1–0.2mm thick, were

synthesized in a silica ampoule using the chemical vapor transport method [21] and were

used as the host material. The TiS2 crystals were used as the cathode in electrochemical

reaction cells with the organic salt dissolved in a solvent acting as the electrolyte. When

an electrical potential was applied, part of the Ti4+ in TiS2 was reduced to Ti3+ and the

TiS2 layers were negatively charged with additional carriers. The organic cations in the

electrolyte were intercalated into the van der Waals gap, driven by the Coulomb force,

and an inorganic/organic superlattice was formed. Owing to the cation-dipole effect, the

solvent molecules are co-intercalated with the organic cations, which can be changed into

other polar solvent molecules as desired by a solvent exchange reaction [22].
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Fig. 2. – Electrochemical intercalation of solvated organic cations and hybrid superlattice for-
mation by solvent exchange [6].

Hexylammonium (HA) chloride dissolved in dimethylsulphoxide (DMSO) was cho-

sen here as the electrolyte. The electrochemical intercalation process was performed

under a constant voltage of 1.8V for 20min, which resulted in a hybrid superlat-

tice of TiS2(HA)x(DMSO)w. The hybrid superlattice was then immersed in a solu-

tion of polar molecules to form TiS2(HA)x(PM)y(DMSO)z (PM = polar molecules)

after most of the DMSO molecules were exchanged with polar molecules. Thermo-

gravimetric differential thermal analysis was performed on the samples to study their

thermal stability. TiS2(HA)x(DMSO)w was found to have low thermal stability and

continuously lost weight when it was heated above room temperature. In contrast,

TiS2(HA)x(PM)y(DMSO)z maintained its weight and was stable up to over 100 ◦C, which
is suitable for thermoelectric applications around room temperature.

The nuclear magnetic resonance (NMR) analysis confirmed that the organic molecules,

including HA and DMSO, had been incorporated into the TiS2 crystal with a composi-

tion of TiS2(HA)0.09(DMSO)0.15 after the electrochemical intercalation process. The

interlayer distance between TiS2 expanded from 5.69 Å to 13.9 Å. The as-prepared

TiS2(HA)0.09(DMSO)0.15 was then used as a precursor by being immersed in the so-

lutions of other polar molecules and heated to 50 ◦C for 24 h to prepare a series of

hybrid inorganic/organic superlattices through solvent exchange reactions. The NMR

results showed that the target molecules had been successfully incorporated and there

was no DMSO residue. There were some deviations in HA ion content, which might

have been caused by the differences in the sizes and shapes of the original TiS2 single

crystals. The XRD result showed that the interlayer distance for all the hybrid materials

were almost identical, around 13.9–14.2 Å. The similar XRD patterns indicated that

all hybrid inorganic/organic materials have similar structures (fig. 3(a)). High angle

annular dark field scanning transmission electron microscopy (HAADF-STEM) obser-

vation of TiS2(HA)0.097(PEG1000)0.028, for example, showed the layered structure with
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Fig. 3. – (a) XRD patterns and interlayer distances of inorganic/organic hybrid superlattices,
(b) The HAADF-STEM of image of TiS2[(HA)(PEG1000)], and (c) one-dimensional electron
density map along the c-axis showing molecular arrangement [7].

alternating bright and dark areas, where the bright areas represent the inorganic TiS2 lay-

ers and the dark areas are the organic layers (fig. 3(b)). The image clearly indicated that

every TiS2 layer is sandwiched between two organic layers, forming a stage-1 structure [7].

To determine the geometric structures (the size and the steric arrangement) of the

intercalated organic molecules, the hybrid material was ultrasonically pulverized and a

thin film was prepared by dropping the dispersion solution onto the surface of a CaF2

substrate which was then analyzed by polarized Fourier transform infrared (FTIR) spec-

troscopy [7]. It was found that the HA ions and the TiS2 layers formed an angle of 64◦

with respect to the normal of the TiS2 basal plane. Long HA molecules were always

well aligned and formed paraffin-like bilayer structures in the intercalation layered com-

pounds due to the hydrophobic interactions [23]. The one-dimensional electron density

map along the c-axis of the hybrid inorganic/organic material (derived from the Fourier

transform of the XRD pattern) showed three sharp peaks appearing at −1.43, 0, and

1.43 Å (fig. 3(c)). These peaks correspond to the triple atomic planes in TiS2, including

a layer of Ti atoms (at 0 Å) sandwiched by two S atom planes (at ∓1.43 Å). The small

peaks located between the neighboring strong triple peaks for TiS2 should be due to the

ordered organic molecules. The shape of the electron density map clearly suggested that

the layered structure was centrosymmetric, which is consistent with the bilayer model

for the HA cations. The small peaks at 2.88 and 11.11 Å corresponded to the ammonium

head groups. There were also two relatively strong symmetric peaks at 5.06 and 8.86 Å,

which were assigned to the PEG molecules. The PEG molecules that were confined with

an interlayer distance of 8.2 Å between two TiS2 layers could have double layers with

planar zigzag conformation or could have adopted a coil conformation. However, if the

latter case was true, the electron density map would have had a broadened peak, dis-

persed halfway between the TiS2 peaks. The appearance of the two strong symmetric

peaks (3.8 Å apart at 5.06 and 8.86 Å) instead clearly indicated that the PEG molecules

had a double-layer planar zigzag conformation and the molecular planes were parallel to

the TiS2 layers, as shown in fig. 3(c).
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3
.
2. Advantages of inorganic/organic hybrid superlattices . – Construction of inor-

ganic/organic hybrid superlattices would provide us with a lot of advantages in enhancing

thermoelectric performance through interlayer as well as intralayer interactions:

– Quantum confinement effect: Electronic carriers confined in an inorganic layer

sandwiched by two insulating organic layers would become heavy and generate a

large Seebeck coefficient. Phonons are also confined within an inorganic layer and

their two-dimensionally restricted movement would lead to lower thermal conduc-

tivity.

– Chemical interactions: Inorganic layers and organic layers in a hybrid superlattice

would form certain chemical bonds that are different from weak van der Waals

bond existing in a pristine inorganic layer compound. This bond formation would

affect both electron and phonon transport.

– Physical interactions: Electrostatic interactions between carrier electrons (holes) in

an inorganic layer and cations (anions) in organic layers would affect the electron

transport. Long-range interactions between phonons in an inorganic layer and

the dipole moment of polar molecules in organic layers would affect the phonon

transport.

It would be possible to enhance ZT by deliberately controlling these effects and/or in-

teractions, though they are correlated in a complicated manner. In the following sections

thermoelectric properties of TiS2-based hybrid superlattices will be described.

3
.
3. Tuning of carrier mobility . – Charge carriers, electrons in this case, move around

in the inorganic TiS2 layers and organic cations (HA) are situated between the inorganic

layers, so that the movement of negatively charged electrons is always limited by Coulomb

attractive force (eq. (1)) exerted by positively charged organic cations

F =
1

4πr2
1

ε0
q1q2,(1)

where F is the Coulomb attractive force, ε0 the static dielectric constant of the medium,

r the distance between two charges q1 and q2. However, if the polar molecules are present

between the inorganic layers, they would affect the electrostatic interactions between or-

ganic cations and carrier electrons. According to eq. (1), a larger static dielectric constant

of polar molecules would weaken the Coulomb attractive force and hence enhance carrier

mobility.

To systematically vary the dielectric constants, a series of organic molecules with

polar hydroxyl groups, including ethylene glycol (EG), diethylene glycol (DEG) and

poly(ethylene glycol) of average molecular weight with 200, 400 and 1000 g · mol−1 (de-

noted as PEG 200, PEG 400 and PEG 1000, respectively) were chosen. The static

dielectric constant decreases with an increasing degree of polymerization (molecular
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Fig. 4. – In-plane transport properties of TiS2(HA)x(PM)y hybrid superlattices as a function
of static dielectric constant of polar molecule (PM = ethylene glycol series) at 300K [7]; (a)
Carrier concentration, (b) Hall mobility, (c) Seebeck coefficient, and (d) Electrical conductivity.

weight) [23]. The chemical resemblance of these molecules could result in similar struc-

tures in terms of the interlayer distance of the inorganic/organic hybrid superlattices

(fig. 3(a)), enabling a systematic comparison of their transport properties.

Figures 4(a) and (b) show the carrier concentration and the in-plane Hall mobility, re-

spectively, as a function of the static dielectric constant of the intercalated polar molecule.

The Hall mobility was systematically enhanced due to the increase of the dielectric con-

stants of the polar molecules, while the carrier concentration almost remained constant.

The change of the carrier mobility is likely dominated by the relaxation time (τ) of the

quasi-2D electrons inside the inorganic TiS2 layers. Pristine TiS2 singe crystals have a

carrier mobility of 7.5 cm2 V−1 s−1, where the electrons are mainly scattered by acous-

tic phonons [24]. Ionic impurity scattering was introduced after incorporating organic

cations (HA ions), due to the Coulomb force between the cations and the electrons, which

would decrease the electron mobility. However, the overall electrical conductivity of hy-

brid materials could be increased due to the significant increase in carrier concentration

satisfying the electrical neutrality.

Using Mathiessen’s rule, the effective mobility can be expressed as

μ =

(
1

μl
+

1

μi

)−1

=

(
1

μl
+

1

fε2

)−1

,(2)

where μl and μi denote the mobility by acoustic phonon scattering and impurity
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Fig. 5. – (a) Thermal conductivity as a function of static dielectric constant of the polar molecule
and (b) ZT vs. static dielectric constant at 300K [7].

scattering, respectively. ε is the average dielectric constant of our hybrid material, and

the coefficient f is a functional parameter which relates to effective mass, effective charge

of impurities and concentration of impurities. In our hybrid materials, it can be treated

as a constant value [7]. To calculate the effective mobility μ, μl was defined as the

mobility of pristine TiS2 single crystal (μl = 7.5 cm2 V−1 s−1) [24], and the coefficient

f was derived from the mobility of intercalated TiS2(HA)0.096(PEG1000)0.028 crystal,

(f = 0.00737 cm2 V−1 s−1). The calculated curve of effective mobility (theoretical) is

close to a straight line for 10 < εl < 42 and agrees well with the experimental values

of all hybrid inorganic/organic materials, as shown in fig. 4(b). Such agreement of the

mobility from the simple theoretical model and experimental results, indeed, proved that

the electronic band structures of these hybrid materials might have only been slightly

modified by the intercalation of organic molecules, as articulated above, and the dielectric

mismatch is the key to tune the electron mobility in these hybrid materials by screening

the Coulomb potentials.

Accordingly, the Seebeck coefficient stayed almost constant but the electrical

conductivity increased with increasing static dielectric constant of polar molecules

(figs. 4(c), (d)). This is a very important finding, we believe, because it suggests that we

can enhance the power factor of a hybrid superlattice by incorporating polar molecules

with high static dielectric constant. It is also interesting to see that the lattice ther-

mal conductivity was very low and decreased with increasing static dielectric constant

(fig. 5(a)). This ultra-low lattice thermal conductivity would indicate that long-range in-

teractions between the dipole moment in polar molecules and the phonons in TiS2 layers

should affect the phonon scattering process. Consequently, ZT increased with increasing

static dielectric constant of polar molecules, and 0.17 at room temperature was obtained

for the case of ethylene glycol, which has the largest static dielectric constant (fig. 5(b)).

So, we can conclude that the intercalation of polar molecules with high static dielectric

constant enhances carrier mobility and electrical conductivity, and greatly reduces lattice

thermal conductivity, leading to high ZT .

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Low-dimensional inorganic/organic hybrid thermoelectrics 103

3
.
4. Reduction of thermal conductivity . – It is very interesting that such a low lattice

thermal conductivity can be realized in a hybrid superlattice. Both phonons and electrons

contribute to the thermal conductivity, and the electronic contribution can be comparable

to the phonon contribution in high-efficiency thermoelectric materials. After subtracting

the electronic thermal conductivity, which was estimated according to the Wiedemann-

Franz law using a calibrated Lorenz constant (2.40 × 10−8 V2 K−2), the in-plane lattice

thermal conductivity was estimated to be 4.2Wm−1 K−1 for the TiS2 single crystal and

an ultralow value of 0.12Wm−1 K−1 was obtained for TiS2(HA)0.08(H2O)0.22(DMSO)0.03
at 300K. The ultralow thermal conductivities across inorganic/organic interfaces have

been studied for planar self-assembled monolayers [25] and nanocrystal arrays [26]. Low

cross-plane thermal conductivity has also been reported for inorganic/organic superlat-

tices [27, 28]. However, the in-plane thermal conductivity of inorganic/organic superlat-

tices has not been reported. Assuming that the TiS2 layers and the organic molecules

formed a parallel thermal circuit along the in-plane direction of the hybrid superlattice,

the thermal conductivity was estimated to be 2.59Wm−1 K−1, almost half of the thermal

conductivity of bulk TiS2, which is much higher than the measured value.

To explain such ultra-low thermal conductivity of TiS2(HA)0.08(H2O)0.22(DMSO)0.03,

we conducted equilibrium molecular dynamics simulations with the Green-Kubo method

to understand the fundamental phonon transport mechanisms in both bulk TiS2 and

the hybrid superlattice material with hexylammonium molecules. In our simulations, we

observed an eightfold reduction of the lattice thermal conductivity when the TiS2 bulk is

intercalated by organic components. This reduction is significantly higher than the sim-

ple volumetric averaging, indicating that the coupling between the inorganic and organic

parts plays an important role in phonon transport in the in-plane direction. As the ther-

mal conduction in the inorganic part is much better than the organic part, the low thermal

conductivity of the hybrid material could be attributed to the reduction in the thermal

conductivity of the inorganic layer after the intercalation. To qualitatively explain the

difference in the phonon dynamics between bulk TiS2 and the hybrid superlattice, we cal-

culated the spectral energy density [29], φ(k, ω), with phonon wavevector k and frequency

ω of the bulk TiS2 and the TiS2 layer from the hybrid superlattice, as shown in fig. 6. The

positions of peaks, ω0, in the spectral energy density distribution for a given wavevector,

k0, correspond to the phonon dispersion that the material supports, and the broadening

of the peak in the frequency domain is related to the phonon relaxation time. The smaller

the broadening is, the longer the relaxation time is. In both materials, the three acoustic

branches are clearly distinguishable. For all acoustic dispersions, larger broadening can

be observed for the hybrid case, indicating stronger scattering in the hybrid superlattice,

which can be understood as a result of the inorganic TiS2 layers being ionically combined

with the dangling hexylammonium ions. The electrostatic interaction is much stronger

than weak van der Waals interaction, which is dominant in the bulk TiS2.

It is noted that other scattering mechanisms, besides the interfacial coupling,

can potentially further reduce the thermal conductivity, which is worthy of fur-

ther investigation. One possibility is the wavy structure of the layers observed

for TiS2(HA)0.08(H2O)0.22(DMSO)0.03 (fig. 7(a)). As a reference, we measured
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Fig. 6. – Molecular dynamics simulations of the thermal conductivities [6]; structural models
of (a) TiS2 and (b) TiS2(HA)x(H2O)y(DMSO)z. Spectral energy densities of (c) TiS2 and (d)
TiS2(HA)x(H2O)y(DMSO)z).

the thermal conductivity of TiS2(HA)0.097(PEG1000)0.028, where the layers were

aligned straight owing to the long chain structure of polyethylene glycol (PEG)

(fig. 7(b)). The lattice thermal conductivity of the flat hybrid superlattice

TiS2(HA)0.097(PEG1000)0.028 was measured to be 0.56Wm−1 K−1, 4–5 times higher

than the wavy TiS2(HA)0.08(H2O)0.22(DMSO)0.03. This can be further explained us-

ing the thermal conductivity accumulation as a function of the mean-free path. The

phonons with a mean-free path above 10 nm (the half-wavelength of the wavy structure)

that contribute to 82% of the total thermal conductivity would be strongly scattered

by the wavy structure. In addition, local atomic disordering of the TiS2 layers in the

hybrid superlattice in the wavy structure could be another additional phonon scatter-

ing mechanism. Compared with the sharp peaks of XRD for TiS2 single crystals, the

peaks of TiS2(HA)0.08(H2O)0.22(DMSO)0.03 become broader, which is a sign of structural

disordering, as further confirmed by HAADF-STEM (fig. 7(a)).

Fig. 7. – HAADF-STEM images of (a) TiS2(HA)0.08(H2O)0.22(DMSO)0.03 and
TiS2(HA)0.097(PEG1000)0.028 [6].
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Fig. 8. – (a) HAADF-STEM image of the cross section of TiS2(HA)0.025 hybrid superlattice.
(b) Temperature dependence of ZT for hybrid superlattices with various compositions. (c)
HAADF-STEM image of the cross section of TiS2(TBA)0.011(HA)0.018 hybrid superlattice [30].

3
.
5. Enhancement of ZT by optimizing carrier density . – The ZT values so far ob-

tained for the hybrid superlattices are lower than the estimated maximum value, and

there are several issues to overcome in order to further enhance ZT . The most important

issue to overcome is to gain control over the carrier density. It is always too high when the

organic cations are fully intercalated together with the electron injection into TiS2 layers,

and hence the Seebeck coefficient is greatly suppressed. It is desirable to reduce somehow

the carrier density so as to achieve higher Seebeck coefficients and higher power factors.

There are at least two ways to reduce the carrier concentration during processing. One

way is to remove the organic cations by heating in vacuum. This seems to work well. The

carrier concentration does decrease and the Seebeck coefficient increases. Even though

the thermal conductivity greatly increases, possibly due to destruction of the superlattice

structure (fig. 8(a)), ZT increases from 0.07 (for TiS2(HA)0.08(DMSO)0.15) to 0.2 (for

TiS2(HA)0.025) at room temperature (fig. 8(b)).

The other way is to intercalate two kinds of organic cations that possess different

thermal stability. TBA (tetrabutyl ammonium) and HA (hexylammonium) are first co-

intercalated into the van der Waals gap of TiS2, and then HA, which is more thermally

unstable, is removed preferentially by heating in vacuum while maintaining a slightly

modified superlattice structure (fig. 8(c)). Carrier concentration decreases, the Seebeck

coefficient increases, and the electrical conductivity increases as a result. Even though the

thermal conductivity appears to be rather high due to certain structural modifications,

the ZT is greatly enhanced and reaches about 0.33 (for TiS2 (TBA)0.011(HA)0.018) at

413K in an ambient atmosphere, as shown in fig. 8(b) [30].
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Fig. 9. – Solution-processed TiS2/organic superlattice materials. The flow chart of synthesis pro-
cedure of TiS2/organics superlattice films by a liquid-exfoliation and self-assembly method [31].

4. – Flexible thermoelectrics and their applications

4
.
1. Solution-processable fabrication. – Figure 9 depicts the synthesis procedures of

TiS2/organics superlattice materials [31]. Firstly, TiS2 powders were synthesised by the

chemical vapour transport method [32]. The obtained TiS2 powders were thoroughly

pulverised and mixed with hexylamine (HA) with an initial molar ratio of 1 : 4. We

conducted XRD measurement on the resulting mixed powder, and the result (fig. 10(a))

indicated that HA was intercalated into TiS2 through manual grinding, and the interca-

lated compound, i.e., TiS2(HA) had an interlayer spacing d as large as 22.3 Å. Consider-

ing that the HA had an alkyl chain length of 16.6 Å, it is expected that the HA molecules

situated between the TiS2 layers in a paraffin-like bilayer structure.

The pre-intercalated powders were further exfoliated into nanosheets by dispersing

them into a polar solvent with large dielectric constant, i.e., n-methyl formamide (NMF),

followed by mild sonication. The obtained colloidal solution was then centrifugated

to remove thick flakes as well as unintercalated TiS2. AFM study indicated that the
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Fig. 10. – The crystal structure evolution during solution processing [32]. (a) The XRD patterns
of TiS2 powder, TiS2[HA] powder (grinding TiS2 with hexylamine) and the TiS2[(HA)(NMF)]
foil. (b) HR-TEM of exfoliated TiS2[(HA)(NMF)] nanosheet, and (c) the cross-sectional SEM
image of TiS2[(HA)(NMF)] free-standing film.

exfoliated nanosheets had an average thickness of 2–3 nm and length of 200–400 nm. The

TEM image (fig. 10(b)) of the nanosheet surface demonstrated an identical structure

as the pure TiS2, and organic molecules were not able to be observed through this

projection due to the low scattering coefficient of electrons. These nanosheets were self-

assembled into TiS2[(HA)(NMF)] superlattice film (fig. 10(c)) when the supernatant was

dried at 60 ◦C under low-vacuum condition. It was further annealed at 130 ◦C to remove

the residual organic solvents. The as-synthesised film could be either free standing or

deposited onto various substrates, such as glass, Si or soft polymer substrate.

4
.
2. Thermoelectric and mechanical properties of superlattice films. – Figure 11 shows

the thermoelectric properties of TiS2[(HA)(NMF)] free-standing foil, where the properties

of the pristine TiS2 single crystal are also included for comparison. It demonstrates that

the in-plane electrical conductivity of TiS2[(HA)(NMF)] foil was increased by more than

50% after organic intercalation, whereas the Seebeck coefficient value was reduced from

180 to 70μV/K at room temperature. This was attributed to the increased carrier con-

centration. The Hall measurement indicated that the carrier concentration was remark-

ably enhanced from 1.76 × 1020 cm−3 to 1.35 × 1021 cm−3. The largely doped electrons
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Fig. 11. – In-plane thermoelectric properties and XPS spectra of TiS2 single crystal and
TiS2[(HA)(NMF)] foil [32]. (a) Electrical conductivity, (b) Seebeck coefficient, (c) XPS spectra,
(d) power factor, (e) thermal conductivity and (f) figure of merit ZT .

resulted in the reduction of Ti4+ to Ti3+, which was verified by the XPS measurement

(fig. 11(c)). On the other hand, the electron mobility of the TiS2 superlattice foil was de-

creased by a factor of three, compared to the TiS2 single crystal. This could stem from the

enhanced electron concentration and strong electron scattering at the nanosheet edges.

Despite the enhanced electrical conductivity, the power factor of TiS2[(HA)(NMF)]

foil (230μW/mK2) was much lower than that of its parent material (1150μW/mK2),

due to the large reduction of Seebeck coefficient. The in-plane thermal conductivity of

TiS2[(HA)(NMF)] foil was 0.77W/mK, which was 6–7 times lower than that of the pris-

tine TiS2 single crystal. Owing to the remarkable suppression of thermal conductivity,

the ZT of TiS2[(HA)(NMF)] foil reached 0.12 at 393K, which was 50% higher than that

of the bulk TiS2 crystal. Although its ZT value was still lower than the benchmarked

thermoelectric material (i.e., Bi2Te3), it is expected that the overall thermoelectric per-

formance could be further enhanced by optimising the carrier concentration.
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Fig. 12. – Prototype thermoelectric device and its thermoelectric performance [31]. (a) Sche-
matic illustration and photos of thermoelectric device, where p-type PEDOT:PSS and n-type
TiS2[(HA)(NMF)] superlattice film were deposited onto flexible polymer substrate. (b) The
generated power output and voltage output at a temperature gradient of 10–70K, and (c) the
power density as a function of temperature gradient.

4
.
3. Thermoelectric performance of prototype flexible thermoelectric device. – To fur-

ther evaluate the superlattice material performance, we fabricated a prototype thermo-

electric device using p-type ethylene glycol treated PEDOT:PSS and n-type solution-

processed TiS2[(HA)(NMF)] thin film. The device consisted of 5 p-n pairs of thermo-

electric legs, where both p- and n-type materials were deposited onto soft PET substrate

to ensure device flexibility (fig. 12(a)). Silver paint was used as the metal electrodes,

which had a similar work function (4.26–4.74 eV) to both PEDOT:PSS (4.8–5.3 eV) and

TiS2 (4.44 eV).

Figure 12(b) presents the measured voltage and power output of the fabricated device.

At the temperature gradient of 70K, the 5 p-n paired thermoelectric device generated a

voltage output of 33mV and a power output of 0.9μW. The calculated power density

reached 0.05 and 2.5Wm−2 at the temperature gradient of 10K and 70K, respectively

(fig. 12(c)). This suggests that such a device holds great promise for powering the micro-

to milli-watt wearable electronics.

Taking advantage of the flexibility of the thermoelectric materials, it would be possible

to design new types of devices and modules outside of the domain of conventional solid

metal or hard inorganic materials. Such new flexible devices would enable us to explore

novel applications. High-power flexible solar cells, for example, will be realized hopefully

by combining new thin-film solar cells and flexible thermoelectric modules [33]. Flexible

thin film TE generator could power an electronic skin for health-monitoring and remote

diagnosis (fig. 13) [34].

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



110 K. Koumoto

Fig. 13. – The prospects of future E-skins powered by body heat functional E-skins and power
sources (left) and the schematic illustration of E-skins powered by body heat using an integrated
thermoelectric (TE) generator for potential wireless health monitoring and diagnosis (right) [34].

5. – 1D nanomaterials: carbon nanotubes (CNTs)

CNTs have been extensively used to enhance the electrical conductivity of conduct-

ing polymers, due to their superior electrical conductivity. For instance, the electrical

conductivity of individual CNT can reach as high as 2 × 105 S/cm and even random

CNTs can have the electrical conductivity above 103 S/cm [35, 36]. For the composites,

the type, concentration, and distribution of CNTs in the polymer matrix play important

role in determining the thermoelectric performance of the composites. Previous studies

reveal that the integration of high-quality single-wall CNTs generally achieves a higher

power factor compared with a mixture of multi-walled CNTs, due to less structural de-

fects [37], however, it will inevitably increase the material cost. In addition, pristine

CNTs are likely to become aggregated in water due to their hydrophobic nature and

thus it requires the assistance of stabilizers to achieve uniform dispersion in the polymer

matrix. Conductive stabilizer is preferred, as the insulating one may deteriorate the

overall electrical conduction.

In 2008, Choongho and Grunlan et al. first demonstrated that a loading of 20wt%

CNT into PEDOT:PSS could remarkably enhance the electrical conductivity while

keeping the Seebeck coefficient and thermal conductivity relatively constant due to

the segregated CNT network [38]. In 2011, they successfully enhanced the electri-

cal conductivity to 1000 S/cm by adding 60wt% SWCNT, leading to a power factor

of ∼ 160μW/mK2 [39]. In 2013, they found that in contrast to insulating stabilizers

such as gum arabic (GA) and polyvinyl acetate (PVAc), the addition of semi-conductive

stabilizer, i.e. meso-tetra (4-carboxyphenyl) porphine (TCPP) to the dispersion of

PEDOT:PSS/DWCNTs could promote the π-π stacking and bridge the CNTs net-

works, resulting in a large power factor of 500μW/mK2 when the concentration of

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Low-dimensional inorganic/organic hybrid thermoelectrics 111

DWCNT was 40% [40]. Very recently, they demonstrated that the majority carrier

type of PEDOT/CNTs hybrids can be altered from p to n type by the treatment of

tetrakis(dimethylamino)ethylene (TDAE) (fig. 1). It showed unusually large Seebeck co-

efficient up to −4.3mV/K, resulting in a very high power factor of ∼ 1050μW/mK2 [41].

This is also the highest power factor reported so far for n-type organic-based thermoelec-

tric materials. Although considerable effort has been made to improve the thermoelectric

performance of PANI by the integration of CNTs, the power factor values are generally

below 20μW/mK2, due to the relatively low electrical conductivity (i.e., below 100 S/cm

in most cases) [42-46].

In addition to PEDOT:PSS and PANI, Guo et al. reported that polypyrrole

(PPy)/SWCNT multi-layered nanosheets could reach a maximum power factor of

21.7μW/mK2 [47], which was the highest value among PPy and its composites reported

so far. Poly(3-hexythiophene)/CNTs composites also demonstrated competitive thermo-

electric properties, yielding 25μW/mK2 for a low filling content of 8% SWCNTs and a

maximum of 95μW/mK2 for 42–81% of SWCNTs [48].

Furthermore, Toshima and his co-workers [49, 50] developed a new hybrid thermo-

electric composite made from polyvinyl chloride (PVC), SWCNTs and nano-dispersed

poly(metal 1,1,2,2-ethenetetrathiolate) (n-metal-PETT). They found that such additives

could promote the carrier transfer between SWCNT networks and stabilize CNTs dis-

persion. In addition, the n-Cu-PETT/SWCNTs composite shows a positive Seebeck

coefficient of 18μV/K and the n-Ni-PETT/SWCNTs composite exhibits a negative See-

beck coefficient of −40μV/K. The power factor can be further enhanced by the addition

of PVC stabilizer and methanol treatment due to the removal of insulating PVC, and

the maximum power factor reaches to 58.6μW/mK2 by the n-Ni-PETT/SWCNTs/PVC

composite with a mass ratio of 10 : 8 : 3.

6. – Perspective remarks on low-dimensional nanomaterials-based thermo-

electrics

Figure 14 shows the room temperature power factor values of flexible thermoelectrics

reported recently in the literature. In the last three years, several materials were found

to show the power factor larger than 500μW/mK2, and the yellow points correspond to

the TiS2/organics hybrid superlattice materials whose carrier density was optimized as

mentioned in sect. 3
.
5. Very recently the power factor far exceeding 1000μW/mK2 was

reported for both p and n-type CNT/polymer nanocomposites [51]. It was a real great

advance in getting flexible materials with high power factors. However, the ZT values

are still very low, as low as of the order of 0.01, so that these new materials cannot be

used right now for actual applications.

Here I must mention about the new result recently reported by Chinese re-

searchers [52]. Nanocomposites with layer-structured bismuth telluride deposited on

carbon nanotube scaffold gave rise to a very high power factor (∼ 1600μW/mK2) and

ZT (∼ 0.89) at room temperature. It would be a good candidate material if the cost-

effective manufacturing technology could be developed.
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Fig. 14. – Power factor (PF ) values at 300K of flexible thermoelectrics.

The hybridization of low-dimensional inorganic nanomaterials with other soft nano-

materials would be a promising strategy to produce flexible thermoelectrics for the fu-

ture energy harvesting. In this sense, a variety of novel 2D inorganic nanomaterials are

expected to have high potential as building blocks to make flexible nanohybrid thermo-

electrics. Layer-structure compounds such as SnSe [53,54] and metal nitride halide MNX

(M: Ti, Zr, Hf; X: Cl, Br, I) [55, 56], and 2D pnictogens (VA elements: N, P, As, Sb,

Bi) [57] are possible candidate materials.
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[22] Schöllhorn R. and Weiss A., J. Less Common Met., 36 (1974) 229.
[23] Sengwa R. J., Kaur K. and Chaudhary R., Polym. Int., 49 (2000) 599.
[24] Wan C., Wang Y., Wang N. et al., J. Electron. Mater., 40 (2011) 1271.
[25] Losego M. D., Grady M. E., Sottos N. R. et al., Nat. Mater., 11 (2012) 502.
[26] Ong W.-L., Rupich S. M., Talapin D. V. et al., Nat. Mater., 12 (2013) 410.
[27] Liu J., Yoon B., Kuhlmann E. et al., Nano Lett., 13 (2013) 5594.
[28] Losego M. D., Blitz I. P., Vaia R. A. et al., Nano Lett., 13 (2013) 2215.
[29] Thomas J. A., Turney J. E., Iutzi R. M. et al., Phys. Rev. B, 81 (2010) 081411.
[30] Wan C., Tian R., Koumoto K. et al., Nat. Commun., 8 (2017) 1024.
[31] Tian R., Wan C., Koumoto K. et al., J. Mater. Chem. A, 5 (2017) 564.
[32] Wan C., Tian R., Koumoto K. et al., Nano Energy, 30 (2016) 840.
[33] Zhou Y., Koumoto K., Lin H. et al., Mater. Today Energy, 12 (2019) 363.
[34] Tian R., Koumoto K. et al., Joule, 3 (2019) 1394.
[35] Ebbesen T., Lezec H., Hiura H., Bennett J., Ghaemi H. and Thio T., Nature, 382

(1996) 54.
[36] Ryu Y., Yin L. and Yu C., J. Mater. Chem., 22 (2012) 6959.
[37] Kim D., Kim Y., Choi K., Grunlan J. C. and Yu C., ACS Nano, 4 (2010) 513.
[38] Yu C., Kim Y. S., Kim D. and Grunlan J. C., Nano Lett., 8 (2008) 4428.
[39] Yu C., Choi K., Yin L. and Grunlan J. C., ACS Nano, 5 (2011) 7885.
[40] Moriarty G. P., Briggs K., Stevens B. et al., Energy Technol., 1 (2013) 265.
[41] Wang H., Hsu J. H., Yi S. I. et al., Adv. Mater., 27 (2015) 6855.
[42] Yao Q., Chen L., Zhang W., Liufu S. and Chen X., ACS Nano, 4 (2010) 2445.
[43] Meng C., Liu C. and Fan S., Adv. Mater., 22 (2010) 535.
[44] Wang Q., Yao Q., Chang J. and Chen L., J. Mater. Chem., 22 (2012) 17612.
[45] Zhang K., Davis M., Qiu J. et al., Nanotechnology, 23 (2012) 385701.

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



114 K. Koumoto

[46] Chen J., Gui X., Wang Z. et al., ACS Appl. Mater. Interfaces, 4 (2011) 81.
[47] Liang L., Chen G. and Guo C.-Y., Compos. Sci. Technol., 129 (2016) 130.
[48] Bounioux C., D́ıaz-Chao P., Campoy-Quiles M. et al., Energy Environ. Sci., 6 (2013)

918.
[49] Toshima N., Oshima K., Anno H. et al., Adv. Mater., 27 (2015) 2246.
[50] Oshima K., Asano H., Shiraishi Y. and Toshima N., J. Appl. Phys., 55 (2016) 02BB07.
[51] Zhou W., Xie S. et al., Nat. Commun., 8 (2017) 14886.
[52] Jin Q. et al., Nat. Mater., 18 (2019) 62.
[53] Wang F. Q., Zhang S., Yu J. and Wang Q., Nanoscale, 7 (2015) 15962.
[54] Ju H. and Kim J. H., ACS Nano, 10 (2016) 5730.
[55] Yamanaka S. et al., J. Mater. Chem., 22 (2012) 10752.
[56] Yun W. S. and Lee J. D., Sci. Rep., 7 (2017) 17330.
[57] Ersan F. et al., Appl. Phys. Rev., 6 (2019) 021308.

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Proceedings of the International School of Physics “Enrico Fermi”
Course 207 “Advances in Thermoelectricity: Foundational Issues, Materials and Nanotechnology”,
edited by D. Narducci, G. J. Snyder and C. Fanciulli
(IOS, Amsterdam; SIF, Bologna) 2021
DOI 10.3254/ENFI210008

Theoretical approaches for nanoscale thermoelectric
phenomena

Carmine Antonio Perroni

CNR-SPIN and Dipartimento di Fisica “E. Pancini”, Università degli Studi di Napoli
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Summary. — We focus on the theoretical approaches aimed to analyze thermoelec-
tric properties at the nanoscale. We discuss several relevant theoretical approaches
for different set-ups of nano-devices providing estimations of the thermoelectric pa-
rameters in the linear and non-linear regime, in particular the thermoelectric figure
of merit and the power-efficiency trade-off. Moreover, we analyze the role of not
only electronic, but also of vibrational degrees of freedom. First, nanoscale ther-
moelectric phenomena are considered in the quantum coherent regime using the
Landauer-Büttiker method and focusing on effects of energy filtering. Then, we an-
alyze the effects of many-body couplings between nanostructure degrees of freedom,
such as electron-electron and electron-vibration interactions, which can strongly af-
fect the thermoelectric conversion. In particular, we discuss the enhancement of
the thermoelectric figure of merit in the Coulomb blockade regime for a quantum
dot model starting from the master equation for charge state probabilities and the
tunneling rates through the electrodes. Finally, within the non-equilibrium Green
function formalism, we quantify the reduction of the thermoelectric performance
in simple models of molecular junctions due to the effects of the electron-vibration
coupling and phonon transport at room temperature.
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1. – Introduction

A direct conversion between temperature differences and electric voltages can be

achieved through thermoelectric phenomena in solid state systems. In the linear-response

regime, in addition to a small electric voltage ΔV , a small temperature difference ΔT

is applied generating an electric current Je and a heat current Jh. The main trans-

port quantities of the linear regime [1] are the electrical conductance G = Je/ΔV (at

ΔT = 0), the thermopower S = −ΔV/ΔT (at Je = 0, with ΔV thermoelectric voltage),

and the thermal conductance K = Jh/ΔT (at Je = 0). The figure of merit Z for the

thermoelectric conversion is defined as

(1) Z =
GS2

K
,

with the dimension of the inverse of a temperature. In the linear regime, one tempera-

ture T typically characterizes the stationary state of the system, therefore one usually

considers the dimensionless figure of merit ZT . A very efficient thermoelectric conversion

is obtained when ZT is much larger than unity [1].

Actual thermoelectric devices work under a finite electric voltage ΔV and temperature

difference ΔT = T1−T2, with T1 temperature of the hot reservoir and T2 of the cold one.

Very important quantities are the power Pgen delivered to the load and the efficiency η,

which is the ratio between the output power to the load and the heat flow from the hot

reservoir. Both quantities Pgen and η can be optimized with varying the parameters of

the device [2,3], and the efficiency η can never exceed the Carnot efficiency ηC defined as

(2) ηC =
ΔT

T1
= 1− T2

T1
.

Within the linear-response regime, the maximum achievable efficiency ηmax (for a given

temperature difference and optimizing over the voltage) is a monotonous growing function

of ZT , with ηmax = 0 when ZT = 0 and ηmax → ∞ when ZT → ∞ (the positivity of

entropy production imposes ZT ≥ 0).

Bulk solid state systems are usually characterized by a small value of the figure of

merit ZT [4]. Even if the charge conductance of metals is high, their thermopower is low.

Moreover, in metals, the Wiedemann-Franz law correlates the values of electron thermal

and electric conductances limiting the values of ZT [4]. Actually, the solid state systems

used in bulk thermoelectric devices are doped semiconductors which show intermediate

values for both conductance and thermopower [4]. Moreover, in these semiconductors,

phonons, not electrons, typically provide the most important contribution to the thermal

conductance.

The use of systems with reduced dimensionality, such as nanostructures, turns out

to be effective to increase the thermoelectric performances [5]. Indeed, nanoscale engi-

neering of electronic and vibrational degrees of freedom allows not only to violate the

Wiedemann-Franz law, but also to reduce the phonon thermal conductance [6]. High
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values of ZT have been measured in superlattice thermoelectric devices [7], in quantum

dot superlattices [8], and in semiconductor nanowires [9]. Moreover, thermopower S

gets enhanced in molecular junctions [10]. At the nanoscale, thermoelectric devices can

be analyzed in new linear and non-linear transport regimes, for example the Coulomb

blockade with multi-terminal set-ups [2], where effects of electron-electron interactions

between charge carriers are relevant [6]. Finally, molecular junctions [11] offer the pos-

sibility to study thermoelectric effects in cases where both electronic and vibrational

degrees of freedom cooperate to energy transport [3].

This paper will focus on several relevant theoretical approaches used to interpret

the thermoelectric properties of nanoscopic systems. We expose theoretical results in

different regimes for electronic and vibrational degrees of freedom, analyzing in particular

the absence/presence of many-body interactions onto the nanostructure. For the sake of

brevity, only the main equations for transport properties will be quoted in this paper.

For illustrative purposes, a simple nanostructure model with one electronic level and, in

molecular junctions, also one vibrational mode will be frequently used in this paper.

First, we shall consider thermoelectric phenomena in the quantum coherent regime,

investigating the possibility of energy filtering effects. The devices can have more than

two leads which represent the thermoelectric reservoirs fixing both the electrochemical

potentials and temperatures. Linear and non-linear response regimes are determined

through the Landauer-Büttiker method [1], hence the transport properties are derived

in terms of the transmission function of the nanostructure. Already at this stage, the

Wiedemann-Franz law can be violated opening the possibility to tune the nanoscopic

resonances and to enhance the thermoelectric performances [2, 3].

Then, we will analyze the role played by electron-electron interactions in enhancing

the thermoelectric figure of merit. In particular, we will focus on the Coulomb blockade

regime for a quantum dot model. In this regime, the charging energy of the nanostruc-

ture represents the most important energy barrier for the transport which, actually, is

blockaded at zero bias between source and drain in the limit of small temperature. Tun-

neling rates through the electrodes are introduced in order to derive the kinetic equations,

whose solution provides the charge state probabilities of the Coulomb island.

Finally, we shall consider the effects of room temperature on the thermoelectric per-

formances of nano-devices within the non-equilibrium Green function formalism. Room

temperature is the reference for applications, and it favors large values of thermopower.

However, it can activate the vibrational degrees of the leads and the nanostructure in-

fluencing the energy transport. We point out that both phonon transport and electron-

vibration interactions onto the molecule tend to reduce the thermoelectric efficiency in

simple models of molecular junctions at finite temperature.

The paper is organized as follows. In sect. 2, theoretical results about thermoelectric

properties are discussed in the coherent regime. The presence of electron-electron and

electron-vibration interactions between nanostructure degrees of freedom is analyzed in

sects. 3 and 4, respectively, evaluating their effects on thermoelectric conversion. We

finish with concluding remarks in sect. 5.
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Fig. 1. – A sketch of the qualitative difference between traditional and quantum thermoelectrics.
Reprinted with permission from [2].

2. – Thermoelectricity in the quantum coherent regime

In traditional bulk thermoelectrics (see fig. 1, left) the distance on which the electrons

relax to a local equilibrum is much smaller than the system size. At room temperature,

this relaxation length (typically some tens of nanometres) is usually of the order of the

mean free path, since electron scattering is typically dominated by inelastic electron-

phonon scattering, which thermalizes the electrons at the same time as causing electrical

resistance by relaxing the electrons’ momentum. Thus, one can treat the electrons inside

the thermoelectric structure as being in local thermal equilibrium, with a local tempera-

ture which varies smoothly across the thermoelectric. The system can then be described

by Boltzmann transport equations. In contrast, in nanoscale thermoelectric devices (see

fig. 1, right), the thermoelectric structure is of size similar or smaller than the lengthscale

on which electrons relax to a local equilibrium. Indeed, at low temperatures (typically

less than a Kelvin), electron-electron and electron-phonon interactions are rather weak;

as a result the relaxation length can be many microns (or in some cases even a signif-

icant fraction of a millimetre). Many systems have structures smaller than this, and

one cannot make the approximations necessary to use the standard Boltzmann transport

theory. Consequently the physics becomes much richer, due to quantum interference

effects, strong correlations, (quantum) fluctuations and non-equilibrium events that are

ubiquitous in all nanoscale devices. Moreover, transport should be described in terms of

conductances rather than conductivities and therefore the figure of merit ZT is not just

an intrinsic material property, but depends on system size, geometry and properties of

the contacts with reservoirs.

2
.
1. Scattering theory for thermoelectricity . – Landauer-Büttiker scattering theory

is capable of describing the electrical, thermal and thermoelectric properties of non-

interacting electrons in an arbitrary potential (including arbitrary disorder) in terms of

the probability that the electrons go from one reservoir to another (of course, it may be

challenging to calculate these probabilities in realistic, complicated nanostructures). The

scattering theory is based on the idea that one can split the situation under consideration

into a (small) scattering region coupled to macroscopic reservoirs of free electrons. The
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scattering region should then be such that each electron traverses that region from one

reservoir to another without exchanging energy with other particles (electrons, phonons,

etc.). Thus, an electron that enters the scattering region with energy E from a given

reservoir will be represented by a wave with energy E that bounces around elastically

until it escapes into a reservoir. All inelastic processes that could cause dissipation or

decoherence are limited to the reservoirs. Scattering theory can be a good model even

though electrons interact (repel) each other. This is the case when an electron feels the

average electrostatic effect of the other electrons in a way which is captured by the mean-

field Hartree approximation. However, it cannot describe 1) the physics of an electron

scattering off another one, imparting part of its energy to that electron or 2) the physics

of an electron scattering off the lattice (i.e., electron-phonon scattering) and imparting

part of its energy to the lattice. Within scattering theory, electrons leave the scatter with

the same energy that they entered with, each electron only undergoes elastic scattering

from the electrostatic potential due to the lattice and the flow of electrons. For instance,

it does not capture the physics of single-electron interaction effects, such as Coulomb

blockade (thermoelectricity in the Coulomb blockade regime will be described later in

sect. 3). In this section, we closely follow [2]. For more details and thorough discussions

on the scattering theory approach, see the textbooks [12,13].

The coupling of the scatterer to each reservoir is written in terms of a set of orthogonal

modes in the contact between the scatterer and the reservoir (typically, the transverse

modes of a waveguide connecting the system to the reservoirs). The probability for an

electron with energy E to go from mode m of reservoir β to mode n of reservoir α is

(3) Pαn;βm(E) =
∣∣Sαn;βm(E)

∣∣2,
where S is the scattering matrix. If we sum this over all modes coupled to reservoirs α

and β, we get the transmission matrix elements

(4) Tαβ(E) =
∑
nm

Pαn;βm(E);

this can be interpreted as the probability to go from a given mode of reservoir β to any

mode of reservoir α, summed over all modes of reservoir β. One has Tαβ(E) ≥ 0 for all

α, β, and E. Moreover,
∑

α Tαβ(E) = Nβ(E) and
∑

β Tαβ(E) = Nα(E), where the α

and β sums are over all reservoirs and Nβ(E) is the number of modes in the coupling to

reservoir β at energy E.

The Landauer-Büttiker approach tells us that one can write the charge and heat

currents out of reservoir α in terms of the transmission matrix elements Tαβ(E). The

charge current Je,α out of reservoir α and into the scatterer is given by counting each

electron that crosses the boundary between the scatterer and reservoir α. The number of

electrons flowing out of reservoir α and into the scatterer at energy E is proportional to

the number of modes Nα(E) multiplied by the reservoir’s occupation at energy E, which
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is given by the Fermi function

(5) fα(E) =
(
1 + exp

[
(E − μα)

/
(kBTα)

])−1
,

where μα and Tα are the electrochemical potential and temperature of reservoir α, and

kB is Boltzmann’s constant. We must also take into account the flow of electrons from the

scatterer into reservoir α. The number of electrons that flow into reservoir α at energy E

from reservoir β is proportional to Tαβ(E) multiplied by reservoir β’s occupation fβ(E).

The total flow of electrons into reservoir α is given by the sum of this over all β (including

β = α). The electrical current into the scatterer from reservoir α is then given by the

flow of electrons out of the reservoir minus the total flow into it

(6) Je,α =
∑
β

∫ ∞

−∞

dE

h
e [Nα(E) δαβ − Tαβ(E)] fβ(E),

where e is the electron charge and h the Planck constant. We can make the same

argument to define the energy current out of reservoir α into the scatterer, except now

each electron carries an amount of energy E instead of the charge e. Hence

(7) Ju,α =
∑
β

∫ ∞

−∞

dE

h
E [Nα(E) δαβ − Tαβ(E)] fβ(E).

To construct the equivalent formula for the heat current out of a reservoir, we must

consider the definition of heat in that reservoir. We take the heat energy in a reservoir’s

electron gas to be the total energy of the gas minus the energy which that gas would

have in its ground state at the same electrochemical potential. As such, the heat energy

can be written as a sum over the energy of all electrons, measured from the reservoir’s

electrochemical potential. This means electrons above the electrochemical potential con-

tribute positively to the heat, while those below the electrochemical potential contribute

negatively to the heat. The latter can be understood as saying that if one removes an

electron below the electrochemical potential, it increases the heat in the reservoir, be-

cause one is pushing the system further from the zero temperature Fermi distribution

(in which all states below the electrochemical potential are filled). Thus, an electron

with energy E leaving reservoir α carries an amount of heat, ΔQα = E − μα, out of the

reservoir. The formula for heat current is the same as that for energy current, eq. (7),

but with (E−μα) in place of E. Hence the heat current into the scatterer from reservoir

α is Jh,α = Ju,α − (μα/e)Je,α.

Given the above constraints on Tαβ(E), we can see that
∑

α Je,α =
∑

α Ju,α = 0. This

is nothing but Kirchoff’s law of current conservation for electrical or energy currents.

However, heat currents into the scatterer obey
∑

α Jh,α = −∑α(μα/e)Je,α. This means

that heat currents are not conserved, since the scatterer can be a source or sink for heat.
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Fig. 2. – Schematic drawing of thermoelectric effects induced by an energy filter. Reprinted
with permission from [2].

2
.
2. Energy filtering . – Thermoelectric effects are present whenever the dynamics of

the electrons above the Fermi surface are different from the dynamics of electrons below

the Fermi surface. The simplest example of a thermoelectric effect (captured by scattering

theory) is that of an energy filter, schematically illustrated in fig. 2. In panel (a) we show

direct connection between two reservoirs of electrons at different temperatures but the

same electrochemical potential in the absence of any energy filter. Electrons in occupied

(shaded) states want to flow into empty (white) states, crossing from one reservoir to the

other to do so. The resulting flows are marked by the thick black arrows. In the absence

of an energy-filter there is an heat current but no electrical current (the opposite flows of

electrons above and below electrochemical potential cancel each other out). In panels (b)

and (c) we sketch an energy-filter between the hot and cold Fermi seas which blocks all

particle flow below a certain energy. In (b) we show how to use it as a heat-engine, it gen-

erates power because the temperature difference means that electrons flows from a region

of lower electrochemical potential (left) to a region of higher electrochemical potential

(right). In (c) we show how to use it as a refrigerator, using a potential bias to ensure

that electrons above the Fermi sea can flow out of the cold reservoir, cooling it further.

It turns out that delta-energy filtering (i.e., transport is possible only in a tiny en-

ergy window of width δE → 0) is, for systems described by the scattering theory, the

only mechanism leading to the Carnot efficiency [14-16]. Let us consider two terminals,

assuming T1 > T2, μ1 < μ2, Je,1 > 0 and Jh,1 > 0. The efficiency for power generation

is then given by

(8) η =
[(μ2 − μ1)/e]Je,1

Jh,1
=

(μ2 − μ1)
∫∞
−∞ dE T (E) [f1(E)− f2(E)]∫∞

−∞ dE (E − μ1) T (E) [f1(E)− f2(E)]
,

where we used the shorthand notation T (E) = T12(E). When the transmission is possible

only within a tiny energy window around E = E
, the efficiency reads

(9) η =
μ2 − μ1

E
 − μ1
.

We have f1(E
) = f2(E
), namely the occupation of states is the same in the two
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reservoirs at different temperatures and electrochemical potentials, when

(10)
E
 − μ1

T1
=

E
 − μ2

T2
⇒ E
 =

μ2T1 − μ1T2

T1 − T2
.

Substituting such E
 into eq. (9), we obtain the Carnot efficiency η = ηC = 1 − T2/T1.

Note that Carnot efficiency is obtained in the limit Je,1 → 0, corresponding to reversible

transport (zero entropy production) and zero output power.

It is interesting to note that the abstract concept of delta-energy filtering is illustrated

by a single-level quantum dot, or a single-level molecule. The model is still oversimpli-

fied, in that we make the assumption that the electrons do not interact with each other,

so Coulomb blockade effects (which cannot be treated in the scattering theory) are ne-

glected. However, it is instructive to understand the scattering theory for a quantum

dot, before going on to more sophisticated models. If the dot only has one state at energy

E
, and two reservoirs (each with one mode), which couple to the dot with strength w1

and w2, then the transmission function has a Lorentzian energy dependence:

(11) T (E) =
Γ1Γ2

(E − E
)2 +
1
4 (Γ1 + Γ2)2

,

where we define Γα = 2π|wα|2 for α ∈ 1, 2. Delta-energy filtering is obtained in the limit

(Γ1 + Γ2)/kBT → 0.

2
.
3. Power-efficiency trade-off . – The Carnot limit can be achieved for dissipationless

heat engines. Such ideal machines operate reversibly and infinitely slowly, and therefore

the extracted power vanishes. For any practical purpose it is therefore crucial to consider

the power-efficiency trade-off, in order to design devices that work at the maximum

possible efficiency for a given output power. This problem was solved, within scattering

theory, in [17, 18]. The first ingredient to derive such bound is the Bekenstein-Pendry

bound [19-21], which comes from the quantization of thermal conductance and sets an

upper bound on the heat current through a single transverse mode. The heat flow out

of reservoir α is maximal when that reservoir is coupled to another reservoir at zero

temperature (and at the same electrochemical potential) via a constriction which lets

particles flow at all energies:

(12) Jmax
h,α =

π2

6h
N k2BT

2
α,

with N number of transverse modes.

The Bekenstein-Pendry upper bound on heat flow places an upper bound on the

power generated by a heat-engine (since the efficiency is always finite). A rigourous

two-terminal analysis [17, 18] shows that the maximum generated power is

(13) Pmax
gen = A0

π2

h
N k2B

(
T1 − T2

)2
,
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Fig. 3. – Schematic drawing of the power-efficiency curves (the grey loops) for systems with dif-
ferent transmission functions, at given reservoirs’ temperatures T1 and T2. The thick black curve
separates the region accessible by systems with suitably chosen transmission functions, from the
region of efficiencies and powers that no system can achieve. For small power generation, such
curve is approximated by the dashed white curve given by eq. (14). Each loop is formed (in the
manner indicated by the arrows) by increasing the electrochemical potential bias Δμ from zero
up to the stopping value, for which the temperature difference is no longer sufficient to push
charges against the bias. The triangle marks that system’s highest efficiency, while the square
marks its highest power generation. Loop 1 is for a system with a narrow transmission function,
which has a low power output, but is capable of achieving a high efficiency (close to Carnot effi-
ciency). Loop 2 is for a system with a transmission in the form of a step function, its maximum
efficiency is lower, but its maximum power is much higher. Reprinted with permission from [2].

where A0 ≈ 0.0321. This bound is strict in the sense that it is never exceeded, but

is achieved by a system with a transmission function in the form of a step function

(i.e., a high-pass filter) which lets through all particles with E ≥ E
, when one takes

Δμ ≈ 1.146 kB ΔT , with Δμ = μ2 − μ1 > 0 and ΔT = T1 − T2 > 0.

In general, scattering theory implies a bound on the efficiency at a given output

power Pgen, which equals the Carnot efficiency at Pgen = 0, and decays with increasing

Pgen. A two-terminal calculation find the transmission function T (E) that maximizes

the efficiency of the heat engine for a given output power (and such bound cannot be

overcome for three-terminal devices [22]). It turns out that the optimal T is a boxcar

function, T (E) = 1 for E
 < E < E

 and T (E) = 0 otherwise. Here E

 is determined

numerically by solving the equation E

 = ΔμJ ′
h,1/P

′
gen, where the prime indicates

the derivative over Δμ for fixed T (this equation is transcendental since Jh,1 and Pgen

depend on E

). Note that Δμ, and consequently E
, are determined from the above

optimization procedure. The bound on heat-engine efficiency for a given power output

is sketched in fig. 3. At small output power, Pgen/P
max
gen � 1,

(14) η
(
Pgen

)
≈ ηC

(
1− 0.478

√
T2

T1

Pgen

Pmax
gen

)
.
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In the limit E

 → E
, P → 0 and η → ηC . In this case, we recover the well-known

delta-energy filtering mechanism to achieve the Carnot efficiency [14-16]. Note that a

similar upper bound can be obtained also for the efficiency of refrigeration for a given

cooling power [17, 18]. Finally, it is interesting to note that the bound from scattering

theory can be overcome for classical interacting systems [23]. This result is rooted in the

possibility for interacting systems to achieve the Carnot efficiency at the thermodynamic

limit without delta-energy filtering [24-27], so that large efficiencies can be obtained

without greatly reducing power.

3. – Thermoelectricity in the Coulomb blockade regime

3
.
1. Quantum dot model . – A quantum dot (QD) is a paradigmatic model in the

investigation of thermoelectric properties of small devices, since it is characterized by

a spectrum of discrete energy levels. On one side, such system is ideal to filter the

electrons participating in the charge transport to a narrow energy filter, with (see sect. 2)

a consequent increase of the thermoelectric efficiency. On the other side, for a QD one

can also study the effects due to Coulomb interactions among electrons. Note that in this

section we will remain within the Coulomb blockade regime and we will only consider

electron transport, neglecting any contribution due to phonons. The discussed results

therefore set an upper bound to the thermoelectric efficiency of the QD, approachable

only in the limit in which suitable strategies to strongly reduce phonon transport are

implemented. In this section, we shall follow [28], which generalizes to multi-terminal

set-ups and to the calculation of the thermoelectric efficiency (both in the linear-response

regime and beyond) the method put forward by [29,30] (see also [31-33]).

The QD is tunnel-coupled to N electron reservoirs, each characterized by a given

temperature Tα and electrochemical potential μα, so that the occupation of the electrons

within reservoir α follows the Fermi distribution fα(E). In fig. 4, Ep (with p = 1, 2, . . .)

are the QD single-electron energy levels (these levels can be shifted by means of an

applied gate voltage). Electron-electron (Coulomb) interaction is accounted for by a

capacitance C, whose associated energy scale is its charging energy (Ne)2/2C, where

N is the number of electrons in the QD. We assume that the QD is weakly coupled to

the reservoirs through large tunneling barriers. More precisely, we assume that thermal

energy kBT , level spacing and charging energy are much larger than the coupling energy

between reservoirs and QD (h̄
∑

α Γα(p), where Γα(p) is the tunneling rate from level p

to reservoir α, which we assume independent of the number N of electrons inside the

dot). As a consequence, the charge on the QD is quantized, i.e. each energy level Ep can

have either zero or one electron, np = 0 or np = 1 (any degeneracy, like electron spin,

can be taken into account counting each level multiple times), and transport occurs due

to single-electron tunneling processes (sequential tunneling regime). The electrostatic

energy associated with the electrons within the QD is given by U(N) = ECN
2, where

EC = e2/2C, N =
∑

i ni.
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Fig. 4. – Schematic energy representation of a multilevel QD. E1, E2, etc. are the single-electron
energy levels of the QD, while μ1 and μα are the electrochemical potentials relative to reservoir
1 and α, respectively. Reprinted with permission from [28].

3
.
2. Kinetic equations . – The QD is described by states characterized by a set of

occupation numbers {ni} relative to the energy levels. The QD changes state whenever

a single-electron tunneling process takes place. Let P ({ni}) denote the non-equilibrium

probability for a given state {ni} to occur. The single-electron tunneling processes that

contribute to changing over time P ({ni}) are due to electrons that tunnel from the QD to

the reservoirs and vice-versa. For an electron exiting the QD, initially with N electrons,

from energy level Ep and going into reservoir α at energy Efin, energy conservation

imposes that

(15) Ep + U(N) = Efin(N) + U(N − 1).

On the contrary, for an electron that tunnels from an initial state in reservoir α at energy

Ein to the level Ep in the QD that initially had N electrons

(16) Ein(N) + U(N) = Ep + U(N + 1).

P ({ni}) can then be determined by the following set of kinetic equations, one for each

configuration {ni}:

∂

∂t
P ({ni}) = −

∑
pα

δnp,0P ({ni}) Γα(p)fα
(
Ein(N)

)
(17)

−
∑
pα

δnp,1P ({ni}) Γα(p)
[
1− fα

(
Efin(N)

)]
+
∑
pα

δnp,0P ({ni}, np = 1)Γα(p)
[
1− fα

(
Efin(N + 1)

)]
+
∑
pα

δnp,1P ({ni}, np = 0)Γα(p)fα
(
Ein(N − 1)

)
,
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where we have introduced the notation

(18) P ({ni}, np = 1) = P ({n1, . . . , np−1, 1, np+1, . . .})

and

(19) P ({ni}, np = 0) = P ({n1, . . . , np−1, 0, np+1, . . .})

for the QD states. The first term in the right-hand side of eq. (17) accounts for the

decrease of the probability P ({ni}), with the QD initially in the state {ni}, due to

an electron coming from a reservoir and occupying an empty level in the QD. The rate

of electrons coming from reservoir α will be given by a sum over all empty levels p (such

that np = 0) of the tunnel rate Γα(p), multiplied by the probability of finding the QD

in this state, P ({ni}), and multiplied by the reservoir’s occupation fα(E
in(N)) at the

correct energy Ein(N) to tunnel to level p. The second term accounts for the decrease of

the probability P ({ni}), with the QD initially in the state {ni}, due an electron leaving

the QD from an occupied level to tunnel into a reservoir. The third term accounts for

the increase of the probability P ({ni}) if the QD is in a state with an extra electron

in level p with respect to {ni}, and if this electron leaves the QD, tunneling to the

reservoirs. The forth term accounts for the increase of the probability P ({ni}) if the QD

is in a state with a missing electron in level p with respect to {ni}, and if this electron

enters the QD in level p, tunneling from the reservoirs. The stationary solution of the

kinetic equations, obtained imposing ∂P/∂t = 0, together with the normalization request∑
{ni} P ({ni}) = 1 provides a complete set of equations that uniquely defines P ({ni}).

The sum over {ni} means the sum over ni = 0, 1, with i = 1, 2, . . .

Charge Je,α and energy Ju,α currents flowing from reservoir α to the QD can be

calculated as the sum of all possible tunneling processes, since the QD can be in any

state {ni} with probability P ({ni}) and an electron can tunnel into or out of any energy

level Ep. For the charge current we have

(20) Je,α = e
∞∑
p=1

∑
{ni}

P ({ni})Γα(p)
{
δnp,0fα(E

in(N))− δnp,1[1− fα(E
fin(N))]

}
,

while for the energy current we have

Ju,α =
∞∑
p=1

∑
{ni}

P ({ni})Γα(p)
{
δnp,0fα(E

in(N))Ein(N)(21)

−δnp,1[1− fα(E
fin(N))]Efin(N)

}
,

Ein(N) [Efin(N)] being the energy carried by an electron entering (exiting) the QD. The

heat currents exiting the reservoirs can then be calculated as Jh,α = Ju,α − (μα/e)Je,α.
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3
.
3. Thermoelectric performance in the quantum limit . – Starting from the above

expressions for charge and heat currents, one can obtain in the so-called quantum limit

and for equidistant levels, Ep−Ep−1 = ΔE, linear-response analytical expressions for the

multi-terminal transport coefficients [28]. The quantum limit is characterized by having

the energy spacing between levels of the QD and the charging energy much bigger than

kBT (while kBT � h̄Γα(p)). At low temperatures, the lowest energy levels of the QD

are occupied, so that, if there are initially N − 1 electrons in the QD, electrons can flow

mainly through level p = N . Such process gives the dominant contribution to transport.

In the two-terminal case and within linear response, one can in particular show [28]

that peaks of both the thermoelectric figure of merit ZT and the power factor Q (which

determines the maximum output power Pmax = 1
4Q(T2 − T1)

2) are obtained for values

of the electrochemical potential given by μ ≈ μN ± 2.40kBT , where μN ≡ (N − 1)ΔE +

(2N−1)EC . The value Q
∗ of Q in these points is Q∗ ≈ 0.44γkB/T [γ ≡ Γ1Γ2/(Γ1+Γ2)],

while the value of ZT in the same points is ZT ∗ ≈ 0.44 eΔE/kBT

(ΔE/kBT )2 . This equation shows

that in the limit ΔE/kBT → ∞, we have that ZT 
 → ∞. For example, for ΔE = 6 kBT ,

we reach ZT ∗ ≈ 5; for ΔE = 10 kBT , we reach ZT ∗ ≈ 97, and so on. This is consistent

with the energy filtering mechanism discussed in sect. 2: a narrow transmission function

yields ZT → ∞. Furthermore, these peaks in ZT correspond to peaks in Q, so in

these points we can optimize the maximum power Pmax and the corresponding efficiency

η(Pmax) (which is a monotonous growing function of ZT ) simultaneously.

An important question is whether Coulomb interactions may enhance the thermoelec-

tric performance of a QD. A positive answer (in the Coulomb blockade regime discussed

in this section) can be given and explained [28] by comparing an interacting QD (with

2EC > ΔE � kBT ) with a non-interacting QD (EC = 0) that has the same energy

spacing ΔE. Within the linear-response quantum limit and for a two-terminal set-up,

the electric conductance and the thermopower are not affected by interactions (neglect-

ing the fine structure in their dependence on μ, see [28]). On the other hand, Coulomb

interactions dramatically suppress the thermal conductance. A comparison between the

interacting and non-interacting thermal conductances is plotted in fig. 5. This figure

shows a large interaction-induced reduction of the thermal conductance. Intuitively, the

striking difference between the two models can be explained as follows. If we consider a

single energy level QD the thermal conductance vanishes (K = 0) since K is computed at

zero charge current and charge and heat currents are proportional in this case. However,

K can be finite when at least two energy levels are available, and gets bigger by increasing

the flux of electrons tunneling at different energies. Now, Coulomb interaction produces

a correlation between electrons tunneling at different energies. Namely, if one electron

enters the QD the electrostatic energy increases by 2EC , preventing other electrons from

entering the QD at any other energy level. Therefore, until that electron tunnels out of

the QD, all other processes are blocked: this is a manifestation of Coulomb blockade.

On the contrary, in the non-interacting case all tunneling events are independent. This

correlation is thus responsible for suppressing simultaneous tunneling through different

energy levels in the interacting case, which results in a suppression of K. As a result of
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Fig. 5. – Comparison between the thermal conductances K(NI) and K, for the non-interacting
and the interacting case, plotted as a function of the electrochemical potntial μ. In both cases
ΔE = 10 kBT , and h̄Γ1(p) = h̄Γ2(p) = (1/100) kBT , while EC = 50 kBT in the interacting
case and EC = 0 in the non-interacting case. To facilitate comparison, the interacting thermal
conductance has been multiplied by a factor 70. Reprinted with permission from [28].

the suppression of K (at constant G and S), Coulomb interactions dramatically enhance

ZT (at constant power factor). For further results on thermoelectric transport in the

Coulomb blockade regime, also beyond linear response, see [28].

4. – Effects of electron-vibration interactions on thermoelectricity

While so far we focused on low temperatures, room temperature is the reference for

thermoelectric applications. On one hand an increase of temperature favors large values

of thermopower, on the other hand it can activate phonon transport in the leads and

electron-vibration interactions onto the nanostructure, which can strongly affect thermo-

electric efficiency. Temperature effects can become very important in nanoscale systems

such as molecular junctions where vibrations represent relevant degrees of freedom for

energy exchanges with electrons.

Within the same approximations valid in the Coulomb blockade regime discussed in

the previous section, one can include also the effects of electron-vibration interactions.

In particular, together with the charging electrostatic energy U , there is the additional

energy scale EP , the electron-vibration coupling energy, which takes into account the

energy barrier due to the interaction of the electrons with the vibrational degrees of

freedom. If EP is the most relevant energy, hence larger than the energy h̄Γ associated

to the tunneling onto the nanostructure (thus Γ controls the hybridization width of

the nanostructure energy levels), one enters the Franck-Condon blockade regime [34].

Therefore, one can combine electron-electron and electron-vibration effects into a master

equation for electron and phonon number probabilities [35, 36] in the presence of both

electronic and bosonic (such as phononic) reservoirs.
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The rate equations for probabilities take into account only the incoherent charge dy-

namics in the presence of many-body interactions. One can improve this approach adding

co-tunneling effects, that is higher orders of the perturbative expansion in the tunneling

matrix elements [37]. Otherwise, one should evaluate the density matrix taking into

account both diagonal (populations) and off-diagonals (coherences) elements calculating

the probability amplitudes between different quantum states of the nanostructure. One

way to circumvent some difficulties related to the perturbative expansion in the tunneling

processes is to use another method, the non-equilibrium Green’s function (NEGF) ap-

proach [38]. Within this approach, one simply recovers the coherent results in the case

where many-body interactions are absent or neglected onto the nanostructure. Indeed,

even if interactions are present, the coherent part of the quantum dynamics is preserved.

Moreover, NEGF method is able to describe also the blockade transport phenomena

induced by many-body interactions.

In the first subsection, we will provide some clues to NEGF approach, in the second

one we shall apply this formalism to study electron-vibration effects in simple models of

molecular junctions at room temperature.

4
.
1. Non-equilibrium Green’s Function. – Within NEGF formalism [38], the electrical

current Je,α related to the lead α can be expressed in terms of the electron Green functions

of the nanostructure and the electron self-energies due to the nanostructure-lead coupling:

(22) Je,α =
e

h̄

∫
dE

2π
trel
{
G>(E)Σ<

α (E)−G<(E)Σ>
α (E)

}
,

where trel is the trace over the electronic degrees of freedom. In eq. (22), the greater

electron Green function G> provides the number of available states in the molecule, Σ<
α

the out-tunneling rate of the occupied electronic states in the α lead. Therefore, the

first term in eq. (22) provides the current flowing out of the α lead to the nanostructure.

Analogously, the lesser electron Green function G< provides the number of occupied

states in the nanostrucutre, Σ>
α the in-tunneling rate of the available electron states in

the α lead. Hence, the second term in eq. (22) with the minus sign gives the current

flowing from the molecule to the α lead.

The electronic energy current Ju,α related to the lead α has an expression similar to

the charge current:

(23) Ju,α =
1

h̄

∫
dE

2π
E trel

{
G>(E)Σ<

α (E)−G<(E)Σ>
α (E)

}
.

The greater G> and the lesser G< electron Green functions are related to the retarded

Gr and advanced Ga electron Green functions through the Keldysh equation [38]:

(24) G>,< = GrΣ>,<
tot Ga,

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



130 C. A. Perroni and G. Benenti

where Σtot is the total electron self-energy given by the sum of the tunneling contributions

Σα and a term Σint due to many-body interactions on the nanostructure:

(25) Σ>,<,r,a =
∑
α

Σ>,<,r,a
α +Σ>,<,r,a

int .

Within NEGF method, equations for fermions and bosons are similar. Indeed, the

phonon energy current Jph,α related to the lead α has a structure similar to eq. (23) for

electrons.

In the regime of linear response, charge and energy currents allow to determine not

only the electron transport quantities, such as the conductance G, the thermopower S,

and the electron thermal conductance Kel, but also the phonon thermal conductance

Kph. Hence, the total thermal conductance is K = Kel +Kph, and the thermoelectric

figure of merit becomes ZT = GS2T/K.

4
.
2. Electron-vibration interactions . – In this subsection, we analyze the effects of

the electron-vibration interaction on the thermoelectric properties starting from spinless

Anderson-Holstein model for molecular junctions [3, 11]. In particular, we consider a

single electronic level of energy ε coupled to leads with a damping rate Γ, and a sin-

gle vibrational mode of low frequency ω0 coupled to leads with damping rate γ. For

nano-devices with massive molecules, the relevant vibrational degrees of freedom are

characterized by low energies, therefore a non-equilibrium adiabatic approach based on

the NEGF method has been proposed to study the transport properties [39-44]. This

approach is reliable for ω0 � Γ, therefore it is semiclassical. However, it is valid for

arbitrary strengths of electron-vibration coupling EP . The adiabatic approach has been

recently employed to study the effects of electron-vibration interaction on the thermo-

electric coefficients of junctions with massive molecules, such as fullerene [45-47].

In fig. 6, we report the thermoelectric figure of merit ZT obtained within the adiabatic

approach as a function of the level energy ε for different values of the electron-vibration

coupling EP at room temperature T = 1.25 (in units of h̄Γ/kB , with h̄Γ of the order

of 20meV [45]). Two values of γ are considered: 0.15Γ (upper panel of fig. 6) and 0.4Γ

(lower panel of fig. 6). These are somewhat extremal values for γ with varying the type

and coupling of leads [45]. As shown in fig. 6, the electron-vibration interaction induces a

shift (proportional to the coupling energy EP ) of the resonance at higher values of ε. With

increasing EP , the peak values of the charge conductance G get reduced, and the minimal

and maximal values of the thermopower S are lowered in absolute value. Therefore, the

figure of merit ZT gets globally decreased. For the intermediate coupling EP = 1, the

reduction of the peak in comparison with the value at EP = 0 is about twenty-five per

cent. For molecules like fullerene, the electron-vibration interaction is estimated to be in

the weak to intermediate coupling regime (EP < 1). In any case, the electron-vibration

interaction is quite effective in decreasing the thermoelectric performance. Moreover,

from the comparison between upper and lower panel of fig. 6, we point out the an

increase of the lead phonon-vibration rate γ gives rise to an enhancement of the phonon

transport which drastically reduces the figure of merit ZT .
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Fig. 6. – Thermoelectric figure of merit ZT at vibrational damping rate γ = 0.15 (in units of
Γ, upper panel) and γ = 0.4 (in units of Γ, lower panel) as a function of level energy ε (in units
of h̄Γ) for different values of the electron-vibration coupling EP (in units of h̄Γ). In the plots,
T = 1.25 (in units of h̄Γ/kB) and ω0 = 0.25 (in units of Γ). Reprinted with permission from [45].

Finally, we focus on the non-equilibrium Coulomb blockade regime, studying the

single-level Anderson-Holstein-Hubbard model within the adiabatic approach for μL = 0,

TL = T + ΔT , and μR = ΔV , TR = T (with T close to room temperature) [46]. In

fig. 7, we analyze the maximal efficiency ηmax as a function of the temperature difference

ΔT for different values of lead phonon-molecule coupling: γ = 0 (black solid line with

circles) and γ = 0.15Γ (red solid line with squares). The situation analyzed in the figure

corresponds to the case where γ is not large and the electron-vibration coupling is in the

weak to intermediate regime. Therefore, the maximal efficiency is not drastically reduced

in comparison with the ideal Carnot efficiency ηC defined in eq. (2) and reported in fig. 7

as a dashed line. Indeed, for large ΔT , ηmax for γ = 0 is about half of the Carnot limit.

Moreover, the quantity ηmax for γ = 0.15Γ is slightly smaller than the maximal efficiency

for γ = 0. In the inset of fig. 7, we show the ratio R between the maximal efficiency

ηmax and the Carnot efficiency ηC for different values of γ pointing out their different

behaviors. Summarizing, in the case of nano-junctions with weak phonon-molecule and

weak to intermediate electron-vibration coupling, the maximal efficiency gets decreased

but it is characterized by a behavior similar to that of ideal performance standards.
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Fig. 7. – Maximal efficiency ηmax as a function of the temperature difference ΔT (in units of
h̄Γ/kB) for γ = 0 (black solid line with circles), and γ = 0.15 (red solid line with squares, in
units of Γ). In the plot, U = 25h̄Γ, T = 1.25h̄Γ/kB (close to room temperature), EP = 0.25h̄Γ
and ω0 = 0.25Γ. The dashed line reports the Carnot efficiency ηC . The dotted line refers to the
slopes in the regime of small ΔT . In the inset, the ratio R between ηmax and ηC for γ = 0 (solid
line with black circles), and γ = 0.15Γ (solid line with red squares). Reprinted with permission
from [46].

5. – Conclusions and perspectives

In this paper we have analyzed several important theoretical approaches used for

the analysis of thermoelectric phenomena at the nanoscale: Landauer-Büttiker method

for quantum coherent transport, kinetic equations for the incoherent Coulomb blockade

regime, NEGF for treating electron-vibration couplings in molecular junctions. For each

of these methods, we have analyzed advantages and drawbacks, fixing in particular their

regime of validity. In the coherent regime, we have discussed energy filtering effects

relevant to improve the thermoelectric performances of nano-devices. In the Coulomb

blockade regime, we have pointed out that electron-electron correlations are able to

enhance the thermoelectric figure of merit of Coulomb islands. On the other hand, we

have stressed that both phonon transport and electron-vibration coupling tend to induce

a decrease of thermoelectric conversion in molecular junctions.

In this paper, we have mainly discussed semi-empirical Hamiltonian models for elec-

tronic and vibrational degrees of freedom, thus the analysis of ab initio theories has been

neglected [11]. Moreover, we have focused on the most simple electron-vibration interac-

tions, those Holstein-type with local couplings. In order to improve the description of the

transport properties of molecular junctions, it would be interesting to analyze the role of

non-local electron-vibration interactions [48]. Finally, all the approaches discussed in this

paper can be generalized to study the effects induced by time perturbations on the ther-

moelectric properties in the case without [49,50] and with [51,52] many-body interactions.
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Summary. — Thermoelectric materials convert heat through temperature gra-
dients into electricity, and vice versa provide cooling capabilities once a potential
difference is applied across them. The realization of complex band structure ma-
terials and their alloys, as well as nanostructured materials, have revived the field
of thermoelectric from decades of moderate activity, as they allow possibilities to
largely improved performance. Theory and simulation of electro-thermal transport
properties of materials have also been rapidly advancing. A variety of simulation
software and techniques has been developed, or are in the process of being developed
to improve the accuracy of these calculations. The most common simulations for the
thermoelectric properties of complex materials employ ab initio techniques (DFT)
for the dispersion of materials, which are then used within the Boltzmann Trans-
port Equation (BTE) formalism to extract the thermoelectric coefficients. In the
majority of studies, the solutions to the BTE assume the constant relaxation time
approximation, despite the fact that we know that the scattering mechanisms are
not only energy, but momentum, and band dependent. This is due to the vast com-
putational costs in treating energy-dependent scattering mechanisms properly. This
paper introduces the BTE formalism, and explains the numerical implementation
of the energy-dependent relaxation time approximation.

1. – The Boltzmann transport equation for electronic transport under linear

response

The Boltzmann Transport Equation (BTE) is the most common theoretical formalism

employed in the studies of thermoelectric materials. The BTE is essentially an equation

for the distribution function of particles in position and velocity/momentum spaces.

The particles obey Newton’s laws of motion, and particle positions and velocities are all

c© Società Italiana di Fisica 135
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Fig. 1. – The motion of particles in position and velocity spaces.

accounted for. In typical thermoelectric studies, the electronic structure of a material

is computed using ab initio Density Functional Theory (DFT) calculations, usually on

a sparse grid, then interpolated using appropriate methods, and then employed within

the BTE to obtain the thermoelectric coefficients, most commonly in the relaxation time

approximation [1, 2].

Pictorially, the motion of particles can be described in a 6-dimensional space, with

three coordinates describing the position, and the other three the velocity of particles, as

depicted in fig. 1. The collective viewpoint is that one can form the distribution function

f(x,v, t), which is a function that describes the positions and momenta/velocities of all

particles i.e. how many electrons at time t, are located at position xi, and have velocity

vi. Once this function is known, then the current can be computed by multiplying the

unit charge of each electron by its velocity and summing them up as (here assuming 1D

for brevity):

(1) J =
1

L

∑
υx

(−q)υxf (υx) .

The distribution function in general changes in time due to the application of a driving

force, F , for example the application of a potential difference, or a temperature differ-

ence. This is done by adding the distance travelled to the old position of the particles

(electrons) of effective mass m, and by adding the velocity change to the old velocity of

the particles, as

(2) f (x, υ, t+Δt) = f

(
x− υΔt, υ − F

m
Δt, t

)
.

For small time steps, using Taylor series expansion, and the mathematical chain rule, we
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can write the distribution function as

f (x, υ, t+Δt) = f (x, υ, t) +
∂f

∂t
Δt(3)

= f (x, υ, t) +

(
∂f

∂x

∂x

∂t
+

∂f

∂υ

∂υ

∂t

)
Δt

= f (x, υ, t) +

(
∂f

∂x
(−υ) +

∂f

∂υ

(
−F

m

))
Δt.

By bringing everything to the left-hand side, we reach to the so-called collisionless BTE:

(4)
∂f

∂t
+ υ∇rf +

F

m
∇υf = 0.

The second and third terms of the equation above refer to diffusion and drift processes,

respectively. However, carriers interact with the environment and undergo scattering.

Thus, the BTE needs to be modified to include the so-called “scattering operator”,

usually denoted as Sop:

(5)
∂f

∂t
+ υ∇rf − qEfield∇pf =

∂f

∂t

∣∣∣∣
collisions

= Sopf = −f − f0
τs

,

where the derivative of the velocity is replaced with the derivative of the momentum,

which removes the particle mass from the equation, and the force on the particles is re-

placed with the electric field −qEfield (the relevant force on electrons). Using the carrier’s

momentum is a commonly used notation in the literature. The term ∂f
∂t |collisions = − f−f0

τs
is the simple approximation that we commonly make for the scattering operator, namely,

indicating that the rate at which the distribution function relaxes back to its equilibrium

state depends on how far off equilibrium is positioned, and on a characteristic time con-

stant, the so-called scattering relaxation time, and thus, the method is referred to as the

relaxation time approximation (RTA).

Assuming a steady state such that ∂f
∂t = 0, and assuming a long uniform system such

that no carrier variations exist, then ∇rn = 0 (meaning that we ignore any diffusion

processes), the BTE is simplified to:

(6) f � f0 + qτsEfield∇pf.

This essentially says that the new distribution which describes the system after an electric

field being applied, is the same as the old distribution f0, plus an additional term that

depends on the derivative of the distribution with respect to momentum. In the case

of small fields, this is called “linear response”, and the formalism is called “linearized

Boltzmann transport”. Using the Taylor series expansion backwards, we get

(7) f (px) = f0 (px + qτsEfield)
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0 px 0 px

E field

x

df
dp

−

x
f ( p )

(a) (b)

Fig. 2. – (a) The equilibrium distribution function (blue line) and the “displaced” distribution
function after the application of an electric field (orange line). (b) The (negative) derivative of
the distribution function with respect to the momentum, indicating a surplus of carriers with
positive momenta, and a deficit of carriers with negative momenta.

which indicates, as earlier, that the new distribution function (of momenta in the system),

is the old one, with its argument being shifted by a (small) momentum term. That term

depends on the electric field and the relaxation time.

Pictorially, this is described in fig. 2. A typical distribution function is a Maxwellian

distribution. Under equilibrium conditions, the distribution of momenta is symmetric

(blue line in fig. 2(a)). The application of an electric field “displays” the distribution

as indicated by the orange line, indicating a difference in the numbers of carriers with

positive vs. negative momenta, which leads to an current flow imbalance. Mathematically,

since the symmetric distribution does not provide any current, a simple rearrangement

of eq. (6) to

(8) f − f0 ≡ fA � qτsEfield∇pf

shows the so-called asymmetric part of the distribution function, i.e. the deviation from

symmetric conditions.

Its shape is as shown in fig. 2(b), which indicates depletion of carriers with negative

momenta (or velocities), and an excess of carries with positive momenta (or velocities)

—note the minus sign appearing due to the fact that the distribution is displaced in the

opposite direction of the applied Efield. Thus, it is the asymmetric part of the distribution

function which contributes to current, and the symmetric part does not, as in the latter

case the two opposite fluxes counterbalance each other. Mathematically, the net flux �
can be expressed as the summation of the symmetric fS and asymmetric distributions
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fA as

� =
1

L

∑
k

υxf =
1

L

∑
k

υx (fS + fA)(9)

=
1

L

∑
k

υxfS +
1

L

∑
k

υxfA

= 0 +
1

L

∑
k

υxfA

⇒ � =
1

L

∑
k

υxfA.

Thus, the net flux ends up being the summation of the asymmetric part of the distribu-

tion, weighted by the velocities of the particles. The normalization constant 1/L appears

in the summation over k-states in 1D.

Substituting eq. (8) for the asymmetric part of the distribution function into eq. (9)

for the flux, we obtain

(10) � =
1

L

∑
k

υxqτsEfield
∂f

∂px
.

By using the chain rule for the derivative we can write

(11) � =
1

L

∑
k

υxqτsEfield
∂f

∂E

∂E

∂px

and by recognizing that the kinetic energy of particles can be written as

(12) E =
1

2
mυ2

x ⇒ ∂E

∂px
=

∂( 12mυ2
x)

∂(mυx)
= υx

the flux can be written as

(13) � =
1

L

∑
k

qτsυ
2
xEfield

∂f

∂E
.

To obtain the current density it is sufficient to multiply the flux with the electronic charge

−q, such as:

(14) J = (−q)� = q2Efield
1

L

∑
k

τsυ
2
x

(
− ∂f

∂E

)
.
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Since the summation over all k-space states is equivalent to an integral over the density-

of-states in energy, we reach

(15) J = q2Efield

∫
E

τsυ
2
xg

(
− ∂f

∂E

)
dE.

The conductivity, which is defined as σ = J/Efield, can be extracted as

(16) σ = q2
∫
E

τsυ
2
xg

(
− ∂f

∂E

)
dE.

The distribution function f , under low-field transport, can be assumed to be the equi-

librium distribution of carriers, following Boltzmann statistics, or Fermi-Dirac statistics.

Thermoelectric materials are highly doped and the Fermi level is usually around the band

edge, thus the Fermi-Dirac distribution needs to be employed. Under linear response,

only a portion of the charge density is participating to transport, namely only the carriers

having energies around the Fermi level (picked up by its derivative as shown in fig. 2),

quantitatively defined by the kBT -dependent broadening.

The quantity

(17) Ξ(E) = τs(E)υ2
x(E)g(E)

which appears under the integral of eq. (16) for the conductivity is the so-called “trans-

port distribution function” (TDF), or the “transport function” [3]. Although under this

simplified 1D derivation the TDF is a function of ν2x, it should be understood that in 3D

it is a tensor quantity, effectively having νiνj components, where i and j being x-, y-, and

z- coordinates. This quantity turns out to be crucial in understanding the electronic and

thermoelectric transport in advanced materials. All quantities that define it, the scat-

tering (momentum) relaxation times, the band structure velocities, and the density of

states, are all energy, momentum, and band dependent in the case of complex band struc-

ture materials. Under the simplified assumption of isotropic acoustic phonon scattering,

the scattering rate becomes proportional to the density of states, thus relaxation times

are inversely proportional to the density of states. The scattering times and density of

states then cancel out, and the transport distribution function becomes proportional to

the band structure velocity squared, with linear energy dependence, i.e. Ξ(E) ∝ E
m∗

C
[4].

To extract the thermopower (or Seebeck coefficient), we need to extract the conduc-

tivity in the case where a temperature gradient applied across the material constitutes

the driving force for the current. The application of a potential voltage ΔV across the

material results in a split between the electrochemical potentials of the contacts which

is translated as the derivative of the Fermi distribution with energy in BTE, df/dE.

In a similar manner, when the driving force is the temperature difference of the Fermi

distributions of the two contacts, the corresponding conductivity follows a one-to-one
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correspondence with eq. (16) as [5]

(18) σS = q2
∫
E

τsυ
2
xg

(
− ∂f

∂T

)
dE.

Since

(19)

(
− ∂f

∂T

)
=

(
− ∂f

∂E

)
(E − EF)

qT
,

we reach

(20) σS =
q

T

∫
E

Ξ(E) (E − EF)

(
− ∂f

∂E

)
dE.

In the case where the driving force is a voltage difference the conductivity is determined

by states around EF, both above and below. In the applied temperature difference case,

however, the flow of current above EF has a different sign compared to the flow of carriers

below the Fermi level. The corresponding conductivity is determined by the difference of

the fluxes above and below EF, essentially by the energy asymmetry in transport around

the Fermi level. This description finds several different manifestations in the literature,

encountered in the derivative of the density of states (DOS) around the EF, the slope of

the DOS, the asymmetry in carrier scattering and mean free paths around EF, etc. In

general terms through, though, it is the asymmetry of the transport distribution function

that determines the difference in the fluxes.

2. – Thermoelectric coefficients

To determine the efficiency of the thermoelectric material, and the ZT figure of merit,

we turn to the circuit analysis as discussed in ref. [5]. The total current density under

the application of all driving forces is the superposition of the different components, as

(21) I = GΔV +GSΔT,

where the capital G here refers to total conductance due to the application of a potential

difference, and GS is the total conductance due to the application of a temperature

difference. In experimental setups, the conductivity due to the application of thermal

gradient is extracted by measuring the open circuit voltage VOC. In that case, the open

circuit current is by definition zero and we reach

(22) GS = −GVOC

ΔT
⇒ −GS

G
=

VOC

ΔT
≡ S,

where VOC is called the Seebeck voltage, and S the Seebeck coefficient defined as

(23) S = −GS

G
= −I(ΔT �=0)

ΔT

ΔV

I(ΔV �=0)
= −I(ΔT �=0)ΔV

I(ΔV �=0)ΔT
,
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which is just the ratio of the two conductances: the one driven by temperature difference

over the one driven by voltage difference. The maximum power that can be extracted

from the thermoelectric generator is determined by a simple circuit analysis as well. For

maximum power extraction, the requirement is that the load resistance is equal to the

resistance of the thermoelectric material, as RL = RTE = 1/G. In this case, the power

delivered to the load (considering that the voltage is split equally in the internal and

load resistances) is:

(24) Pmax -Load =

(
VOC

2

)2
/

RL = (SΔT )
2 G

4
= S2G

(T1 − T2)
2

4
.

To derive the efficiency of the thermoelectric engine, we also need to consider the power

supplied from the application of the temperature gradient in the form of the hear current,

JQ. We simply assume a heat conductance GK for the material such that

(25) IQ = GKΔT.

The efficiency of the thermoelectric material is the ratio of the maximum possible power

that can be extracted from the material (in the form of electrical power), over the power

supplied (in the form of heat driven by the temperature gradient) as

(26)
Pmax

Psupplied
=

S2σ(T1 − T2)
2/4

σK(T1 − T2)
=

S2σT

σK

(T1 − T2)

4T
= ZT

(T1 − T2)

4T
.

Above it is set T = T1+T2

2 . We can replace the “conductances” with “conductivities”, as

the difference between the two is just a geometrical factor that gets cancelled from both

the numerator and denominator. The dimensionless thermoelectric figure of merit ZT is

then defined as

(27) ZT =
S2GT

GK
≡ S2σT

κ
.

The denominator of ZT is the thermal conductivity of the material, adding up heat

contributions from phonon transport (the term referred to as the lattice thermal con-

ductivity, κl), as well as the heat carried by electrons (the electronic part of the thermal

conductivity, κe), such that ZT is commonly written as

(28) ZT =
S2σT

κl + κe
.

In summary, within the electronic BTE, we can define the moments of the transport

distribution function as

(29) R(α) = q20

∫ ∞

E0

dE

(
−∂f0
∂E

)
Ξ(E)

(
E − EF

kBT

)α
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and from that all relevant transport coefficients as

σ = R(0),(30a)

S =
kB
q0

R(1)

R(0)
,(30b)

κe =
k2BT

q20

[
R(2) − [R(1)]2

R(0)

]
.(30c)

In the case of bipolar transport in small bandgap materials, in which case both ma-

jority and minority carriers are excited and participate in transport, an additional ther-

mal conductivity component arises, the bipolar thermal conductivity κbi, which makes

the total electronic part of the thermal conductivity a summation of three quantities,

κtot = κe + κh + κbi. It is given by

(30d) κbi =
σeσh

σe + σh
(Se − Sh)

2T.

3. – Carrier scattering

The parameters needed to extract the thermoelectric coefficients are, thus, the density

of states, band structure velocities, and scattering times. The first two are extracted

through DFT calculations. A number of software packages are available [6-9]. The

momentum relaxation times are much more less frequently “properly” extracted. This

is because of the huge complexity in extracting energy-dependent values for arbitrary

band structures. Recently, more sophisticated calculations using the Electron-Phonon

Wannier (EPW) simulator package [10], allow the extraction of the electron-phonon

scattering rates from first principles. However, these simulations are computationally

extremely expensive requiring dense electron and phonon dispersions, and only treat

electron-phonon scattering. At the densities in which the power factor peaks, ionized

impurity scattering is the dominant scattering mechanism [11-13]. Thus, in most TE

studies in the literature, when it comes to complex band structure materials it is common

to employ a constant relaxation time, usually of value τS = 10−14 s [2].

A middle ground is to extract energy-dependent scattering rates using some parame-

ters, such as deformation potentials, the dominant phonon energies, and dielectric con-

stants. In general, the use of energy-dependent scattering methods has been the norm

in the semiconductor electronic transport community for years [14, 15].

In the event of scattering, a carrier located at an initial state with a given energy,

momentum and band (E, k, n), scatters after the interaction with a perturbation U , to

a final state (E′, k′,m) as pictured in fig. 3 below. The carrier in the initial state has

velocity vi, given by the slope of the band at that k-point (blue line). After scattering,

its velocity can change. Back-scattering events, but also forward-scattering events are

possible, and what is important is to account for the velocity change, as this is what

causes randomization of motion.
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Ei,ki

Ef,kf

Ef,-kf

q = Δk

E

Fig. 3. – A schematic of the scattering processes that a carrier in an initial state (Ei, ki) in
a parabolic band undergoes under elastic (energy invariant) and inelastic (energy changing)
scattering processes. Isotropic scattering processes do not depend on the momentum exchange
Δk, but anisotropic processes do. The largest the Δk is, the weaker the scattering process is in
the case of anisotropic mechanisms. The velocity is determined by the slope of the band (blue
line), and the change in the velocity is what determines the randomization of carriers.

The scattering description begins with the formulation of the quantum mechanical

scattering matrix element, following Fermi’s Golden Rule, which employs the wave func-

tions of the initial and final states together with the perturbing potential as [11,14]

(31) Hm,n
k′,k =

1

Ω

∫
R

ψm(�r )∗US(�r )ψn(�r )dr.

From the matrix element we define the transition rate as the square of the matrix

element for all states that obey energy conservation according to the scattering process

considered, as

(32) Sn,m (k, k′) =
2π

�

∣∣∣Hm,n
k′,k

∣∣∣2 δ (Em (k′)− En (k)−ΔE) .

For example, electron-acoustic phonon scattering and ionized impurity scattering are con-

sidered as elastic, whereas optical phonon scattering events are inelastic. The momentum

relaxation scattering rate includes an additional term that accounts for the difference in

the momentum of the initial and final states as (here we can replace the momentum with

velocities, as it is a more straightforward quantity to define from the band structures):

(33)
1

τn(kx)
=
∑
m,k′

x

Sn,m (k, k′)
(
1− υm(k′x)

υn(kx)

)
.

The main scattering mechanisms we consider in the case of thermoelectric materials

are phonon scattering (acoustic and optical including polar optical), ionized impurity

scattering, alloy scattering, and boundary scattering. In all cases, scattering is propor-

tional to the density of final states that the carriers can scatter into. The scattering rate
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for acoustic phonon scattering is given by

(34)
1

τADP(E)
=

πD2
AkBT

�ρv2s
g(E)

where DA is the deformation potential (representing the scattering strength), ρ is the

mass density of the material, and νs is the sound velocity.

The scattering rate for optical phonon scattering is given by

(35)
1

τODP(E)
=

πD2
O

2ρωph

(
Nω +

1

2
∓ 1

2

)
g (E ± �ωph) ,

where DO is the optical deformation potential, ωph is the optical phonon frequency, and

Nω is the Bose-Einstein distribution function. For ionized impurity scattering, the most

common model used is the Brooks-Herring model, under which the scattering rate is

given by

τIIS(E) =
16
√
2m∗πκ2

sε
2
0

NIq4

[
ln
(
1 + γ2

)
− γ2

(1 + γ2)

]
E3/2,(36)

γ2 =
8mDOS(E − E0)L

2
D

�2
, LD =

√
κsε0
q

∂EF

∂n
≈
√

κsε0kBT

q2n

�1/2(η̃F )

�−1/2(η̃F )
,

where LD is the screening length, which depends on the dielectric constant, κs, and the

density n —specifically its derivative with the Fermi level EF. For simple bands, equiv-

alently one can use the second expression, which includes the Fermi Dirac distributions,

but for generic bands, the more accurate expression is the first one, which takes directly

the variation of the charge with the Fermi level. The discrepancies between the two

methods are minimal. NI is the impurity density (the doping density), and n is the car-

rier density, which can differ from NI . The ionized impurity scattering rates are elastic

and anisotropic, since a scattering event does not change the carrier’s energy, but the

momentum with the scattering rate depending on the length of the momentum (wavevec-

tor) exchange vector Δk = k−k′. The scattering rate becomes weaker at higher energies

when the exchange momentum vector is large (i.e. it favours narrow angles), and depends

linearly on the number of impurities. At very high impurity densities, the ionized impu-

rities are strongly screened by the electron cloud, and the scattering rate converges to an

isotropic relation, proportional to the density of states as in the case of electron-phonon

scattering as

(37)
1

τIIS(E)
=

πNI

�

(
qLD

κsε0

)2

g(E).

Another important scattering mechanism for TE materials is alloy scattering, since

large families of materials are indeed alloys. Alloy scattering is due to the random
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variation of the crystal potential that the carriers encounter as they travel through the

lattice. The scattering rate (as derived for crystals with zincblende structure) is given

by [14,16,17]:

(38)
1

τalloy
=

3π3

16�
x(1− x)Ω (VA − VB)

2
g(E),

where VA and VB are the potential of the lattice that each element introduces, Ω is the

volume of the primitive cell and g(E) is the density of states of the alloy, as obtained by

interpolating the density of states of the constituent compounds.

Finally, in the case of nanostructured thermoelectric materials, boundary scattering

is one of the dominant mechanisms. Boundary scattering is in general a complex mech-

anism, and cannot be easily treated accurately. Depending on the nature of boundaries,

whether they are specular or randomizing, depending if they are localized (as in the

case of nanoinclusions) or elongated (as grain boundaries and superlattices), depending

if they introduce large or small potential barriers, the scattering rate is different, and

thus, it becomes very difficult to model it accurately. An effective way to model the rate

of this scattering event is to define it as the velocity of electrons divided by an effective

distance at which the carriers undergo scattering. Simply, a mean free path for scattering

is the effective distance between defects (deff). A constant C can be usually included to

describe the strength of the scattering event and match experimental data as

(39)
1

τdefect/boundary
= C

(
υ(E)

deff

)
.

In the case of grain boundaries or interfaces between dissimilar materials, in which

case potential barriers of average height VB are formed for carriers, it is common to

impose thermionic emission above the barriers as

σ(E) = 0, for E�VB,(40a)

σ(E) = σ0(E)Tr(E), for E > VB.(40b)

In this case, transport over the barrier provides energy filtering, which improves the

Seebeck coefficient, at the expense of the conductivity. The transmission, Tr, used, is

usually a step function, which takes zero values below VB, and unity above VB. However,

this can be quite generic, and the transmission can be a function that includes tunnelling,

or quantum reflections, or the mismatch between the states of the constituent materials,

etc. In particular, although a step function transmission is the easier to be used, it

does not account for well/barrier momentum state mismatch/conservation, and typically

overestimates the conductivity over the barrier.

Finally, the strength of all scattering mechanisms is combined to an overall strength

using Matthiessen’s rule, under which the total scattering time is then given by [18]

(41)
1

τtot
=

1

τADP
+

1

τODP
+

1

τIIS
+

1

τalloy
+

1

τB
+ . . . .
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Fig. 4. – (a) Constant energy surface for the valence band of the half-Heusler TiCoSb at energy
E = −0.12 eV into the valence band. (b) The energy surface k-states with the arrows indicate
the transition processes for different elastic intra-band scattering events [13].

In the equation above, it is understood that the rate is computed at each energy E, and

for each k-state.

4. – Numerical extraction of relaxation times in arbitrary band structures

Typical electronic structure codes such as DFT and tight-binding, compute the E(k)

on a regular k-discretized grid in the three Cartesian coordinates. The density of states

and velocities can easily be extracted using the band structures. If the scattering times

for each k-state were also known, then a simple numerical summation over the Brillouin

zone will have sufficed in obtaining the transport properties. The equations that describe

the scattering rates, however, are functions of the density of states resolved in energy. The

availability of the state attributes in a regular k-grid, rather than a regular E-grid that

is required for the τ(E), imposes a significant computational task in these calculations,

as the uniform k-grid resolved E(k) needs to be converted into a regular E-grid [19].

In essence, the iso-energy surfaces (in 3D) or lines (in 2D), that form the electronic

structure, and from there the density of states at all energies, need to be evaluated. In a

fully numerical calculation we need to group all states according to their energy and do so

for each band (or valley) as well. In general, the k-states will have numerically different

energies, thus, in order to form the iso-energy surfaces from groups of k-space points,

interpolation schemes need to be used. Once the iso-energy surfaces are formed, then

the area of the surface, together with the perpendicular band structure velocities, allows

for the extraction of the DOS(E) to be used for the extraction of τ(E). An example of

the iso-energy surface for the valence band of TiCoSb half-Heusler at E = −0.12 eV is

shown in fig. 4. The iso-energy surface has a large number of valleys, which are beneficial

for TEs. It also has elongated features which indicate large anisotropy in the effective

mass, another beneficial property for TE materials, pointing out to potential optimization

routes for high power factors.
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The 3D energy surfaces can be in general built by using the tetrahedron approach [20]

by means of a local Delaunay Triangulation (DT), where the reciprocal unit cell is sam-

pled by a regular mesh of 3D elements. All mesh elements are scanned numerically to

check if the 3D constant energy surface passes through them in a geometrical fashion. All

the relevant elements are then triangulated, forming tedrahendra, whose vertices will be

“cut” by the energy surface. The E(k) is then interpolated linearly between these points

to obtain the estimated k-point at the energy of interest. The surface area of the triangles

formed, dAk, is computed using geometrical considerations —that area, together with

the perpendicular velocity vector will determine the density of states associated with

that element of the iso-energy surface as gk,n,E =
dAk,n,E

�|−−−−→vk,n,E | .
A simpler and computationally faster approach is suggested in ref. [13]. In this case, a

search through all k-points’ energies and their nearest neighbors is performed, to identify

if the iso-energy of interest passes through them. Then a linear interpolation is performed

along the edges connecting the nearest neighbors. A collection of k-points that belong to

the iso-energy of interest is then formed (see fig. 4(b)). The difference from the Delaunay

triangulation method is that the energy surface itself is not formally constructed. Because

of that, a surface element area dAk needs to be assigned for each point in a different way.

To do that, for every relevant k-point, the nearest neighbours are explored in a radius

of length
√
2dk, where dk is the discretization of the k-space mesh. Then, the average

distance between the given point and its detected neighbours, 〈Δk〉, is calculated. The

surface element associated to the k-point is approximated by a circle of radius half the

average distance to the neighbouring points, i.e. dAk = π( 〈Δk〉
2 )2. The approximation

provides very good agreement in evaluating the DOS from simple parabolic band cases,

to complex band structure materials such as half-Heuslers [12, 13].

Finally, going back to the TDF of eq. (17), we now account the contribution to

transport from all individual states as

(42) Ξ(E) =
2

(2π)3
1

Vc

BZ∑
k,n

v2k,n,Eτk,n,Eδ(Ek − E) =
2

(2π)3

Ln
E∑

k,n

v2k,n,Eτk,n,Egk,n,E .

Each scattering relaxation time above is defined by the summation of all transition

rates of an initial state (E, k, n) to all available final scattering states (E′, k′,m) for each

scattering mechanism, evaluated on the relevant iso-energy surface. For acoustic phonons

this is

(43)
1

τADP(E)
=

πD2
AkBT

�ρv2s

∑
m,k′

gk′(E)

(
1− vm(k′x)

vn(kx)

)
.

For optical phonons

(44)
1

τODP
ph (E)

=
π

�

(Nω + 1
2 ∓ 1

2 )

ρ�ωph

∑
m,k′

gk′ (E ± �ωph)

(
1− vm(k′x)

vn(kx)

)
.
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For polar optical phonons

(45)
1

τPOP(E)
=

πq2ωph

ε0

(
1

κ∞
− 1

κs

)(
Nω+

1

2
∓ 1

2

)∑
m,k′

gk′(E ± �ωph)

|k − k′|2
(
1− vm(k′x)

vn(kx)

)
.

For ionized impurity scattering

(46)
1

τIIS(E)
=

2π

�

Z2q4Nimp

κ2
sε

2
0

∑
k′
x

gk′(E ± �ωph)

(|k − k′|2 + 1
L2

D
)2

(
1− vm(k′x)

vn(kx)

)
.

These equations sum up all different states for every iso-energy surface and for all

relevant scattering mechanisms. They are combined to extract the overall scattering

rate and then the contribution of all states to the TDF that is needed to extract the

conductivity and the TE coefficients. A pictorial example of elastic transitions is shown

in fig. 4(b). The different arrows indicate examples of various scattering events that take

place in the same iso-surface.

5. – Conclusions

The Boltzmann Transport formalism that is commonly employed in the extraction

of thermoelectric coefficients is introduced, and how the thermoelectric coefficients and

figure of merit are extracted from simple circuit theory considerations is explained. The

different scattering mechanisms and their contribution to the overall relaxation scat-

tering times used in the BTE formalism are introduced. Finally, the paper describes a

numerical scheme that allows the description of the relaxation times as function of energy

for arbitrary band structures, as is the case for complex thermoelectric materials. Such

energy-dependent scattering rates provide different trends for the thermoelectric coef-

ficients compared to constant relaxation time considerations, and could lead to better

predictions and optimization routes in material identification and design.
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Summary. — Solar thermoelectric generators (STEGs) are two steps energy har-
vesting systems that convert solar power into electricity. Even if the first generation
of this kind of systems was developed in the first half of the twentieth century the
interest around this technology has been intermittent. Only in recent years the
progress of the thermoelectric material efficiency stimulated a renewed interest on
STEGs as a viable alternative to harness solar energy. In this paper the basic as-
pects of STEG technology, along with the analysis of its efficiency, and the state of
the art of this field are discussed.

1. – An introduction to STEGs

It is everyone day life experience that Sun’s light can heat up materials. It is therefore

natural, knowing the way how thermoelectric devices work, to imagine the possibility to

use them to convert solar power into electricity. In this terms a solar thermoelectric

generator (STEG) is a two-step energy converter. Firstly it converts Sun’s light into

heat, and then heat into electricity. Both steps have their own conversion efficiency. It

c© Società Italiana di Fisica 151
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Fig. 1. – Solar spectrum above the atmosphere (indicated with the acronym AM 0), and at the
sea level (indicated with the acronym AM 1.5).

is clear that, for thermodynamic reasons, these efficiencies have to be lower than one.

But let us firstly assume, for the sake of simplicity, that the efficiency of the first step

(the conversion of Sun’s radiation into heat) is equal to one. Even in this case it easy to

understand that Sun’s power is too small to heat up common thermoelectric generators

to temperature high enough to result into interesting conversion efficiencies.

This is understandable taking a look to the solar spectrum reported in fig. 1. From

this picture, it can be seen how the spectrum above the Earth’s atmosphere (the so-

called AM 0 spectrum, where AM stand for air mass, and 0 means no absorption from the

atmosphere) ranges between 200 to 4000 nm wavelength, and that it can be approximated

by a black body at ∼ 6000K. In this case the incident power density (the integral over

wavelength of the spectral power density) is around 1300W/m2. This value reduces

to ∼ 1000W/m2 at the sea level, because of the various absorptions coming from the

different components of the atmosphere (in this case the spectrum is called AM 1.5). If

we then take the incoming power density and the typical thermal resistance of commercial

thermoelectric generators (TEG), we can determine the difference of temperature across

the thermoelectric generator using Fourier’s law

(1) ΔT = ΦRteg,
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Fig. 2. – Schematic top view of common TEGs (a) and thermally concentrated TEGs (b). In
the second case the ratio of the absorbent area and the active thermoelectric area (the so-called
thermal concentration) is much higher.

where ΔT is the difference of temperature across the TEG sides, Φ is the incoming power

density, and Rteg the TEG thermal resistance. Inputting 1000W/m2 as the incident

power density and 0.001–0.005m2 K/W as the typical TEG thermal resistance we obtain

a ΔT ranging between 1 and 5K. With such a small ΔT , the resulting thermoelectric

efficiency is only 0.05–0.3%. It is clear that these efficiency values are too small to arouse

any interest for practical applications of STEGs.

In order to increase the ΔT and thus the STEG efficiency, one can act on the system

configuration. In particular, from eq. (1) it is clear that the two possible solutions are

1) increase the value of the incoming power density Φ, and 2) increase the TEG thermal

resistance Rteg. In the first case it is possible to implement optical concentration, by

means of lens or mirrors. In the second case it is possible to use thermal concentration

increasing the ratio between the absorbent area, and the active thermoelectric area, given

by the sum of all the thermoelectric leg areas (fig. 2). In both cases a concentration ratio

of ten, means a tenfold increase of the ΔT , and a consequent increase of the STEG

efficiency. It is also possible to use both strategies together. In that case a concentration

ratio of ten for both concentration options means a 100fold increase of the ΔT . Taking

the above example, this would mean a ΔT of 100–500K, and a STEG efficiency ranging

between 5 and 14%. In this perspectives STEGs are much more appealing.

This it is valid of course only because we are considering unitary efficiency in the

conversion of the input power into heat. It is also clear that while increasing the ΔT , the

working temperature of the device hot side increases. This will result into an increase

of heat exchange between the device and the environment. As we will see into details in

the next section, this heat exchange is essentially the most important source of losses in

the energy balance. In fact the TEG generates electrical power only proportionally to

the heat flowing through it.

This is a fundamental concept, and deserves to be highlighted. The heat not flowing

through the TEG, and therefore exchanged with the environment, is an energy loss and
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Fig. 3. – Scheme of the main components of a STEG system.

it will decrease the device efficiency.

As well known, heat exchange can be conductive, convective and radiative, and the

heat transfer between the hot surface at temperature Th, and the cold surface at tem-

perature Tc is governed by the following equations:

qcond = κ
Th − Tc

Lcond
,(2a)

qconv = h
Th − Tc

Lconv
,(2b)

qrad = εσ
(
T 4
h − T 4

c

)
,(2c)

where κ, and Lcond are, respectively, the thermal conductivity and the length of the

conductive medium, h and Lconv, respectively, the heat transfer coefficient and the length

of the convective medium, ε and σ, respectively, the hot surface emittance, and the

Stefan-Boltzmann constant. As we will see in the next section, in order to reduce heat

losses, STEGs are normally placed in vacuum tubes, so that the radiative contribution

dominates heat exchanges.

We are now ready to analyse into details the various STEG components and how to

calculate the efficiency of the whole system.

2. – The STEG efficiency

In general terms STEGs are typically made of five main elements (as shown in fig. 3):

an optical collector, which collects the photons coming from the Sun; an opto-thermal
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convert, which converts the photons into heat; a thermal collector, which drives the heat

towards the converter; a thermo-electric convert, which converts heat into electricity; and

a thermal dissipation system, which ejects the exceeding heat out from the system. As will

be shown later, the overall STEG conversion efficiency is the product of all the component

efficiencies in collecting, converting, and dissipating energy. The technological solutions,

and the designs implemented for these components define the various possible approaches.

The optical collector type defines a first classification of the approaches reported in the

literature for STEGs, which can be optically concentrated or not. Optical concentration

collector can be based on cylindrical lenses, fresnel lenses, dish mirrors, and compound

parabolic concentrators. Non-concentrated solution are instead limited to evacuated and

non-evacuated flat plane collectors, or evacuated tubes. The kind of optical collector sets

the amount of power hitting the opto-thermal converter, and thus contributes to set the

difference of temperature on the TEG.

Let us define the input power as

(3) Pin = CΦAopt,

where C is the optical concentration, and Aopt the optical collector aperture area. The

efficiency of the optical collector in transmitting the input power to the opto-thermal

converter can be defined as

(4) ηopt =
Pinτopt
Pin

= τopt

with τopt the optical collector transmittance or reflectivity depending if it is a lens or

a mirror. Since τopt is expected to be high (0.9 or more) a good approximation is to

consider that the optical collector does not absorb power, and thus does not heat up.

Therefore one can normally consider ηopt to be temperature independent.

The efficiency of the opto-thermal converter, on which the optical power is hitting

can be found instead considering the opto-thermal absorbance along with the heat lost

towards the environment. For the sake of simplicity let us assume that the system works

within an evacuated environment, as in the major part of the works in the literature. In

this case the opto-thermal converter efficiency can be written as

ηotconv =
Pinτoptαotconv − [εotconvσAabs(T

4
h − T 4

a )]

Pinτopt
=(5)

αotconv −
εotconvσAabs(T

4
h − T 4

a )

Pinτopt
,

where αotconv, and εotconv are the opto-thermal convert absorbance and emittance. Since

the opto-thermal converter is normally directly deposited on the thermal collector top

surface radiative losses are considered to occur only at the opto-thermal converter top

surface. It should be stressed that differently from the case of ηopt, ηotconv is strongly

dependent on temperature.
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Now analysing the thermal collector operation, we can assume that heat can be lost

by radiation from the part of the top surface which is not covered by the opto-termal

converter, and from the bottom. Summing these contributions the thermal collector

efficiency can be written as

(6) ηthcol = 1− εthcol′σAthcol[(T
4
thcol − T 4

a ) + (T 4
thcol − T 4

c )]

ηotconv
,

where Athcol, and Tthcol are, respectively, the area, and the temperature of the thermal

collector. In the second therm of the square brackets we suppose that, as in most of the

STEGs, the bottom of the thermal collector acts also as the TEG hot plate, and is then

faced to the TEG cold side. Thus the therm εthcol′ is the resultant emittance of the TEG

parallel surfaces, one at temperature Tthcol with emittance εthcol, and the second with

temperature Tc and emittance εc calculated as [1]

(7) εthcol′ =
1

1
εthcol

+ 1
εc

− 1
.

If the opto-thermal converter and the thermal collector have the same area eqs. (5) and (6)

can be usefully joined as suggested by Chen [2] defining an opto-thermal efficiency ηot
which is the system efficiency in converting the optical solar power into heat flowing

through the TEG. In this case the opto-thermal efficiency can be written as

(8) ηot = αotconv −
σAabsεabs(T

4
h − T 4

a )

Pinτopt

with

(9) εabs = εotconv + εthcol′

and where we also neglect the small thermal resistance between the opto-thermal con-

verter and the thermal collector. Therefore we assume that Tthcol = Th. It is useful to

note that ηot is basically

(10) ηot = αotconv −
Qloss

Pinτopt
,

where in this case we consider only radiative losses to contribute to Qloss. In this perspec-

tive it is fundamental the implementation of a opto-thermal converter, normally called

Solar Selective Absorber (SSA) with good properties. The research of materials and sys-

tems with high optical absorption, small emittance, and stability at high temperatures,

its a active scientific field, and literature is plenty of studies on SSAs [3].

Finally, regarding the thermal dissipater, it can be either based on the natural or

forced circulation of air, or of a liquid. In both cases its efficiency has to be evaluated
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Fig. 4. – ηot and ηteg, and the resultant ηsteg as a function of the TEG hot side temperature Th.
Reproduced with permission from [2].

taking into account the electrical power needed to circulate the cooling fluid (Pdiss). In

these therms is possible to define

(11) ηdiss = 1− Pdiss

P out
steg

,

where P out
steg is the STEG electrical output power. It is clear that for the case of natural

circulation ηdiss is equal to one, while for forced circulation a dimensioning of the heat

dissipater geometry has to be done. A useful example of this is reported by Yazawa

and Shakouri who take into account a heat dissipater made of parallel circular tubes [4]

dimensioned following a heat impendance matching condition between the heat leaving

the TEG cold side and that carried away from the dissipater [5]. The authors showed

that even if power needed for heat dissipation varies depending on the system dimensions

and the working temperature, Pdiss is expected to not impact significantly on the STEG

output power for systems with optical concentration smaller than 200.

Finally, as already mentioned, the overall STEG efficiency is

(12) ηsteg = ηoptηotηtegηdiss.

Apart from ηdiss which, as mentioned, has to be evaluated case by case, and from ηopt
which is independent from temperature, the main factor influencing ηsteg is the prod-

uct ηotηteg. Actually, ηot and ηteg are both strongly temperature dependent, but with

opposite trends as represented in fig. 4. This leads to the conclusion that there is an opti-

mal operation temperature Th maximizing the STEG efficiency depending on the system
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Fig. 5. – Historical view of STEGs efficiencies for the main experimental work appeared in
the literature. Blue stars and black squares represent, respectively, optical concentrated and
non-concentrated systems. The concentration ratio is reported next to stars.

characteristics. The dimensioning of thermoelectric generator has to be done in order to

make the system work near this optimal temperature.

In the following section we will take a look to the history of STEG technology

development.

3. – State of the art

Analysing the history of STEG development, the first attempt to harnessing power

from the Sun by a STEG system was reported in 1922 by Coblentz [6]. His system,

which was made of copper-constantan thermocouples soldered to a black painted cop-

per foil exhibited a very poor efficiency of less than 0.01%. A major progress was then

achieved by Telkes in 1954 [7], which demonstrated an efficiency of 0.63%, and 3.35%

respectively at 1× and 50× optical concentration. At that time this efficiency was ex-

tremely competitive with other solar harvesting technology [8]. The main reason of the

efficiency enhancement was the development of more efficient thermoelectric elements

made of BiSb/ZnSb alloys [9]. Starting from Telkes’s seminal work along the follow-

ing twenty years the efforts on developing effective STEGs systems were mainly focused

on space applications [10-14] with no significant improvements for terrestrial utilization.

The interest for this latter application were renewed starting from the eighties and it

has been rather intermittent without significant progresses until the last five-six years

during which the main improvements were achieved (fig. 5). This recent escalation it is
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mainly due to the progress of the thermoelectric material figure of merit (ZT) happened

in the last decade [15] which made the achievement of effective thermoelectric conversion

efficiency possible, stimulating increasing attention around the possibility of using TEGs

as viable solar harvesters. In the next paper of this volume we will analyse the main

solutions reported in the literature for all the STEG main components.
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Summary. — Hybrid thermoelectric-photovoltaic (HTEPV) generators can be
seen as an evolution of STEGs. In their structure the opto-thermal converter is
constituted by a solar cells. The intention is to implement thermoelectric materials
to recover the high fraction of heat losses occurring in solar cell, adding an extra
output power to the system. HTEPV have been already shown to be able to enhance
the efficiency of solar cells, even if researchers are still trying to make this approach
good enough to become reality. In this paper we will analyse the layout and the
achievable efficiency of this hybrid devices, highlighting the challenges and the strong
points of this approach.

1. – An introduction to HTEPVs

Analysing the structure and the achievable efficiencies of solar thermoelectric genera-

tors (STEGs), one can conclude that with actual material development, STEGs are still

unlike to be competitive with photovoltaic (PV) devices. Actually the highest STEGs

efficiency practically demonstrated in laboratory is around 10% [1], while a commercial

c© Società Italiana di Fisica 161

 

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



162 B. Lorenzi

Fig. 1. – Scheme of a generic thermally coupled HTEPV.

silicon solar cell can easily reach values of 13–15%, even without the need of optical

concentration and an evacuated environment. For this reason in recent years most of the

attention on solar thermoelectric harvesting, shifted onto the possibility to implement

thermoelectric generators (TEGs) in combination with solar cells. The reason for this

interest is easily explained.

It is evident that nowadays commercial solar cells (the so-called first generation of PV)

has still efficiencies much smaller than the thermodynamic limit of 93%. For example

silicon solar cells, which represent the 90% of the PV market only recently reached 25%

of efficiency, which approaches the technological limit for this kind of devices. Even the

most performing solar cells up to date, the so-called multi-junction solar cells, which are

normally used only for space applications, show a maximum efficiency of ∼ 40%. This

means that more than 50% of the incoming solar power is lost.

The interesting evidence is that solar cells lose their efficiency mostly as heat. This

is the reason why a solar panel heats up during operation. Recent studies showed that

depending on the location, the weather conditions, and the kind of mounting, the working

temperature of solar cells can reach 50–60 ◦C [2], meaning 30–40 degrees higher than the

ambient temperature.

The two ingredients needed for the generation of an electrical power with a TEG

are actually a heat flow and a difference of temperature (ΔT ). Thus in these terms the

hybridization of solar cells with thermoelectrics seems favourable.

The easiest hybrid thermoelectric-photovoltaic generator (HTEPV) has the same

scheme of a STEG with the difference that in the HTEPV case the opto-thermal con-

verter is the solar cell itself. In this case, as shown in fig. 1, the TEG is directly attached

to the bottom of the solar cell, so that the TEG hot side is at the same temperature of
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the solar cell. For this reason, this configuration is normally called, thermally coupled.

Another approach is the so-called spectrum splitting (or optically coupled) approach

in which a beam splitter is implemented in order to split the solar spectrum and direct

only the infra-red (IR) part of the spectrum towards the TEG. We will see in details,

why this second approach is less convenient than the thermally coupled one.

In the next section we will analyse in details the origin of heat losses occurring in

solar cell, to understand their nature and amount.

2. – Thermal losses in PV

In order to understand thermal losses in solar cells it is necessary to understand how

the PV effect works. To do that we need to introduce the process of light absorption in

semiconductors.

In few words, photons are absorbed in semiconductors when they can exchange en-

ergy with electrical carriers within the material. In semiconductors the electrons of the

external shells are shared between atoms to form the material crystalline lattice. In this

state electrons are bound. When a photon interact with the lattice it can give its energy

to a bound electron and promotes it to an excited state. This happens only if the photon

energy is higher than the energy difference between the bound and the excited states.

This energetic difference is called energy gap (Eg), and every semiconductor has it own

value. For example silicon has 1.12 eV of energy gap. Therefore only photons with energy

higher than 1.12 eV are absorbed in silicon. In solar cells therefore the absorbed pho-

tons transfer their energy to electrons that are promoted to an exited level and are then

collected by an internal electric field to contribute to the solar cell output current. The

internal electric field is built by the different characteristics (the work function) of the

materials implemented in the device. That is the reason why, in order to make working

solar cells, material junctions (able to built up internal electric field) are implemented.

These few lines on the PV effect are far from being exhaustive, but the reader can refer

to numerous handbooks and reviews on this matter [3].

As discussed in the previous paper on STEGs, the solar spectrum can be approximated

by a black body at 6000K, with wavelength ranging between 250 and 4000 nm. This

means an energy range of 0.4–4.0 eV. It follows that for the case of silicon all the photons

from 0.4 to 1.12 eV are not absorbed, and cannot contribute to set-up the device output

current. This represents the first source of loss in solar cells, as pictured in fig. 2.

Also part of the energy carried by photons with an energy higher than the energy

gap is lost. Actually, when a photon with energy higher than Eg transfers its energy

to a carrier, promotes it to a meta-state with energy higher than the allowed excited

electron state. Within times in the order of picoseconds the carrier “thermalize” to the

allowed exited state, loosing part of the energy transferred by the absorbed photon. This

represents the second kind of loss, normally called thermalization loss, as pictured in fig. 2.

The two losses reported above constitute the major part of the losses occurring in solar

cells. However, there are other sources of losses due to the thermodynamic equilibrium

between the device, and the Sun. This equilibrium shows itself explicitly by the fact that

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



164 B. Lorenzi

Fig. 2. – Fraction of different kind of losses occurring in solar cells vs. the Eg of the absorbing
material.

exited electrons can “recombine” back to their bound state, loosing the energy and emit-

ting a photon with the same energy of the absorbed photon. This recombination process

is the opposite of absorption and leads to current and voltage losses as shown in fig. 2.

Taking a look to fig. 2 it can be seen that for different absorbing materials (namely

different values of Eg) the contribution of the described losses changes. It follows that

the efficiency of solar cells has a theoretical maximum of ∼ 32% for Eg ∼ 1.3 eV. It

should be pointed out that this theoretical limit decreases for real devices where defects

present in the crystal lattice, unwanted absorption and reflections, and other kind of

technological limitations, increase carriers recombination and energy losses.

As mentioned above, most of the losses just described are heat losses. Recently,

thermal losses in solar cells have been the object of different studies [4-6], with the aim

to identify their origin, amount, and spectral distribution. It was shown by these studies

that in general, apart from optical reflections, all the remaining losses are in the form of

heat. This means that more than 90% of the losses in PV generates heat.

Moreover, it was shown that heat losses are equally distributed over the whole range

of energies of the solar spectrum, and not only on the IR part. This is shown in fig. 3

where the distribution of the heat losses occurring in three different kind of solar cells

(silicon, copper indium/gallium di-selenide (CIGS), and triple-junction solar cells (TJ))

is reported, compared with the solar spectrum. In fig. 3 a dashed line it is also reported.

This line was drawn at the wavelength normally implemented in the spectrum splitting

based HTEPV devices. In this case the part of the solar spectrum to the left of the

line (higher energies) is directed towards the solar cells, while the other part, is directed

towards the TEG. This means that all the heat losses on the left, amounting to the

70–80% of the total amount, cannot be recovered by the TEG, and then are lost. This

is the reason why, by definition spectrum splitting approaches for HTEPV applications

are weak, and thermal coupling should be preferred.
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Fig. 3. – Wavelength distribution of heat losses occurring in three kind of solar cells compared
with the solar spectrum. Reproduced with permission from [6].

Now that we have learned more on the PV effect and PV losses we can take a close

look to the achievable efficiencies of HTEPV systems.

3. – Efficiency of HTEPVs

The calculation of a HTEPV system efficiency is easily derived from the pure STEG

case. In the previous paper on STEGs we saw that their efficiency can be calculated by

the product of the efficiencies of the various systems elements as follows:

ηsteg = ηoptηotηtegηdiss,(1)

where ηopt, ηot, ηteg, and ηdiss are the efficiencies of, respectively, the optical collector,

the opto-thermal converter, the thermoelectric converter, and the dissipation system. We

also saw that the STEG efficiency is mainly given by the product ηot ηteg, since ηopt, and

ηdiss, are essentially given by the system layout and are not influenced by the working

temperature. Therefore, let us simply ignore ηopt, and ηdiss from now on.

In this perspective the HTEPV efficiency can be simply calculated as follows:

ηhtepv = ηotηteg + ηpv(2)

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



166 B. Lorenzi

Fig. 4. – Variation of the various components of ηhtepv vs. temperature.

with

ηpv = η0pv [1 + βth (Tpv − Ta)] ,(3)

where η0pv is the PV efficiency at room temperature Ta, βth the negative solar cell temper-

ature coefficient, and Tpv the actual solar cell temperature. It is in fact well known that

for most solar cells the efficiency is a decreasing linear function vs. temperature. The co-

efficient βth is the slope of the linear decrease of the solar cell efficiency normalized on η0pv.

We should also point out that eq. (2) is valid only in the case in which the solar cell

and the TEG are electrically separated. In this case the two systems will have their

own electrical load to be powered by their electrical output. In the case of electrically

hybridized systems the situation is much more complicated and it is outside to the scopes

of this essay. The reader should refer to this paper for further details on this matter [7].

In fig. 4 the contribution of the various components of ηhtepv is reported vs. temperature

for typical values.

The interesting fact around the temperature sensitivity of solar cells, is that βth

depends on the energy gap of the absorbing material. Actually the temperature sen-

sitivity of solar cells is determined by the fact that increasing the temperature, carrier

recombination also increases. For this reason in wide band gap materials, where carrier

recombination is lower than in small energy gap materials, also temperature sensitivity

is smaller. This trend is shown in fig. 5 where the dependence of βth on the material Eg

is reported.
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Fig. 5. – βth vs. Eg. The different lines refer to different material qualities. Better quality
implies lower βth, and thus smaller temperature sensitivity.

The other two factors influencing βth are the material quality, and the optical concen-

tration. Regarding the material quality, namely the presence of defects in the crystal lat-

tice, it can modify βth by influencing the recombination process. More defects imply more

recombination centres and consequently higher temperature sensitivities. Regarding the

optical concentration instead, higher concentrations mean a higher photo-generation of

carries without changing the recombination ratio. This imply that recombination will

have a smaller impact, resulting into a smaller temperature sensitivity of the solar cell.

Therefore, relating to eq. (2) where a smaller PV temperature sensitivity leads to

higher HTEPV efficiencies, the best case will happen hybridizing a high-quality wide

gap solar cell operating under optical concentration.

This is shown in fig. 6 where the efficiency gain due to the thermoelectric hybridization

is reported as a simultaneous function of the PV temperature (TH in the graphs) and the

energy gap of the PV material. The efficiency gain is normally defined as the difference

between the efficiency of the HTEPV system and the efficiency of the solar cell at room

temperature.

Figure 6(a) refers to the case of no optical concentration. As can be seen, in this case

efficiency gain is smaller than zero for Eg smaller than ∼ 1.6 eV. This imply that for solar

cells with absorbing material Eg smaller than this value, thermoelectric hybridization is

detrimental. This evidence leads to the conclusion that for solar cells based on silicon

and CIGS thermoelectric hybridization does not work. For other kind of solar cells like
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Fig. 6. – Efficiency gains of HTEPV systems compared with the sole PV efficiency at room
temperature for two extreme cases. (a) HTEPV implementing perfect materials without optical
concentration. (b) HTEPV implementing perfect materials at maximum optical concentration
ratio of 46200.

those based on amorphous silicon (a-Si), gallium indium phosphide (GaInP), copper zinc

tin sulphide (CZTS), the hybridization can be beneficial.

Figure 6(b) refers instead to the case of optical concentration. In this case the maxi-

mum concentration ratio achievable on Earth is considered (namely 46200 X) in order to

define the upper theoretical limit. As can be seen, in this case positive value of the gain

are found for any given Eg. Also silicon and other small gap materials can be beneficially

hybridized with thermoelectrics.

It should be pointed out that fig. 6 reports intentionally the upper limits for the

two cases of concentrated and not-concentrated HTEPV systems implementing perfect

materials (without defects). Real cases of defective materials at concentration ratio

practically achievable with nowadays technologies will result in efficiencies gains falling

between the two extreme cases reported in fig. 6. A more realistic and detailed analysis

of the theoretical efficiency of HTEPV is reported in [8].

The last important point to be considered is the emittance of solar cells. In the

previous paper on STEGs we have seen how for evacuated systems heat losses are in the

form of radiative heat from the top and the back of the opt-thermal converter. In this

case the equation for the opto-thermal efficiency becomes

ηot = αabs −
σAabsεabs(T

4
h − T 4

a )

Pinτopt
(4)

with αotconv, Aabs, εabs respectively, the absorptance, the area, and the emittance of

the opto-thermal converter, Th and Ta the temperatures of the opto-thermal converter
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and the ambient, Pin and τopt the input power coming from the Sun, and the optical

transmittance of the optical collector. Therefore it is fundamental the choice of a opto-

thermal converter (often call solar selective absorber) with high absorptance and low

emittance. A good opto-thermal converter should exhibit absorptance of ∼ 0.95 and

emittance of ∼ 0.01.

For HTEPV systems the situation is exactly the same, with the difference that the

emittance of solar cells is in general high, ranging between 0.6 and 0.9. Since it is not

possible to change the emittance of PV materials without changing their other prop-

erties, researchers have found a different way to reduce radiative losses. The solution

comes from the so-called heat mirrors (HMs), namely materials able to transmit the

full solar spectrum, and with high reflectance in the IR. HMs are normally designed to

be deposited on the glass of the evacuated pipe, where the HTEPV system is encapsu-

lated. Their high reflectance in the IR guarantees that radiative heat losses are reflected

back to the HTEPV system in a sort of greenhouse effect. The implementation of HMs

can considerably enhance the thermoelectric hybridization gains, especially in the case

of HTEPV systems working at high temperature and with high emittance solar cells.

Further details on this matter can be found in [8].
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Summary. — This paper reviews the principles that govern the combined
transport of spin, heat, and charge, both from a macroscopic point of view (the
Onsager relations) and microscopically (transport by spin-polarized electrons and
magnons). The extensive thermodynamic quantity associated with spin transport is
the magnetization; its Onsager-conjugate force is in general the derivative of the free
energy with respect to the magnetization. The spin-angular momentum is uniquely
associated with the magnetization, so that the words “spin” and “magnetization”
are used interchangeably. Spins are carried in one of the following two ways: 1) by
spin-polarized free electrons in magnetic metals and doped semiconductors, or 2) by
spin waves (magnons) that reside on localized electrons on unfilled d- or f -shells of
transition metal or rare-earth elements. The paper covers both cases in separate
sections. In both cases, it is possible to define a spin chemical potential whose
gradient is the more practical conjugate force to spin transport. The paper further
describes the anomalous Hall, spin Hall, and inverse spin Hall effects in magnetic
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and non-magnetic solids with strong spin-orbit coupling because these effects are
used to generate and measure spin fluxes. Spin transport across interfaces is de-
scribed next, and includes spin pumping and spin transfer torque. The final section
then puts all these concepts together to describe the spin-Seebeck, spin-Peltier,
and magnon-drag effects, which exist in ferromagnetic, antiferromagnetic, and even
paramagnetic solids. Magnon-drag, in particular, is a high-temperature effect that
boosts the thermopower of metals by an order of magnitude and that of semicon-
ductors by a factor of 2 or 3 above the electronic diffusion thermopower. This is
the only example where a spin-driven effect is larger than a charge-driven effect.
Magnon drag leads a simple binary paramagnetic semiconductor, MnTe, to have
zT ≥ 1 without any optimization. This shows how adding spin as an additional de-
sign parameter in thermoelectrics research is a new and promising approach toward
the quest for high-zT materials.

1. – Introduction

Thermal spin transport concerns the mixed transport of heat and spin, or, more

precisely, magnetic moment, just as thermoelectric transport is concerned with the mixed

transport properties of heat and electrical charge. Thermoelectric research has struggled

for long to overcome the counterindicated nature of the classical transport properties,

namely the electrical resistivity, the thermoelectric power, and the thermal conductivity,

that constitute the zT , the thermoelectric figure of merit that covers thermoelectric

conversion efficiency. Adding spin to the number of controllable variables adds a new

design parameter that inevitably must lead to a better optimum zT . Explaining how is

the purpose of this paper. The field of thermal spin transport, or spin caloritronics, is

actually quite old, manifesting mainly by magnon drag identified in ferromagnetic (FM)

transition metals like Fe [1] and antiferromagnetic (AFM) semiconductors like MnTe [2]

half a century ago. However, the discovery of the spin-Seebeck effect (SSE) on Permalloy

in 2008 [3] has started a resurgence of the field. Here, we attempt to give a self-contained

didactic review, and refer the reader to the numerous review articles [4, 5] enumerating

more exhaustively the effects involved and the details of the theories in spin-caloritronics.

The flow of any well-defined thermodynamic quantity based on a physical, observable

effect, along with its conjugate force, obeys Onsager reciprocity. The Onsager relations

describe the effect on a flux of an extensive thermodynamic quantity, here charge C, heat

Q, and magnetic moment M or spin, of thermodynamic forces, which themselves are

gradients of potentials (intensive thermodynamic variables). Table I gives an overview

of the quantities involved. The flux of charge is the current density �jC , and so on

with spin and heat. The direct thermodynamic force that generates charge flow is �F =

e �E, where e is the charge of the electron (e = 1.6 × 10−19 C), the electric field �E =

−∇μ/e being itself the gradient of the electrochemical potential μ. In heat transport,

the heat is the extensive quantity, and its flux �jQ is driven by its conjugate force, the
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Table I. – Thermodynamic quantities for combined charge, spin and heat transport.

Extensive Name Charge Spin, moment Heat Particle

Symbol C ��S, �μ = −gμB
�S Q #

Units Coulomb �, μB Joules

Flow Name Current Spin current Heat current Particle current

Symbol I IS IQ I#

Units Ampere �/s, μB/s Watt 1/s

Flux Name Current density Spin flux Heat flux Particle flux

Symbol �jC �jS �jQ �j#

Units A m−2
� s−1 m−2, W m−2 m−2

μB s−1 m−2

Electrochemical Spin chemical Chemical

Potential Name potential potential Temperature potential

Symbol μ μS T μ

Units eV eV K eV

Spin potential Temperature

Conjugate force Name Electric field gradient gradient

Symbol �E = −∇μ/e ∇μS ∇T ∇μ

Units V/m eV/m K/m eV/m

temperature gradient ∇T . Relations between fluxes and thermodynamic forces are the

Onsager relations, and, in most cases, are assumed to be linear.

Spin transport formally is treated the same way as charge and heat transport, and

the Onsager relations will be extended here to include it. The most important thermo-

dynamic quantity is the magnetization itself, the quantity whose transport is considered

in this paper. The notation used for magnetization or magnetic moment (magnetization

per unit volume) is as follows: �M is the total magnetization of the sample, �m is the

moment per unit volume, and �μ is the moment per atom. The most convenient unit

used to express the moment is the Bohr magneton μB = e�/2m = 5.788 10−5 eV/tesla,

where m is the free electron mass. The spin-angular momentum on each atom is ��S.

The magnetic moment of each atom is then

(1) �μ = −gμB
�S,

where g is the Landé factor, typically 2. The same equation also relates the time deriva-

tives of moment and spin-angular momentum, and, thus, also the spin flux �jS and the

flux of magnetization. Therefore, we use the words spin flux and magnetization flux

interchangeably.
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There are three distinct ways to carry a flux of magnetization or spin across a sample:

1) In metals and semiconductors, the free electrons that carry charge and heat in the

sample come in either spin-up or spin-down flavor. In non-magnetic material, which we

label a normal metal (NM), the densities of both are equal. In spin-polarized materials,

e.g., FM metals, there are more electrons with their spins oriented parallel to the net mag-

netization. When this is the case, charge transport is accompanied by spin transport. The

thermoelectric effect in mixed charge and heat transport are also accompanied by what

is known as spin-dependent Seebeck and Peltier effects. This will be treated in sect. 2.

2) Spin waves exist in FM solids, both FM metals and FM insulators, and in AFMs.

They are precessions of the magnetization that resides on the unfilled d and f levels of

the core electrons. Magnon propagation carries both heat and spin fluxes, but no charge

flux. This will be treated in sect. 3. However, magnons can interact with free electrons

and transfer their momentum to them, giving rise to an advective transport process

called magnon drag (MD), that greatly boosts the thermopower of the materials affected

and increases their thermoelectric figure of merit zT [6-8]. Furthermore, magnons can

spin-polarize conduction electrons in a NM across an interface between an FM and the

NM, by a process called spin pumping described in sect. 4. When this happens, this

FM/NM heterojunction can develop the spin-Seebeck effect (SSE) [3,9]. The two mixed

effects, MD and SSE, will be described in sect. 6.

3) For completion, we add that spin also can be transported by the motion of magnetic

domains in a sample, although this will not be described any further.

A few more particularities to spin transport need to be mentioned.

The first difference between spin and heat or charge transport results from the fact

that while heat and charge are scalars, magnetization and spin-angular momentum are

vectors: they point in the direction �σ (a unitary vector) of the spin polarization (so
�S‖�μm‖�σ). In practice, �σ either is imposed by an external applied magnetic field, or

is aligned with the magnetization of a FM sample. In general, �σ is different from the

propagation direction of the spin flux �jS , which is thus formally a tensor. For simplicity,

we keep using a vector notation for �jS , with the arrow denoting its propagation direction.

Second, quantifying spin transport requires developing a technique to measure spin

fluxes, a “spin-ammeter” so to speak. The usual method is to evaporate a Pt film on top

of a FM sample, and rely on the inverse spin-Hall effect (ISHE). We will describe this

in detail in sect. 5.

Third, unlike charge, spin is not conserved; it decays naturally over the scale of

nanometers to microns in the solids in which it resides. This is not a problem for the

Onsager relations, but it requires the introduction of one additional concept: the spin life-

time τS and the accompanying spin diffusion length LS =
√
DτS : they are related by the

usual diffusion relation with diffusion constant D. The diffusion constant itself depends

on whether the spin resides on spin-polarized electrons or in magnons (see sects. 3 and 4).

Fourth, the conjugate force for spin transport in the Onsager relations is in principle

the Landau-Lifshitz effective field �Heff [10]. The ( �M, �Heff ) pair enters Onsager

symmetry on par with other thermoelectric quantities. As all thermodynamic po-

tentials, �Heff is the derivative of the free energy with respect to the magnetization,
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a formal definition that does not identify the microscopic nature of �Heff . It has

contributions from the applied, anisotropy, and exchange magnetic fields. The applied

field �B = μ0
�Hext generates a force �F = ∇( �M · �B ) that drives �jS ; anisotropy and

exchange fields (explained in sect. 3) follow the same treatment. To this we add the

concept of spin chemical potential μS for the spin systems studied here. The magnetic

force is then its gradient, −∇μS . The exact nature of μS will be discussed in detail

in the subsequent sections because it is defined differently for spin-polarized electrons,

which are fermions, and magnons, which are bosons.

2. – Spin-polarized electrons

The densities of spin-up and spin-down electrons in metals and semiconductors are

labeled n↑ and n↓, respectively. In non-magnetic metals and semiconductors, and in the

absence of spin injection, n↑ = n↓. Spin polarization can occur in metals and semicon-

ductors by an external magnetic field, by the net magnetic moment that develops in

magnetically aligned materials, FMs and ferrimagnets, or by direct spin-injection of car-

riers of one spin polarization. When the spin relaxation is weak, i.e., in the limit for τS ,

LS → ∞, one can approximate FM metals by a two-fluid model: spin-up and spin-down

electrons, which use spin-up and spin-down densities n↑ �= n↓ as well-defined thermo-

dynamic quantities (and which could be conserved approximately) that enter Onsager

reciprocity relations. Transport of charge current then is accompanied by a spin current.

In the two-fluid model, named after Stoner [11], fig. 1, the spin-up and spin-down

electron bands are distinct. The electrochemical potential level at equilibrium is the

same for all bands, so that the chemical potentials μ↑ and μ↓ for spin-up and spin down

electrons, measured vis-à-vis their band edges, are distinct. In the presence of a gradient

in these potentials, generated, e.g., by an electric field, the Onsager relations relate the

charge current densities in the two fluids via their partial conductivities σ↑ and σ↓:

(2)

[
j↑
j↓

]
=

[
σ↑ 0

0 σ↓

][
−∇μ↑
−∇μ↓

]
.

We define the charge current jC and the spin current jS by:

jC ≡ j↑ + j↓,(3)

jS ≡ �

e
(j↑ − j↓)

and define the average chemical potential as μ and the spin chemical potential as μS :

μ =
1

2
(μ↑ + μ↓) ,(4)

μS = (μ↑ − μ↓) ,
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Fig. 1. – The two-fluid model for conduction by spin-polarized electrons.

and the electrical conductivity σ and the spin conductivity σS as

σ = σ↑ + σ↓,(5)

σS = σ↑ − σ↓.

Substituting (3)–(5) into (2) gives a new Onsager relation (6) that now describes the

charge current and the spin current:

(6)

[
jC

jS e/�

]
=

[
σ σS

σS σ

]⎡⎣ −∇μ

−1

2
∇μS

⎤⎦ .

The gradient in spin chemical potential can have several physical origins. As explained

in the introduction, the rigorous conjugate force for spin transport is the Landau-Lifshitz

effective field Heff . An applied external magnetic field, or the magnetization in the

sample, contribute to Heff . Thus, a gradient in either external field or in magnetization

exerts a magnetic force, �F = ∇( �M · �H ) on the carriers [12]. Another mechanism to

generate a ∇μS is to inject spin-polarized carriers into the metal dynamically: examples

of how this can be done are given in sect. 5.

The effect of spin-flipping electron interactions that limit τS , when not so intense

as to invalidate the two-fluid model completely, are taken into account by using the

drift-diffusion equation [13]. Equation (2) then becomes:

(7) jS↑ = σ↑∇μ↑ −D∇n↑; jS↓ = σ↓∇μ↓ −D∇n↓,
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Fig. 2. – Electron spin diffusion length LS in the two-fluid model.

where D = μmkBT/e is the electron diffusion constant and μm is the charge carrier

mobility, and the presence of gradients in n↑ and n↓ is related to the spin-flip transitions

that govern both.

Consider a one-dimensional picture (fig. 2) where an accumulation of spins is injected

into a metal at the left side (x = 0), with an initial n↑(x = 0) − n↓(x = 0) = Δn↑↓,0
accumulation. Over a distance x into the metal, spin-flip transitions between the two

populations, with a spin lifetime τS will reduce the amount of spin imbalance Δn↑↓(x) =
n↑ − n↓; thus, the net magnetization δ| �M | = μBΔn↑↓ also will be reduced. This is

determined by the diffusion equation

(8) Δn↑↓ = Δn↑↓0 exp(−x/LS)

as shown in fig. 2. Here, the diffusion length is LS =
√
DτS . Since Fermi-Dirac statistics

directly relate the partial charge carrier concentrations to the chemical potentials

(9) n↑or↓ =

∫ ∞

0

D(E)dE

1 + exp
(E−μ↑or↓

kBT

) ,
where D(E) is the electronic density of states (DOS), Δn↑↓(x) = n↑ − n↓ is equivalently

represented by a change in μ↑(x) and μ↓(x), and thus μS(x) as shown in fig. 2.

Adding a temperature gradient to the problem results in a mixed charge-spin-heat

Onsager relation:

(10) j =

⎡⎢⎣ jC

jQ

jS e/�

⎤⎥⎦ =

⎡⎢⎣ σ LET σS

LTE κ LTM

σS LMT σ

⎤⎥⎦
⎡⎢⎢⎣

−∇μ

−∇T

−1

2
∇μS

⎤⎥⎥⎦
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with a production of irreversible entropy (spin propagation is dissipative):

(11) Ṡ = j · F/T.

Here, we recognize the classical thermoelectric conductivity LET , which gives rise to the

thermopower α = LET /σ, but it should be pointed out that this thermopower is driven

by spin-polarized carriers; thus, it is a spin-dependent Seebeck coefficient, reviewed by

Boona et al. [4] and Vandaele et al. [7]. The spin-dependent Peltier conductivity LTE is

accompanied by a thermally driven spin flux via the non-zero coefficient LMT . The van

Wees group have seen the spin-dependent Seebeck [14] and Peltier [15] coefficients exper-

imentally, as have many others [16,17]. In the two-fluid model, the partial thermopowers

for spin-up and spin-down electrons, α↑ = LET↑/σ↑ and α↓ = LET↓/σ↓ are given by the

Mott formula. The total thermopower is given by the conductivity-weighted average of

the partial thermopowers, as is customary for all multi-carrier systems:

(12) α =
α↑σ↑ + α↓σ↓

σ↑ + σ↓
.

For the purpose of thermoelectric performance, only the total thermopower matters. The

two-fluid model has also been used to interpret the Nernst effect in metallic FMs [6].

3. – Magnons

3
.
1. Ferromagnets . – Consider a FM insulator at 0K in which all moments reside on

the core electrons on unfilled d- or f -shells of the atoms in the solid. This is the ground

state of the system, represented in fig. 3(A). The interatomic distance is a, and the spins

are coupled to each other by the magnetic exchange energy J . The p-th atom interacts

with its neighbors of index p− 1 and p+ 1. The ground state energy of the system is

(13) U = −2J
N∑

p=1

�Sp · �Sp+1.

At finite temperature, the individual spins do not start flipping arbitrarily through the

system, as this would cost too much energy. Instead, all spins share the decrease of

magnetization by developing a precession motion, as shown in fig. 3(B). The precession

motion becomes a wave, called a magnon, much like phonons are waves of atomic dis-

placements. The projection of each moment along the direction of magnetization at 0K,

the saturation magnetization �MS(T ) of the sample at finite temperature T , is decreased:
�MS(T ) < �MS(T = 0). The dynamic magnetization �m(�r, T ) (see fig. 4) is the quantity

that will form the wave. To carry the analogy between magnons and phonons further,

|�m(�r, T )| (or the apex cone angle) is, for magnons, the quantity equivalent to the ampli-

tude of the atomic motion for phonons. The phase angle of �m(�r, T ) is equivalent to the

phase of the atomic motion in phonon propagation.
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Fig. 3. – (A) Magnetic moments in a ferromagnet of lattice constant a at zero K. Neighboring
spins of index p − 1, p and p + 1 couple. (B) At finite temperature, spin waves develop. (C)
Antiferromagnets have two sublattices A and B; two sets of couplings are possible.

The equation of motion of magnons is different from that of phonons (the ball-and-

spring model): the individual moment �μp(t) of the p-th atom is shown in fig. 4. From

interactions with its neighbors (fig. 3) via exchange energy J , the effective magnetic

induction felt by the p-th atom is:

(14) �Bp = −
(

2J

gμB

)(
�Sp−1 + �Sp+1

)
.

This exchange field will generate magnons called exchange-coupled magnons. The time

dependence of the moment in the presence of �Bp is then [18]

(15)
�

gμB

d�μp(t)

dt
= −�μp(t)× �Bp(t),

where the right side of the equation is the torque that drives the precession. Equivalently,

one can write

(16)
d�Sp

dt
=
(
−gμB

�

){
�Sp(t)× �Bp(t)

}
=

(
2J

�

){
�Sp × �Sp−1 + �Sp × �Sp+1

}
.
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Fig. 4. – Equation of motion for magnons.

The solution to eq. (16) in Cartesian coordinates (z being the direction of �MS) is S
x
p =

u exp(ipka−ωt); Sy
p = v exp(ipka−ωt). The dynamic part of the magnetization, �m(�r, t)

(see fig. 4), with the same periodic boundary conditions as apply to phonon physics, is a

propagating wave with a wavevector in k-space and an angular frequency ω:

(17) �m(�r, t) = m0 exp
{
i
(
�k · �r − ωt

)}
.

The difference between the equations of motion for phonons and magnons in ferromagnets

results in a difference between their dispersion relations. Considering only one dimension,

the dispersion relation for FM magnons is

(18) �ω = 4JS(1− cos ka),

which resembles that of electrons in a tight-binding model. At low frequency, eq. (18)

gives a Taylor expansion that is parabolic in k, �ω ∼= (2JSa2)k2, which more generally

is written as �ω ∼= Da2k2, where D is the magnon stiffness. Here, the magnon stiffness

is derived for these exchange-coupled magnons. This quadratic dispersion now looks like

that of electrons near the band edge. If we add an external magnetic field Bext, it adds a

Zeeman energy gμBBext to the magnon dispersion, which, being independent of k, looks

like a band gap in the magnon dispersion.

Finally, to all this we add the presence of magnetic anisotropy, the tendency of the

atomic moments to orient along a specific direction in the sample due either to a ge-

ometrical effect or to the anisotropy of the crystal structure. Magnetic anisotropy is

quantified by the anisotropy energy, i.e., the energy gain this alignment gives to the

magnetic system. This energy also can be expressed in terms of an anisotropy field Ba

by writing it as a Zeeman energy gμBBa. In turn, Ba then can be added to the external

field Bext to form an “effective” field Beff . The final magnon dispersion for FMs is then

(19) �ω = gμBBeff +Da2k2.
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Fig. 5. – (A) FM exchange-coupled magnon dispersion in cobalt; (B) AFM exchange-coupled
magnon dispersion. Redrawn and adapted from ref. [19] (A) and ref. [20] (B).

Experimentally, since neutrons are sensitive to spin, inelastic neutron scattering can

be used to map out magnon dispersions as well as phonon dispersions, and the results

confirm the calculated dispersion relations quite well, see fig. 5(A) [19]. The gap at

k = 0 can be detected by optical techniques, which involve no exchange in k-vector.

Ferromagnetic resonance (FMR) is the classical technique for this that uses microwaves

(the gap is typically a few GHz). The microwave absorption shows a maximum when

ω = gμB(Ba + Bext)/�. The absorption peak can be followed or tuned by applying an

external magnetic field Bext.

In addition to exchange-coupled magnons, there are dipole-coupled magnons, coupled

by dipole interactions, which are mostly at the surface and at very low energy. Their dis-

persion is not necessarily quadratic, and their group velocities are very small and can even

be negative (“backward-propagating magnons”). The dipole-coupled magnons are seen

by inelastic light scattering techniques such as Brillouin light scattering, which involve

infinitesimally small k-vectors. Because of their low velocity, dipole-coupled magnons

contribute little to transport and will not be considered here further.

3
.
2. Antiferromagnets. – AFMs support magnons as well, but their dispersion is quite

different from that of FM magnons. There are many types of AFM ordering in various

solids. The simplest consists of the one-dimensional magnetic sublattices A and B, shown

in fig. 3 as green and red sublattices. The 3D version of this would be a cubic AFM

ordering where each site’s spin is the opposite of each of its nearest neighbors (RbMnF3,

LiNiF3): this gives a very small magnetic anisotropy. Many other types of AFM ordering

exist, such as sheets of FM-ordered planes stacked in an AFM fashion (e.g., MnTe along
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Fig. 6. – Magnon DOS: (A) in a FM; (B) in an AFM.

the 〈001〉 direction), or triangular or helical lattices (e.g., one of the phases in many

heavy elemental rare-earth metals) [18].

In this paper, we only consider the very simple case of fig. 3, with sublattices A (red)

and B (green). There are now two coupled equations of motion like eq. (16), one per

sublattice. Assuming that the moments are equal but opposite (�SA = −�SB = �S), the

effective fields for atom index 2p of sublattice A and for atom of index 2p+1 of sublattice

B are

(20) �BA
2p = −

(
2J

gμB

)(
�S2p−1 + �S2p+1

)
; �BB

2p+1 = −
(

2J

gμB

)(
−�S2p − �S2p+2

)
.

Equations (15)–(17) are now replaced a system of two equations for indices 2p and 2p+1:

Sx
2p = uA exp[i(2pka− ωt)]; Sy

2p = vA exp[i(2pka− ωt)],(21)

Sx
2p+1 = uB exp[i((2p+ 1)ka− ωt)]; Sy

2p+1 = vB exp[i(2(2p+ 1)ka− ωt)].

This system has roots only if ω2 = (−4JS/�)2(1− cos2(ka)) and the dispersion relation

becomes [18]:

(22) �ω = �ωmax |sin(ka)| .

Interestingly, while the magnon dispersion in a FM solid looks like the dispersion of

electrons, magnon dispersion in an AFM looks like the dispersion of phonons. The Taylor

expansion at low energy is linear

(23) �ω = �ωmaxka.

As for FM magnons, magnetic anisotropy adds a Zeeman term, which looks like an

energy gap. The magnon dispersion relation measured by neutron scattering on RbMnF3,

which has negligible anisotropy, is shown in fig. 5(B) [20] and follows eq. (22) perfectly.
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Fig. 7. – Specific heat in yttrium iron garnet (YIG), an insulating ferrimagnetic garnet. Applying
an external magnetic field isolates the phonon contribution. The magnon contribution can then
be obtained from the difference between measurements at zero field and at 70 kOe [21].

3
.
3. Equilibrium thermodynamic properties of magnons . – The DOS D(E) of FM and

AFM magnons is calculated from the dispersion relations as for all other quasiparticles,

and is shown in fig. 6. Given the similarity between FM magnons and electrons, it is

not surprising that their DOS follows a
√
E or

√
ω law, with an offset that is the gap

eq. (19). In particular, this gap can be changed by applying an external magnetic field.

Likewise, given the similarity of the AFM magnon dispersion to that of phonons, the

AFM DOS follows a E2 or ω2 law.

Like phonons and electrons, magnons carry heat and entropy, in an amount kB per

particle. Thus, there is a magnon specific heat Cm, calculated like with all other quasi-

particles as the temperature derivative of the internal energy U of the system. U is

obtained by integrating the energy per quasiparticle over the ensemble of particles, itself

obtained by using the appropriate DOS and statistical distribution function.

For FM magnons, this results in a Cm ∝ T 1.5 law at low temperature (see fig. 7 [21]).

The existence of a field-dependent gap in the dispersion offers a way to separate Cm from

the other contributions to the specific heat C, in particular the phonon contribution Cp:

Cm can be frozen out by applying a high magnetic field [21]. At zero field, C = Cp+Cm, in

yttrium iron garnet (YIG), an electrically insulating ferrimagnet that has a net magnetic
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Fig. 8. – Specific heat of the AFM MnTe. The magnon contribution is isolated near the ordering
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moment and thus behaves like a FM. As the applied field is increased, the magnon DOS

shifts to a higher energy, and no magnons contribute to Cm at low T . As a result, at

the highest field, only the phonon specific heat is measured. Therefore, by taking the

difference between C (Bext = 0 Oe) and C (Bext = 7 kOe), one can isolate Cm.

The specific heat of AFM magnons at temperatures far below the ordering or Néel

temperature (TN ) is congruent to that of phonons because the energy dependence of

the dispersion relation and the DOS are congruent for both quasiparticles, and their

statistical distribution functions are the same. At T � TN , Cm follows a Debye-like law

with �ωmax/kB as a magnon cutoff temperature. At low temperature, Cm ∝ T 3 and it

is practically impossible to separate Cm experimentally from the phonon contribution.

The specific heat of the AFM MnTe is shown in fig. 8 [8]. An electronic contribution is

observed in this heavily doped sample, but the magnon contribution cannot be resolved

from the phonon contribution at low temperature. However, above 150K and especially

near the ordering temperature (TN = 305K), an additional heat capacity appears over

the behavior expected from phonons. Given that the Debye temperature for MnTe

(217K) is much lower than TN , Cp has nearly reached its Dulong-Petit value at TN .

Thus, values for Cp can be obtained with reasonable accuracy from a Debye model fit

(the full line in fig. 8). Subtracting this from the data (the electronic contribution is

negligible above 100 K) gives values for Cm in the 150–350K range: they follow a T 3

law, as predicted, except very near and above TN . It is not surprising that an excess

heat should appear near TN because the behavior of magnetic lattices near their melting

points is governed by the physics of critical phenomena, and not magnon physics.
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Fig. 9. – Magnon thermal conductivity of YIG, an electrically insulating FM, in an applied
external magnetic field [21].

3
.
4. Magnon thermal transport . – The approach used for the specific heat applies to

the magnon thermal conductivity κm as well, and one can use the kinetic formula

(24) κm =
1

3
Cmvm
m

for each magnon mode and frequency. In FMs, where one can freeze out the contribution

of Cm by applying a magnetic field that opens a Zeeman-energy gap in the dispersion,

the same technique can be applied to freeze out κm. This was done for YIG by Boona

et al. [21], and the results are shown in fig. 9. The magnetic-field dependence of the

total thermal conductivity κ = κp+κm(Bext) is given as a function of T and the applied

magnetic field. Here κp is the phonon thermal conductivity. The freeze-out of κm is

visible in its field dependence, which shows a saturation at low temperature. Assuming

that this saturation value is κp, and neglecting phonon scattering on magnons (see fig. 10),

the value for κm(T ) can then be obtained by taking the difference as κm = κ(0T)−κ(7T),

as shown.

Magnons can scatter phonons as well as carry heat; when this is their dominant effect,

they lower κp often to the extent that their contribution results in reducing κ as opposed

to enhancing it. An example is shown in fig. 10 [22], where the thermal conductivity of

non-magnetic CaF2 and AFM MnF2, which have the same crystal and phonon structure,

are compared. Below TN , MnF2 has a much lower conductivity, hinting at magnon

scattering of phonons. This is more pronounced when non-magnetic ZnF2 is compared

to the AFM CoF2; ZnF2 and CoF2 also share the same crystal and phonon structure. In

CoF2 scattering of phonons by the magnons at TN is particularly intense, reminiscent of

the very large, excess magnetic specific heat near TN and already shown in fig. 8.

Since all propagating excitations contribute to κ, its measurement can provide infor-
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mation about transport in insulating FMs and AFMs that is not accessible experimentally

otherwise. In such materials, entropy and spin are the only two extensive quantities whose

flux can be measured. This paper considers only the most elemental versions of spin

waves, but magnon physics is very rich. Magnons can develop esoteric topological prop-

erties and, in principle, develop topologically protected transport. One particularly in-

teresting form of magnetization propagation are spinons in quantum spin liquids (QSLs),

collective modes that appear in frustrated magnets and are not bosons, but fermions.

Gapless fermionic spinons are expected to have κ ∝ T 1 [23], as opposed to the T 3 for κp;

this temperature dependence is considered the fingerprint of fermionic particles.

3
.
5. Thermal Hall effect . – If one breaks time-reversal symmetry on such topological

magnon systems, typically by adding a magnetic field, topologically non-trivial spin

structures can generate a thermal Hall effect κxy. The measurement of κxy [24, 25]

can provide definitive evidence for chiral topological phases that host a gapped bulk,

together with gapless chiral-edge spin excitations [26, 27], e.g., in chiral spin liquids and

fractional quantum Hall effects [28, 29]. When edge states dominate spin transport, the

conduction of heat becomes more pronounced along the edge that allows conduction from

hot to cold than along the other, giving rise to a transverse temperature gradient and

thus, a thermal Hall effect. This signature feature has been observed in α-RuCl3 [25].

Hirschberger et al. report a thermal Hall effect in a frustrated quantum magnet [30] and
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Kagome magnet [31]. Measurements of κxy are particularly difficult because the copper

used in most measurement instrumentation, and in heat spreaders and heat sinks, has an

electronic thermal Hall effect (the Righi-Leduc effect) that impose spurious transverse

gradients on the samples: instruments have to be redesigned with care with this in mind.

3
.
6. Thermally driven magnon spin currents . – In the simplest possible picture, the

number flux of magnons, j# is related directly to the magnon heat flux, as each magnon

carries kBT of heat and the spin flux jS or flux of magnetization jm, as illustrated in

fig. 11:

jQ = −κm∇T,(25)

jQ = kBT · j#,
jS = � · j#,
jm = gμB · j#.

As magnons move from hot to cold, the local saturation magnetization �MS (the

projection of the atomic moment onto the vertical axis) increases, which amounts to a

transport of magnetization from hot to cold. This is expressed by eq. (25).

3
.
7. Spin chemical potential for magnons. – The theoretical concept of the existence

of a spin chemical potential for magnons has been proposed recently. It is long accepted

that magnons at thermal equilibrium obey Bose statistics with no chemical potential.

However, two recent experiments [32, 33] have demonstrated that in the presence of

a spin current injected by a source external to the sample, a magnon gas can be

described as being in quasi-thermodynamic equilibrium with Bose statistics and both a

temperature and a spin chemical potential μS . The external source of spin current can

be FMR pumping or the ISHE in an adjacent layer (see sect. 5
.
3). By analogy with the

electronic μS eq. (4), the magnon μS is useful to characterize how the spins residing on

magnons diffuse. If an external source pumps an excess of ΔnS spins into the magnon
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system at the surface of a sample (or the edge of a 1D sample of fig. 12), the excess can

be described at each point in the sample by

(26) ΔnS(x) =

∫ ∞

0

D(E)dE

1− exp
(E−μS(x)

kBT

) .
The decay of the excess spins is governed by a characteristic diffusion length LS =√

DτS where D is the thermal diffusion constant of magnons and τS is the spin lifetime

limited by spin-flip transitions. For magnonic systems, electron-magnon interactions

typically are the main source of spin-flip transitions, so the metallic FMs have much

shorter spin lifetimes and diffusion lengths than FM insulators, where LS can reach tens

of micrometers. Further, in FM insulators LS � 
m, the mean free path in eq. (24),

which correspond to interactions that change the moment of the magnon. Thus, in

FM insulators, it is only very rarely that a magnon scattering event flips its spin. The

concept of spin chemical potential is quite useful in developing magnon transport theories

in ferromagnetic insulators [34]. The concept of magnon chemical potential recently has

been extended to apply to the sublattices of AFM insulators [35].

3
.
8. Magnonic thermopower . – Gradients in the spin chemical potential can be treated

as conjugate forces for spin transport in Onsager relations. By analogy with the ther-

moelectric Onsager relations, mixed linear thermo-spin Onsager relations [7] connect

magnonic spin and heat currents:

(27)

(
jS

jQ,m

)
=

(
σS ζ

πm κm

)(
−∇μS

−∇T

)
,
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where κm is the magnon thermal conductivity described above. The spin conductivity

σs describes the strength of the spin flux driven by a gradient ∇μS in the spin chemical

potential. New is ζ, the thermomagnonic conductivity, the equivalent for magnons of the

coefficient LET , the thermoelectric conductivity, used for free electrons. New also is the

ratio αm ≡ −ζ/σS , the magnonic thermopower defined by taking eq. (27) under spin-

open-circuit conditions (setting jS = 0), where we allow for spin accumulation to occur

(28) αm ≡ −∇μS

∇T
= − ζ

σS
.

Both αm and ζ have Onsager reciprocals, the magnonic Peltier coefficient and the

magnon Peltier conductivity πm; these contains essentially the same physics as ζ.

To obtain a microscopic expression for the magnonic thermopower, one can treat the

magnon gas as an ideal gas of free particles with internal energy density U(T, μS). In

the presence of a thermal gradient ∇T , an inhomogeneous distribution of magnons arises

through the system, which can be expressed in terms of a non-vanishing spin chemical-

potential gradient ∇μS . Denoting Cm the volumetric specific heat, the total gradient in

the internal energy is now

(29) ∇U = Cm∇T + nm∇μS .

This exerts a force �F that drives the magnon flow. The force is the magnon pressure P ,

in an ideal gas P = 2/3U , on a unit surface. Newton’s second law, applied to a volume

δV of the magnon gas, gives

(30) nmMδV
d�vm
dt

= δ �F ,

where M is the magnon mass and �vm its drift velocity. Combining eqs. (29) and (30),

and then dividing by δV gives

(31)
d�vm
dt

= − 2

3nmM

∂U

∂T
∇T − 2

3nmM

∂U

∂μ
∇μS = − 2

3nmM
Cm∇T − 2

3M
∇μS .

The condition js = 0 means that d�vm

dt = 0. Equation (31) now gives the magnonic

thermopower as

(32) αm =
Cm

nm
.

It is important to note that the magnonic thermopower is the specific heat per spin

carrier, to the first order just equal to the Boltzmann constant kB . Thus, the magnonic

thermopower does not decrease as the density of magnons increases, unlike the electronic

thermopower. The decrease of the electronic thermopower with electron concentration,

expressed by the Mott formula [36], is a consequence of the Pauli exclusion principle that
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limits the number of degrees of freedom of electrons, and thus their entropy. The Mott

formula itself follows directly [36] from the Fermi-Dirac statistical distribution function

and the Pauli exclusion principle. Magnons are bosons, and therefore are not subject to

the same limitations in number of degrees of freedom.

4. – Spin-Hall and anomalous Hall effects

One of the most useful tools in spin transport technology is the ability to generate and

detect spin currents by means of the spin Hall effect (SHE) and the inverse spin Hall effect

(ISHE). Both spin-orbit coupling (SOC) in all materials and the presence of permanent

magnetic moments in FMs give rise to these effects. In FMs, the SHE is also closely

related to the anomalous Hall effect (AHE), which was discovered by Hall himself [37].

A schematic representation of the definitions of AHE, SHE and ISHE in FM’s, and of

SHE and ISHE in NMs with strong SOCs, is given in fig. 13. Excellent reviews exist on

this topic [38]. The equivalent thermal effect, the Spin Nernst (SNE), Anomalous Nernst

(ANE), and planar Nernst (PNE) effects are reviewed in Boona et al. [4].

4
.
1. AHE, SHE, and ISHE in ferromagnetic metals. – Phenomenologically, in FM

conductors, the Hall resistivity, measured in the geometry fig. 13(A), takes the form

ρxy = RHHz + ρ′xy, where ρxy is the measured Hall resistivity, RH is the ordinary Hall

coefficient, Hz is the applied field and ρ′xy is the anomalous contribution. The term ρ′xy
generally is defined as ρ′xy = 4πRAHM , where RAH is the anomalous Hall coefficient and

M is the magnetization. A common misunderstanding is to regard the AHE as being

simply the ordinary Hall coefficient corrected for the real magnetization in the sample;

quite to the contrary, RAH �= RH and both can even have the opposite signs.

Various mechanisms may produce RAH in FMs, although even after over a century of

research, the situation is not always clear because many of these mechanisms are extrinsic

and depend on the defect chemistry in the FM. Generally, RAH depends on the material

type, temperature, and strength of the applied field [39-41]. The approaches are inspired

by the two-fluid model eq. (2), to which is added the concept of differential scattering

of the spin-up and spin-down electrons. In the first mechanism, skew scattering [42, 43],

the differential scattering cross-section of the charge carriers that interact with localized

impurity states is asymmetric with respect to the carrier spin state. In the second, side-

jump, mechanism [44], the wave functions of the free electrons are distorted locally during

impurity scattering events, as a result of spin-orbit interactions. This causes a spin-

dependent offset in the final trajectories of the scattered electrons. Third, the anomalous

velocity due to the presence of a Berry phase has been invoked as a source of AHE [45-48].

The AHE gives rise to several other transverse effects in FM conductors. First is the

ANE, which is related to the energy dependence of the AHE by the Mott relation, which

holds for metals for transverse thermoelectric coefficients as it does for direct ones:

(33) αxy =
π2

3

kB
e

kBT

ρxy

dρxy(E)

dE
.
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Fig. 13. – Spin-Hall (SHE), Inverse Spin-Hall (ISHE) and Anomalous Hall (AHE) effects. The
directions of the spin polarization, of the spin or charge current propagation, and of the electric
field or gradient in spin chemical potential are orthonormal to each other. (A) AHE in FM with
magnetization �M : a charge current �jC gives a Hall field �E. (B) SHE in FM with magnetization
�M : a charge current �jC gives a spin polarization ∇μS . (C) ISHE in FM with magnetization �M :
a spin current �jS gives a Hall field �E. (D) SHE in NM with strong SOC: a charge current �jC
gives a spin polarization ∇μS . (E) ISHE in NM with SOC: spin current �jS gives Hall field �E.
Expanded from ref. [38].

The second comes from the direct relation between AHE and SHE, illustrated in fig. 13.

Again, based on the transformation of variables in eq. (3), the SHE is related to the

AHE simply by the fact that the SHE considers the spin accumulation, whereas the

AHE considers the charge accumulation that accompany the same effect. The SHE

trans-resistance (−∇μS/|�jC |) is then proportional to the AHE trans-resistance (| �E|/|�jC |),
multiplied by the appropriate constants. The ISHE in FM metals is represented in

fig. 13(C). It is the Onsager reciprocal of the SHE: if instead of injecting a charge current

and measuring a spin accumulation (the SHE), one injects a spin current, then one must

observe a charge accumulation, the ISHE.
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Fig. 14. – Interaction between the electron spin and the orbital magnetic field around the nucleus
of an isolated atom.

4
.
2. Spin-orbit coupling . – SHE and ISHE do not require a spin imbalance to pre-exist

in a conductor at thermodynamic equilibrium, and also can be induced by transport in

non-magnetic conductors (NMs) with an equal number of spin-up and spin-down carriers,

see fig. 13(D) and (E). It is, in principle, ubiquitous in electrically conducting solids, but

really observed only in those where spin-orbit coupling (SOC) is important. The SHE

mechanism in NMs is understood much better than the AHE mechanisms in FMs because

SOC is intrinsic and not very sensitive to the defect chemistry of the samples. SOC also

can be predicted with reasonable accuracy from the band structure or calculated by Den-

sity Functional Theory (DFT). The original theoretical idea was published in 1971 [49],

but a clean experimental observation of this SHE had to wait for third of a century [50].

SOCs rely on the interactions between orbital magnetic moments and electron spins.

Consider first an electron interacting with a single atom in fig. 14. The electron spin

interacts with the moment �L = �r × m�v that arises from the orbital motion of the core

electrons around the nucleus (fig. 14). Here, �r is the radius of the orbit and �v the

electron orbital velocity. The motion gives rise to an orbital magnetic field �BHO ∝ �L,

which in turn increases the energy of the electron by a Zeeman term ∝ gμB�σ · �BHO. This

additional energy means that a term must be added to the Hamilitonian of that electron,

HSOC = λ�σ · �L, where λ is the proportionality constant and �σ the unitary vector along

the direction of spin polarization.

The band structure of solids reflects the equations of motion of electrons as influenced

by interactions between electrons and the collective presence of all atoms in the solid

(fig. 15). These interactions first take the form of Coulombic interactions between the

electron charge and the periodic potential wells V (r) that represent the charged atomic

nuclei in the solid, screened by the charges on the core electrons (fig. 15 top). The

Hamiltonian then has a kinetic energy term and a potential term: H = �
2k2/2m+V (r).

The second contribution comes from the electromagnetic interaction of the spin �σ of the

electron with the orbital magnetic fields of the nuclei in the solid (fig. 15, middle). The

Hamiltonian now has a first term V (r) and a spin-orbit term HSOC = λ�σ · �k, which is

an odd function of the crystal momentum �k, instead of the moment �L, as is the case for
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Fig. 15. – The effect of SOCs on the band structure.

an electron moving around a single atom, fig. 14. As a result, the bands split along k

into a spin-down band that has a lower energy in the +k direction, and a spin-up band

that has a lower energy in the −k direction (fig. 15, bottom). For completion, note that

SOC gives rise to many variations of this band structure, as they depend on crystal-field

splitting and must obey symmetry relations. However, in all variations the bands split

in k-space depending on the sign of �σ (in the image in fig. 15, the k vector points along

x and �σ is polarized along y).

The split bands, in turn, give rise to the SHE and ISHE, as shown in fig. 16 [51],

via �σ-dependent scattering of the electrons. An external magnetic field along y defines

�σ. Applying an electric field �E along x results in a shift of the bands by a drift veloc-

ity parallel to kx, and limited by electron back-scattering from +kx to −kx as in the

Boltzmann transport equation. This back-scattering (dark blue line in fig. 16, left) is

accompanied by a decrease in σ↓ electrons and an increase in σ↑ electrons, a net spin
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Fig. 16. – The origin of the intrinsic SOC SHE (left) and ISHE (right) [51].

polarization. Thus, it gives rise to a transverse spin flux jSz that creates a transverse

spin accumulation along the third direction z. Because of the analogy with the AHE,

this new effect also took the Hall name to become the SHE.

The intrinsic SHE was observed in GaAs by Kato et al. [50], who used the optical

Kerr effect to detect spin polarization in GaAs (see fig. 17, where the axes were relabeled

vis-à-vis the original publication in order to correspond to fig. 16). In this experiment,

polarized light is incident onto a sample. Its reflection on spin-polarized electrons creates

a small rotation in the polarization of the reflected light, the Kerr rotation, which is

detected and used as a measure of spin polarization. The figure clearly shows that

when current is applied in the x-direction of the sample and a polarizing field sets �σ

along y, a spin polarization appears along z. Since no spin current is allowed outside

the sample, the spin polarization accumulates at the sample edges. The spin chemical

potential μS = μ↑ − μ↓ (eq. (4)) is congruent with the curve A0 in fig. 17. If the same

measurement had been taken with a closed spin circuit, e.g., if the sides of the sample had

been coated with a spin-absorbing material, a spin flux jS,z would have appeared. The

ratio between this spin current and the charge current that drives it gives the spin-Hall

angle θSH :

(34) tan(θSH) ≡ jS,z
jC,x

.

More details about measurement in spin-open-circuit and closed circuit are given in

Boona et al. [4]. A table giving θSH and LS for a large variety of solids is given by

Hoffmann [52]. As a general rule, strong SOCs result in a high value for |θSH |, but also
in a short spin lifetime and diffusion length.

The Onsager reciprocal of the SHE is the ISHE. Here, injecting electrons spin-

polarized along the y-direction into a sample, by injecting a spin flux jS along the z

direction, results in the appearance of an electric field (fig. 13(E)). The effect is the open-
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Fig. 17. – Direct observation of the SHE in GaAs. Adapted from ref. [50].

circuit equivalent of the spin-galvanic effect, where instead of a transverse field, a trans-

verse charge current jC appears. The physics underlying the intrinsic spin-galvanic effect,

and by extension ISHE, is illustrated in fig. 16. The injected �jS results in an unbalance

between the densities of spin-up and spin-down electrons, say so that μS = μ↑ − μ↓ > 0.

Considering now the number of possible spin-flip events from the spin-up majority carrier

to the spin-down minority carrier bands (labeled 1–4 in fig. 16), one notices that transi-

tions 1, 2, and 4 all tend to impel momentum in the direction +kx, with only transition 3

impelling momentum along −kx. Thus, a net charge current �jC will appear in the sample

in the direction of +kx. Again, the ratio between spin and charge current is given by

the same θSH as the SHE, eq. (34). In open circuit conditions, �jC will create a charge

accumulation, and, thus, an electric field �E, the ISHE field, which is normal to both the

spin-polarization direction and the direction of the injected spin flux.

The ISHE has been measured experimentally first, as far as this author is aware,

by Valenzuela and Tinkham [53] and the Saitoh group [54]. It has become the most

direct, all-electrical spin flux measurement, functioning essentially like a spin-ammeter.

Conversely, the SHE has become an all-electrical method to inject spin currents into a

material, acting in practice like a spin-current source. Both designs require depositing a

thin film of a metal with strong SOC on top of a material in which one wishes to inject

or measure spin currents. Thus the transmission of spin currents across interfaces has to

be discussed first; it is the object of sect. 5.

There also are thermoelectric (Nernst) effects associated with the intrinsic SHE and

ISHE via the Mott formula, eq. (33). A direct equivalent of the Kato experiment, fig. 16,

where a heat flux replaces the current flux, thus, predicted to give a spin-Nernst effect

(SNE), has been attempted by several groups, but has not been successful to date.

However, the SNE has been measured successfully indirectly [55, 56]. A review of spin-

based Nernst effects is given by Boona et al. [4].
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5. – Spin transport across interfaces

Interfacial magnetism is a field of study in its own right [57]. Only a few aspects

that pertain to thermal spin transport, as will be described in sect. 6, are reviewed in

this paper. Spin currents can cross metal/metal interfaces just as electrical currents

do. On top of that, thermally driven spin currents actually can cross interfaces between

electrically insulating FMs (and sometimes even AFMs) and metals: the spin current

resides in magnons on the FM side, and is converted, by conservation of spin-angular

momentum, from a magnon current into a spin-polarized electron current in the metal.

These two effects are treated separately.

5
.
1. Electronic spin transport across metal FM/NM interfaces . – In a seminal paper,

Johnson and Silsbee [58] (JS) measure and explain the generation of a spin current in

a NM via the application of a voltage across the junction of a single-domain FM metal

and the NM. While they were not the first to study the problem of spin-current decay

in the NM (see review [59]), their results inspired significant development in the field

of spin-current injection. JS use the two-fluid model (fig. 1) for the spin-polarized band

structure of the FM. At thermodynamic equilibrium, the electrochemical potentials of

the spin-up and spin-down bands in FM and NM are all aligned (fig. 18 [59], top). When

a current is passed through the FM metal to the NM under the effect of an applied

potential (fig. 18, bottom), more electrons from the μ↑ band are injected into the NM

than from the μ↓ band if the DOS of the former is larger at the chemical potential (see,

fig. 18). The formalism of eqs. (2)–(6), applied to bulk conductivities σ↑ and σ↓, can
be applied to interfacial electrical trans-conductances G↑ and G↓, of the spin-up and

spin-down electrons. At the interface, eq. (5) becomes

G = G↑ +G↓,(35)

G↑↓ = G↑ −G↓.

Here, G is the electrical trans-conductance, whereas G↑↓ is the spin mixing conductance.

Thus, the spin polarization of the current in the FM is transferred into the adjacent NM:

JS show that the corresponding magnetization flux jM associated with the spin current is

(36) jM = jC
μB

e
η,

where η =
G↑−G↓
G↑+G↓

=
G↑↓
G is a dimensionless constant.

Once the spin flux has penetrated into the NM, it decays by spin-flip interactions

following the description in fig. 2 and eqs. (8), (9). The length scale for this decay is

LS , which is on the order of a few nanometers in platinum and gold, but can several

microns in copper and aluminum [60]. Note that, as a general rule, the materials

with the strongest SOC and largest θSH also have the shortest values of LS : strong

SOCs promote spin-flip transitions. Such materials also act as spin-sinks: depositing a

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Thermal spin transport and spin in thermoelectrics 197

FM

FM

NM

NM

E E E

E E E

μ

x

LS

μ + eV0

V0

μ

μ

μ

μ

μ

μ

=

D D D

D D D

Fig. 18. – Spin transfer torque between FM and normal metals. Adapted with permission from
ref. [59], from the Royal Society of Chemistry.

film of a high-SOC metal, like Pt, decreases the spin accumulation in the magnetic or

non-magnetic material under it.

The inverse problem from fig. 18, the NM/FM interface, is also described by JS.

If the NM layer thickness is below LS , so that there is still electron spin polarization

throughout the NM, the transmission of current across the NM/FM will re-transfer this

polarization to the FM, affecting its magnetization.

5
.
2. Spin pumping and spin transfer torque. – Consider now the case, fig. 19 [61], where

the spin in the FM layer resides not in conduction electrons, but in magnons. This case

applies to interfaces between NMs and both metallic and insulating FMs. The FM layer

has a magnetization �μ that precesses, as shown in fig. 19. This moving magnetization

causes a spin-polarization of the electrons in the adjacent NM layer, in effect “pumping”

a spin flux jS across the interface from the FM to the NM. The spin-polarization of

the electrons in the NM arises from the conservation of spin-angular momentum across

that interface. The effect can be estimated by calculating the reflection and transmission

coefficients of the magnetization flux at the interfaces, in a fashion that is analogous

to scattering theory valid for electron transmission across interfaces (eq. (35)). In this
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Fig. 19. – Spin transfer torque and spin pumping between magnons in an FM and electrons in a
NM layers. This applies to both metallic and non-metallic FMs. Adapted with permission from
ref. [61], copyrighted by the American Physical Society.

situation, the scattering is similar to s-d scattering in FMs, where by “s-electrons,”

we mean the conduction electrons in the NM, and by “d-electrons,” we mean the core

electrons in the unfilled d-shells in the FM on which the magnetization resides.

Once again, the Onsager reciprocal of spin pumping exists, known as spin transfer

torque (STT) [62]. Consider the case where the FM in fig. 19 is an electrical insulator, so

that only magnons can support a spin flux in it. A spin polarization in the NM, induced

either by passing a charge current through a FM metal or by inducing an ISHE in a

metal with high SOCs, will transfer spin torque to the FM, and induce a spin flux jS
carried by magnons, the STT.

5
.
3. Designing spin current sources and measurements . – Combining spin pumping

with ISHE makes it possible to design all-electrical spin flux detectors. Conversely,

combining SHE with STT makes it possible to design all-electrical spin-flux sources.

Any detector or source design must keep the directions of the spin polarization (typically

via an applied magnetic field or spontaneous magnetic moment), the spin current or flux,

and the electric field or current orthonormal to each other.

All-electrical spin detectors can be designed to measure a spin flux moving from an

insulating material into an adjacent NM film with strong SOC. For example, suppose

a 7 nm (< LS) thick Pt or W NM-film with large θSH is deposited on a sample. The

spin-flux propagation direction must be normal to the plane of the film. Both the spin

polarization (i.e., the applied magnetic field) and the ISHE voltage to be measured must

be in the plane of the NM-film, but normal to each other. The spin flux will cross the
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sample/Pt-film or sample/W-film interface (see sect. 5) and spin-polarize electrons in

the Pt or W. This in turn will generate an ISHE field that is measured. Pt and W have

opposite signs of θSH . This sign change can be used to test that any measured voltage

indeed arises from a spin flux and ISHE: the polarity of the voltage signals should change

sign when the film is changed from Pt to W. The film thickness has to be maintained

at or below LS ; otherwise, the fraction of the film thickness that is above LS acts as an

electrical short to the ISHE (see decay in fig. 18).

This approach does not apply when the spin flux to be measured originates from

a metallic FM with a higher electrical conductivity than Pt or W, because that metal

will short-circuit the ISHE voltage. However, the approach can work if the spin source

has a lower electrical conductivity than the detector, e.g., when it is a semiconductor

with spin-polarized electrons. In principle, also, since spin currents can traverse AFM

electrical insulators with long LS [63], presumably in the form of AFM magnons, it is

possible to grow a thin, electrically insulating, but spin-transmitting layer between a FM

and NM, and still detect an ISHE field in the NM [63].

A source that can inject a spin flux into an electrically insulating material is obtained

as the Onsager reciprocal of the structure above. Again, a Pt or W NM-film is evaporated

onto the material in which a spin flux is to be injected, but now one passes an electrical

current through the NM film. In the presence of a magnetic field perpendicular to the

current, this causes the injection of a spin current jS normal to the thickness of the strip

via the SHE. Thus, the same structure can serve the purpose of a spin current source.

Finally, to inject a spin current into an electrically conducting material, one can inject a

charge current normal to the interface between a NM and an FM, as in fig. 18.

6. – The spin-Seebeck effect

Both the spin-Seebeck (SSE) and magnon-drag (MD) effects are advective transport

processes involving two separate fluids; here, either magnons and electrons, or electrons

in two separate solids, one with spin-polarized electrons and the other a NM with ISHE.

The similarity between SSE and MD was first pointed out by Lucassen and Duine [64].

The longitudinal geometry for measuring the SSE is shown in fig. 20. It is very

similar to the geometry one would use to measure the Nernst effect on a bulk sample;

therefore, it is only applicable to FM insulators as any free electron in the FM would

give rise to a Nernst voltage that would contaminate the SSE signal. The most studied

FM insulator is YIG (actually a ferrimagnet in which the Fe atoms on octahedral sites

have a magnetic alignment opposite to that of the Fe atoms on the tetrahedral sites, but

with a net moment nonetheless). The spin current in the FM is supported by magnons.

A temperature gradient is applied to the FM insulator along the z direction in fig. 20.

Because heaters, heat sinks, and thermometers connect only with the phonon bath, the

heat then is transferred from the phonons to the magnon system by phonon-magnon

scattering. The characteristic length for this process [65] is of the order of 200 nm in

YIG. Once the heat flux is in the magnon system, �jQ generates a spin flux �jS by eq. (25)

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



200 Joseph P. Heremans

z
y xVISHE

EISHE

jC

jS

σ

jQ

jS,2

jS,1

Bext

T,

Δ

(A) (B)

(C)

COLD

HOT

FM

NM
Pt

PtYIG

m

e–

m

Fig. 20. – Spin Seebeck (A) and (B) and Spin-Peltier (C) effects.

(fig. 20). An external magnetic field sets the spin polarization �σ// �H along the y direction

(fig. 20). A NM (Pt) layer thinner than LS (typically 5 to 10 nm thick for Pt) is applied

to the FM insulator. Spin pumping (sect. 5
.
2) spin-polarizes the electrons in the Pt,

giving rise to an ISHE field long the x direction that is picked up as a voltage, as shown.

The total structure transforms a temperature difference into a voltage, the SSE.

The SSE was measured first [3] on a Pt-metallic FM (Permalloy) bilayer in a different

geometry, which was labelled the transverse SSE [4]. It then was measured in a FM

semiconductor GaMnAs [9] and an insulating FM [66]. The largest effect was measured

on Landau levels of a non-magnetic semiconductor (InSb) [67]. At a field sufficiently high

to confine all electrons on the last Landau level, these electrons are fully spin-polarized,

and the SSE reaches 8 mV/K, a value that exceeds all thermoelectric effects on the bulk

of the InSb by an order of magnitude. The transverse geometry allows for the use of FM

conductors, but its results are easily contaminated by the effect of heat losses and the

method requires a rigorously adiabatic mount. Because this is not widely available in

laboratories that specialize in magnetic measurements, the transverse geometry is now

abandoned in favor of the geometry in fig. 20 developed in 2010 [66]. Non-local measure-

ments of spin transport in insulating FMs, driven by either electrical injection (sect. 5
.
3)

or SSE, were performed [68-71]. Cornelissen’s PhD [72] provides an excellent review.

Optically induced, non-local thermal spin transport has been reported [73], and again, a

drift-diffusion model (eq. (7)) explains the data quantitatively [74]. SSE measurements

also were used to measure the transmission of magnons though AFM layers deposited

on FMs [63]. Both AFMs and paramagnetic solids provide a SSE signal, when the spin-
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polarization is provided by an appropriate external magnetic field [75, 76]. The zT of

SSE measurements can be calculated, but is impractical (∼ 10−3).

The Onsager reciprocal of the SSE, the spin-Peltier effect (SPE), also was reported [77]

(fig. 20(C)). Passing a current through the Pt cools or heats the magnons in the FM.

The reciprocity between SSE and SPE [78] is the product of three separate reciprocity

relations, as illustrated by comparing fig. 20(B) and (C): a) between SHE and ISHE

(sect. 4
.
2), b) between spin pumping and STT (sect. 5

.
2), and c) in the spin/heat flux

Onsager relations eq. (27). Where the ISHE generates the voltage in the SSE measure-

ments, the SHE generates spin polarization in the Pt at the Pt/FM interface in the SPE

measurements. Where in SSE, magnons in the FM spin-polarize electrons in the Pt by

spin pumping, in SPE the spin accumulation in the Pt transfers spin-angular momentum

into the FM magnon system by STT. Finally, where the temperature gradient drives the

spin flux in the magnon system during SSE, the magnonic Peltier coefficient eq. (27)

drives a temperature gradient in the SPE experiment.

7. – Magnon drag

Whereas the SSE generally is a very small effect (< 1μV/K) at room temperature and

has almost no potential applications in thermoelectric technology, the same does not hold

for MD. The MD thermopower is often an order of magnitude higher than the regular

diffusion thermopower in metals, and also dominates it in magnetic semiconductors. It

is the only example where a spin-based effect is much larger than a charge-based effect.

MD is also quite useful in the quest for high zT materials [79]. Figure 21 illustrates the

similarities and differences between SSE (top) and MD (bottom) effects. The spin-flux

generation mechanism is common to both: a temperature gradient, initially imposed

on the phonon system, is transferred to the magnons system, where the magnon heat

current also generates a spin current. The first difference is that in the SSE, the FM

must be electrically insulating, whereas in MD, it must be an electrical conductor. The

second difference is one of material quantity: in the SSE, the spin current goes though an

interface; therefore, the structure must have a thin Pt (or other metal with strong SOC)

film, whereas the MD effect is a bulk effect using the conduction electrons of the FM

material itself. Whereas in SSE, the FM spin current transfers spin-angular momentum

through an interface in the spin-pumping mechanism, in MD, the spin current transfers

linear momentum to the electrons, thereby increasing the longitudinal electric field by

a quantity �EMD. The underlying physics is common: both spin pumping and linear-

momentum transfer are caused by s-d scattering, which is very intense. s-d scattering it

is the reason why the mobility in FM and paramagnetic conductors is much lower than

in non-magnetic conductors. It is also quite independent of temperature, and persists

to very high temperatures. The MD thermopower is then the ratio between the two

collinear gradients:

(37) αmd ≡
�EMD

∇T
.
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Fig. 21. – Spin Seebeck vs. magnon-drag effects.

For completion, we mention that, in principle, magnons also can transfer spin-angular

momentum to conduction electrons and add to the spin polarization of the free electrons

in the FM, thereby adding to the electric field �ENernst due to the AHE and the ISHE;

this possibility, however, has not been evinced experimentally to date.

Historically, MD was suspected to be the source of the very large thermopower of

iron [1] and the AFM MnTe [2]. Early theories for MD were inspired by those from

phonon drag, but required excruciating calculations of scattering times, which in practice

are never really accurate. Based on the modern concepts of spin transport outlined

above, two practical MD theories have emerged recently [6]. One is the hydrodynamic

theory based on a magnon-electron two-fluid model. The other is a spin-dynamic theory

that allows for subtler predictions, but is more difficult to implement in real materials.

For metals, the hydrodynamic theory is predictive and allows for the design of high-

thermopower alloys [8].

7
.
1. The hydrodynamic theory of magnon drag . – This theory considers the magnetic

conductor as comprising [80] an electron and a magnon fluid. The electrons have a

momentum density �pe = nem�ve in terms of their number density ne, mass m, and drift

velocity �ve. The magnons have momentum density �pm = nmM�vm expressed as a function

of massM = �
2

2D (D is the magnetic exchange stiffness, eq. (19)), velocity �vm, and density

nm. The equations of motion for the two coupled fluids, assuming quadratic dispersions
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and thus Galilean invariance, are

d�ve
dt

=
e

m

(
�E − αd

�∇T
)
− �ve

τe
− �ve − �vm

τme
,(38)

d�vm
dt

= −αm

M
�∇T − �vm

τm
− �vm − �ve

τem
,

where �E is the electric field and τe and τm are transport scattering mean free times for

the electrons and magnons, respectively. The ordinary electronic diffusion thermopower

in a metal is αd given by

(39) αd =
(
π2/3

)
(kB/e) (kBT/μ) .

The magnonic thermopower αm is derived in (28)–(32). The time scales τme (the scatter-

ing time of electrons on magnons) and τem (the scattering time of magnons on electrons)

parametrize the magnon-electron collision rate. Per the conservation of linear momen-

tum, nem
τme

= nmM
τem

.

Under steady-state conditions and for zero electric current (ve = 0), the above equa-

tions are solved to determine the electric field required to counteract the thermal gra-

dient. The total electron thermopower, including both the diffusive and magnon-drag

contributions, becomes

(40) α ≡ | �E|
|�∇T |

= αd +
2

3

Cm

nee

1

1 + τem
τm

and the magnon-drag contribution, isolated, is [6]

(41) αmd =
2

3

Cm

nee

1

1 + τem
τm

.

In the hydrodynamic theory, the frictional forces between magnon and electrons push

the electrons, alongside the magnons, toward the cold side of the sample, giving a ther-

mopower that has the sign of the effective mass of the main charge carrier times the

charge of the electron, i.e., αmd < 0 when m > 0.

The factor (1+τem/τm)−1 in eq. (41) contains the ratio between τem, the magnon scat-

tering time for collisions with electrons, and τm, the total magnon scattering time, which

includes collisions with all scatterers, electrons, defects, phonons, or other magnons. The

scattering ratio τ−1
em/τ−1

m represents the efficiency with which magnons transfer their mo-

mentum to electrons. The scattering ratio is different depending whether the solid with

MD is a metal, where it is about unity, or a semiconductor, where it can be of order

10−2. It also varies with temperature.
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We consider the total magnon scattering frequency τ−1
m first. Its temperature de-

pendence is different below and above a threshold temperature T ∗. At higher temper-

ature (T > T ∗), magnon scattering is likely to be taken over by Gilbert damping [81]

in semiconductors, where there are less than 10−3 free electrons per atom. It is then

parametrized by the dimensionless constant γ as τ−1
m ∝ γT . The crossover takes place at

T ∗ ∼ Tc

s2/3
(γl)2. Here, s is the saturation spin density, about 1 per atom, so that s ∼ a−3.

Using γ ∼ 10−2, a ∼ 1 nm and scattering length 
m ∼ 1μm, we obtain a range of T ∗ ∼
(10−1 to 10−3)Tc (for iron, T

∗ ∼ 100K). At lower temperature (T < T ∗) and in semicon-

ductors, we assume an energy-independent disorder-dominated magnon mean-free path


m, and then we expect that τm scales with temperature as τ−1
m ∝

√
T because the FM-

magnon DOS scales as D ∝
√
�ω. In metals, conductors with about one free electron

per atom, magnon scattering is dominated by electrons τ−1
m ∼ τ−1

em at low temperature.

The electron-magnon scattering frequency τ−1
em is expected to scale with temperature

as τ−1
em ∝ T 2. This results from the combination of momentum and energy conservation

constraints for electron-magnon scattering, which give a factor of
√
T , and the reduced

phase space for occupied magnon states, which gives a factor of T 3/2.

In all cases, the factor (1 + τem/τm)−1 should tend to unity with temperature as

temperature approaches zero. In semiconductors, in the Gilbert-damping dominated

limit, the attenuation of the MD thermopower is expected to have a linear dependence

on T . Conversely, in the regime where τm is dominated by magnon-phonon scattering,

τ−1
m vanishes faster than τ−1

em due to the rapidly shrinking phase space, and the factor

(1 + τem/τm)−1 approaches unity. In metals, the factor (1 + τem/τm)−1 also tends to

unity (it becomes 1/2) as τ−1
m ∼ τ−1

em . Thus, except for the case of semiconductors

at high temperature, αmd should follow the T 1 to T 1.5 law of Cm in FMs, or T 3 in

AFMs.

7
.
2. Magnon drag due to internal spin pumping . – The spin-dynamic MD theory

considers the motion of the electrons over a magnetically textured landscape, where

the texture comes from the presence of magnons. The electron spins then track this

texture in a way similar to the calculations of spin-orbit interactions in fig. 15, but

because this texture is magnon-induced and dynamic, it gives the electrons a dynamic

magnetization. The MD thermopower is calculated from the electric current pumped by

the magnetization associated with a magnon heat flux �jQ as calculated by Lucassen et

al. [64]:

(42) �jC = σ

(
�E + βp

�

2e

�jQ
sD

)
.

Here, β is a dimensionless coefficient (typically around 0 : 1 to 0 : 001) quantifying

the lack of spin conservation in the interaction between spin current and magnetization

dynamics, and p is the spin polarization of the electric current (typically of order 1). D
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is the stiffness, eq. (19). The thermopower is then

(43) α′
md = βp

�

2e

κm

sD
.

Equation (41) is rooted in purely nonrelativistic Galilean momentum transfer between

magnons and electrons, while eq. (43) is based on spin-orbit interactions, an effect based

on the relativistic Hamiltonian HSOC = λ�σ · �k. Remarkably, the estimates in eqs. (41)

and (43) coincide if we set the scattering factor in (41) to unity and set s/ne = 1 and

βp = 1, a reasonable assumption for iron, cobalt, or nickel [6]. In particular, the sign of

αmd and α′
md is the same.

The internal spin-pumping theory requires fewer assumptions than the hydrodynamic

theory. In particular, if β < 1, expressing a lack of spin conservation in magnon transport,

the transport becomes non-hydrodynamic in nature. There also are transport regimes

in which the hydrodynamic and spin-pumping MD thermopowers give very different

predictions, in particular about the sign of the MD thermopower. For example, eq. (43)

considers only the frictional forces between electrons and magnons as contributing to

the advective transport process. A subsequent theory paper [82] includes the effect on

the thermopower of the magnon dissipation mechanisms. This adds a second force to

magnon-on-electron interactions related to the solid angle subtended by the magnon

precession that pushes the magnons towards the hot side. Including this force, the MD

thermopower of eq. (43) becomes [82]

(44) α′
md = (β − 3αG) p

�

2e

κm

sD
.

The sign of α′
md now can change when the effect of magnon decay (expressed by the

Gilbert damping term αG) dominates over the frictional forces (the β term). The ratio

β/αG equals [83] the ratio st/si between the total amount of spin-angular momentum

st present in the system and the amount si residing on delocalized electrons. This is

proportional to the ratio of the net spin-polarization residing on conduction electrons

and the total spin polarization, including the fraction that resides on the unfilled d- or

f -levels.

7
.
3. Magnon drag in metals. – Equations (41) and (43) calculate the thermopower of

the elemental metals Fe, Co and Ni very well and without having to use any adjustable

parameter [6]: fig. 22 shows the thermopower of Fe, which is positive. The dashed line

is the MD contribution (eq. (41)) calculated from the known magnon dispersion and

calculated specific heat, as well as the known charge carrier concentration, and setting

the factor (1+τem/τm)−1 to unity, as justified above. Adding the diffusion term (eq. (40))

gives the full line, which reproduces the data up to T ∗. Figure 22 also gives the zT of

the metals that are known to have the highest zT . Except for the case of Cu-Ni alloys,

the high zT of all these metals and alloys are attributable to MD because, via the Mott
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Fig. 22. – Magnon drag in metals. Left: calculated magnon-drag thermopower of iron (dashed
line); calculated total electron thermopower with diffusion term (full line) and measured ther-
mopower (data points) [6]. Right: some of the highest thermoelectric figures of merit achieved
in metals [7]. The magnon-drag contribution to the thermopower of iron, cobalt and nickel
makes these three elements and some of their alloys the metals with the highest zT . The arrows
indicate phase transitions.

formula, the thermopower of metals is of the order of αd ∼ (kB/e)(kBT/μ) ∼ 1μV/K so

that for metals without MD, zT ∼ α2
d/L0 ∼ 10−5 to 10−4.

Recently, the theory also has been proven to be predictive [84]. DFT is very good

at predicting electron DOS and charge-carrier density, and magnon dispersions can be

calculated. Therefore, it is possible to design metal alloys to have specific values of αmd,

as long as τ−1
m ∼ τ−1

em , i.e., when magnon scattering by free electrons dominates. Thus,

the αmd of bcc Fe-Co alloys was predicted and verified experimentally [84].

While the zT of metals, shown in fig. 22, is limited still to zT ≤ 0.16, the power factor

of metals is much higher than that of thermoelectric semiconductors, with thermopowers

reaching 60μV/K [7]. In fact, the power factor of cobalt reaches 160μW/cmK2 between

300 and 400K. There is one class of applications where the combination of a high power

factor and a high thermal conductivity is very advantageous: cooling devices that operate

above ambient temperature, such as electronic devices and batteries [85]. In refrigeration

applications, heat backflow from the ambient temperature to the device that must be

cooled is an additional parasitic load. However, in cooling applications, heat that flows

spontaneously between a load that operates above ambient to ambient is beneficial to the

operation of the device. Therefore, classical Bi2Te3-based Peltier coolers are not as good

at cooling devices such as CPUs as a Peltier cooler made from thermoelectric metals

would be. A metal Peltier cooler already provides good cooling performance passively,

and adding an active Peltier heat flux to that enhances the effect manifold [85]. MD-
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metals, such as elemental cobalt, are suited ideally for such application.

Note that the Mott relation [36] does not apply to the MD thermopower. This is

because the Mott relation follows from the electron statistical distribution function at

thermodynamic equilibrium, whereas drag effects, like all advective transport effects,

bring the electron population out of equilibrium. Finally, it is noteworthy that MD,

unlike phonon drag, is a high-temperature effect. In phonon drag, phonon momentum is

dissipated easily into interactions with other phonons and defects before it is transferred

to electrons. This is because electron-phonon coupling is relatively weak, while phonons

are subjected strongly to defect and Umklapp scattering at temperatures as low as 1/10-

th of their Debye temperature. This limits the operating temperature of phonon drag to

typically below 77K, since most materials have a Debye temperature between 100 and

300K. In contrast, the magnon-electron interactions that drive the MD thermopower

are mediated by s-d scattering, which is dominant in magnetic metals. As an illustration

of the relative strength of phonon-electron and magnon-electron interactions, we point

out that the electron mobility in magnetic materials is typically an order of magnitude

smaller than in similar non-magnetic materials. That is because the mobility in magnetic

materials is limited by s-d scattering, whereas in NMs, phonons are the dominant electron

scatterers. As a result, MD remains dominant to the ordering temperature, typically

above 1000K for most FM metals, although the range of applicability of eq. (41) is

limited to T ∗, about one tenth of the ordering temperature. The more sophisticated

eq. (44) must be used above T ∗. As will be shown next, MD boosts the thermopower of

magnetic systems even above the ordering temperature.

7
.
4. Magnon drag and paramagnon drag in semiconductors . – Good thermoelectrics

are degenerately doped semiconductors with typically 10−3 to 10−4 free charge carriers

per atom. MD applies to that situation as well, and the factor 1/ne in eq. (41) should

result in a high αmd, if it were not for two unfortunate facts. First, many mechanisms

other than free electrons scatter magnons in semiconductors so that τm < τem. Besides

decreasing αmd and thus zT , this also means that eq. (41) loses its predictive quality

because scattering times are notoriously difficult to calculate. Second, there are no FM

semiconductors known with ordering temperatures TC > 80K. There are AFM semi-

conductors with TN above room temperature, but we know of none where TN ∼ 1000K.

Thus, the discovery of paramagnon drag (PMD) was critical [8].

Figure 23 shows the thermopower of Li-doped MnTe samples. MnTe, a hexagonal

crystal, is an AFM with magnetic sublattice orientations that are FM in the hexagonal

planes, but AFM-like between planes. The ordering temperature is TN = 305K. At T <

TN , the thermopower follows a functional α(T ) = α1T +α2T
3 where α1T is the diffusion

thermopower and α2T
3 can be fitted to eq. (41), which is also valid for AFMs, with a

single parameter τem/τm ∼ 100 for all temperatures and charge carrier concentrations.

What is surprising is that the thermopower in the paramagnetic (PM) regime at

T > TN does not decrease back to the α1T
1 law valid for the diffusion thermopower,

which should extrapolate to zero in the limit for T → 0 [8]. Instead, at T > TN , the
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Fig. 23. – Magnon drag in semiconducting AFM MnTe doped with Li [8]. Left: thermopower
below the Neel temperature (TN = 305K) follows a mostly T 3 law but maintains a very high
value at T > TN , due to paramagnon drag. Right: this allows for a very high zT to be reached
in these simple binary semiconductors in their paramagnetic regime.

thermopower follows a law α(T ) = α1T + αPMD where αPMD is T -independent, but

increases with decreasing ne. Inelastic neutron scattering data [8] show the existence

of the magnon dispersion below TN , as expected (see fig. 5(B)). Above TN , this spin

structure in PM-MnTe does not disappear, as would be expected if the spin orientations

became completely random. Instead, a broad spin structure remains in the paramagnetic

material at the energy where the magnon band was in the antiferromagnetic material.

Furthermore, the width of the structure, while larger in the PM phase than in the

AFM phase, remains quite independent of temperature from TN to 450K, the highest

temperature of the experiment. From its width, the authors derive that the spin structure

in the PM regime has a temperature-independent spin-spin correlation length ξ ∼ 2.3±
0.2 nm, and a spin lifetime of τL,PM ∼ 27 ± 1 fs. This spin structure is known as a

paramagnon. Because ξ is much larger than the electron de Broglie wavelength, 1/kF ∼
0.6 nm, and because the spin lifetime is much longer than the electron scattering time

calculated from mobility τe ∼ 3 ± 2 fs, the authors suggest that, to the electrons, this

paramagnon looks like a fully developed magnon that can give an MD thermopower

αPMD. Surprisingly, the only T -dependence of α comes from αd, while αPMD appears

to not be temperature dependent at least to T = 3 TN , except in the lowest-doped

sample.

Paramagnons typically consist of a set of a few AFM-coupled spins, (e.g., in a 1D

picture ↑↓↑), extending spatially over ξ. The paramagnon-neutron scattering signature

has no T -dependence at all to 450K (no data are available above that). A simple physical

picture for this lack of temperature dependence is based on the fact that to destroy the

spin-spin correlation in a short-range ↑↓↑-spin structure requires flipping a single spin

180◦. This is because, unlike the case of long-range magnons, there simply are not
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an unlimited number of aligned spins available over which to spread the decrease of

magnetization like in ordered solids (see fig. 3). The energy it takes to flip the middle

spin in such a structure from ↑↓↑ to ↑↑↑ is much higher than the exchange coupling

energy J that binds the long-range collective spin waves at T < TN , because to flip a

single spin, one must count the interactions of that spin with all its nearest (or next-

nearest) neighbors. Because each Mn in MnTe has 4 nearest neighbors, flipping a single

spin 180◦ requires about 4 times more energy, and thus ξ is not expected to decrease

before the temperatures reaches 3 to 4 TN .

The excess thermopower ascribed to PMD makes it possible to reach zT > 1 in this

simple binary semiconductor without any additional optimization of grain size or nanos-

tructuring to reduce thermal conductivity. Note that PMD is a higher-temperature effect

yet than MD. It also extends the number of semiconductors that are candidate high-zT

materials. In the past, adding magnetic ions to a semiconductor was recognized to be

detrimental to the charge carrier mobility, because magnetic s-d scattering is extremely

effective and reduces mobility. The new knowledge that this very same interaction can

result in the appearance of PMD, which can quite possibly boost the thermopower to

such as extent that it more than compensates the loss of mobility in zT , opens a com-

pletely new approach to optimizing thermoelectrics. Indeed, the large number of known

PM semiconductors constitute a hitherto unexplored class of materials that should be

investigated to find other high-zT semiconductors. Finally, in principle, it should be

easier to reduce the lattice thermal conductivity in materials with PMD, because the

electronic mobility in those materials is already limited by s-d scattering to a low num-

ber. Alloying or nanostructuring to lower the lattice thermal conductivity will thus have

a smaller relative detrimental effect on the electron mobility than it has in non-magnetic

systems.

8. – Conclusion

This paper is an attempt to give a didactic introduction to the field of spin caloritron-

ics, which studies mixed spin, heat, and charge transport under the combined effects of

a magnetic field gradient, an electrical field, and a temperature gradient. The classical

field of thermoelectrics (mixed heat/charge transport) thus is broadened by the number

of possible combinations of effects, i.e., a factor 3!/2! = 3. The paper also reviews a

few of basics of magnetism, e.g., magnons, as well as of the tools used to measure and

generate spin fluxes, e.g., the SHE and ISHE effects. These tools are as critical to the

field of spin transport as voltmeters, current sources, thermometers, and heat sinks are to

thermoelectrics. Perhaps this introduction and review will make it possible for the com-

munity to develop new ideas and find new materials for solid-state thermal-to-electrical

energy conversion. The paper refers to many review articles that, in turn, can guide the

reader through the research literature.
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Raimondo Cecchini CNR-IMM, Agrate Brianza, Italy

Jaywan Chung Korea Electrotechnology Research Institute, Changwon,

Korea

Shrikant Saini Kyushu Institute of Technology, Fukuoka, Japan

Federica Vignati Politecnico di Milano, Italy

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



This page intentionally left blank

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Finito di stampare

nel mese di maggio 2021

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



This page intentionally left blank

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



This page intentionally left blank

 EBSCOhost - printed on 2/13/2023 8:51 PM via . All use subject to https://www.ebsco.com/terms-of-use


	Title Page
	Contents
	D. Narducci, G. J. Snyder and C. Fanciulli - Preface
	Course group shot
	D. Narducci - Thermodynamics and thermoelectricity
	Stephen Dongmin Kang and G. Jeffrey Snyder - Transport property analysis method for thermoelectric materials: Material quality factor and the effective mass model
	P. Torres and R. Rurali - A primer on phonon transport
	Marisol Martin-Gonzalez - Past and present of metal chalcogenides, oxides, Heusler compounds and Zintl phases as thermoelectrics: A brief summary
	Carlo Fanciulli - Thermoelectric harvesting: Basics on design optimization and applications
	K. Koumoto - Low-dimensional inorganic/organic hybrid thermoelectrics
	Carmine Antonio Perroni and Giuliano Benenti - Theoretical approaches for nanoscale thermoelectric phenomena
	Neophytos Neophytou - Electronic transport simulations in complex band structure thermoelectric materials
	B. Lorenzi - Heat conversion in solar thermoelectric harvesters
	B. Lorenzi - Heat conversion in hybrid solar thermoelectric harvesters
	Joseph P. Heremans - Thermal spin transport and spin in thermoelectrics
	List of participants

