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Wired magazine is not known for understatement or subtlety. So the rhetorical 
excess of the cover of Wired ’s August 2015 issue should not be regarded as 
surprising. “PLAY GOD,” the cover proclaimed. “No hunger. No pollution. 
No disease. And the end of life as we know it. The Genesis Engine. Editing 
DNA is now as easy as cut and paste. Welcome to the post-natural world.” 

What was all this excitement supposed to be about? “We have the power to 
quickly and easily alter DNA,” Wired ’s article explained. “It could eliminate 
disease. It could solve world hunger. It could provide unlimited energy. It 
could really get out of hand.” Some readers were probably surprised that all 
this hyperbole was generated by two small molecules, a single RNA segment 
part of which matched a targeted DNA sequence, along with a protein that 
cuts DNA. The technique, dubbed “CRISPR” after the name of a microbial 
genomic structure in which it had first been found, had only been invented in 
2012. By 2015, it was being touted as the greatest advance ever in biology. 
Wired was not only wired; it was pumped up.

Welcome to the world of CRISPR, dominated by good science but also 
soaring rhetoric and unprecedented venture capital. In 2005, in part, the 
Wired writers and editors were justified. In 2020, the two biologists who 
had made the most significant contributions to the development of CRISPR, 
Jennifer Doudna and Emmanuelle Charpentier, were jointly awarded the 
Nobel Prize in Chemistry. The honor was expected. 

Wired’s hyperbole understandably generated widespread derision on 
social media. “CRISPR makes the Most Interesting Man in the World 
more interesting,” was one #crisprfact on Twitter. “If you apply CRISPR 
to Joyce’s Ulysses, you discover it is really a short story by Hemingway” 
was another. More wittily: “‘You must be the change you want to see in the 
world’.—CRISPR.”

Preface
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Hype aside, here are some simple facts: CRISPR will not eliminate disease. 
It will not solve world hunger which is caused more by the disparity of power 
between the overfed and the hungry than it is by biological limitations of 
food production. It is hard to imagine how CRISPR could produce unlimited 
energy (besides contradicting the conservation laws of physics). And so on. 
To the best of my knowledge, CRISPR researchers have not made any of 
these claims. That credit must go to the editors of Wired.

Nevertheless, CRISPR is the most powerful technology that biology has 
ever produced. The Wired article correctly points out that it has made gene 
editing easy. It has made it cheap. CRISPR can be used to target any gene 
in any organism. It can alter that gene to any other version we want. The 
technology is getting better. It really could eliminate many genetic diseases 
for which there is no treatment. It is also true that it could get out of hand. 
But how, and to what extent? These are the issues that this book is about. 
What motivates it is the expectation—and worry—that CRISPR will be 
used to consciously alter the genetic and thus the evolutionary future of the 
human species. This is an eugenic project, as inevitable as it demands caution. 
CRISPR has the potential to induce many revolutions, from a new class of 
genetically modified organisms (GMOs) for use as food to the elimination of 
insects that transmit disease. While all of these possibilities will find space in 
this book, its major focus will be on a potential eugenic revolution: altering 
the human gene pool for all future generations. Like Joe, the fat boy in the 
Pickwick Papers, “I wants to make your flesh creep.”

The eugenic project has a long and chequered history going back to Francis 
Galton, Darwin’s cousin and a towering figure in modern statistics, who 
coined the word “eugenics” (meaning well-born) in 1883. In the early part 
of the twentieth century, its proponents included stalwarts of the Left and 
the Right, liberals and conservatives, environmental conservationists, and 
suffragists. Its reach was global: the Europeans took it to their colonies, the 
Zionists brought it to Palestine, and Japanese opted for homegrown concoc-
tions. In the North, the project was gradually but inexorably appropriated by 
racist ideologues typically operating within the political mainstream. In the 
United States, it led to forced sterilization of women, a practice that continued 
legally until 1983 when Oregon finally repealed the last state eugenics law. 
(But involuntary sterilization of prisoners without proper consent continued 
even after that, with 148 cases in California between 2006 and 2010.) The US 
sterilization laws made a vivid impression in the minds of a young Austrian 
in the 1920s. His name was Adolf Hitler and he went on to found the most 
vicious regime of the twentieth century.

The Nazi abuse of biology is well known. It included the eugenic elimination 
of those deemed undesirable including Jews, Romanos, and homosexuals. The 
end of the Nazi regime and exposure of its eugenic and other medical atroci-
ties led to widespread revulsion and a sea change in attitudes toward ethically 
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acceptable biomedical practices in the North. Subsequently, these transformed 
attitudes led to the adoption of stringent protocols for physicians’ conduct that 
emphasized patient autonomy and physician responsibility. These protocols rap-
idly diffused through the world. Eugenics took on a dirty—even scary—associa-
tion that it has never been able to shake off even though many of the arguments 
of its proponents were never scientifically refuted. To call a practice eugenic was 
to brandish it with the legacy of the Nazis. In the 1950s and 1960s, it became 
hard to find self-proclaimed eugenicists. But sympathy for eugenics never disap-
peared; it simply went underground to wait for more sympathetic circumstances.

Meanwhile, the same post–World War II period saw the emergence of modern 
molecular biology, especially molecular genetics, which rapidly spawned bio-
technology tools of unprecedented power. It became plausible to suggest modify-
ing human genes that were implicated in disease. However, the technology that 
could be deployed for this purpose, known as recombinant DNA and invented 
early in the 1970s, was not limited to modifying only such genes. It enabled edit-
ing the genes of all species and the creation of GMOs that contained the genes 
of other species. Meanwhile, the polymerase chain reaction (PCR) technology 
developed by Kary Mullis in 1983 allowed rapid copying of DNA to generate 
vast quantities of identical sequences from a single original template. That also 
had technological consequences that we are still reaping, from the mass produc-
tion of life-saving drugs to the identification of disease-causing microbes. (If you 
have been tested for Covid-19 in the North, very likely it was a PCR-based test.)

These developments occurred within a social context of pervasive genetic 
reductionism, a widespread belief within biology and beyond that genes alone 
are the most important causal factors responsible for traits, both physical 
traits such as skin color and height, and mental and behavioral traits such as 
intelligence and components of temperament. Biology in the twentieth cen-
tury came to be dominated by genetics. Genetic reductionism along with the 
dominance of genetics over the rest of biology contributed to the launch of 
the controversial Human Genome Project (HGP) in 1990, a crash program to 
sequence the three billion nucleotide bases that comprise the human genome. 
Sequencing would be “blind” with no attention paid to whether a particular 
DNA segment harbored functional parts. (These functional parts were then 
believed to comprise less than 10% of the genome.) The expectation was that 
the sequence would provide powerful predictions about a person’s traits and 
transform medical practice. We were supposed to get a personalized medicine 
based on each of our unique genomic DNA sequences. Even though the pro-
posed project had many scientific and other critics, its proponents prevailed 
and the project proceeded in spite of its enormous cost. In the United States, 
the federal government spent at least three billion dollars.

The eugenic implications of the HGP were acknowledged from the begin-
ning as were other potential social ramifications of the project. A significant 
fraction of the project’s budget was assigned to studies of the ethical, legal, 
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and social implications (ELSI) of the human genome. These studies were 
supposed to provide guidance on how society should address problems that 
were expected to arise once the sequence became known. Though the HGP 
was completed ahead of schedule in 2000, by and large, the anticipated social 
problems never materialized. The most important concern had been genetic 
discrimination, especially the potential use of genetic data by insurers to 
deny health insurance on the ground that someone’s DNA sequence indicated 
susceptibility to some disease or disability. In the United States, that concern 
was addressed through legislation, in particular, the Genetic Information 
Nondiscrimination Act of 2008 which established strong safeguards for 
genetic privacy. (Of course, this concern did not arise to the same extent in 
more civilized societies where access to medical care was acknowledged as 
a basic human right.)

Most anticipated problems from the HGP did not materialize because, sci-
entifically, the sequence failed to live up to its hype. Whether it be diseases or 
other traits, the DNA sequence has proved to be a poor guide to the biology of 
individuals except in the rare cases where single (or very few) genes strongly 
affected a trait. But these were a tiny fraction of traits and almost all of them 
were well known long before the HGP. Geneticists had been studying these 
traits since the beginning of the twentieth century. If we restrict ourselves 
to diseases, these are traits such as color blindness, hemophilia, sickle cell 
disease, myotonic dystrophy, cystic fibrosis, and Huntington’s disease, all 
known long before anyone dreamed of the HGP.

Skeptics of genetic reductionism—and of the HGP itself—are justified in 
feeling vindicated in their criticism of the HGP. As the critics had empha-
sized, traits are the result of the complex process of embryonic development 
from a fertilized egg to an adult organism. Genes are a critical resource for 
this process, and for some traits the most influential ones, but they are only 
one of many materials that are entangled in the biology of an organism. Most 
importantly, the developmental process is history dependent, relying on the 
presence of the correct physical pieces and interactions at each stage. This 
perspective of contextual developmental construction of organisms pervades 
this book and stands in sharp contrast to the facile genetic reductionism that 
animated the HGP.

Because of its implicit reliance on genetic reductionism and its failure to 
embrace developmental complexities, the HGP also failed to deliver on any 
of its medical promises. A Scientific American report from 2010 concluded 
that it had made no tangible difference to medicine. At the time prospects for 
eugenics seemed dim and worries about it far-fetched. But all that changed 
in 2012 with the development of the CRISPR technology for gene editing. 
This technology was indirectly a result of the HGP as we shall see later in this 
book: its creation depended on the fast sequencing techniques, bioinformat-
ics, and other technologies spawned by that Project. By making precise gene 
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editing easy, CRISPR has revived eugenics and other dreams of the genetic 
reductionists even though the biological complexities of the developmental 
process remained the same.

For medicine and eugenics, the advent of CRISPR does make a differ-
ence. It makes a strong case for genetic intervention for those diseases that 
are strongly affected by a single gene. These include several diseases such as 
cystic fibrosis, hemophilia B, Huntington’s disease, myotonic dystrophy, and, 
sickle cell disease, all identified in 2017 as medical priorities for gene edit-
ing by the US National Academies of Sciences, Engineering, and Medicine. 

When gene editing is confined to somatic cells (those that would not be the 
source of future generations), the Academies supported gene editing so long 
as the techniques used were shown to be safe and effective. With the restric-
tion to somatic cells, the edited genes would not be passed on to a person’s 
children. Such use of CRISPR techniques would be ethically no different 
from any other kind of intrusive medical intervention such as many forms of 
surgery so long as standards of efficacy and safety are maintained. This is the 
most uncontroversial medical promise of CRISPR. However, compared to 
germline editing, it is difficult: the molecules that form part of the CRISPR 
toolkit would have to be precisely delivered to the intended cells and only to 
those cells.

The real power of CRISPR comes from the fact that we could just as eas-
ily intervene in the germline as in somatic cells. This is what generates the 
potential for eugenics. We can potentially eliminate a host of genetic diseases 
from the human population including the ones that were mentioned earlier. 
This is technologically simpler than somatic cell gene editing because the 
molecular toolkit can be injected into an embryo at the single cell stage (what 
is called the zygote). It should come as no surprise that germline gene editing 
has already been attempted, though so far only in rogue experiments carried 
out in China in 2018. Though the biologist who carried out this experiment, 
He Jiankui, was roundly condemned by colleagues globally and subsequently 
imprisoned by Chinese authorities, it is far from clear that what he attempted 
was ethically problematic for its eugenic aspect or only because he seems to 
have been in violation of safety and other regulations about the treatment of 
human subjects. Many others will follow Je, possibly in secret; in Russia, 
Denis Rebrikov has already informed the world (and the authorities who 
would have to give permission) that he wanted to carry out disease-implicated 
germline editing. So far, he has not been able to get the necessary permis-
sions to proceed with his experiment. He and Rebrikov are only the first two 
of likely many researchers who will embrace eugenic measures to eliminate 
the disease.

Thus, CRISPR-based easy gene editing has made tangible the possibility of 
eugenics through germline manipulation in a way we have never encountered 
before. Gone are the days when eugenics required sterilization or slaughter, 
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or even restraint from reproduction. Rather, eugenics would consist of allow-
ing parents to produce embryos that would be assayed for the presence of 
suboptimal genes. These genes would then be modified (edited or even 
replaced) using CRISPR technology. Though not yet perfect, the process is 
simple, accurate, cheap, and flexible (insofar as any gene can be fixed). The 
technology is getting better every day. The germline-edited embryos would 
then be implanted in the mother. About thirty-six weeks later, a genetically 
transformed baby would be born. The whole process would only be a slight 
wrinkle on how babies are already produced using in vitro fertilization. As 
CRISPR and associated technologies improve, the process will become 
increasingly less intrusive and better. Fewer embryos will be needed for 
implantation. More and more genes will be edited.

Whether we like it or not, this new eugenics is inevitable. It already has a 
vocal constituency: families and friends of those who suffer from debilitating 
genetic diseases caused by single mutant genes and with no adequate treat-
ment. CRISPR-based gene editing is already being used to treat these genetic 
diseases in trials that are underway in several countries. So far, these trials 
have been restricted to gene editing in somatic tissues. As far as is publicly 
known, germline intervention has only been attempted in the rogue Chinese 
experiments mentioned earlier. But, as we will see later in this book, there 
may be no good reason to avoid germline intervention in situations when 
a single mutant copy of one gene causes a disease. Thus, CRISPR-based 
germline intervention into Huntington’s disease and myotonic dystrophy, 
and other such diseases will likely begin very soon and usher in an era of 
conscious human intervention into the germline, changing the gene pool of 
our species for the future.

But, after these simple cases, we find ourselves on a slippery slope. What 
about diseases that require two copies of the faulty gene to be manifested? 
These include cystic fibrosis, hemophilia B, and sickle cell disease. Should 
we intervene in the germline of an embryo with only one copy of the faulty 
gene knowing that that embryo would not suffer from the disease but would 
still be able to pass the gene on to future generations?

What about diseases or perhaps, conditions, such as hypertension that may 
be influenced by genes but can be relatively easily managed through ordinary 
medication? What about hereditary deafness which some parents prefer to 
transmit to their children? What about mild attention deficit hyperactivity 
disorder (ADHD), given that many of those who have that condition accept 
it as natural variation? Should parents opt for germline intervention for all of 
these cases? Should society permit it? The advent of CRISPR technology has 
emboldened a cadre of “liberal eugenicists” who consider themselves liberal 
because they are adamant that germline intervention decisions are left to indi-
vidual parents rather than allow society to be involved in any way in these 
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decisions. Coercion in any guise is anathema to liberal eugenicists. Most 
of them would urge the freedom of parents to opt for germline intervention 
for all the cases just mentioned: hypertension, deafness, ADHD, and many 
other such cases in which there is a partial genetic etiology. CRISPR has also 
emboldened “moderate eugenicists” who accept some social intervention in 
reproductive decision with the goal of preventing genetic diseases. They see 
this form of eugenics as a public health measure similar to mandatory vacci-
nation, quarantine, or lockdown in the face of an infectious disease pandemic.

So far, we have only considered diseases or conditions which are gener-
ally socially judged as undesirable though, perhaps, without full justification 
in some cases such as hereditary deafness and mild ADHD. But CRISPR-
facilitated eugenics need not be confined to these situations. Most liberal 
eugenicists do not limit their dreams to the elimination of diseases. They 
also promote genetic enhancement of desirable traits, focusing on traits that 
range from physical prowess to cognitive abilities. At least in the North, 
there seems to be a widespread belief that the move from germline editing 
for eliminating disease to germline editing for genetic enhancement crosses 
some deep moral divide. Whether this is so, remains far from clear. What 
is clear, though, is that genetic enhancement, even if confined to somatic 
tissues, would raise troubling questions of equity. Enhancement is not a 
medical choice because it is not just about restoring and maintaining normal 
healthy functioning. It is about transcending normal functioning. Because 
enhancement must go beyond the expected normal range it is unlikely that its 
costs would be covered by the state or private insurance. Would it, therefore, 
become yet another advantage enjoyed only by the wealthy and thus serve to 
increase already pervasive forms of social inequalities?

While ethicists have written volumes debating the morality of genetic 
enhancement, the disagreements are nowhere near resolution. Indeed, it is 
not even clear that much new insight has emerged from these ethical discus-
sions during the past decade. What has been missing from discussions of 
contemporary eugenics is a hard look at what the new scientific developments 
say about its credible prospects. We have not had our version of J. B. S. 
Haldane’s Heredity and Politics from 1938, an incisive intervention by one of 
the world’s most prominent geneticists into the debates over eugenics during 
the Nazi era. Haldane provided a decisive technical critique of eugenics that 
was beyond scientific refutation. For that matter, we have not even had a bal-
anced exploration of scientific possibilities such as Neil Holtzman’s Proceed 
with Caution from 1989 which appeared just as the HGP was being initiated. 
As we shall see later in this book, much of the ethical debates about genetic 
enhancement proceeds in a world of make-believe science. There is no pros-
pect of genetic enhancement in the foreseeable future and there are deep 
biological reasons why it may never be feasible. CRISPR will not produce 
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designer babies. Meanwhile, in Biotech Juggernaut (from 2019) Tina Stevens 
and Stuart Newman have provided a stinging critique of the social role and 
power of biotechnology, including CRISPR, on our daily lives.

Indulging in flights of fancy about genetic enhancement would not be such 
a bad thing were it not for the fact that they are a waste of time and resources 
at a time when we need to make immediate social policy decisions on how 
to regulate inevitable eugenics in a CRISPR-enabled world. As the rogue 
experiments in China have forcefully brought to our attention, we need policy 
guidelines of when, if at all, it is permissible to edit the human germline 
and who should be empowered to make that decision. This need is widely 
acknowledged and various national academies and other prestigious bodies, 
as well as the World Health Organization, have set up one committee after 
another to address these issues. These committees have routinely provided 
bland discussions of ethics and policy, not much different from the ethicists’ 
contributions, but typically have avoided making concrete recommendations 
about what should be done now.

The first report to break this mold to some extent was a 2020 contribution 
from the (United States) National Academy of Sciences (with participa-
tion from the US National Academy of Medicine and the Royal Society of 
London). That report was produced by an International Commission on the 
Clinical Use of Human Germline Genome Editing assembled in the wake 
of the rogue Chinese experiments. It tamely—but correctly—concluded that 
existing technologies, including CRISPR, had not yet been demonstrated to 
be safe enough for clinical use. Beyond that, it limited its discussion of the 
use of human germline editing to disease prevention. It recommended the 
initial restriction of the use of this option, after safety has been demonstrated, 
to cases in which a single copy of a gene causes severe disease. But it was 
short on the biological reasons why this is a wise choice.

Nevertheless, that is the discussion we should be having and much of the 
ongoing discussion of the ethics of enhancement is an unfortunate distraction. 
Science fiction may be fun in literature, philosophy, or sociology classes but 
is not quite so relevant in hospital wards. We should worry about the possible 
elimination of genetic diseases, and possible unintended consequences of 
those efforts, and not about the supposed potential for a genetic enhancement 
of intelligence.

This book will set the CRISPR-induced prospect of eugenics in its histori-
cal, philosophical, and scientific contexts. By now, the history of eugenics 
and the horrors committed in its name are widely recognized. So, the first part 
of the book will focus only on those parts of that history that have relevance 
to us today. We will then see how and why a failure of molecular medicine 
has renewed the prospects for eugenic germline intervention as our best avail-
able response to genetic diseases. These prospects have become much better 
because of the two developments we have been discussing: liberal eugenics 
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which promises that this brave new eugenics will not permit repetition of the 
horrors of the past; and CRISPR which provides the technological prowess.

Let us turn briefly to what CRISPR is before we head into the book. 
“CRISPR” is short for clustered regularly interspaced short palindromic 
repeats of DNA sequences that form an array including variable bits of DNA 
called spacers between the repeats. These arrays are found in many bacteria 
and archae which are all single-celled organisms called prokaryotes and dis-
tinguished by the fact that they do not have a nucleus separated from the rest 
of the cell. The CRISPR arrays help defend the cells from invasions by viruses 
and other pathogens (as we will see in the fourth chapter). These invaders are 
recognized using not the CRISPR sequences themselves but by the spacer 
sequences that lie between the CRISPR repeats. Now, next to each CRISPR 
array are DNA sequences that specify CRISPR-associated (or Cas) proteins; 
some of these, especially one called Cas9, are very good at cutting DNA.

The CRISPR gene-editing technique uses an RNA sequence that plays the 
role of the spacer sequence in nature along with Cas9 (or a similar protein that 
cuts DNA). The RNA recognizes the targeted gene for editing and Cas9 cuts 
it. Then a corrected (or “edited”) DNA string is inserted at this cut. There is 
an irony here: CRISPR technology does not use the CRISPR sequences them-
selves, that is, the sequences in the palindromic repeats. Rather, the name has 
stuck because of where the technology originated. (In this book, “CRISPR” 
will be used to refer to this technology in general.)

Because this technology can be used to modify the genomes of any species 
we choose, CRISPR is also being used to edit the genes of scores of commer-
cially valuable species. The results are then being patented and acquired by a 
wide variety of biotech industrial corporations. Thus, CRISPR is also very big 
money. In 2018, market analysts estimated that the CRISPR market would be 
worth US$ 5.3 billion by 2025. CRISPR first became a business with the yogurt 
industry, even before its use for targeted gene editing. The yogurt industry was 
understandably interested in the resistance to pathogens of bacterial strains used 
to make yogurt and, thus in CRISPR arrays that had spacers that provided this 
resistance. Introducing a CRISPR array that generated resistance to any potent 
virus in a bacterial strain that produced a popular yogurt type could save millions 
of dollars in the yogurt production process as the industry happily found out.

The monetary opportunities of CRISPR have been recognized from the 
first days of the creation of the technology. After the advent of CRISPR-based 
gene editing using Cas9, in the United States, the University of California 
at Berkeley and the Broad Institute at MIT and Harvard waged a years-long 
patent battle in the courts. The latter eventually prevailed in the United States 
though not in the European Union. The economics and politics of CRISPR 
are important and interesting in their own right but will receive only glancing 
attention here. (For an entry into those issues Stevens and Newman’s Biotech 
Juggernaut is recommended.) Let us turn to Eugenics, USA.
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“The commonwealth is greater than any individual in it. Hence the 
rights of society over the life, the reproduction, the behavior and the 
traits of the individuals that compose it are, in all matters that concern 
the life and proper progress of society, limitless, and society may take 
life, may sterilize, may segregate so as to prevent marriage, may restrict 
liberty in a hundred ways.”

–Charles Benedict Davenport, 1911, 
Heredity in Relation to Eugenics.

BEGINNINGS: DAVENPORT AND 
EUGENICS IN THE UNITED STATES

In 2008, the Cold Spring Harbor Laboratory in Long Island, New York, one 
of the premier biological research institutes of the United States, published 
a volume, Davenport’s Dream: 21st Century Reflections on Heredity and 
Eugenics. This laboratory had been set up in 1904 with funding from the 
Carnegie Institution in Washington. Its first director was Charles Benedict 
Davenport who worked hard to raise the money needed for its secure estab-
lishment and persistence. In 1903, Davenport was one of the first researchers 
in the United States to embrace the new Mendelian genetics, rules about 
the transmission of genes from one generation to the next that Mendel had 
established in the 1860s but had been ignored until 1900. Davenport made a 
few contributions to studies of the inheritance of pigmentation in humans, in 
particular, inheritance of eye color, a trait that he thought to be controlled by 
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a single gene. We will encounter his work on eye color again in the seventh 
chapter of this book.)

Davenport is an apt beginning of our story because he was also an ardent 
eugenicist, having been converted to that cause by Galton, who had invented 
the word and created the field in 1883, and his disciple, Karl Pearson, both 
of whom Davenport had met during visits to London in the early 1900s. We 
have already encountered Galton in the Preface. Though he is not widely 
known by the general public, his influence on a wide variety of subjects from 
statistics through biology to psychology was immense. We will encounter 
him repeatedly as this book progresses. However, today, he is mostly associ-
ated with the promotion of eugenics and, in particular, a program of improv-
ing the human stock by encouraging increased breeding by those supposedly 
with more desirable qualities, especially intelligence.

Like Galton, Davenport was concerned with breeding a better stock of 
humans by encouraging the spread of better genes or, as Davenport preferred, 
better genotypes, that is, individuals with a superior complete set of genes. 
But, in contrast to Galton, Davenport’s focus was more on the elimination 
of undesirable genes that, according to him, were increasingly being brought 
into the United States by new immigrants including Greeks, Hungarians, 
Irish, Italians, Jews, Poles, and Serbians. Davenport adhered to every class, 
gender, and racial prejudice of his day and continually obsessed about the 
sexual behavior of undesirable groups. For example, in his view, should 
sterilization become necessary for eugenic purposes, castration in males was 
preferable to vasectomy because it was also supposed to depress sexual desire 
and promiscuous behavior, and not just the ability to reproduce. When it 
came to sex, Davenport was very interested in what others did in the privacy 
of their bedrooms.

Nevertheless, Davenport was scientist enough to realize that, in the 1900s, 
there were as yet insufficient data to understand the genetic basis for most 
human traits. He became determined to collect those data and put them to 
proper eugenic use. In 1910, he convinced Mrs. E. H. Harriman, a wealthy 
widow with a railroad fortune, to fund a Eugenics Records Office devoted to 
gathering the data that he needed to frame properly scientific eugenic poli-
cies. It was set up next to the Cold Spring Harbor Laboratory in Long Island 
to ensure full collaboration between the two institutes. (The quotation with 
which this chapter starts comes from Davenport’s 1911 book, Heredity in 
Relation to Eugenics, the publication of which was timed to promote the new 
institute. A facsimile of this book forms part of Davenport’s Dream.) Over 
the years, the Eugenics Records Office, which lasted until 1939, trained and 
sent out hundreds of workers to collect data on the distribution of supposedly 
undesirable traits in targeted populations such as albinos in Massachusetts, 
the insane in a New Jersey hospital, and the feebleminded in a school, also 
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in New Jersey. (Since the nineteenth century, “feeblemindedness” had been 
identified as a distinct trait indicating mental deficiency and was supposed to 
be correlated to a host of other undesirable traits including various forms of 
criminality.)

Davenport’s data needs were very specific. In the 1900s and 1910s, genes 
were abstractions; their existence was inferred from family trees by the dis-
tribution of traits. The framework for making such inferences went back to 
the work of a Silesian monk, Gregor Mendel, who formulated the fundamen-
tal rules of genetics in the 1860s but was, as we noted earlier, ignored till 
1900. Around that time, his work was finally appreciated by biologists and 
its breathtaking implications generated avid followers such as Davenport. 
Mendel had laid bare the principles of heredity that biologists since Darwin 
had been searching for, until then, with no success. 

According to Mendel, each visible trait of an organism (these are called 
its phenoytpic traits), if it is due to a gene, would be influenced by two genes 
or alleles (which are different versions of a gene). If these alleles are alike, 
the organism is homozygous and the phenotypic trait will manifest itself in 
two types corresponding to each of the two possible homozygotes. If the two 
alleles are different, the organism is heterozygous but, according to Mendel, 
would look like one of the homozygotes. This phenotype is called dominant, 
the other apparently less powerful trait is a recessive. The corresponding genes 
(or alleles) are also similarly called dominant or recessive. (There are many 
exceptions to this rule of dominance but that is not relevant to us right here.)

An example from Mendel’s experiments will help explain this convoluted 
terminology of genetics (and we will need it later in this book). Mendel 
observed that the color of pea seeds could be green or yellow: these are the 
two phenotypes. Seed color is specified by a single gene. Here, “gene” is 
replaced by “locus” in modern genetics indicating that what we are talking 
about is a position on a chromosome where a version of that gene (an allele) 
is specified. That genes, that is, loci are located on chromosomes and placed 
in a linear order like beads on a string only became established in the 1910s. 
(Thus “gene” sometimes means “locus” and sometimes “allele”; nowadays it 
also sometimes means the DNA sequence specifying an allele. These ambi-
guities sometimes make the language of genetics opaque but we must learn 
to live with this problem.)

Now, peas have paired chromosomes, like humans. Organisms with paired 
chromosomes are called diploids. Only about half of the flowering plant spe-
cies are diploids. The other half have chromosomes occurring in quadruplets, 
octuplets, and so on—they are called polyploids. Humans are diploid and 
have forty-six chromosomes. Everyone has twenty-two paired chromosomes 
which are numbered based on their size. Females have a twenty-third pair 
of two X chromosomes. Males don’t. Instead, they have one X chromosome 
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inherited from their mothers and a tiny Y chromosome with very few genes 
from their fathers.

Returning to Mendel’s experiments, there are two alleles that can influence 
seed color in peas. There is one allele for green color. Let us call it the green 
allele. (Throughout this book, as in much of recent biology, italics will indi-
cate we are talking of an allele.) There is also a yellow allele. A plant with two 
green or two yellow alleles is a homozygote; as we would expect, these plants 
will have green or yellow seeds, respectively. (Notice that we don’t italicize 
phenotypes.) However, some plants would have one green and one yellow 
allele. These are the heterozygotes. Now, green is the dominant phenotype. 
Dominance means that these heterozygotes will have green seed color as their 
phenotype. The green allele is dominant over the recessive yellow allele.

As we will see in the seventh chapter, Davenport, working with his wife, 
Gertrude C. Davenport, who was also a biologist, reported that a single pair 
of genes (that is, alleles) was responsible for eye color, and brown color was 
dominant over blue. (This was one of his few genuine contributions to genet-
ics and, even here, as we shall see, the observation he reported is not univer-
sally true of humans.) The phenomenon of dominance shows that there is an 
important difference between the visible phenotype and the pair of genes or 
genotype responsible for it. Thus, a brown-eyed person could still be carrying 
an allele for blue eyes: there are two genotypes (blue-blue and brown-blue) 
corresponding to the single phenotype of brown eyes. The genes are the enti-
ties that followed Mendel’s laws. But their presence had to be inferred from 
the visible phenotypes using those laws.

Each of the two alleles for a trait is transmitted into an egg or sperm 
with equal probability. This was Mendel’s rule of independent segregation. 
Genes for different traits are transmitted independently of each other: this is 
Mendel’s rule of independent assortment that has many exceptions because 
genes on the same chromosome tend to be inherited together. Whether a trait 
follows Mendel’s rules can be inferred from inspecting family trees (or pedi-
grees) to see whether there is a precise fit between Mendelian predictions and 
the presence of a trait in individuals in a pedigree. Such inferences are subtle 
and typically require a lot of data. The Eugenics Records Office set out to 
collect that data on a massive scale.

Though, in practice, Davenport used persuasion rather than force to collect 
these data, he was adamant that the public good demanded their collection at 
any cost. The passage with which this chapter began continues:

Society has not only the right . . . but the duty, to make a thorough study of all of 
the families in the state and to know their good and bad traits. It may and should 
locate traits of especial value such as clear-headedness, grasp of details, insight 
into intricate matters, organizing ability, manual dexterity, inventiveness, 
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mechanical ability and artistic ability. It may and should locate antisocial traits 
such as feeble-mindedness, epilepsy, delusions, melancholia, mental deteriora-
tion, craving for narcotics, lack of moral sense and self-control, tendency to 
wander, to steal, to assault and to commit wanton cruelties upon children and 
animals. It may and should locate strains with an inherent tendency to certain 
diseases such as tuberculosis, rickets, cancer, chronic rheumatism, gout, dia-
betes insipidus, goitre, leuchemia, chlorosis, hemophilia, eye and ear defects 
and the scores of other diseases that have an hereditary factor. It should know 
where the traits are, how they are being reproduced, and how to eliminate them. 
It should locate in each country the centers of feeble-mindedness and crime and 
know what each hovel is bringing forth.

By the time that the Eugenics Records Office had started its data collection, 
Davenport was already convinced that all these traits were determined by 
genes. The reason for this was that, as the years went by, he showed less 
and less concern for the subtlety of Mendelian predictions for the distribu-
tion of traits in a pedigree. For him, clustering of a trait in any pedigree was 
sufficient for genetic inference and eugenic intervention. It came to be the 
preferred methodology of eugenicists. They found a signature of genetic cau-
sation wherever it was convenient.

IQ AND INVOLUNTARY STERLILIZATION

From the perspective of promoting eugenics in the United States, Davenport’s 
new institute was founded at an opportune time. In 1908, Henry H. Goddard, 
whose official position was Director of Research at the Vineland Training 
School for Feeble-Minded Girls and Boys in Vineland, New Jersey, had 
imported the Binet intelligence trait from France to the United States and 
had begun administering it to thousands of individuals. Though Binet had 
intended his test only as a diagnostic tool to identify children who needed 
extra help for any reason, including socioeconomic background, Goddard 
willfully misinterpreted the tests to be measuring innate intelligence.

Goddard’s data supposedly showed that test results mapped seamlessly 
with independent judgments of intelligence made by professionals who had 
been working with the supposedly feebleminded. (We will return to the 
methodology of these tests in the seventh chapter to show how these results, 
even if reported accurately, were an artifact of the design of these tests.) 
These tests were soon modified to meet the US context better and, thanks to 
Lewis Terman of Stanford University, came to be called IQ (for intelligence 
quotient) tests. During World War I, these tests were used to determine the 
optimal roles for army recruits, whether they deserved to be foot-soldiers 
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or officers; by the end of the war, over one million seven hundred thousand 
recruits had been tested generating the largest data set on cognitive function-
ing the world had ever seen.

IQ enthusiasts insisted that these tests measured basic cognitive function. 
Skeptics, including many officers of the US Army pointed out that test scores 
depended critically on recruits’ cultural and economic background. By and 
large, all such criticism was ignored because the test results pandered to the 
prejudices of the day. Test results were supposed to remain constant through-
out an individual’s life (though, at the time, there could be no data that sup-
ported any such claim: there simply had not been enough time since the tests 
were invented). They were supposed to vary systematically across races. At 
the time, “race” designated what we now typically consider as ethnic groups 
rather than groups identified solely by their skin color. Thus, the tests help-
fully showed that Northern European groups (the so-called Nordic race) had 
superior IQ than those from Southern and Eastern Europe, as well as Jews, 
let alone people of color. Thus, immigration of inferior groups was supposed 
to be resulting in the degeneration of the nation, an effervescence of one of 
the most resilient racist tropes of US politics.

Finally, IQ enthusiasts insisted that IQ was inherited through the genes. 
Thus, they validated eugenic objections to feeblemindedness. Once again, 
data in support of any such claim were sketchy, to put it kindly, and based 
on biased studies of a few family pedigrees which were supposed to be filled 
with vagrants, alcoholics, the sexually promiscuous, the feebleminded, and 
other undesirables. Much of these data were produced by Davenport’s insti-
tute. Thus, not surprisingly, almost all IQ enthusiasts were eugenicists. The 
pressing question for them was what to do about these supposedly genetically 
inferior people, especially their continued influx into the country.

Eugenicists organized themselves to play an increasingly strident role 
in US public policy. Davenport’s minions were prominent in those efforts. 
Eugenicists throughout the United States pursued a two-pronged policy 
intervention. For those deemed unfit who were already in the country, they 
demanded sterilization. For would-be immigrants, they demanded exclusion. 
Thus, eugenics came to pervade public policy on immigration and involun-
tary sterilization for decades beginning in the 1910s. A central figure was 
Harry Hamilton Laughlin, a Missouri school teacher whom Davenport had 
recruited to the cause and who became the first (and, as it turned out, the only) 
Superintendent of the Eugenics Records Office.

Eugenicists did not initiate attempts to restrict immigration to prevent the 
entry of perceived “undesirables” into the country. These moves dated back 
at least to 1875; moreover, the Chinese Exclusion Acts of 1882 and 1902 
as well as the so-called Gentlemen’s Agreement of 1907–1908 with Japan 
all severely restricted Asian immigration though with fewer restrictions for 
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the Japanese compared to other nationalities. Other Acts followed culminat-
ing in the Immigration Act of 1924 that curtailed immigration from eastern 
and southern Europe. This Act followed a report prepared by Laughlin that 
claimed, on the basis of fudged data, that recent immigrants were biologi-
cally inferior to native-born US citizens. Eugenicists hailed the “biological 
wisdom” of this law; it remained in force for a half-century. It was not sub-
stantively amended until 1968 when, during the presidency of Lyndon B. 
Johnson, immigration quotas were set on the basis of the size of the popula-
tion of the country of origin.

In the United States, sterilization laws also preceded the eugenicists. In 
the late nineteenth century, in many states, “retarded” women were institu-
tionalized during their reproductive years. State laws were passed to prevent 
marriage by alcoholics, epileptics, the retarded, and persons with chronic 
disease. Several states considered the castration of criminals as a remedy 
for such “undesirables,” and a few superintendents of asylums did carry out 
mass castrations. But these measures did not enjoy wide popularity until the 
1899 advent of a new technology: vasectomy, promoted by a young physi-
cian, Albert Ochsner, who eventually became Professor of Surgery at the 
University of Illinois at Chicago. Ochsner was also the first to recognize the 
eugenic possibilities of vasectomy because it did not impair sexual perfor-
mance while preventing procreation.

Almost immediately, the cause of vasectomy was taken up in earnest by 
Harry C. Sharp, a surgeon at the Indiana Reformatory in Jeffersonville. In 
1907, Indiana became the first state to enact a law enabling compulsory ster-
ilization and Sharp and his successors went on to perform 450 vasectomies 
on incarcerated men, not always with legal sanction. Between 1907 and 1913, 
the legislatures of sixteen states passed sterilization bills; of these twelve 
went on to become laws while the other four were vetoed. However, between 
1912 and 1921, eight of these laws were challenged and seven overturned by 
courts; Washington state was the sole exception.

A second wave of eugenic sterilization laws emerged in the 1920s with 
strong support from Laughlin who had become their foremost scientific 
advocate even as his status as a competent scientist gradually dissipated 
during a period in which genetics matured as a discipline in the United 
States. In the early 1920s, frustrated by the reversals they had experienced 
in the courts, eugenicists organized themselves and coordinated efforts to 
take the issue to the Supreme Court. Laughlin, in consultation with legal 
scholars, drafted a model sterilization law that was supposed to be able to 
survive legal challenges. In Virginia, eugenicists duly enacted a steriliza-
tion law based on this model in 1924 that they wanted to be tested in the 
courts. Their reasoning was that, if it survived, it would serve as a prec-
edent for other states.
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The test case was a seventeen-year-old girl who was supposed to be 
a “moral imbecile.” Carrie Buck, who had already borne an illegitimate 
child, Vivian, had been committed to the Virginia Colony for Epileptics and 
Feebleminded where her mother, Emma Buck, also certified as being feeble-
minded, had already been in residence since 1920. The Colony’s board of 
directors ordered Carrie Buck to be sterilized. A court-appointed guardian 
challenged the order and the case was set to determine the legality of steril-
ization in Virginia and, so the eugenicists hoped, for the entire United States.

Carrie Buck was given an IQ test which supposedly showed her mental 
age to be nine. Thus, Emma and Carrie Buck provided two generations 
of feebleminded. However, making the case for sterilization watertight 
required three generations to be affected. It was left to see what Vivian 
could contribute. She was seven months old. A Red Cross worker was 
prevailed upon to claim that little Vivian had a “look” that was “not quite 
normal.” An official from the Eugenics Records Office gave Vivian an IQ 
test that supposedly showed, at seven months, she was below average for 
a girl her age. Meanwhile, Laughlin examined the pedigree and, without 
once having examined any of the individuals, provided testimony that 
Carrie Buck suffered from hereditary feeblemindedness. The first court 
and a subsequent appeals court in Virginia both ruled against Carrie Buck. 
Finally, in 1925, the case made it up to the Supreme Court as Buck vs. Bell; 
Bell happened to be the name of the person who had recently become the 
Superintendent of the Colony.

That the case got to the Supreme Court was just what the eugenicists had 
hoped. The court ruled eight to one in favor of compulsory sterilization. The 
majority opinion was written by Oliver Wendell Holmes, Jr., widely regarded 
as one of the century’s greatest US jurists. Drawing a connection between 
patriotism and eugenics, Holmes argued that the principle that allowed soci-
ety to require mandatory vaccination was sufficient to embrace compulsory 
sterilization. With respect to the Bucks, he famously concluded: “Three 
generations of imbeciles is enough.” Posterity does not regard it as one of 
Holmes’ finer moments.

Shortly afterward, Carrie Buck was sterilized. Vivian only lived long 
enough to go through second grade before she died of an intestinal disorder 
in 1932. Her teachers had uniformly regarded her as very bright.

GENETICS AGAINST EUGENICS

The historian, Mark Largent, has carefully collected the statistics of involun-
tary sterilization in the United States. Thirty-two states had laws permitting 
this practice; another five practiced it anyway. Eugenics was not the original 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



9Breeding a Perfect Society

or only motivation for involuntary sterilization in the United States. In the 
nineteenth century, many proponents cited immediate “benefits” of male 
sterilization through castration including changed behavior (for instance, 
decreased masturbation which was viewed as a health problem) and reduction 
of the costs of incarceration of the unfit; others defended punitive castration 
of rapists and sex offenders (such as child molesters) as well as homosexu-
als and others perceived to be sexual deviants. However, starting in the early 
twentieth century, proponents of sterilization were largely motivated by 
eugenic arguments. They were incredibly successful.

The practice continued for eight decades. The last recorded legal involun-
tary sterilization in the United States took place in Oregon in 1981. By then, 
over sixty-four thousand people had been sterilized in the country; California 
alone contributed more than twenty thousand. Involuntary sterilization of 
prisoners continued in California into the twenty-first century with 148 cases 
between 2006 and 2010. Nevada and New Jersey were somewhat unique in 
having compulsory sterilization laws, going back to 1911 in both states, but 
they had no recorded case of eugenic sterilization. Enthusiasm for steriliza-
tion was highest in the 1930s and declined after that as competent biolo-
gists increasingly began to reject any sound genetic basis for such eugenic 
measures.

These biologists included some of the most prominent geneticists in the 
United States. Even those who were sympathetic to some eugenic measures, 
including voluntary sterilization of people with severely deleterious genes, 
were opposed to involuntary sterilization either on grounds of respect for 
personal liberty or because they recognized the extent to which eugenic 
claims were biologically unsound. For instance, contrary to eugenic claims, 
there was no credible evidence that feeblemindedness was inherited. In the 
1920s, Herbert Spencer Jennings, a prominent zoologist at Johns Hopkins 
University, took Laughlin to task for the shoddy statistics in his immigra-
tion studies. Jennings also pointed out that sterilization of the feebleminded 
was ineffective and irrelevant. Raymond Pearl, also at Johns Hopkins, and 
no enemy of eugenics were it done right by his lights, dismissed the analy-
sis of pedigrees on which sterilization advocates relied as “old-fashioned 
rubbish.”

Thomas Hunt Morgan at Columbia University had become the greatest 
geneticist of his generation by using the fruit fly, Drosophila melanogaster, 
to show how genes are linearly arranged on chromosomes and then mapping 
hundreds of phenotypic traits to genes at precise locations (or loci) on these 
chromosomes. In the 1920s, he explicitly and publicly repudiated the claims 
of eugenicists such as Davenport and Laughlin pointing out that they had 
ignored the complexity of the interactions between genes and their environ-
ment during development from a fertilized egg to an adult organism.

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



10 Chapter 1

One of Morgan’s students was Hermann J. Muller who later rose to 
prominence at the University of Texas by showing how X-rays can cause 
mutations on chromosomes. Muller was an ardent eugenicist and commu-
nist who left Texas for the Soviet Union with the hope of converting Stalin 
to the cause of eugenics. Yet, even he rejected the pedigree work on which 
involuntary sterilization decisions were being based in the United States. 
He said so, publicly, at the Third International Congress of Eugenics in 
New York City in 1932. Thus, at the same time that eugenic legislation 
requiring involuntary sterilization was emerging triumphant as public 
policy in the United States, eugenics was in intellectual retreat among com-
petent biologists.

Across the Atlantic, in Britain in the late 1930s, the same eugenic policies 
came under scathing attack from J. B. S. Haldane, a mathematical population 
geneticist and one of the founders of modern evolutionary theory. Haldane 
was yet another biologist who had once been somewhat sympathetic to 
eugenics before encountering the involuntary sterilization policies in the 
United States—and the measures they spawned in Germany (on which there 
will be more shortly)—that drove him into the opposing camp. In lectures 
delivered at Birmingham University in 1937, and published as Heredity and 
Politics in 1938, he brought his stinging wit to bear on the subject and pro-
vided what was at that time the most incisive biological critique of eugenic 
measures. Haldane was a mathematical geneticist and used calculation after 
calculation to show how ineffective sterilization would be. In particular, most 
disease-related genes are recessive, which means that only those who are 
homozygous could be identified through their phenotypes. Even if all those 
who had the undesirable trait were sterilized, the gene would persist in hetero-
zygotes who could potentially have homozygous children when they mated 
with each other. (If two asymptomatic heterozygotes mated, on the average, 
a fourth of their children would be homozygotes.) Sterilization would achieve 
very little at great costs of loss of personal liberty.

Haldane was blunt in his dismissal of eugenic sterilization. In one engag-
ing example, he quoted data about children in rural schools in one English 
county:

Of sixty-three children with an intelligence quotient below 80 percent, no less 
than twenty-five were the offspring of parents born in the same village. On the 
other hand, of thirty children awarded free places in secondary schools [for 
superior academic performance], only two were the children of parents born in 
the same village. 

It might be thought that the parents of the backward children were the vil-
lage idiots who had never had a chance of leaving their houses. This was not 
the case. One had been a soldier, another was a carrier, and so on. It is at least 
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arguable that the backwardness of the children was largely due to inbreeding, 
which presumably caused recessive genes [affecting intelligence] to appear in 
the homozygous condition.

In response, with British understatement, Haldane proposed a novel eugenic 
measure: “it is likely that the introduction of motor omnibuses into our rural 
areas will prove to be a eugenic measure quite as valuable as sterilization.” 
The reasoning is simple: inbreeding becomes less likely as people move 
around. They meet potential partners elsewhere. (Haldane’s model predicts 
that there would be a negative correlation between the prevalence of recessive 
genetic diseases and the frequency of bus services between British villages in 
the 1930s. To the best of my knowledge, this prediction has never been tested.)

On eugenic sterilization in the United States, Haldane was slightly less 
understated: “I personally regard compulsory sterilization as a piece of crude 
Americanism like complete prohibition of alcoholic beverages.” (Haldane 
was referring to Prohibition in the United States in the 1920s, a measure as 
absurd as eugenic sterilization from the perspective of individual freedoms 
though obviously with less harmful other consequences.) Pointing out that the 
propagation of disease genes could be discouraged by a host of less intrusive 
measures that did not violate individual freedoms, Haldane went on: “It is 
perhaps characteristic that in the United States sterilization is legal while 
contraception is of very doubtful legality.” For many geneticists, Haldane’s 
book served as a clarion call to the task of refuting the “pseudo-scientific” 
assertions of Laughlin and others of his ilk.

EXPORTING STERLIZATION

Eugenic enthusiasm in the United States was probably the main reason why, 
in 1928, Alberta became the first Canadian province to adopt an involuntary 
sterilization law very similar to those found south of the border. Over the next 
sixty years, officials across Canada legally sterilized almost three thousand 
people without their consent. A class action suit brought by the victims in the 
1990s resulted in an award of C$ 142 million in damages to nine hundred 
and fifty of them.

However, the strongest influence of US eugenic sterilization programs 
was felt across the Atlantic, in Germany. In 1924, an Austrian-born thirty-
five-year-old former corporal of the German army, who was incarcerated in 
a Munich prison for leading a mob revolt against the state, was spending his 
time absorbing eugenics texts including a textbook on “racial hygiene” by 
three prominent German biologists, Erwin Bauer, Eugen Fischer, and Fritz 
Lenz, first published in 1921. Many of these texts expounded the doctrines 
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of Davenport and other US eugenicists such as Paul Popenoe, an agricultural 
researcher who had coauthored a popular textbook on eugenics in 1918 and 
was a strong proponent of involuntary sterilization of those deemed unfit.

The imprisoned ex-corporal also began to follow the views of Leon 
Whitney, at that time the president of the American Eugenics Society. He 
was also full of admiration for Madison Grant, a prominent progressive 
whose achievements included co-founding the New York Zoological Society 
in 1894 (better known as the Bronx Zoo). Grant was even more famous for 
a racist diatribe from 1916, The Passing of the Great Race. It bemoaned the 
corruption of the Nordic race in the United States by the presence of Jews, 
Negroes, Slavs, and other undesirable races.

For the young Austrian prisoner, Grant’s book became “his Bible.” In the 
early 1930s, he sent adoring letters to Whitney and Grant acknowledging 
their influence. By then the writer was no longer a prisoner but a rising star in 
German politics. His name was Adolf Hitler. While in prison he had written 
the first volume of his manifesto, Mein Kampf, which drew extensively from 
Grant’s diatribe. What had impressed Hitler most about the United States 
were the sterilization laws that had spread across most of the country. All the 
way to the Nuremberg trials in 1946 the Nazis would remind the world with 
some justice that, at least with respect to eugenics, they were only following 
US precedents.

In 1934, the new Nazi government of Germany enacted a “racial hygeine” 
law largely based on the model law that Laughlin had drafted. The Nazis 
appreciated Laughlin’s efforts. Later that year, he was rewarded with an 
honorary degree from the University of Heidelberg for his work. By the end 
of that year, Hereditary Health Courts that had been set up in Germany had 
approved more than sixty-four thousand sterilizations. The German Supreme 
Court ruled that the “racial hygeine” law also applied not only to Germans 
but even to non-Germans living in Germany who thus also became subject 
to sterilization.

According to Philip Reilly, who has written extensively on the history of 
sterilization, German practice did not distinguish between men and women; 
both were equally targeted for involuntary sterilization. Reilly notes that 
historians “have estimated that under the powers granted to the Hereditary 
Health Courts, between 1934 and 1944 (when the population was 73 million) 
German doctors sterilized at least 400,000 persons, including the mentally ill, 
the mentally disabled, the deaf, persons with tuberculosis, homosexuals, gyp-
sies, and, of course, Jews.” This figure may well be a radical underestimate. 
According to Reilly, the exact number of involuntary sterilizations in Nazi 
Germany will never be known.

In 1945, the outside world first became aware of the Nazi death camps 
and the mass exterminations that had been carried out in them. In much of 
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Western Europe and in North America, besides of course in Israel, the hor-
ror of this period of European history has never fully dissipated. In 1946, 
during the Nuremberg trials, the outside world was also first told of the Nazi 
eugenics program including its sterilization policies. The word “eugenics” 
has never quite meant the same since then. While the Nazi implementation 
of eugenic sterilization remains horrifying, it should be acknowledged that 
they were not entirely inaccurate in claiming that they were guided by US 
practice which they had perfected. While eugenics may not be of US vintage, 
involuntary sterilization, sometimes on a large scale, certainly is.

There were a few exceptions to this general post–World War II rejec-
tion of eugenics as state policy. Later in this book, we will encounter odd 
cases such as the city-state of Singapore where official eugenic policies 
have continued to be promoted—though, admittedly, in no way similar to 
Nazi atrocities. But, especially in the global North, “eugenics” became a 
dirty word for a generation until attempts at its rehabilitation began emerg-
ing in the 1980s when new developments in molecular genetics spawned 
a brave new program of liberal eugenics supposedly based on individual 
freedom and the rights of parents to make choices for their possible chil-
dren. Parents, according to liberal geneticists, should have the right to 
decide what traits their children should have. Gene editing technologies 
prior to CRISPR provided the basis for liberal eugenic hopes; CRISPR-
based methods have made the prospect immediately tangible. Without 
sterilization. Even without abortion. And certainly without elimination in 
death camps.

THE WATSON SCANDAL

When James D. Watson of DNA double helix fame became director of Cold 
Spring Harbor Laboratory in 1968, he discarded much of the eugenics lit-
erature that had accumulated in its library going back to the Davenport era. 
In the late 1960s, Watson was following the norms of the day: the horrors 
perpetrated by the Nazis in the name of eugenics seemed to leave little other 
choice. (Scholars have since noted that some of this material could have been 
of great historical interest. Watson should have consulted some historians. 
But, as we shall see, not doing so is one of his lesser sins.)

There is some irony in Watson’s discarding of Davenport’s material. 
Among molecular biologists today, Watson is probably closer in spirit to 
Davenport than any other figure. Davenport’s Dream republishes an article 
by Watson, “Genes and politics,” that originally appeared in the 1996 Cold 
Spring Harbor Annual Report. In it, Watson not only endorsed human 
germline interventions to remove genes for disease but was even willing to 
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tolerate such intervention for genetic enhancement: “we will someday have 
gene therapy procedures that will let scientists enrich the genetic makeups 
of our descendants.” The only potential eugenic programs that he rejected 
were those that would be controlled by governments. Liberal eugenics was 
just fine.

Like Davenport, Watson was convinced of the primacy of genes as causes 
of human behavior. He denigrated what he called the “‘not in our genes’ 
politically correct outlook of many left-wing academics.” Not in Our Genes 
was the title of a well-known book by Dick Lewontin, Steve Rose, and 
Leon Kamin. Watson’s attack was gratuitous; while dismissing them as “left 
wing,” he had no response to their arguments against genetic determinism. 
Another group that drew Watson’s ire was Science for the People, based in 
Cambridge, Massachusetts. Biologists such as Jon Beckwith and Jim Shapiro, 
who were members of that group, were castigated by Watson for advocating 
public scrutiny of the new recombinant DNA technology of the 1980s fol-
lowed by social regulation of its use.

Much of Watson’s article was spent promoting the Human Genome Project 
(HGP) that he had headed in its initial years. He correctly claimed credit for 
funding the Ethical, Legal, and Social Implications (ELSI) studies of the 
human genome as part of the Project. However, he noted, that he created this 
program so that no one could accuse him of perpetuating the eugenic legacy 
of the Cold Spring Harbor Laboratory through the HGP. In the context of a 
discussion of Nazi eugenic programs, he denounced “pseudoscientific theo-
ries of race superiority and purity.” For once, breaking with Davenport even 
in spirit, he railed against the use of IQ data during and after World War I “to 
justify the discriminatory segregation laws that effectively made America’s 
black population second-class citizens.”

However, at some point after 1996, Watson changed his mind about race 
and intelligence. In 2007, he made headlines by telling a British journalist 
that he was “inherently gloomy about the prospect of Africa [because] all our 
social policies are based on the fact that their intelligence is the same as ours, 
whereas all the testing says, not really.” When it came to a presumed equality 
of intelligence between blacks and whites, he added “people who have to deal 
with black employees find this not true.” The interview had consequences. 
Though there was no public evidence that he had ever acted on such racist 
views, he was removed from his position as chancellor of the Cold Spring 
Harbor Laboratory. He was, however, allowed to retain an office on campus. 
Davenport’s Dream, published a year later, reprinted the paper discussed 
earlier which was no longer consistent with what Watson now believed about 
race and intelligence.

The 2007 interview was not a temporary aberration. In 2019, Watson reaf-
firmed his views on race and intelligence even more firmly. Asked whether he 
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wanted to retract his earlier remarks, he replied: “No, not at all. I would like 
for them to have changed, that there be new knowledge that says that your 
nurture is much more important than nature. But I haven’t seen any [such] 
knowledge. And there’s a difference on the average between blacks and 
whites on IQ tests. I would say the difference is, it’s genetic.” It is perhaps 
only fitting that Watson should have spent the bulk of his career directing an 
institution associated with US eugenics during its most grotesque phase. In 
Watson, at least, Davenport’s dream lives on.

ESTABLISHING HUMAN GENETICS

It would be misleading to suggest that revulsion against the Nazis alone led to 
the general disintegration of eugenics programs after World War II. While the 
Nazi atrocities had made defense of eugenics awkward, perhaps even unac-
ceptable in polite society at least in North America and Europe, there is much 
more to the story of the decline of eugenics. Starting in the 1930s, a discipline 
of human genetics began emerging and it was distinct from eugenics in the 
sense of being overtly concerned with establishing scientific results rather 
than influencing public policy. One important milestone was the publication 
in 1936 of the first map of genes on a human chromosome by Haldane. He 
placed six loci on the X chromosome and calculated distances between them 
to establish the following order: achromatopsia (total color blindness); xero-
derma pigmentosum (severe light sensitivity of the skin); Oguchi’s disease 
(night blindness with golden retinal pigmentation); epidermolysis bullosa 
dystrophica (a skin disease); retinitis pigmentosa with deafness; and retinitis 
pigmentosa without deafness. All but the last of these were recessive meaning 
that heterozygous women could be carriers who could transmit a disease to 
their sons without suffering from it themselves. On the average, half of the 
sons of such a woman would suffer from the disease. This half consisted of 
those who inherited an X chromosome with the disease allele; the other half 
would inherit the mother’s other X chromosome.

Shortly afterward, Haldane and Julia Bell showed how genes for hemo-
philia and color blindness were linked on the X chromosome. Both of these 
genes are also recessive. Haldane then published the wonderfully titled 
“Blood royal: A study of hemophilia in the royal families of Europe” as his 
next foray into human genetics. He drew a pedigree showing the prevalence 
of hemophilia in the princes of Europe. Because of royal inbreeding, in 
spite of being caused by a recessive gene, this disease appeared far more 
frequently in the royal pedigree than it would in a similar pedigree drawn 
from their subjects, that is, the general public which does not inbreed quite 
as assiduously.
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A careful analysis of the pedigree showed that the source of the hemophilia 
gene was Queen Victoria’s father. Haldane explained: “The gene must have 
originated by mutation, and the most probable place and time where the muta-
tion may have occurred was in the nucleus of one of the testicles of Edward, 
Duke of Kent, in the year 1818.” Haldane’s eugenic message was obvious: to 
prevent hemophilia would have required the sterilization of Europe’s royalty. 
But the most telling part of Haldane’s analysis was that it showed the real 
power of human genetics at its sharpest: it could tell not only where but when 
European royalty had acquired a mutation for hemophilia and had begun 
spreading it among themselves through systematic inbreeding. Royalty could 
reduce the risk of hemophilia, and its burden as a disease, by marrying com-
moners. (Or, of course, by refraining from breeding.)

The message was also political in another way. This was the period when 
many scientists including Haldane were drifting into the Communist Party 
because the traditionally dominant political parties of Europe were indulging 
in appeasing Hitler. Haldane was pointing out what Nazi eugenic principles 
implied for European royalty. He was also challenging the mystique, the aura, 
that many in Europe, and particularly Britain, still associated with royalty. 
His message was political and intended to have a broad public appeal. “Blood 
royal” appeared in a nonacademic journal, The Modern Quarterly, which had 
just been founded and was expected to have a wide audience. In retrospect, 
we can view this analysis as one of the most important early steps in liber-
ating human genetics from eugenic shackles. It was particularly important 
because Haldane was both one of the most prominent evolutionary biologists 
of his time and a public figure known for popular scientific writings and pithy 
opinions. At the time when “Blood royal” and also his book, Heredity and 
Politics, were published, he was a public figure and probably the most cultur-
ally influential geneticist in the English-speaking world. We have met him 
earlier and will encounter him again in our discussions of eugenics.

Haldane was also not alone. In the mid-1930s, as we saw earlier, Hermann 
J. Muller, who never abandoned his eugenic ideals, was also denouncing what 
eugenics had become, especially in the hands of Laughlin and other followers 
of Davenport who had been advocating involuntary sterilization. As a move-
ment, eugenics was in decline: in 1932, the Third International Congress of 
Eugenics in New York City attracted less than a hundred participants. There 
was no fourth congress. With the knowledge that comes from hindsight it 
seems clear that, by the 1930s, the advocacy of involuntary sterilization had 
doomed any sympathy for traditional eugenics among competent geneticists.

The Nazi atrocities made the rejection of eugenics move forward more 
rapidly and more comprehensively after 1945. In Britain, one figure stands 
out: Lionel Penrose. In the 1930s, Penrose had shown the complexity of 
the genetics of mental dysfunction. His pathbreaking study, known as the 
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Colchester survey, was published in 1938: it showed beyond credible con-
troversy how worthless had been the early twentieth-century “genetic” work 
on feeblemindedness. Ironically, Penrose was appointed Galton Professor of 
Eugenics in 1945 at the University College London (where Haldane already 
was Professor of Biometry). In his Inaugural Address in 1946, Penrose dis-
missed involuntary eugenic sterilization. “Only a lunatic would advocate such 
a procedure,” declared the new professor of Eugenics while discussing proce-
dures for eliminating deleterious genes. For decades, Penrose worked to have 
his job description changed. He finally succeeded in 1963, when he became 
professor of Human Heredity shortly before retirement in 1965. By that time, 
Penrose had used his prestige and authority to systematically remove refer-
ences to eugenics within mainstream human and medical genetics.

DAVENPORT’S DREAMS TODAY

This leaves us with a glaring question: What was Cold Spring Harbor 
Laboratory thinking when it published Davenport’s Dream in 2008 contain-
ing within it a facsimile of Heredity in Relation to Eugenics? The editors 
were well aware that they were moving into suspect territory. They note:

It is unusual to reissue a book that has long been unavailable, with the content 
being outdated. Charles Davenport’s Heredity in Relation to Eugenics was 
published almost 100 years ago, and its subject matter—eugenic studies in the 
early twentieth century—was consigned in the 1940s to what is now referred to 
as “pathological science.” Why, then, revisit it?

They acknowledge the book’s historic interest which is perhaps by itself 
a fairly good reason to keep it in print. But that is not what had motivated 
republication. Instead, in their words:

the most compelling reason for bringing Davenport’s book once again to public 
attention is our observation that although the eugenic plan of action advocated 
by Davenport and many of his contemporaries has long been rejected, the 
problems that they sought to ameliorate and the moral and ethical choices high-
lighted by the eugenics movement remain a source of public interest and cau-
tious scientific inquiry, fueled in recent years by the sequencing of the human 
genome and the consequent revitalization of human genetics.

Matt Ridley, the conservative journalist and popular science writer, adds in 
his Foreword to the volume: “Charles Davenport had the best of intentions.” 
I cannot help asking: Really? Have you read him?
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Eugenics is back. Davenport’s Dream includes a wide array of pieces by 
prominent figures commenting on Heredity in Relation to Eugenics. Most, 
though not all, of these pieces are starkly revisionist, attempting a new 
assessment depicting Davenport and his project in a better light than how 
he was presented in earlier writings, especially by historians of science. The 
revisionist agenda underscores the extent to which eugenics has come back 
with a vengeance. It is back because the principals of the HGP accurately 
foresaw the eugenic potential of increasingly detailed knowledge of the 
human genome. To Watson’s credit, as the first director of the HGP, he made 
the ELSI program a core component of the project. There is no evidence to 
suggest that Watson’s racist beliefs, even if they had already been simmering 
at the back of his mind, played any role in what the ELSI program nurtured. 
Work supported by the ELSI program routinely raised the specter of eugenics 
to question the ethics of pursuing the HGP. (For the sake of full disclosure I 
should add that I was one of those generously funded by the ELSI program 
during its earliest phase even though I was a vocal critic of the HGP. We will 
encounter some of those criticisms in the third chapter.)

At the time the HGP was initiated, prenatal screening of embryos for a suite 
of genetic diseases was already available. Thus, through selective abortion of 
embryos with these deleterious genes, eugenic intervention was possible and, 
to a considerable extent, practiced without ever using the word. More impor-
tantly, there had already been several rudimentary and generally unsuccessful 
attempts at gene therapy in somatic cells by introducing functional versions 
of deleterious genes. Advocates of the HGP promised that new technological 
advances spawned by the project would make gene therapy—and gene edit-
ing in general—medically viable. However, it was more than a decade after 
the completion of the HGP that the advent of CRISPR technology began 
to fulfill that promise. In 2008, when Davenport’s Dream was published, 
CRISPR technology was yet to come and eugenics still remained a somewhat 
abstract possibility; post-CRISPR it has emerged as a tangible choice already 
available to tantalize the present generation of would-be parents.

What is more important is that, in spite of all the revulsion generated by 
what was done in its name, eugenics has been able to stage its post-HGP 
comeback because the basic premises of eugenics have never been convinc-
ingly ethically or scientifically fully refuted. Yes, we may abhor involuntary 
sterilization and murder, as we should. But these are not the only available 
eugenic measures. For instance, in Britain, where involuntary sterilization 
was never practiced, few eugenicists had sympathy for involuntary steriliza-
tion, let alone for death camps for the unfit. For many British eugenicists, the 
preferred policy was to offer financial incentives for the supposedly geneti-
cally superior to reproduce more frequently while similarly discouraging the 
supposed inferior from doing so. Even in the United States, in the early part 
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of the twentieth century, women’s rights activists such as Margaret Sanger 
were ardent eugenicists; for them, eugenics provided a rationale for birth con-
trol, their preferred eugenic strategy, though some of them including Sanger 
herself were also willing to embrace involuntary sterilization for extreme 
cases of feeblemindedness.

Does ethics rule out eugenics? Presumably, no one will seriously dispute 
that it would be a good thing if incurable debilitating genetic diseases such as 
Huntington’s disease or myotonic dystrophy were to be permanently elimi-
nated from the human population. Now, if someone were to propose elimi-
nating such diseases by intervening only in somatic cells, then there would 
presumably be no occasion for controversy. Eugenics creates controversy 
because, for one reason, it has been associated with policies such as steriliza-
tion that have viciously trampled on the rights and liberties of individuals and, 
for another reason, it proposes to interfere with the germline of people, what 
is sometimes called the human gene pool. But, as we just noted, these two 
aspects of traditional eugenic policies can be separated from each other. What 
is fundamental to eugenics is conscious interference in the human germline, 
not coercion. As we shall routinely see in this book, this prospect of altering 
the human gene pool generates disquiet in a wide variety of people indepen-
dent of the issue of coercion. Nevertheless, compelling arguments to ban all 
interventions into human germlines have proven hard to formulate.

In recent decades, a small but vocal group of liberal eugenicists have 
emerged advocating germline modification of human embryos guided by 
parental choice with no role for social coercion. However, these liberal 
eugenicists go beyond germline editing of disease genes which is ethically 
the easy case. They advocate genetic enhancement, that is, germline inter-
vention to augment qualities of body and mind that are considered desir-
able. The ethical questions now become much more controversial. Do we 
want children with better mathematical ability? Or better baseball skills? Or 
lighter skins? Should we? Who decides? But, to discuss these questions now 
would be to get ahead of the story of this book. In spite of much discussion, 
there is no consensus on how we should answer these questions. So, it seems 
quite appropriate that the editors of Davenport’s Dream chose to help reopen 
discussions of the desirability of eugenics. But it still remains doubtful that 
Davenport’s personal example has anything positive to contribute. The edi-
tors may have served society better if they had noted the horrors enabled by 
Davenport and his minions. Perhaps a more worthwhile endeavor would have 
been entitled “In Spite of Davenport.”

Is eugenics scientifically and technologically feasible? When an emerging 
generation of human geneticists liberated themselves from eugenics in the 
1930s (and we should think of figures such as Haldane and Penrose), one 
of their favorite stratagems was to point out that the policies supported by 
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eugenicists such as involuntary sterilization were scientifically absurd: they 
could not achieve their intended goals. Recessive genes are phenotypically 
undetectable in heterozygous people (those with only on copy of the gene); as 
Haldane pointed out, involuntary sterilization programs would be ineffective 
at eliminating these genes. Haldane also pointed out that these programs were 
an affront to individual liberties and, thus, the ethical price that would have 
to be paid was unacceptable compared to the very modest benefits achieved. 
These scientific arguments against eugenics were politically the most influen-
tial ones in the 1930s when the eugenic project had begun its generation-long 
decline.

Since then, at least on the surface, these scientific problems have been 
resolved for some simple cases such as diseases caused by dominant single 
genes. Genome sequencing has become straightforward—and cheap—thanks 
to the technologies spawned by the HGP. Detecting a heterozygous carrier 
of a gene is technologically trivial. More importantly, screening embryos 
for the presence of individual genes is equally straightforward. But what has 
truly changed the game is the emergence of reliable, accurate, and cheap gene 
editing through CRISPR. We can edit an embryo’s genes without doing it any 
harm, let alone killing it.

However, once we probe under the surface, the technological situation 
becomes much less promising. The list of diseases that can be eliminated 
by intervening in a tractable number of genes, even with CRISPR, is small. 
Right now, the list of traits that are generally held to be worth promoting and 
that can be enhanced by intervening in a tractable number of genes is glar-
ingly empty. Organisms are not lumbering robots controlled by their genes; 
humans less so than all other species. We are constructed during embryonic 
development using genes as critically important resources but along with an 
array of other materials needed for construction. These material resources 
must be available to the developing embryo—and, later, the fetus—in the 
right way at the right time. Merely editing genes, as we shall see over and 
over again, can lead to very odd results. What genes end up doing depends 
on context.

One contribution to Davenport’s Dream, perhaps the most profound 
piece in the book, recognizes this problem. Daniel Weinberger and David 
Goldman, both psychiatric geneticists, emphasize: “the multivalent nature 
of genetic variation altering human behavior makes the goal of behavioral 
improvement by eliminating deleterious alleles [genes] an illusory goal. 
Through selection of so-called ‘good’ alleles, we might well be able to 
impoverish human behavioral diversity, but it is unlikely that we would 
thereby improve the mental health of populations.” They might as well have 
said: “Roll over, Davenport.”
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Even in the case of well-behaved disease genes, how did we end up in this 
situation when intervening in genes has become the preferred approach to 
the most recalcitrant genetic diseases? Why don’t we treat the diseases when 
and if they manifest themselves? We turn to that story first. The second half 
of the twentieth century is the story of the emergence of two new sciences 
that have changed the course of human history. One was computer science. 
The other was molecular biology to which we will turn next. Not only has it 
changed how we view every facet of biology, it has had an indelible impact 
on medicine by recalibrating how drugs and vaccines should be designed. 
But, beyond that, molecular biology has singularly failed to provide success-
ful medical interventions into genetic diseases from Huntington’s disease 
through myotonic dystrophy and cystic fibrosis to sickle cell disease. Thus, 
we get a rationale for the project of intervening at the level of the genes with 
the hope that cellular reactions will humbly follow genetic dictates.
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“It is almost certain that cancers . . . arise because genes concerned 
with the regulation of cell division are mutated, partly as a consequence 
of environmental insults, partly because of unavoidable molecular 
instability, and even sometimes as the consequence of a viral attack 
on the genome. Yet the realization of the role played by DNA has had 
absolutely no consequence for either therapy or prevention, although it 
has resulted in many optimistic press conferences and a considerable 
budget for the National Cancer Institute. Treatments for cancer remain 
today what they were before molecular biology was ever thought of: 
cut it out, burn it out, or poison it.”

—Dick Lewontin, “Billions and 
billions of demons,” 1997.

THE MOLECULARIZATION OF BIOLOGY

Lewontin’s observations will no doubt come as a surprise to those who have 
followed the molecular revolution that has transformed biology since the 
mid-twentieth century. The iconic event occurred in 1953 when Watson and 
Francis Crick constructed the double helix model of DNA, the linear chain 
molecule specifying genes and consisting of a sequence of four nucleotide 
bases (A, for adenine, C for cytosine, G for guanine, and T for thymine). The 
DNA double helix became a symbol of triumphant molecular biology. Before 
molecular biology, life was typically studied at the level of organisms; know-
ing what went on within an organism, especially within a cell, was largely a 
matter of conjecture. For instance, as we saw in the last chapter, the presence 

Chapter 2

Molecular Diseases, 
Elusive Treatments
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of genes was inferred from whether their phenotypes were inherited follow-
ing Mendel’s rules. Indeed, until the 1940s, genes were generally believed 
to consist of protein molecules rather than DNA. Their chemical properties 
made no difference to how they were studied in the laboratory. Molecular 
biology changed all that forever.

Four biologists were the primary architects of the molecular revolution: 
Crick in Britain, Linus Pauling in the United States, and Jacques Monod and 
Francois Jacob in France. Pauling paved the way in the 1930s. He was already 
a celebrated physical chemist who had shown how the quantum mechanics 
of electrons within atoms explained the rules of chemical bonding including 
what valency each type of atom has (that is, how many hydrogen atoms it 
could bond with to form a molecule). In the 1930s, Pauling collaborated with 
Karl Landsteiner, an Austrian-born researcher at the Rockefeller Institute for 
Medical Research in New York City (now Rockefeller University), to try to 
understand the specificity of immune reactions, why each antibody, which is 
a large protein macromolecule, reacted with precisely a single antigen, a frag-
ment of a pathogen that was attempting to invade a body.

Pauling argued that specificity arose because these reactions required a 
lock-and-key fit between the shape of the antigen molecule and the “active 
site” on the surface of the antibody. According to this theory, the antigen was 
captured by the antibody’s active site and destroyed. In the 1940s and 1950s, 
by building tinker-toy structural models of proteins, Pauling and his followers 
showed that the same principle held for other cases of biological specificity, 
for instance, how enzymes only reacted with their own substrates and no 
other molecules. In fact, biological macromolecules such as proteins (which 
include antibodies and enzymes) and nucleic acids (such as DNA and RNA) 
all interact through surfaces touching each other with perfect fits of shape. 
Thus, structure determines function. Moreover, because all that is involved 
is macromolecular surfaces touching each other, living phenomena depend 
on what, from the perspective of physics, depend on very weak forces. The 
contrast here is with the chemical bonds that hold molecules together: these 
require forces that are hundreds of times stronger.

The perspective that Pauling brought to the molecular study of biology was 
thoroughly reductionist: the behavior of wholes, for instance, cells was being 
explained from the interactions of their parts, that is, the macromolecules that 
made them up. Moreover, the interactions between the macromolecules were 
essentially physical; they were present in both animate and inanimate matter. 
Biology was finally being given a materialist interpretation, a project that 
goes back to the seventeenth century but had remained a pipe dream until the 
advent of Pauling’s work on molecular biology. Reductionism, the idea that 
this type of explanation will be possible for all phenomena, is a philosophical 
thesis about the nature of science: we will have more to say about this thesis 
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below and, especially, in the seventh chapter. However, Crick soon threw a 
spanner into the works of this project, though without realizing what he had 
done. An ex-physicist, Crick believed himself to be as much of a reduction-
ist as Pauling. Yet, he introduced into molecular biology a type of reasoning 
entirely foreign to physics. This reasoning involved relying on a concept of 
information.

In the late 1950s, Crick was interested in how genes acted. The DNA dou-
ble helix model provided some interesting clues. The cylindrical backbone of 
the model consisted of two helices intertwined around each other. Within this 
cylinder were pairs of nucleotide bases with one member of each pair attached 
to each helix. Base pairing followed strict rules: A was always paired with 
T, and C with G. This was called base pair complementarity. However, there 
was no restriction on the sequence of bases along the backbone: it could be 
anything and the four possibilities at every position allowed for an immense 
amount of variability. The DNA double helix could thus specify a practically 
infinite number of different genes with only a few thousand base pairs.

For all its appeal, the helical shape of the DNA molecule has turned out 
to be biologically irrelevant. What is crucial to its functioning is base pair 
complementarity. As we shall see, this feature is also crucial for CRISPR-
based gene editing: the gene-editing machinery recognizes the targeted gene 
for editing using complementary base pairs. Complementarity suggested 
a simple mechanism for the copying of genes during cell duplication: the 
double helix would unwind and each of the separated strings would serve 
as a template for bases to attach. Because of base pair complementarity, the 

Figure 2.1 DNA Replication. The two helices of the DNA unwind to 
form a fork. A new double helix forms along each prong of the fork 
through base pair complementarity Thus, each of the two replicated 
double helices has one helix of the original DNA.
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two double helices that would thus be formed would each be identical to the 
original. Genes would thus be copied with perfect fidelity. An experiment 
carried out by Matthew Meselson and Franklin Stahl in 1958 confirmed this 
mechanism. Figure 2.1 shows this process.

By the late 1950s, it was also clear that the sequence of DNA bases in 
genes specified the sequence of amino acid residues that formed linear protein 
molecules. The relationship between DNA and protein came to be viewed as 
one of coding and the postulated genetic code was eventually worked out by 
the 1960s. It turned out that each amino acid residue of a protein was encoded 
by three DNA bases and that there was no overlap between these triplets as 
they specified the sequence of amino acid residues, one by one. The DNA 
of the gene was first transcribed into RNA with a complementary sequence 
(with one difference: RNA uses uracil [U] instead of T). This RNA was then 
translated into protein at dedicated organelles in the cytoplasm called ribo-
somes. The whole process constitutes gene expression.

In 1958, Crick interpreted these processes as a transfer of information: 
“protein synthesis,” he argued, consisted of “the flow of energy, the flow of 
matter, and the flow of information.” What was novel about this formula-
tion was that, whereas the flow of matter and energy was standard physics 
and chemistry, information introduced an entirely novel entity into the mix. 
Neither physics nor chemistry has any law about information. Strangely, 
Crick seems to have been blithely unaware of the innovation he had appar-
ently inadvertently introduced. He embedded the flow of information into a 
core assumption of molecular biology which he called:

The Central Dogma
This states that once “information” has passed into protein it cannot get out 

again. In more detail, the transfer of information from nucleic acid to nucleic 
acid, or from nucleic acid to protein may be possible, but transfer from protein 
to protein, or from protein to nucleic acid is impossible. Information means here 
the precise determination of sequence, either of bases in the nucleic acid or of 
amino acid residues in the protein.

The informational interpretation of the most basic genetic processes became 
central to molecular biology though, over the years, it has come to be chal-
lenged on the ground that “information” was no more than a metaphor mas-
querading as a theoretical concept: Crick’s definition was criticized as being 
hopelessly vague. There was no quantitative measure of information that 
made any sense. From this perspective, the use of informational concepts in 
molecular biology was an artifact of the intellectual atmosphere of the 1950s 
when the first digital computers were being made and odd short-lived disci-
plines such as cybernetics flourished.
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Between Pauling’s emphasis on structure and Crick’s focus on informa-
tion, molecular biology emerged in the 1950s with a powerful set of con-
ceptual tools to tackle the problems of life. Two problems were perceived to 
be of critical importance. The first was the curious goal-directed (or “adap-
tive”) behavior of bacteria which produced an enzyme to digest a sugar only 
when that sugar was available. For instance, Escherichia coli bacteria only 
produced an enzyme to digest lactose when there was lactose available for 
absorption from the environment. When lactose becomes unavailable, the 
bacterial cells turned off production of the enzyme that digested it. This was 
known as enzymatic adaptation. It was supposed to be a “teleological” phe-
nomenon in which a future event (the “goal,” that is, the digestion of sugar) 
directed present behavior (the production of the needed enzyme).

The second was a form of cooperative behavior known as the Bohr effect 
after Christian Bohr, the Danish physiologist who first described it toward 
the end of the nineteenth century. When blood absorbed oxygen in the lungs 
using hemoglobin molecules, the presence of a little oxygen in the blood led 
to more rapid further absorption of the gas until the blood began to become 
saturated with oxygen and the absorption rate leveled off. Cooperative behav-
ior suggested that the whole was more than the sum of its parts. Somehow 
the molecular parts collaborated with each other to perform a function better 
than what they could have done had they not collaborated. Both phenomena, 
teleological behavior during enzymatic adaptation and cooperative behavior 
in hemoglobin, were supposed to challenge the type of physical reductionism 
that Pauling had championed.

In Paris, Monod and Jacob solved both problems through a mixture of 
superb experimental work and model building. Enzymatic adaptation was 
explained by the operon model: the sugar, when present, attached to and 
removed a molecule from the DNA and allowed the gene for the digestive 
enzyme to be expressed. Gene expression could also be induced by a mol-
ecule other than the sugar if it had the same shape and size. It did not matter at 
all whether the enzyme could digest this molecule. There was nothing inher-
ently goal-directed about it; in the lac operon what was at stake was structure 
which determined function. The behavior of hemoglobin was explained by 
their allostery model. Hemoglobin was a macromolecular complex consist-
ing of four chains of amino acid residues held together by an iron-containing 
heme group of atoms that attached to oxygen and to all four chains. The 
attachment of the first oxygen atom to the heme group changed the shape 
of the complex in such a way that more oxygen atoms could fit more easily 
into the actives site and thus get attached to the complex. Structure again 
explained behavior in the case of hemoglobin. In the end, reductionism 
remained unsullied by these challenges. Molecular biology entered the 1960s 
as a very successful new science.

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



28 Chapter 2

MOLECULAR DISEASES

Meanwhile, Pauling had turned to the molecular study of genetic diseases. 
These had been known since 1902 when Archibald Garrod, a London physi-
cian, had studied alkaptonuria, a condition in which urine turns black due 
to the presence of two copies of a mutant recessive gene. Garrod went on 
to show that there were a number of diseases that could be given a genetic 
interpretation through the study of pedigrees. These were the ones on which 
pioneers of human genetics such as Haldane and Penrose focused while they 
worked to establish the discipline as a distinct discipline independent of 
eugenics.

In the period immediately after World War II, the genetic disease that 
came to the forefront of molecular research was also one due to a recessive 
gene: sickle cell anemia. Pauling, who had begun to be interested in hemo-
globin in the mid-1930s, was responsible for drawing attention to this disease 
within molecular biology. During World War II, Pauling had systematically 
worked on hemoglobin while researching blood substitutes as part of the war 
effort. In 1945, a clinician, William B. Castle, from Harvard University drew 
Pauling’s attention to the odd fact that, in sickle cell patients, only blood in 
the veins (that is, blood lacking oxygen) formed sickle-shaped red blood cells 
that got stuck in capillaries and caused sickle cell anemia. The role of oxygen 
suggested that hemoglobin was involved in the distorted shape of the red 
blood cells and, therefore, the onset of disease.

Pauling, not surprisingly, took up the challenge of elucidating how some 
physical or chemical difference between sickle cell and normal hemoglobin 
molecules could account for this observation. He assigned the problem to 
a graduate student, Harvey A. Itano, as a dissertation project. Itano finally 
solved the problem using gel electrophoresis, a newly invented technique 
for detecting electric charge differences between macromolecules. The 
method used an electrical field set up across a gel between two electrodes. 
Macromolecules migrate across this field depending on their charge and 
mass. Itano showed that sickle cell hemoglobin molecules were positively 
charged relative to normal hemoglobin. Pauling and Itano (and their collabo-
rators) distinguished between having sickle cell disease and the sickle cell 
trait when patients have a very mild form of sickle cell anemia. The former 
only had sickle cell hemoglobin in their red blood cells whereas the latter had 
both sickle cell and normal hemoglobin. In the title of a seminal paper that 
they published in 1949, the group announced that sickle cell anemia was a 
“molecular disease.”

Pauling and Itano concluded that individuals with the sickle cell trait were 
heterozygous, possessing genes for both normal and sickle cell hemoglo-
bin. Completely independently of this group, through a series of genetical 
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experiments, the physician, James Neel, came to the same conclusion at about 
the same time. The normal hemoglobin allele is dominant over the sickle cell 
allele but dominance is incomplete: that is why heterozygous individuals 
showed some disease symptoms. Pauling and Itano’s work had shown how 
a mutation in a single gene could alter the physical properties of a protein in 
such a way as to cause a disease.

It took less than a decade to work out the details of this mutation. In 1956, 
Vernon Ingram in Britain showed that the difference between normal and 
sickle cell hemoglobin molecules consisted of the substitution of one amino 
acid, glutamic acid, by the amino acid, valine. This substitution occurred at 
a precise position near one end in one pair of the four polypeptide chains 
in a hemoglobin macromolecule. (Since the two altered chains are identi-
cal and specified by the same gene, a single mutation in that gene results in 
two changes in each macromolecular complex that constitutes a hemoglobin 
“molecule.”) This result began to explain the physics of sickling. Glutamic 
acid is a charged amino acid residue and, because of this charge, has an 
affinity for water. In contrast, valine has no charge and is thus more likely to 
encourage clumping between hemoglobin molecules when it is present. This 
is why sickle cell hemoglobin formed long fibers and distorted the shape of 
red blood cells in some situations, especially when oxygen concentration was 
low. Normal hemoglobin did no such thing.

Thus, in 1956, Pauling felt confident enough to declare: “man is simply a 
collection of molecules . . . and can be understood in terms of molecules.” 
The declaration presented a stunning molecular vision of life though, after 
the early 1950s, Pauling contributed little more toward its fulfillment. In the 
years that followed, he moved away from science into organizing a politi-
cal crusade for nuclear disarmament. He argued that nuclear bomb testing 
would cause more mutations and more “molecular diseases”; the most 
effective strategy for preventing an epidemic of these diseases would be to 
ban the bombs altogether. The crusade would lead to a second Nobel Prize 
for Pauling, for Peace in 1962. (He had already been honored with one for 
Chemistry in 1954.)

But in case we become too enthralled by Pauling’s vision and its thera-
peutic implications, given the rapid development of molecular biology, 
including the HGP and afterward, we should pause to ask how successfully 
we treat sickle cell disease today. The answer should be sobering. Some 
seventy years after Pauling’s original work, we have no cure for sickle cell 
disease, not even a very effective management strategy. Serious anemia is 
best treated with blood transfusions just as it was in 1949. Much of medi-
cal advice given to patients consists of ways to prevent the occurrence of 
“sickle cell crises” or pain episodes generated by red blood cells being stuck 
in capillaries. Prevention of crises includes a wide variety of behavioral 
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adjustments including drinking ample water, avoiding high altitudes, and 
other measures to prevent the oxygen content of blood decreasing too much. 
Deoxygenated blood increases the chance of sickling; even this rather mod-
est insight was available before Pauling’s seminal paper.

One possible conclusion to draw may be that we should give up on 
molecular medicine at the level of hemoglobin or other protein molecules; 
rather, if and when we have the technological capacity, we should target the 
genes themselves. This means we should edit genes as a method of therapy. 
It should, therefore, not come as a surprise that the sickle cell hemoglobin 
gene was one of those that the (U.S.) National Academies of Sciences, 
Engineering, and Medicine prioritized in 2017 for potential editing, at least 
in somatic cells, and perhaps in the long run even in the germline.

BUT NO MOLECULAR MEDICINE

When it comes to genetic disease and the impotence of molecular medicine, 
sickle cell disease is not an exception. Take phenylktonuria (PKU), a disease 
that leads to cognitive disability and has been known since the 1930s to be 
caused by a single recessive gene. Homozygous persons with two disease 
alleles cannot digest the amino acid residue phenylalanine which is a stan-
dard component of the proteins that we eat. In the 1950s, with contributions 
from many researchers including Penrose, a diet without phenylalanine was 
invented for these homozygotes. If they are put on this diet from birth, the 
disease does not manifest itself.

Starting in the early 1960s, first in the United States and then elsewhere, 
babies began to be genetically screened for PKU so that they could be imme-
diately put on this diet if they had two copies of the allele for the disease. 
Sixty years later, this is still what we do today to manage PKU. Even though 
the prescribed diet is expensive, we have no other option. The gene for this 
disease has always been rare. Given screening and dietary treatment, the dis-
ease has become almost entirely unknown to pediatricians in relatively rich 
countries except in textbooks touting the success of scientific medicine. While 
science in the form of genetics and physiology from the pre-molecular era are 
responsible for this success, molecular biology has made no difference.

Take Tay-Sachs disease, yet another recessive single-gene disorder. If a 
newborn inherits two copies of the allele for it, then the disease typically 
begins to appear between the ages of 6–12 months when the baby starts to 
lose motor abilities such as being able to turn over, sit, or crawl. The disease 
progressively destroys neurons and most children die by the age of four years. 
The genetic nature of Tay-Sachs disease was recognized by the 1930s. The 
malfunctioning enzymes were identified in the late 1960s. In this case, there 
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is no known intervention that prevents the onset of disease and, once again, 
no semblance of a cure. The only option is screening for the alleles, discour-
aging reproduction between two heterozygotes, or, if reproduction is initi-
ated, potential destruction of homozygous embryos or fetuses. Once again, 
molecular biology has so far made no difference.

Indeed, in a thoughtful assessment published in 2000, and after noting the 
many triumphs of the emergent molecular biology of the 1950s, the historian, 
Hans-Jörg Rheinberger, observed:

despite much public praise and hope, [the triumphs of molecular biology] 
were of quite limited immediate influence on medicine and its practices. In 
many cases, the results . . . simply did not lend themselves to therapeutic 
application (as in the case of sickle cell anemia). In other cases they basically 
sanctioned a practice that was well under way and had developed without the 
direct impact of molecular biology, as in the case of antibiotics . . . In still 
other cases, molecular techniques expanded diagnostic potentials, but did not 
qualitatively change, much less revolutionize the possibilities of metabolic 
correction.

Rheinberger did not pause to explain why, in the case of sickle cell anemia, 
even a full knowledge of the molecular mechanism did not “lend” itself 
to therapy despite a half-century of research. Perhaps there is something 
incomplete about a molecular vision of life? A former molecular biologist, 
Rheinberger, was not trying to question the medical potential of the disci-
pline. Rather, the piece from which this quotation was drawn was intended to 
support the potential for a molecular revolution in medicine brought about by 
the HGP. The crucial ability was supposed to be the capacity to manipulate 
DNA directly, that is, gene editing.

Indeed, Rheinberger waxed lyrical about the prospects of medicine based 
on DNA editing:

The advent of gene technology, genetic engineering or, as some prefer to say, 
applied molecular genetics, since the beginning of the 1970s has effected a 
decisive prospective change in the relation between molecular biology and 
medicine. The emergence of these so-called “recombinant DNA technologies” 
has created a new situation. With gene technology, the central technical devices 
of molecular biological intervention have themselves become parts and indeed 
constituents of the metabolic activities with which, at the same time, they inter-
fere. The scissors and needles by which the genetic information gets tailored 
and spliced are enzymes. The carriers by which it is transported into the cells 
are nucleic acid macromolecules. This technique is of potentially unlimited 
impact.

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



32 Chapter 2

For all the enthusiasm, notice that this passage was written in 2000, more than 
fifty years after Pauling’s paper on sickle cell disease. Twenty years later, we 
are still left with promissory notes rather than tangible therapies.

DREAMS OF EDITING GENES

Though success with therapeutic gene editing has only become plausible 
in the post-CRISPR era, that idea goes back to the 1960s. Two develop-
ments in the 1950s paved the way. Both involved viruses. The first was the 
unexpected observation that viruses could transmit genes between bacte-
rial cells. The second was even more unexpected: in some cases, the DNA 
present within viruses got incorporated into bacterial genomes. Wacław 
Szybalski at the University of Wisconsin-Madison Medical School, who 
was the first to show that a genetic defect in a cell could be repaired by 
transferring functional DNA from another source, introduced the phrase 
“gene therapy” in the early 1960s. By 1966, Edward Tatum, who had 
been one of the first to report bacterial gene transfer by viruses, had begun 
speculating:

it can be anticipated that viruses will be effectively used for man’s benefit, in 
theoretical studies in somatic-cell genetics and possibly in genetic therapy We 
can even be somewhat optimistic on the long-range possibility of therapy by 
the isolation or design, synthesis, and introduction of new genes into defective 
cells of particular organs.

Only shortly afterward, in 1968, Joshua Lederberg, who had worked with 
Tatum in the 1940s to discover gene transfer by viruses, developed the same 
idea in more detail:

An attempt could . . . be made to transform liver cells of male offspring of hae-
mophilic ancestry by the introduction of carefully fractionated DNA carrying 
the normal alleles of the mutant haemophilia gene. The precedent for this type 
of intervention would be the virus-mediated transduction of genetic character-
istics . . . The proposal . . . would require the discovery or artificial formation 
of cryptic viruses to which specified genetic information relevant to the cure of 
genetic disease has been grafted. These viruses would then carry that informa-
tion into the requisite cells of the host.

In the wake of CRISPR-mediated gene editing in somatic cells, Lederberg’s 
speculations seem particularly prophetic.

By 1969, Robert Sinsheimer was advocating “designed genetic change,” 
arguing that it would soon be possible to cure diseases such as diabetes 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



33Molecular Diseases, Elusive Treatments

through gene manipulation using viruses for transport. He recognized that 
the crucial problem was that of delivery: finding a suitable virus to take a 
gene to its intended cell. But, he thought, this was a technological barrier 
that would soon be crossed. Using designed genetic change to eliminate 
diseases was easy to defend. But, Sinsheimer also warned: “The larger and 
the deeper challenges, those concerned with the defined genetic improve-
ment of man, perhaps fortunately are not yet in our grasp; but they too are 
etched clear upon the horizon. We should begin to prepare now for their 
reality.”

Indeed, by 1970, the possibility of genetically altering humans had perme-
ated popular culture to such an extent that socially responsible geneticists 
such as Jon Beckwith began calling for regulation. In response, in 1970, 
Bernard Davis published a spirited defense of unfettered genetic research, 
including work on human cloning. This piece was also prophetic and reads 
like one that could have been written at the dawn of the CRISPR era. Though 
Davis did not use the word “eugenics” even once, he explicitly envisioned 
the intentional alteration of the human germline. Recognizing the difficulty 
of “the incorporation of externally supplied genes into human cells,” he 
observed that it may be easier to deliver designed genes to germline cells in 
an embryo than to somatic cells of specific diseases organs later on in life. As 
we shall see, Davis was correct.

Davis envisioned a mechanism startlingly similar to CRISPR. Discussing 
the use of mutagens to edit genes directly, rather than replace them (as in 
conventional gene therapy), he observed that “it would probably have to 
be attached first to a molecule that could selectively recognize a particular 
stretch of DNA.” He was not even the first to suggest this possibility. Yet, 
another stalwart of early molecular biology, Salvador Luria, had broached 
the idea of such a mechanism earlier but had not developed it in any detail; 
in contrast, Davis embedded it in a profound discussion of gene editing 
and therapy. Most importantly, he realized that, while many diseases were 
affected very strongly by single genes, complex human behavioral and physi-
cal traits that could be targeted for enhancement were affected by a large 
number of genes and also by a wide variety of environmental factors. He 
dismissed what we now called genetic enhancement, arguing that they would 
“remain indefinitely in the realm of science fiction.” Thus, by 1970, gene 
editing and therapy had been conceptualized quite clearly. The technology, 
though, lagged far behind.

FOLLOWED BY STUNNING FAILURE

Gene therapy had already been attempted by 1970; it used a virus and 
it failed. During the late 1950s and 1960s, Stanfield Rogers and several 
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collaborators had been studying the Shope papilloma virus at Oak Ridge 
National Laboratory in Tennessee. This virus caused warts on rabbit skin 
when it came into contact with it but otherwise apparently had no harmful 
effect even when fed to the animals. Rogers and his collaborators reported 
a strange observation about this virus: besides the warts, it seemed to pro-
duce an enzyme called arginase in the skin cells of rabbits and that this 
arginase was different from that found in rabbit livers. (Arginase catalyzes 
the digestion of the amino acid arginine in the urea cycle, an important 
physiological reaction in mammals that enables the excretion of unwanted 
nitrogen from the body through the production of urine.) Rogers became 
convinced that the genome of the Shope papilloma virus contained a gene 
that specified arginase and that this gene was transferred into the genomes 
of the rabbit skin cells. A variety of observations seemed to support this 
inference.

Sometime later, Rogers came to hear of three sisters from a small West 
German village, all patients of a Köln pediatrician named H. G. Terheggen. 
All three sisters suffered from a very rare disease called hyperargininemia 
which consisted of a defect in the urea cycle of the liver that resulted in an 
inability to digest arginine. The result was devastating for those who suffered 
from this defect: it included mental retardation, developmental delays, and 
seizures. There was no known treatment that did any good for the patients. In 
1970, Rogers and Terheggen decided to collaborate and, in the first clinical 
study ever of gene therapy, treat two of the girls by using the Shope papil-
loma virus to insert an arginine-producing gene (supposedly present in the 
virus) into the girls’ somatic cell genomes. The two girls were duly injected 
with large quantities of the virus. The third, who was then an infant, was also 
injected some time later. The girls did not get any better. The treatment had 
no effect on the course of the disease; by 1975, the team had to admit total 
failure.

In retrospect, there is much that is ethically troubling about this episode 
even though the team had not broken any law or regulation in force at the 
time: guidelines for human gene therapy simply did not exist at the time 
either in the United States or West Germany (or, for that matter, anywhere 
else). The study failed for multiple reasons, not the least of which is the 
Shope papilloma virus does not contain a gene for an arginase. What is trou-
bling about the actions of the research team was that the evidence of the pres-
ence of this gene in the virus was not conclusive in 1970 and that should have 
been reason enough not to attempt such a human trial. However, the clinical 
argument in favor of the attempt was that there was no alternative treatment 
at all for a very aggressive disease. The clinical argument triumphed over the 
procedural concerns.
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RECOMBINANT DNA MADE NO DIFFERENCE

The early 1970s witnessed a dizzying sequence of technical advances in 
molecular biology that all made the project of therapeutic gene editing 
increasingly more compelling. These advances resulted in a set of tech-
niques, collectively known as recombinant DNA. These techniques enabled 
the systematic editing of DNA strings and their assembly into composites 
irrespective of the origin of each string. Thus, artificial DNA strings consist-
ing of genes from multiple species could be made and inserted into viruses, 
bacteria, and other cells. The power of these techniques worried biologists, 
so much so that in 1975 in the United States, a large number of the country’s 
most prominent molecular biologists organized a conference in Asilomar, 
California, to discuss safety issues raised by the new technology. The confer-
ence also included lawyers, ethicists, and others who were supposed to help 
mediate the space between science and public policy.

The result was a self-imposed voluntary set of regulations including a 
moratorium on some experiments such as the cloning of pathological genes. 
Asilomar eventually became a potent symbol of the self-regulation of sci-
ence. In the 1970s, the guidelines were largely successful in part because the 
number of laboratories capable of using these techniques remained limited 
to the United States and a handful of other countries. Moreover, research 
on recombinant DNA was largely controlled by a small club of prominent 
molecular biologists whose diktats were accepted as commands by the vast 
cadre of bench scientists who actually carried out the work. In the CRISPR 
era, Asilomar is often invoked in calls for self-regulation; the trouble is that 
CRISPR technology today is much simpler than the recombinant DNA tech-
niques were in the 1970s and they are widely diffused throughout most of 
the world. No club any longer rules molecular biology and diktats issued by 
Northern scientists have little force in laboratories such as those in China.

A little after these restrictions were lifted the next year in 1976, Martin 
Cline from the University of California at Los Angeles (UCLA) became the 
first to attempt human gene therapy using recombinant DNA techniques in 
a living person. On the basis of studies in mice that only had very limited 
success, he attempted to carry out gene therapy on two patients suffering 
from β-thalassemia, a life-threatening anemia caused by a mutation in one of 
the alleles coding for part of the hemoglobin molecule. Bone marrow cells 
were extracted from two patients, one in Israel and the other in Italy, treated 
using a viral vector to have their genomes modified, and injected back into 
the patients.

Nothing of therapeutic value was achieved; the experiment made no dif-
ference to either patient’s condition. Meanwhile, Cline and his experiment 
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became mired in controversy. Though Cline had obtained what he thought 
were the necessary permissions from the relevant institutions in Israel and 
Italy, he had changed his experimental protocol afterward. Worse, he had 
never received permission from UCLA’s institutional review board. Kline 
was censured by both the university and the National Institutes of Health 
(NIH) and faded into relative obscurity.

The first officially sanctioned gene therapy experiments took place in the 
1990s. The two patients were children suffering from a mutation in the gene 
for adenosine deaminase (ADA) resulting in severe combined immunodefi-
ciency (SCID)—the disease is known as ADA-SCID and those with it lack 
virtually all immune protection from pathogens. They are prone to repeated 
and persistent infections that can be life threatening besides suffering from 
pneumonia, chronic diarrhea, and extensive skin rashes. Affected children 
have their normal development retarded. There is no treatment making the 
diseases an ideal candidate for gene therapy.

W. French Anderson at NIH and several collaborators attempted gene 
therapy by drawing white blood cells from the patients, treating them outside 
the body (using a viral vector) to enable them to express the normal ADA 
gene, and then reintroducing them inside the body. The results were murky: 
while at least one of the patients showed some improvement, it was unclear 
whether that was a result of the gene therapy treatment or other therapies she 
was simultaneously undergoing.

There were many attempts at gene therapy following that pioneering 
attempt and, by 2020, over two thousand trials had been completed. The list 
of targeted diseases includes those caused by single recessive genes such 
as cystic fibrosis, Duchenne muscular dystrophy, and hemophilia. Because 
standard gene therapy adds a functional gene to the cell’s genome, rather 
than modify the defective gene itself, it could not target dominant disease-
causing alleles such as those for Huntington’s disease or myotonic dystrophy. 
Dominance means that the presence of a single functional allele would make 
no difference. Gene therapy also encountered some spectacular setbacks that 
tarnished its image.

In 1999, eighteen-year-old Jesse Gelsinger participated in a gene therapy 
trial at the University of Pennsylvania in Philadelphia. He was suffering from 
a partial deficiency of ornithine transcarbamylase, a liver enzyme required for 
the removal of excess nitrogen. The functional gene was administered into 
his body using a high dose of adenovirus. However, the virus provoked a 
strong immune response and he died four days later of multiple organ failure. 
There was worse to come. The next year five patients in a gene therapy trial 
developed leukemia in response to the viral vector used.

Nevertheless, researchers have persisted in developing sophisticated meth-
ods of gene therapy hoping to cure cancer in a majority of the trials. The first 
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gene therapy-based product to be approved was GendicineTM in China in 2003 
for treating head and neck squamous cell carcinoma, the most common form 
of skin cancer. However, Gendicine was approved before there had been tri-
als that satisfied international standards and it has never been approved by 
the Food and Drug Administration (FDA) in the United States. Nevertheless, 
by 2020, there were at least five FDA-approved gene therapy products that 
involved gene insertion and another four that involved gene interference 
besides a few that are approved by the European Union but not so far in the 
United States.

GENE EDITING BC (BEFORE CRISPR)

By the 1990s, partly because of the slow progress of gene therapy but also 
because of technical advances within molecular biology, attention began to 
shift to devising procedures for modifying the dysfunctional genes them-
selves rather than bypassing them by introducing functional versions. These 
procedures were initially called gene “targeting” but eventually came to be 
known as gene “editing.” These efforts took advantage of the realization that 
naked DNA could be introduced into many types of cells by either injecting it 
into the cell or simply by bathing the cell in a fluid containing that DNA and, 
sometimes, calcium phosphate. Somewhat surprisingly, this foreign DNA 
was subsequently routinely incorporated into the cell’s genome.

Three developments were crucial in moving gene editing forward. Mario 
Capecchi at the University of Utah noticed that introduced pieces of DNA 
were not randomly integrated into a host cell’s genome. Rather, they seemed 
to use homologous recombination, that is, they were integrated close to match-
ing sequences in the genome of the host cell. As early as 1982, Cappechi and 
his collaborators speculated whether this observation could provide a method 
for targeting a gene for editing. Three years later, Oliver Smithies at the 
University of Wisconsin at Madison, along with several collaborators from 
other institutions, confirmed this speculation. In human cells derived from 
bladder tumors, they replaced the host’s beta-globulin gene (that codes for a 
protein involved in cellular transport) with a version created by recombinant 
DNA techniques. Martin Evans at the University of Cambridge then showed 
that, if genes were targeted in mouse embryonic stem cells, and then these 
modified cells were injected back into the embryos, it was possible to produce 
live mice with artificially designed genes.

The trouble was that gene targeting (or “editing”) was a “hit-or-miss” 
inefficient process with only a tiny fraction of the intended cells acquiring 
the modified gene. If therapy is the goal, a much more specific method had 
to be devised. A crucial insight was that homologous recombination, which 
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occurred during standard chromosome duplication during the formation of 
germinal cells (for instance, eggs and sperm), took advantage of a double-
strand break in the DNA double helix, that is, both helices were broken at 
the same position. A seminal model for recombination, devised in 1983 by 
Jack Szostak of Harvard Medical School and several collaborators including 
Franklin Stahl explained how: the cell would try to repair a double-strand 
break by trying to fuse with the homologous chromosome at the point of 
breakage. In ordinary cell division producing germinal cells, this led to 
homologous (or paired) chromosomes exchanging parts. However, if an arti-
ficial DNA segment with the right sequence was present, it would fuse with 
that instead as the chromosome got repaired. Thus, if a cell was supplied with 
an edited gene and the chromosome induced to break both DNA strands at 
the gene targeted for editing, the edited gene would replace the targeted one.

It took a while before someone got this mechanism to work. The first to do 
so was Maria Jasin at the Sloan Kettering Memorial Cancer Center in New 
York City in 1994. Her main innovation was to introduce into the targeted 
cell an enzyme that snipped DNA, forming a double-strand break, while 
simultaneously introducing a synthetic DNA repair template with a sequence 
that matched the one that was snipped. The cell’s repair machinery then tppk 
over and incorporated the synthetic DNA sequence, including any genes 
attached to it, into the cell’s genome.

For the enzyme, Jasin and her collaborators selected the most specific 
nuclease (an enzyme that cut a nucleic acid, either DNA or RNA) that they 
could find for the DNA target to be snipped: I-SceI, the enzyme they finally 
used, required a precise match of eighteen consecutive DNA bases when it 
cut DNA. They showed that the presence of the enzyme was of critical impor-
tance. With it, almost 10 percent of mouse cells used in the experiment man-
aged to repair the targeted DNA sequence, which was hundreds of times more 
than what anyone else had ever achieved before. The high specificity required 
by the enzyme, that is, matches at eighteen consecutive bases, ensured that 
only the targeted DNA was cut; that no off-target mutations were introduced. 
The trouble was that, to use this methodology for therapeutic purposes, the 
eighteen-base sequence had to be present in the targeted gene which was 
hardly likely. (In fact, the mouse genome did not have this sequence at all and 
Jasin had to introduce it artificially to perform the experiment!) The problem 
was to get around this debilitating limitation.

By the late 1990s, it thus became clear that a successful gene-editing 
technology would have to satisfy three criteria. The first is pretty obvious: 
it would have to include a nuclease that is capable of cutting both strands of 
DNA in a double-strand break to induce homology-based repair. The second 
criterion was that the system would accurately target that DNA sequence 
to cut. The third, and this was the critical problem to be solved: the system 
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would have to be such that it could be modified at will to target any speci-
fied sequence, that is, it would have to be “programmable.” In the words of 
Jennifer Doudna and Sam Steinberg who recounted this story from a post-
CRISPR perspective:

These next-generation gene-editing systems had three critical requirements: 
They had to require a specific, desired DNA sequence; they had to be able to 
cut that sequence; and they had to be easily reprogrammable to target and cut 
different DNA sequences. The first two criteria were necessary for generating a 
double-strand break, and the third was necessary for the tool to be broadly use-
ful. I-SceI excelled in the first two but failed miserably at the third.

It was natural to try to modify I-SceI toward this end but these efforts went 
nowhere. Attention shifted to search for such a nuclease in nature.

Not surprisingly, searching for such a nuclease in nature proved to be futile 
though it beguiled several laboratories for years. There is no reason why any 
organism would have evolved such a nuclease. The needed breakthrough 
came when Srinivasan Chandrasegaran at Johns Hopkins University real-
ized that an appropriate nuclease could be assembled in the laboratory using 
bits and pieces of naturally occurring protein molecules. He decided to put 
together part of a bacterial nuclease called FpkI that could cut DNA along 
with pieces from a well-known family of zinc finger proteins that recognized 
specific DNA sequences. Zinc finger proteins have that name because they 
recognize DNA using finger-like extensions arranged side by side and held 
together by zinc ions. These extensions consisted of repeated segments that 
recognized a specific DNA triplet potentially coding for an amino acid resi-
due in a protein. Different DNA sequences could be recognized by creating 
these repeated segments in different ways. Once the zinc finger component 
of Chandrasegaran’s combination molecule recognized the appropriate 
sequence, the Fpk1 nuclease would step up and cut the DNA. The combina-
tion molecule came to be called a zinc finger nuclease (ZFN).

Chandrasegaran collaborated with Dana Carroll of the University of Utah 
to develop practical uses of ZFNs for gene editing. They showed that ZFNs 
could be used to edit genes in frog eggs and fruit flies. In 2003, Matthew 
Porteus and David Baltimore used them to edit genes in human cells. Soon, 
the method was even used to correct a genetic defect in a human X chromo-
some. In principle, combating any human genetic disease through gene edit-
ing had become possible. Nevertheless, ZFNs never caught on: they were 
too difficult to program. To recognize arbitrary sequences, the zinc finger 
extensions of ZFNs had to be carefully tailored to combine exactly those 
segments that recognized the target. Only laboratories with a lot of expertise 
in protein engineering could do this easily. Ordinary laboratories could not. 
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Though ZFNs had convinced biologists that programmable nucleases were 
the wave of the future for gene editing, their use was short-lived.

In 2009, ZFNs were surpassed in ease of use by a new technology based 
on very similar principles. This technology combined a new type of protein 
called transcription activator-like effectors (TALEs) with a nuclease (to form 
a TALEN). TALEs had been fortuitously discovered in Xanthomonas bacte-
ria that cause spots and blights in plants and were well studied because of the 
economic harm they caused. Like zinc finger proteins, TALEs also consist 
of multiple repeated segments that, together, recognize DNA but with one 
crucial difference: whereas zinc finger protein segments recognize a triplet 
of DNA nucleotides, TALE segments recognize individual nucleotides. This 
means that programming a TALEN to recognize any given DNA sequence is 
much simpler than was the case for ZFNs. In principle, only four TALE seg-
ments would suffice to recognize each of the four DNA nucleotides and they 
could be combined to target any DNA sequence whatsoever.

There was good reason to believe that TALENs would drive gene editing 
in the future. Unfortunately for them, TALENs were stillborn. By the time 
TALEN technology was being perfected for everyday use, CRISPR came 
along in 2012 using RNA rather than proteins to recognize targeted DNA 
sequenced for editing. As Carroll noted ruefully in 2015:

But pity the poor TALENs. Only 3 years after the elucidation of the TALE 
recognition code, the CRISPR-Cas platform arrived on the scene. The remark-
able simplicity of CRISPR-Cas rapidly made it a favorite in laboratories around 
the world. No protein engineering was required, a teenager could design new 
[RNAs] for new targets and multiple targets could be attacked simultaneously. 
The high success rate helped establish CRISPRs as the programmable nuclease 
of choice for research. As many people have said, this platform democratized 
genome engineering.

But, before, we turn to the CRISPR story, let us take an excursion into the 
hopes and achievements of the HGP because that is what has made CRISPR 
possible. From a medical perspective, the HGP has so far contributed virtu-
ally nothing in spite of all the hype surrounding it. But, by enabling safe, 
accurate, fast, and cheap genome editing, CRISPR may have rescued the 
reputation of the HGP.
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“I think there will be change in our philosophical understanding of 
ourselves. Three billion bases can be put on a single compact disc 
(CD), and one will be able to pull a CD out of one’s pocket and say 
‘Here’s a human being; it’s me!’.”

—Walter Gilbert, 1992, “A 
vision of the Grail.”

“This book tells the story of one of mankind’s greatest odysseys. It is 
a quest that is leading to a new understanding of what it means to be 
a human being, and is now being carried out under the auspices of the 
Human Genome Project.”

—Walter Bodmer and Robin McKie, 
1994. The Book of Man.

THE SEQUENCE REVEALED 

On June 26, 2000, the official HGP of the United States, together with a 
private venture started by Craig Venter, announced the completion of what 
they called a draft human genome sequence. Most but not all of the human 
genome had been sequenced—the gaps were glossed over in the announce-
ment that came from the East Room of the White House. US President 
Bill Clinton was lyrical: “Nearly two centuries ago Thomas Jefferson and 
a trusted aide spread out a magnificent map [of the American West, just 
charted by Lewis and Clark] . . . that defined the contours and forever 
expanded the frontiers of our continent and our imagination. Today the 

Chapter 3

What Good Was the Human 
Genome Project?
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world is joining us here . . . to behold the map of even greater significance. 
We are here to celebrate the completion of the first survey of the entire 
human genome. Without a doubt, this is the most important, most wondrous 
map ever produced by human kind.”

Over satellite, British Prime Minister Tony Blair chimed in: “Ever since 
Francis Crick and Jim Watson . . . made their historic discovery in the middle 
of the last century [of the DNA double helix], we’ve learned that DNA was 
the code to life on Earth. And yet I guess for Crick and Watson, the process 
of identifying the billions of units of DNA and piecing them together to form 
a working blueprint of the human race must have seemed almost a super-
human task beyond the reach of their generation. And yet today, it is all but 
complete. Nothing better demonstrates the way technology and science are 
driving us, fast-forwarding us all into the future.”

Neither Clinton nor Blair mentioned that the HGP had been intensely con-
troversial among biologists when it was first proposed in the 1980s. Perhaps, 
they didn’t even know. Worries about the HGP, about genomics since then, 
and about ubiquitous DNA sequencing as if it is an end-in-itself, have all been 
drowned by the hype surrounding genomics since the turn of the century. 
While acknowledging its contributions and importance, we will take a skep-
tical look at the HGP in this chapter. Its title is a paraphrase (in past tense) 
of a talk I used to give in 1992. A transcript was eventually translated into 
Spanish by the eminent Mexican biologist, Arturo Lazcano, and published 
in México in 1992. Otherwise, it is forgotten. Much of the remainder of this 
book will be concerned with whether CRISPR can rescue some of the unkept 
promises of the HGP.

Clinton’s and Blair’s enthusiasm would suggest that Gilbert’s vision (in 
the quotation at the beginning of this chapter) was about to be fulfilled. Over 
US$ 3 billion had been officially spent on the project (and some estimates 
make the sum much higher). The official HGP, which was formally initiated 
in 1990, was only supposed to be completed in 2005. It was supposed to 
consist of a collaboration of several large laboratories, mainly in the United 
States and Britain, and it was supposed first to map all the human genes and 
then move on to sequence the complete genome. The HGP was conceived of 
as a massive “Big Science” project with major laboratories assigned specific 
chromosomes to sequence. There was supposed to be open and full sharing of 
all data and technological advances. Along the way, the HGP would develop 
new mapping and sequencing technologies to drive biology into the future. 
Bodmer and McKie predicted it would “transform medical practice in the 
next century.” This sentiment was shared—at least in public—by every one 
of the HGP’s proponents.

However, the unexpected emergence of a competing private project started 
by Venter in 1998 had derailed the official HGP’s stately progress. Venter, 
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who had founded The Institute for Genome Research with industry funding 
in 1992, announced a program to sequence the genome in three years at a 
fraction of the cost of the official HGP. The private funding interests were 
motivated by the hope of creating and exploiting a massive database linking 
genomic variation with medically relevant features. Venter and his com-
mercial backers expected to privatize all data and patent every result when 
possible, and then reap the monetary benefits.

In response, the official HGP rushed work to complete its own version of a 
draft sequence. In 2000, it claimed to have finished this task and announced 
a final product simultaneously with Venter. Skeptics would point out that 
the final “draft” had been put together rather hastily with almost 10 percent 
of the sequence still to be completed. Some of these unfinished fragments 
were sequenced by 2006; still, as of 2010, a “whole” human genome for any 
individual constituted only about 93 percent of the full sequence—the other 7 
percent had remained too hard to sequence. Even today, though the percent-
age of the sequenced genome has increased, the entire human genome has 
not been completed; in 2018, 875 major gaps still remained to be completed. 
The situation was only marginally better in 2020. We will encounter many 
other similar problems later, including what it means to talk of the sequence 
of the human genome.

However, these gaps have never prevented enthusiasts of the HGP from 
extolling its scientific and medical virtues. One year before the announcement 
of the draft sequence, Francis Collins, then director of the (United States) 
National Human Genome Institute promised an “individualized medicine” 
(more commonly known as “personalized medicine”) and painted the fol-
lowing rose-tinted scenario for the future of medicine: “John, a twenty-three-
year-old college graduate [in 2010], is referred to his physician because a 
serum cholesterol level of 255 mg per deciliter [which is higher than normal] 
is detected in the course of a medical examination required for employment.” 
Using an interactive program that takes into account John’s habits and family 
medical history, the physician suggests a battery of genetic tests. John agrees 
to fifteen tests for diseases that have preventive interventions and rejects ten 
others that do not. These tests rule out many diseases but John is then

sobered by the evidence of his increased risks of contracting coronary artery 
disease, colon cancer, and lung cancer. Confronted with the reality of his own 
genetic data, he arrives at that crucial “teachable moment” when a lifelong 
change in health-related behavior, focused on reducing specific risks, is pos-
sible. And there is much to offer. By 2010, the field of pharmacogenomics has 
blossomed, and a prophylactic drug regimen based on the knowledge of John’s 
personal genetic data can be precisely prescribed to reduce his cholesterol level 
and the risk of coronary artery disease to normal levels. His risk of colon cancer 
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can be addressed by beginning a program of annual colonoscopy at the age of 
45, which in his situation is a very cost-effective way to avoid colon cancer. His 
substantial risk of contracting lung cancer provides the key motivation for him 
to join a support group of persons at genetically high risk for serious complica-
tions of smoking, and he successfully kicks the habit.

There will be more to say about John later in this chapter. What matters 
most in our context is that Collins’ hope was that the budding new field of 
pharmacogenomics would use John’s sequence data to tailor his drugs to his 
individual sequence.

As Collins put it: “Identifying human genetic variations will eventually 
allow clinicians to subclassify diseases and adapt therapies to the individual 
patient. There may be large differences in the effectiveness of medicines from 
one person to the next. Toxic reactions can also occur and in many instances 
are likely to be a consequence of genetically encoded host factors.” By 2015, 
this desire would be the basis for Collins’ promise for precision medicine. 
But, it would still be a project for the future. It is 2020 now. To the best of my 
knowledge, no physician anywhere in the world has ever requested a patient’s 
complete DNA sequence to devise a medical intervention. Personalized med-
icine still remains a hypothetical project for the distant future with little rea-
son to believe that it will ever happen. In the rhetoric of those who promote a 
genome-based medicine, it has been replaced by a somewhat less ambitious 
promise of a “precision” medicine without explicitly acknowledging that the 
dream of a personalized medicine by 2010—or even by 2020—has proved to 
be an illusion. Indeed, little has changed since 2000.

COMMON DISEASES AND COMMON VARIANTS

In the 1990s, Collins’ hopes were perhaps not entirely unrealistic. What the 
optimists were relying on was a plausible hypothesis, the common disease-
common variant (CD-CV) hypothesis that claims that common diseases were 
controlled by statistically detectable common variants of genes (where, typi-
cally “common” is taken to mean that an allele occurs in a population with 
a frequency higher than 5 percent). Every human being was supposed to 
have some of these common variants and, thus, intervention strategies could 
potentially use them to devise different treatments tailored to each individual.

Most of these common variants were supposed to have been generated very 
early in human evolution. They were supposed to have become fixed (that 
is, present in all members) in the small human populations that then existed 
before these groups went through explosive population expansion. If many 
such genes are involved in causing some disease, but each by itself has a 
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small effect, there is an evolutionary reason why they would persist in mod-
ern human populations. Because each such gene has a small effect, a person 
with such an allele would only have a very slightly lower reproductive fitness 
compared to someone without that allele. This means that these individuals 
would leave only a few less offspring relative to others in the group. Thus, 
natural selection would not be able to weed this allele out of the population 
effectively compared to what it could do to a disease-causing gene with a 
large effect and, therefore, making a big difference in fitness. We would 
each be carrying some of these disease-implicated common variants. By the 
late 1990s, by spawning technologies for fast whole-genome sequencing, the 
HGP had made it possible both to test the CD-CV hypothesis and potentially 
use it (if correct) for therapeutic purposes.

Indeed, the development of these fast sequencing techniques for large 
genomes, a very important contribution of the HGP, enabled the collection 
of large data sets of genome sequences from a large number of individuals. 
These data sets made it possible to study statistical associations between 
allelic variants and common diseases. What we look for is simply how often 
one of these common allelic variants co-occurs in a person along with any 
trait that we are studying. A major use of these genome-wide association 
studies (GWAS), as they are called, was to study variation at the level of 
individual nucleotides distributed throughout the genome. These are called 
single-nucleotide polymorphisms (SNPs) because they show variation (that 
is, polymorphism) at the level of individual nucleotides. The statistical asso-
ciation between these SNPs and diseases could then be used to identify even 
large numbers of genetic variants that may potentially play a role in causing 
the disease.

In 1998, a newly minted SNP Consortium began assembling maps of SNPs 
across human genomes. It was followed by the HapMap project which started 
in 2002 and began mapping sets of SNPs found near each other (and called a 
“haplotype”). By 2010, hundreds of common SNPs had been associated with 
several diseases including Alzheimer’s disease, hypertension, schizophrenia, 
and type 2 diabetes. However, do these associations mean anything? Skeptics 
pointed out that these associations were proving to be useless when it came 
to predicting disease. For instance, in the cases of type 2 diabetes, statistical 
association studies of 2.2 million SNPs in more than ten thousand people 
have identified 18 SNPs associated with the disease; yet, taken together, dif-
ferences between nucleotides at these sites explain at best only six percent of 
the variability in the onset of this disease.

The absence of successful predictions suggested that the CD-CV hypoth-
esis may not live up to what it had been trumped up to be. In fact, the CD-CV 
hypothesis had always been controversial ever since it was first proposed in 
the 1980s. An alternative common disease-rare variant (CD-RV) hypothesis 
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claimed that common diseases were the result of rare genetic (allelic) vari-
ants with large effects (to the extent that genes were involved at all). Many 
individually rare variants would be implicated for the same disease (which is 
why the disease is common). Association with these rare variants cannot be 
detected by the statistical analyses of GWAS. The statistical tests would not 
have what statisticians call sufficient power: the variants are so rare that their 
co-occurrence with the traits would not be deemed statistically significant. 
Because they only measured statistical associations, GWAS would churn up 
a large set of common variants which were, indeed, common and present—
but had no medical relevance. There is plenty of evidence for the CD-RV 
hypothesis including genes for predisposition to breast cancer, genes for dis-
ease of lipid metabolism, and some for severe mental illnesses. Paraphrasing 
Tolstoy in Anna Karenina, the biologist, Kenneth M. Weiss, of Pennsylvania 
State University observed: “All healthy families resemble each other; each 
unhealthy family is unhealthy in its own way.”

Those in favor of the CD-RV hypothesis (over CD-CV) include prominent 
British human geneticist, Walter Bodmer, who was quoted at the beginning 
of this chapter. If CD-RV is correct, all that GWAS have revealed is a great 
deal of DNA heterogeneity that is causally irrelevant to disease. That explains 
why good predictions do not emerge from these results. This means that, to 
the extent that the medical goals of the HGP were to be reached through these 
studies (that is, through GWAS), it should come as no surprise that, as of 
2020, those goals have not been achieved. What, then, has the HGP contrib-
uted to medicine? As far as generating new treatments was a goal, it is hard 
to escape the conclusion that, as of 2020, it has contributed very little.

MEDICAL IRRELEVANCE OF THE SEQUENCE

Let us return to 2010 when (in Collins’ story from 1999) John is supposed to 
have had his physical examination. In reality, John would have encountered 
very little in the physician’s office that was different from 2000. There was as 
yet no country in the world with routine preventive genetic testing for twenty-
three year olds. There was no expanding field of pharmacogenomics. Writing 
in Scientific American in 2010 about the medical contributions of the HGP, 
Stephen S. Hall observed:

the scientific community finds itself sobered and divided . . . The problem is 
that research springing from the genome project has failed as yet to deliver on 
the medical promises that Collins and others made a decade ago. Tumor biolo-
gist Robert A. Weinberg of the Whitehead Institute for Biomedical Research in 
Cambridge, Mass., says the returns on cancer genomics “have been relatively 
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modest—very modest compared to the resources invested.” Harold E. Varmus, 
former director of the National Institutes of Health, wrote recently in the 
New England Journal of Medicine that “only a handful of major changes . . . 
have entered routine medical practice”—most of them, he added, the result of 
“discoveries that preceded the unveiling of the human genome.” Says David 
B. Goldstein, director of the Center for Human Genome Variation at Duke 
University: “It’s fair to say that we’re not going to be personalizing the treat-
ment of common diseases next year.”

Even a decade later, in 2020 there is no reason to change this assessment. 
And it is a good bet that there has been no person who has walked up and 
presented a CD containing a genome sequence to a physician and announced, 
“It’s me.”

Of course, smokers like John are advised to quit and join support groups, 
if helpful and available, to decrease the risk of getting lung cancer. But that 
has been going on since the 1960s with incrementally increasing knowledge 
of the mechanisms by which tobacco smoke induces lung cancer. It did not 
require a completed human genome sequence. Tobacco companies have long 
sought evidence for a genetic predisposition to nicotine-induced cancer. They 
have done so with the hope of avoiding liability arising from having inten-
tionally sold an addictive carcinogen, sometimes intentionally doctored in 
such a way as to make the product more carcinogenic. In spite of the human 
genome sequence, and despite lavish funding of this research, any evidence 
of genes associated with smoking-related cancer has remained illusory. But 
this is what Collins seems to have expected when he painted the scenario of 
John’s diagnosis and treatment. It was wishful thinking.

In most Northern countries, newborns are screened for a wide variety of 
disorders. In the United States, the list of these disorders varies by state. In 
Texas, newborns are screened for serious heart defects, hearing, and fifty-
three other disorders many of which are genetic including cystic fibrosis, phe-
nylketonuria, sickle cell trait, and thalassemia. Not one of these tests has its 
origin in the results of the HGP. Rather, the list has incrementally increased 
over decades using results of traditional medical research.

CRITIQUES OF THE HGP, PAST AND PRESENT

This apparent medical irrelevance of the results of the HGP plays into the 
hands of the skeptics who questioned the HGP when it was first proposed in 
the 1980s. It will be worth our while to revisit those arguments because some 
of them, particularly those questioning the hegemony of the gene, are also 
relevant to today’s arguments about CRISPR. As noted earlier in this chapter, 
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in the 1980s, the proposal to sequence the entire human genome generated 
immense controversy both within and outside the biological community.

Critics came in various stripes. There were critics who thought it was wrong 
to sequence the human genome at all. Then, there were those who thought that 
massive blind sequencing was bad science policy. The HGP consisted of blind 
sequencing because it consisted of systematic mechanical sequencing the entire 
genome without any attention to function. In particular, sequencing was not to be 
restricted or even primarily targeted to known or presumed genes. No one ques-
tioned the value of sequencing genomic regions containing genes. Since about 95 
percent of human DNA was not known in the 1990s to have any functional role 
at all, much of such blind sequencing was going to consist of snipping away at 
functionally irrelevant or “junk” DNA. There will be more on junk DNA below. 
There were also a large number of critics who were wary of past eugenic abuses 
and worried about the potential misuse of sequence data. Finally, there were those 
who doubted the scientific and medical value of the HGP—their arguments are 
the ones most relevant to us because they carry over to our context.

Turning briefly to those who thought that it was wrong to sequence the 
human genome, for many of them, humans had no business with such knowl-
edge. Most such critics brought religious beliefs along with them: HGP pro-
ponents were apparently embarking on a path to forbidden knowledge; they 
were playing “god.” As Robert Cook-Deegan put it in 1991: 

“Nothing arouses public discomfort with the future of genetics as much as 
visions of scientists in white coats mucking about with the genes of future 
children. A deep distrust of elites and errant technological prowess lurks just 
below the surface, evoking images of Frankenstein and the Golem . . . and a 
spate of science fiction misadventures project dark visions of a future governed 
by scientists and technicians bereft of emotional depth and moral judgment.” 

Even earlier, in the context of the original invention of recombinant DNA 
techniques, in the United States, the President’s Commission for the Study of 
Ethical Problems in Medicine and Biomedical and Behavioral Research dedi-
cated a section of its report, Splicing Life of 1982, to discussions of “playing 
God.” It worried the Commission.

In a similar vein, also in 1992, the European Parliament asserted: “the rights 
to life and human dignity . . . imply the right to inherit a genetic pattern that 
has not been artificially changed.” However, the right was qualified so as to 
“not impede development of the therapeutic applications of genetic engineer-
ing (gene therapy), which holds great promise.” Cook-Deegan went on to note:

Dozens of petitions to proscribe germ line gene therapy have circulated, most 
arguing from one of two streams of thought. One set of arguments rests on natu-
ral law which is based on theological traditions that place humans in a special 
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category. Human DNA is elevated to sit on that same pedestal. Another set of 
arguments trace to the Greek notion of hubris. We cannot be trusted to know 
what we are doing with such powerful technology.

Cook-Deegan was unsympathetic to such human exceptionalism and left 
open the possibility of conscious genetic alteration of populations. But we 
should remain aware of these arguments because they remain fully relevant 
to our post-CRISPR world.

The point that deserves emphasis is that the technological innovation of 
new gene-editing methods by itself does not address whatever merit these old 
arguments had. Using CRISPR-based techniques to edit the human germline is 
precisely the type of action that these critics have always viewed as “playing 
God.” Even if we have no desire to become entangled in religious disagree-
ments, if we are willing at all to countenance human germline editing, it would 
be wise policy to engage these arguments as rationally as possible and assuage 
worries about “playing God.” We will try to do so in the sixth chapter.

There were many who thought massive blind sequencing was unwise sci-
ence policy. These critics accepted that, sooner or later, the human genome 
would be sequenced and, unlike their more religious counterparts, they were 
not concerned about acquiring this knowledge. While a majority of these 
critics probably thought that the results would be scientifically and medically 
useful, not all of them were convinced of their value, as we shall see below. 
But even the optimists had worries. Three of these worries were persistent. 
The first of these was the cost of the project: complete genome sequencing was 
going to be expensive. Critics wondered about how this would affect funding 
for the rest of biology. At stake was the massive funding that would be dedi-
cated to sequencing alone during the planned fifteen-year tenure for the proj-
ect. Would the project siphon money away from basic science to what critics 
perceived to be a purely technological goal of large-scale blind sequencing?

A second worry was there that the project, as an emblem of Big Science, 
would change the ethos of biological research. Biology would no longer 
be based on individual laboratories centered around each scientist. Critics 
claimed that such a development would harm the ethos of biological research. 
However, the critics offered little compelling reason as to why collaboration 
and teamwork, on which the HGP would rely, was going to be so harmful 
for the future of biology. Finally, the HGP also differed from twentieth-
century biology in yet another way. Much of biology during that century had 
embraced hypothesis-driven research: every experiment was supposed to test 
a hypothesis. There was a stark contrast with the HGP: blind sequencing does 
not refer to any hypothesis at all. With the HGP, critics feared, biology would 
change beyond recognition—and not change for the better.

But, once again, there was good reason to be skeptical about the critics’ con-
cerns. Yes, twentieth-century biology had indeed become hypothesis-driven 
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but there is more to science than the testing of hypotheses. There is the won-
der and joy of exploration, for instance, what the great European naturalists 
Alexander von Humboldt and Alfred Russel Wallace experienced when they 
wandered around tropical rainforests at two ends of the world, Humboldt in 
the Amazon and Wallace in the Malay archipelago, cataloging the plants and 
animals they found. The HGP was similar except that it was inward bound, 
proposing to explore the genomic terrain within rather than the forests and 
rivers around us.

There were many critics who were worried about how sequence data would 
be used but did not believe that the human genome should not be sequenced 
at all. The HGP acknowledged the seriousness of this problem as we saw 
in the last chapter. From the outset, through the Ethical, Legal and Social 
Implications (ELSI) Program, the HGP devoted 3 percent of its budget to ana-
lyze and prepare responses to social problems. The critics were worried that 
society was ill prepared to cope with problems that would be created by the 
widespread availability of human sequence data. They were most concerned 
with the proposed speed of the project: that the human genome should be 
sequenced so rapidly. The pace of the crash program to sequence the human 
genome was viewed with unease because there would not be enough time to 
prepare for the potential societal consequences of having the data.

For example, genetic counseling is supposed to inform potential parents 
about the likelihood of a child to inherit some genetic disease that runs in fami-
lies; ideally, it is also supposed to inform expecting parents about the genetic 
constitution of a child about to be born and what it means. Genetic counseling 
is often difficult—and ineffective—because the laws of transmission of genes 
from parent to child are probabilistic: they only predict what is likely to be 
inherited and to what extent. All claims about potential genetic susceptibilities 
to disease are also probabilistic. These are not everyday concepts that most 
potential parents can readily understand. Genetic counselors try to guide them 
through the relevant complexities. It was clear that, as more and more infor-
mation emerged about the human genome sequence, there would be increas-
ing demands for genetic counselors. In the United States, it was believed 
that not enough of them were being trained in the late 1980s. There would 
potentially be a genetic counseling crisis in the 2000s after the full sequence 
became known. Now, without the HGP, it would probably have taken about 
a generation (roughly 30–40 years) for the full human genome sequence to 
become available, sometime between 2020 and 2030. That would give a fair 
amount of time to ensure that an adequate supply of genetic counselors would 
be available. But the HGP reduced the time frame to fifteen years. Would that 
be sufficient to satisfy the needs of genetic counseling? Was this wise policy?

Yet, others argued that the knowledge obtained would be dangerous. 
Employers, insurance providers, and others could discriminate against indi-
viduals on the basis of their sequences. We could end up with a class of 
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“asymptomatically ill” individuals : people who would be regarded as ill 
because of sequence data that purportedly showed them to be susceptible to 
some disease even though they had no symptom of the disease. In the United 
States, we could end up creating a “biological underclass” in a society in 
which socialized medicine was deemed inconceivable. Individuals could also 
be stigmatized because of some genetic propensity. One identical twin could 
reveal much about the other’s health without that twin’s consent. It did not 
even matter whether the genome sequence really had such power: as long as 
society perceived that it did, the problems would materialize. (As many of us 
suspected back then, and has been amply demonstrated post-2000, the human 
genome has no such predictive power.)

These concerns were real enough and remain pertinent today even after 
considerable regulatory innovation to address at least the problem of dis-
crimination. However, even back in the 1980s it was realized that there 
could be three different responses to these problems: we could choose not to 
sequence the human genome at all—this is the option that was also preferred 
by the religious critics mentioned earlier. We could sequence, slowly, without 
the crash project of blind sequencing envisioned by the HGP; meanwhile, 
we could try to prepare for the problems that were expected to emerge. Or, 
third, we could proceed with the HGP but also address the problems simul-
taneously. The last two of these options treat the question as if it were one of 
devising appropriate policy; only the first embraces the stronger view that we 
should not sequence. By pursuing the HGP in the way that it did, the United 
States took the third option.

In the United States in the early 1990s, long before the Affordable Care 
Act of 2010 assured insurance coverage for preexisting conditions, the 
potential for genetic discrimination by health insurers was immense: gene 
sequences supposedly conferring susceptibility for a disease amounted to a 
preexisting condition even when no symptom of the disease had manifested 
itself. Insurers could discriminate on those grounds; employers had done so 
even using earlier technologies. Two well-known cases had occurred before 
protective measures were finally in place. In 1998, it became publicly known 
that the Lawrence Livermore National Laboratory at Berkeley had secretly 
tested workers from the 1960s to 1993 for sickle cell disease, syphilis, and 
pregnancy without their knowledge or consent. The workers thought they 
were being screened for cholesterol. In 1999, the laboratory settled with its 
victims. In 2002, the Burlington Northern Santa Fe Railway company paid 
US$ 2.2 million to thirty-six workers to settle a case in which it was accused 
of secretly testing them, after they had filed work-related injury claims, for 
carrying a DNA variant that was supposed to predispose individuals to carpal 
tunnel syndrome. Those claims of genetic predisposition for carpal tunnel 
syndrome turned out to be incorrect but that does not mitigate the ethical and 
legal issues raised by this attempt at genetic discrimination.
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However, in 2008, after more than a dozen years of haggling, the United 
States Congress finally passed the Genetic Information Nondiscrimination 
Act, which US President Bush signed into law. Its passage addressed many of 
the worries that had been raised by critics of the HGP even though it left many 
holes. While it outlawed sequence-based discrimination in employment and 
insurance, it did not address life, disability, or long-term care insurance. In 
2010, to a large extent, the Affordable Care Act addressed these limitations. 
The Affordable Care Act has continually been under threat from Republicans 
and the administration of Donald Trump did much to take the teeth out of 
it. But its ban on insurance denial because of preexisting conditions remains 
popular. As long as the present legal situation remains unsullied, we have 
good reason to claim that the United States has been quite successful in its 
strategy of sequencing the human genome while simultaneously addressing 
the social and ethical problems that are emerging.

Of course, the United States had been somewhat unique among Northern 
nations in not having universal health care coverage legally mandated until 
2010; most European countries moved toward universal coverage shortly 
after World War II and, in some regions such as parts of Germany, these 
policies go back to the nineteenth century. In general, most developed nations 
do not face problems posed by an absence of comprehensive health care. The 
situation remains murky in China and India, two other large countries with 
the technological wherewithal to use DNA sequences. Given the Chinese 
embrace of CRISPR, which we will discuss in some detail in later chapters, 
what happens there may be unique and interesting.

Finally, there were those critics who doubted both the scientific and medi-
cal value of the project. Molecular and evolutionary biologists focused on dif-
ferent sets of problems. Molecular biologists worried about two issues: when 
it comes to making predictions about an organism’s structure or behavior, 
what good would the sequence do?; and what was the point of sequencing 
so much junk DNA? Gilbert was convinced that the availability of complete 
sequences for a variety of organisms would jumpstart a new theoretical biol-
ogy. The sequences would allow us to predict how an organism would look 
and behave. Probably because he was yet another ex-physicist who had made 
seminal contributions to molecular biology, Gilbert was unduly swayed by 
the potential to make predictions. If, indeed, it turned out that way, biology 
would emerge as a predictive science on par with physics. But how likely was 
such an eventuality?

Gilbert’s critics noted how little of the phenotype seemed to be specified 
by the genes. Even identical twins had different personalities and behaviors. 
Most importantly, in us, antibodies for a crucial part of our immune system 
and are specified by genes. Identical twins need not have similar immunologi-
cal profiles because they have different genes for antibodies because of ways 
in which the genome created at fertilization diverges during the formation of 
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the cells that produce antibodies. (Contrary to common belief, not every cell 
of our body has an identical genome. Many cells of our immune system do 
not.)

Yes, genes allow the prediction of an extra finger or a cleft lip. These are 
no doubt spectacular phenotypes controlled almost entirely by the action of 
individual genes but such phenotypes are very rare. Even if the HGP would 
allow a better understanding of some complex phenotypes such as hyperten-
sion or obesity, this was a far cry from a new predictive theoretical biology. 
Gilbert did not convince the skeptics. The explosion of work on epigenetic 
factors since 2000 only validates this skepticism: all kinds of molecules that 
attach to the DNA component of chromosomes, and respond to environmen-
tal signals, control what the DNA sequence can do. Sequences alone tell very 
little about an organism’s phenotypic features.

The most that a DNA sequence specifies through the genetic code is the 
amino acid residue sequence of a protein. Parts of the DNA sequence are also 
used to regulate when other parts are used to produce proteins in this way—
these parts are called regulatory sequences. However, except for bacteria and 
similar simple organisms, only part of the genomic DNA plays either of these 
roles; the rest, as far as we know, do not do anything useful at all. As we have 
noted earlier, in humans, it has been known since the 1980s that an estimated 
95 percent of the DNA seemed to do nothing at all—it had been classified as 
“junk” as the evolutionary geneticist, Susumu Ohno put it in the early 1970s. 
And yet, critics pointed out, the HGP would spend billions of dollars blindly 
sequencing such DNA.

The contrast here is between blind and targeted sequencing—the latter 
referring to sequencing chunks of DNA that were known to contain genes, 
that is they either specified proteins or played a known role in gene regula-
tion (turning genes on or off). Targeted gene sequencing had been around 
for decades and, as we also noted earlier, no competent biologist denied its 
importance. But, even here, there were problems with the creation of a pre-
dictive biology. Proteins were clearly the most important molecules in organ-
isms; as we saw in the last chapter, their sizes and shapes (what molecular 
biologists called their three-dimensional conformations or tertiary structures) 
determine their biological functions, for instance, whether an enzyme is able 
to digest a nutrient molecule, or an immunoglobulin molecule of the immune 
system is able to remove a foreign substance.

But DNA sequences do not directly specify the shape of a protein; they 
only specify its amino acid residue sequence—the linear or primary structure 
of a protein. The task of predicting the shape of a protein from its amino 
acid residue sequence is known as the protein folding problem: it has been 
recognized as extraordinarily difficult since the 1960s. The protein folding 
problem remains unsolved even today and it now seems extremely unlikely 
that the amino acid sequence of a protein by itself specifies the shape of every 
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protein. The physical process of synthesizing a protein at the ribosome may 
also play a role. Thus, according to these critics, the gap between a genome 
sequence and the biology of a cell, let alone an organism was far too wide to 
be likely to be bridged by 2005 when the HGP was supposed to be completed. 
The protein folding problem was one of many others that stood in the way.

But, perhaps, there can be a way out. The three-dimensional structure of a 
protein can also be experimentally determined using crystallography. If the 
sequences of two proteins are similar, at least in part, and the shape of one 
is known, we may infer part of the shape of the other by exploiting sequence 
similarity. In a spirited defense of his vision for HGP in 1992, Gilbert empha-
sized the power of this strategy. The trouble is that even today not enough 
protein structures have been solved to play this game with much confidence. 
Determining the structure of a protein using crystallography is much more 
time consuming than sequencing its gene. By and large, biologists interested 
in any structures from the level of cells to whole organisms did not see how 
genome sequences would provide a bonanza to their disciplines.

Evolutionary biologists were perhaps even less impressed. Jim Crow from 
the University of Wisconsin at Madison, a dominant figure in evolutionary 
theory, pointed out that it would be of greater scientific value to know 10 
percent of the genome of ten species rather than the entire genome of any 
one species. Here, at least, the HGP had an adequate response: early on, it 
was decided to sequence simpler genomes of several other species to hone 
technological skills on the way to sequencing the human genome which was 
expected to prove more recalcitrant.

Evolutionary biologists also pointed out that the whole idea of “the human 
genome” was incoherent. Except for identical twins, no two human beings 
have genomes that are the same. (Even in the case of identical twins, as we 
saw earlier, the genome of some cells, for instance, some of those forming 
the immune system are different.) Given the amount of possible variation, 
it is reasonable to believe that there are as many “normal” human genomes 
as there have been human beings—“normal” in the sense that the individu-
als with these genomes would not be suffering from debilitating illnesses 
because of their sequences. What, then, is the human genome? In the HGP, 
there seems to have been an implicit assumption that much of the genome 
would be identical for almost all human beings. From an evolutionary per-
spective, there seems to be ample reason to believe that the HGP was funda-
mentally ill-conceived.

A slew of recent results underscores the scope of this problem. Over the 
years, since the publication of the first draft sequence in 2000, biologists have 
completed, revised, and refined what they call a “reference” genome. (This 
genome is supposed to be the yardstick against which potentially function-
ally abnormal sequences are compared.) Though biologists hope that this 
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reference standard reflects human diversity, and there are many ongoing 
attempts to make sure that it does, 70 percent of the reference genome comes 
from a single individual. A 2017 paper estimated that there would be about 
16 million DNA base pair differences between the reference genome and that 
of a random individual.

A 2018 paper by Steven Salzberg and Rachel Sherman (along with forty-
four collaborators) showed how odd the reference genome is. They compared 
the sequences of 910 individuals, all of African descent and from twenty 
different countries, to the reference genome. They found 300 million DNA 
base pairs that were common to all 910 individuals but entirely absent from 
the reference genome. It is enough DNA to form an extra chromosome. In 
general, DNA sequences belonging to Africans are about 10 percent larger 
than that of the reference genome. Even more recently, a 2019 paper ana-
lyzing 154 genomes from twenty-six ethnically different populations from 
around the world found 60 million DNA base pairs that were missing from 
the reference genome. In the past few years, there have been concerted efforts 
to address the problem of human diversity at the genomic level through mul-
tiple projects with the goal of producing a diverse array of reference genomes 
rather than the single one hypothesized and subsequently canonized by the 
HGP. The critics seem to have been prescient in objecting to the very idea of 
the human genome.

It should be emphasized that the inability to use DNA sequences to predict 
functional biology at the level of the organism carries over to the medical 
context. There, it means that therapies cannot be devised from sequence 
information alone. Recall the example of sickle cell disease from the last 
chapter. We know the three-dimensional molecular structure, that is, the 
shape and size of the mutant hemoglobin in great detail. Yet, we have been 
unable to design effective therapies to manage the disease. What does know-
ing the sequence of the mutant gene change? Nothing, and this sequence has 
been known since the 1970s. From the DNA sequence, we can predict the 
mutant amino acid sequence of sickle cell hemoglobin. We cannot even pre-
dict the known three-dimensional conformation: that is the bite of not having 
solved the protein folding problem. In the case of sickle cell disease, having 
a completed human genome sequence takes us no further toward designing 
effective therapy than where we were since the 1950s.

EVOLUTION AND ARCHITECTURE OF THE GENOME

However, at least as far as basic science is concerned, the critics of the 
HGP can be answered but in a rather odd way. The critics were correct 
about what they predicted: the HGP did not deliver on any of its explicit 
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scientific promises. But that turns out to be completely irrelevant. No new 
theory-driven molecular biology has emerged. The protein folding problem 
is no closer to solution today than it was in 2001. We are in no position 
to predict functional biology (how organisms function as a whole) from 
DNA sequences. Yet, probably no one well versed in biology can deny that 
the publication of the draft human genome sequence was one of the major 
events in the history of science. The reason? The human genome was full 
of surprises. Almost every assumption that biologists had previously made 
about the genome and its evolution turned out to be false. That is the strik-
ing scientific contribution of the HGP and its influence on biology cannot 
be over-estimated.

By 2001, when the draft sequence of the human genome was published, 
besides thirty-nine bacterial species, the complete genomes of baker’s yeast, 
Saccharomyces cerevisae, the worm, Caenorhabditis elegans, and the fruit 
fly, Drosophila melanogaster, had already been sequenced. Since then, 
eukaryotic whole-genome sequences continue to be reported at a steady rate. 
The largest eukaryotic genome recorded so far seems to be that of an endemic 
plant from Japan, Paris japonica, that has 150 billion base pairs. While this 
genome is yet to be fully sequenced, the smallest recorded nuclear genome, 
that of the intracellular parasite, Encephalitozoon intestinalis, has been 
sequenced and found to contain only about 2.3 million base pairs.

In 2001, the biggest surprise from the completed human genome 
sequence was the extraordinarily low number of genes. In the 1990s, while 
Gilbert had put 300,000 as the upper limit of the possible number of human, 
most estimates ranged between 60,000 and 140,000, with the 1990 plan 
for the HGP embracing an estimate of 100,000. Instead, the completed 
sequence suggested about 30,000–40,000 genes. Since then, this estimate 
has decreased to 20,000–25,000, with more recent estimates hovering 
around 22,500. The same estimate holds for the mouse, Mus musculus, 
and is not much more than the 21,200 gene number estimate for the worm, 
C. elegans. The fruit fly, D. melanogaster has 16,000 genes which is only 
a little lower. Meanwhile, the mustard weed, Arabidopsis thaliana, has 
25,000 estimated genes but rice, Oryza sativa, has as many as 60,200. The 
pufferfish, Fugu rubripes, has 38,000 genes. There is no straightforward 
relationship between gene number and the complexity in the structure or 
behavior of the organism.

This paradoxical lack of correlation between perceived complexity and 
their gene number has been called the G-value paradox by puzzled biologists. 
The number of genes is also not correlated with genome size. The original 
report on the sequence also noted that the human “proteome” or protein set 
is much larger (and, in that sense, more complex) than that of invertebrates. 
This puzzle is resolved by the higher prevalence in humans of what is called 
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alternative splicing. Splicing is the process of removing noncoding stretches 
(introns) of messenger RNA transcribed from a gene. It occurs within the 
nucleus at an organelle called the spliceosome before the modified messenger 
RNA leaves the nucleus gets translated into protein sequences at ribosomes 
in the cytoplasm.

During alternative splicing, different stretches get removed from differ-
ent messenger RNA transcripts from the same gene. This results in multiple 
final messenger RNA pieces that get translated into different proteins, all 
emerging from the same gene. According to recent estimates, more than half 
of the human genes are subject to alternative splicing with an average of 
2.6 transcript variants per gene; in contrast, only 20 percent of the genes are 
alternatively spliced in C. elegans and D. melanogaster, with an average of 
1.3 transcript variants per gene.

There were other surprises in the complete human sequence of 2001. 
The original report claimed that there had been horizontal gene transfer 
of hundreds of bacterial genes into the human genome; however, this high 
estimate did not survive further analysis with more recent estimates put-
ting the number at around forty. The distribution of human genes between 
the chromosomes and within them was highly uneven. Human genes tend 
to occur in clusters. The human genome has about four thousand pairs of 
duplicate genes and 5 percent consists of recently duplicated segments. 
Almost a third of the genes in the human genome appear to be “orphans,” 
that is, they have no homolog (a similar gene inherited from a common 
ancestor) in any other non-primate species. The human genome also has 
about fifteen thousand pseudogenes which are imperfect nonfunctional ver-
sions of working genes. In 2001, only about 2 percent of the human genome 
was estimated to specify amino acid sequences; since then that estimate has 
come down to 1 percent. Within each gene, on the average, there is thirty 
times as much junk DNA as functional DNA. While reliable estimation of 
the amount of regulatory DNA is difficult for a variety of technical reasons, 
for humans, a minimal estimate is that it is one-and-a-half times that for 
DNA-specifying proteins.

EVOLUTIONARY CONTINGENCY

Why is the human genome so odd? Biologists often try to explain features 
of living organisms by pointing to their good design and arguing that they 
must have been the result of evolution through natural selection. When such 
an explanation is possible, the feature is shown to be an adaptation. But 
it is hard, if at all possible, to see the human genome’s architecture as an 
adaptation. Michael Lynch, a prominent evolutionary biologist from Indiana 
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University, has been arguing for decades that natural selection has had little 
to do with the strangeness of the human genome. It is a result of the physi-
cal propensities of the DNA of which genomes are made. Pieces of DNA 
opportunistically multiply themselves, move around, and insert themselves 
wherever they can. Much of this is probably slightly harmful to the organ-
ism. But this harm is not enough for the changes to be discarded and removed 
from populations through natural selection. All large animals have compara-
tively small populations and, in such small populations, natural selection is 
simply not strong enough to remove bloated chromosomes with abundant 
useless DNA. Lynch points out that bloated genomes are not found in small 
organisms which typically have large populations in which natural selection 
can effectively remove even slightly harmful variants. The architecture of the 
human genome—and other genomes—is largely the result of physical laws, 
on chance and contingency from a biological point of view.

More traditional evolutionary biologists have tried to answer the appar-
ently inexorable logic of Lynch’s argument though none of these responses 
have been particularly convincing. For instance, if genes are clustered, then 
breaks in chromosomes which often occur randomly during the formation of 
gametes, are much more likely to take place in a long nonfunctional segment 
than in a tiny functional one. Thus, such a structure could be the result of 
selection. The problem is that there is an equally plausible counter-argument: 
if a break, however rare, does occur in a functional part in such a structure, 
the results may be much more devastating. Arguments of this sort can go 
back and forth endlessly and they can rarely be settled using data that can 
be collected. (After all, we are talking about events that took place long ago 
in evolutionary history.) The dust from Lynch’s arguments will take time to 
settle. Meanwhile, the evolution of genomic architecture will remain one of 
biology’s most intriguing problems. Here, at least, the HGP has changed the 
course of biological research.

In 1991, in an enthusiastic endorsement of the fledgling HGP, Collins had 
argued that the HGP “will yield a harvest of information that will drive the 
research enterprise for at least the next 100 years.” Collins may well be right 
though not for any of the reasons he gave at the time. It may well take until 
the end of the century to understand why the human genome—and other 
genomes—have evolved to have so strange an architecture. No such positive 
assessment is possible for the medical effects of the HGP. But, perhaps, that 
will change with CRISPR. We turn to the creation of that technology next.
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“Tomatoes that can sit in the pantry slowly ripening for months without 
rotting. Plants that can better weather climate change. Mosquitoes that 
are unable to transmit malaria. Ultra-muscular dogs that make fearsome 
partners for police and soldiers. Cows that no longer grow horns. These 
organisms might sound far-fetched, but in fact, they already exist, 
thanks to gene editing. And they’re only the beginning. As I write this, 
the world around us is being revolutionized by CRISPR, whether we’re 
ready for it or not.”

—Jennifer A. Doudna and Sam 
Steinberg, 2017, A Crack in Creation.

THE CRISPR STRUCTURE EMERGES

The CRISPR story begins a generation ago in Osaka, Japan, in the labora-
tory of Atsuo Nakata at the Research Institute of Microbial Diseases of 
Osaka University. In this laboratory in the mid-1980s, a beginning post-
doctoral researcher, Yoshizumi Ishino, was sequencing the Escherichia 
coli iap gene that encoded an enzyme involved in alkaline phosphatase 
metabolism, an important process for breaking down complex molecules 
into simpler ones. (The acronym iap comes from isozyme of alkaline 
phosphatase. An isozyme is a type of enzyme.) Ishino was working with 
the K–12 strain of E. coli that had emerged as the workhorse of molecular 
genetics since the 1960s. To understand the gene’s functioning better, 
he sequenced the DNA regions flanking it on both sides. The hope was 
to find regulatory sequences in these flanking regions as are often seen 
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for bacterial genes such as those of the lac operon. These regulatory 
sequences are DNA segments to which other molecules can attach to turn 
a gene on or off.

However, instead of a regulatory sequence, Ishino and his collaborators 
noticed an unusual pattern in the flanking region downstream from the gene: 
five almost-identical repeated segments each consisting of twenty-nine DNA 
bases, and separated from each other by thirty-two bases of variable DNA 
(that came to be called “spacers”). Moreover, the repeated sequence was 
partially palindromic:

CGGTTTATCCCCGCT**CGCGGGGAACTC, 

where the underlining indicates the seven-base palindromic part (which is 
palindromic by base pair complementarity, that is, A:T and C:G) and the “*” 
indicates that there was some variability (either G or A was present) between 
the five repeats.

While many types of repeated DNA sequences were already known in bac-
teria—and, indeed, in all genomes that had been studied at the sequence level 
by the mid-1980s—this structure was novel and strange enough to be worth 
mentioning in the published paper. After noting its presence, Ishino and his 
coauthors declined to speculate on any function that it could have. They simply 
concluded: “So far, no sequence homologous to these have been found elsewhere 
in prokaryotes, and the biological significance of these sequences is not known.”

Subsequent work by Nakata’s group searched for this structure in a wide 
array of pathogens. They found it in two other strains of E. coli as well as 
in two other bacterial species, Shigella dysenteriae, which causes dysentery 
in humans, and Salmonella typhimurium, which causes gastroenteritis. They 
did not find it in a few other bacterial species, for example, Klebsiella pneu-
moniae, a cause of pneumonia, or Pseudomonas aeruginosa, another cause of 
pneumonia and multiple other illnesses. In the early 1990s, the structure was 
also found in a distant bacterial species, Mycobacterium tuberculosis, which 
causes tuberculosis, but not in the closely related Mycobacterium leprae, 
which causes leprosy. The structure seemed to be fairly common, at least in 
pathogenic bacteria, but not universal. Many bacterial species did not have it. 
No one had any good idea why it was there.

Interest in these structures or arrays increased after Francisco Mojica, then 
a graduate student at the University of Alicante, and collaborators began 
reporting their presence in the archaea, first in Haloferax mediterranei in 1993 
and then in Haloferax volcanii in 1995. Mojica continued to look for these 
structures in other species during his years as a graduate student and, later, 
as a faculty member at Alicante after a short postdoctoral stint at Oxford. By 
2000, he had found these structures in twenty-five different microbial species. 
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There was no longer any doubt that the occurrence of these structures was a 
phenomenon that begged exploration and explanation.

Progress was slow at the time because genomic DNA sequences were rare; 
indeed, most initial reports of these peculiar repeats came from sequences 
inferred indirectly through what are known as hybridization studies. That 
situation changed in the late 1990s with the advent of rapid DNA sequencing 
techniques and bioinformatics software tools for exploring DNA sequences, 
all spawned by the HGP. A large library of sequences, particularly of pro-
karyotes, rapidly accumulated and these arrays were found to be ubiquitous 
in archaea and very common in bacteria. We now know them to be present 
in about 90 percent of the former and over 40 percent of the latter. These 
structures have never been found in eukaryotes.

ITS FUNCTION IS DECODED

In the late 1990s and early 2000s, various names and acronyms were proposed 
for these odd structures. These include direct variable repeats (DVR), tandem 
repeats (TREP), long tandemly repeated repetitive sequences (LTRR), short 
regularly spaced repeats (SRSR), large clusters of tandem repeats (LCTR), 
and spacer interspersed direct repeats (SPIDR). The one that eventually stuck 
was coined in 1992 in one of the first bioinformatics-based study of these 
sequences. Ruud Jansen and his collaborators proposed the name CRISPR 
for clustered regularly interspaced short palindromic repeats. They argued 
that the acronym accurately “reflects the characteristic feature of family” and 
world seems to have agreed with them.

Four features are distinctive of CRISPR arrays: they occur between genes; 
they contain multiple short repeats with very little sequence variation; these 
repeats are interspersed with “spacer” sequences that differ from each other; 
and there is a common leader sequence of several hundred bases on one side 
of the array. The same paper that introduced “CRISPR” also noted that these 
arrays occurred close to a family of genes that had been hypothesized to 
be a “DNA repair system”; it called these CRISPR-associated or cas genes 
(encoding Cas proteins).

Today we know that the number of CRISPR arrays in a genome can vary 
between two to several hundred. Each CRISPR repeat consists of 25–35 
base pairs, varying between species and between different arrays within the 
genome of each species. Similarly, the spacers are between thirty and forty 
base pairs long. The number of repeats also varies and can increase, as we 
shall see, with the addition of more spacers by a single prokaryotic cell. Each 
CRISPR array is preceded by a “leader” sequence flanking that are the cas 
genes. There is a bewildering variety of Cas proteins and it took a long time 
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to figure out each of their functions and to classify all CRISPR systems into 
two major types, each with multiple sub-types.

It also took a while to figure out what the function of CRISPR systems are 
as a whole, and how it is brought about at the molecular level. In 2005, three 
groups independently recognized that the CRISPR spacer sequences were 
identical or very similar to DNA sequences from bacteriophages, archaeal 
viruses, and other pathogens that preyed on prokaryotes. One of these groups 
was that of Mojica at Alicante. Mojica had been systematically searching for 
these similarities using nascent bioinformatics techniques. He finally struck 
success with an E. coli spacer that matched the sequence of a P1 phage virus 
that was capable of infecting many E. coli strains but not the one he was 
working with. By the time they were finished, the Alicante group had found 
eighty-eight spacers that had matches to known DNA sequences; 65 percent 
of these were from bacteriophages and plasmids and must have originated 
from them. They also observed that bacteria were immune to phages for 
which they had very similar spacer sequences while the bacteria without such 
sequences remained susceptible to infection.

This was the first indication that the CRISPR system was involved in bacte-
rial immunity. Though now recognized as a seminal contribution, Mojica’s 
difficulties with publishing these results are a matter of legend. The paper was 
rejected in 2003 by Nature with the editor claiming incredibly that the key idea 
was well known; by the Proceedings of National Academy of Science (USA), 
Molecular Microbiology, and Nucleic Acid Research in 2004 (with the first of 
these journals finding the results lacking sufficient “novelty and importance”), 
before finally appearing in the Journal of Molecular Evolution in 2005 after 
twelve months of review and revision. Given how CRISPR has since become 
an icon of contemporary molecular biology there is some irony in this story.

The other two groups were from France, new to CRISPR research, and not 
focused on the system itself rather than on how it could potentially be used 
for other purposes. The first of these groups was based in the French Ministry 
of Defense and also experienced publication difficulties similar to Mojica. 
Their focus of interest was Yersinia pestis, the bacterial agent of plague. 
In the late 1990s, faced with intelligence reports that the Saddam Hussein 
regime in Iraq was developing biological weapons, the Ministry wanted the 
creation of techniques to detect subtle differences between strains of disease 
agents that could be used to identify the source of their origin. Christine 
Pourcel from that group thought that the CRISPR locus was a promising can-
didate because it varied between strains of the same prokaryotic species: dif-
ferent strains had different spacer sequences at the beginning of the CRISPR 
array. The group noticed that many of these spacer sequences corresponded to 
sequences of a prophage (that is, the DNA sequence of a phage virus) present 
in the Y. pestis genome and the group prophetically concluded: “CRISPRs 
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may represent a memory of ‘past genetic aggressions’.” This paper was the 
first to suggest that prokaryotes with CRISPR arrays were absorbing foreign 
DNA. Proceedings of National Academy of Science, Journal of Bacteriology, 
Nucleic Acid Research, and Genome Research rejected the paper before it 
appeared in Microbiology. At the French National Institute for Agricultural 
Research, Alexander Bolotin and his collaborators published a third paper 
in 2005 pointing out the foreign origin of spacer sequences. This paper was 
comparatively well received by reviewers: it was rejected only once before 
appearing in Microbiology.

The next sequence of developments followed rapidly. In 2006, Kira 
Makarova, Eugene Koonin, and their collaborators at the US National 
Center for Biotechnology Information systematically developed the idea that 
CRISPR is a prokaryotic immune response system. Much of the theoretical 
work on the fundamental biology of CRISPR continues to come from that 
group. Its work, like that of Jansen, made extensive use of bioinformatics 
techniques, particularly the comparison and analysis of DNA sequences. 
Techniques spawned by the HGP were finally beginning to make their mark 
on contemporary molecular biology beyond the small circles of bioinformat-
ics aficionados also spawned by the HGP.

Perhaps even more importantly, experimental confirmation of the immunity 
hypothesis came soon afterward. In 2007, a team at the Danish food ingredi-
ent company, Danisco, provided that confirmation with very convincing data. 
The team included Philippe Horvath and Rodolphe Barrangou, both scientists 
employed by Danisco as well as Sylvain Moineau, a phage biologist from 
Université Laval in Québec, who had been collaborating with Danisco biolo-
gists since 2000. This team had long been interested in the yogurt bacterium 
Streptococcus thermophilus because of its commercial importance for the food 
industry. Part of their goal was to develop DNA-based techniques for the pre-
cise identification of bacterial strains as well as to overcome the frequent phage 
viral infections that plagued yogurt making. Horvath had been using CRISPR 
sequences for strain differentiation since 2002 and the team was well aware 
of the CRISPR-based immunity hypothesis which they then proceeded to test.

Working with a well-characterized phage-sensitive (that is, susceptible) 
strain of S. thermophilus, they first showed that exposure to phage led to the 
incorporation of phage DNA into the CRISPR spacers of the bacterial cells. 
They then went on to add and delete spacers and showed that the sensitivity of 
the bacteria to infection by the virus depended on spacer composition: as we 
should expect, if there were more copies of the phage DNA in a cell’s CRISPR 
array, the greater its resistance to infection by the virus. Moreover, they found 
that bacteria that had lost their phage resistance had mutant CRISPR spacer 
sequences that were no longer identical to the phage DNA sequence. They also 
showed that cas genes were involved in both the acquisition of phage DNA 
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and in “interference,” that is, resistance to phage infection and multiplication. 
In particular, they were the first to recognize the function of Cas9 protein as a 
necessary component of resistance in the species they were working with.

The publication of this paper can be viewed as completing the picture of 
CRISPR as a prokaryotic immune system though many details still needed to 
be worked out. The years between 2008 and 2010 saw a flurry of results. At 
Northwestern University in Evanston, near Chicago, Luciano Marraffini and 
Erik Sontheimer showed that CRISPR targets DNA rather than RNA as had 
generally been believed up till time. In Amsterdam, John van der Oost, work-
ing with many collaborators including Koonin and Makarova, worked out the 
details of how the entire CRISPR array is first transcribed into a long single 
RNA molecule and then processed into smaller functional units. Also, in 2008, 
Barrangou, Horvath, and their collaborators introduced the term “protospacer” 
to refer to the DNA segment that was the source of a spacer and is later targeted 
by it. In 2009, the Alicante group showed that CRISPR interference using Cas9 
required the presence of a conserved motif (short DNA sequence, typically 
two-to-four base long) next to the DNA targeted for acquisition. They called 
these protospacer adjacent motifs (PAMs). In 2010, Moineau and several col-
laborators, including the Danisco team, showed that viral DNA targeted by the 
CRISPR system was sliced apart within the sequence that was complementary 
to the CRISPR spacer RNA sequence.

THE MECHANISM OF IMMUNITY

The picture of CRISPR-based immunity that has emerged in the past decade 
consists of an elegant mechanism though some of its details still remain to 
be worked out fully. Put very simply, what happens is the following: the 
spacer sequence of CRISPR arrays in prokaryotes are derived from the DNA 
sequences (or protospacers) of invading pathogens and thus constitutes an 
immune memory. When there is a new invasion by the same pathogen, 
RNA transcribed from the spacer recognizes the corresponding protospacer 
sequence in the pathogen by base pair complementarity (A:T and C:G). 
Accompanying Cas proteins then cut the DNA and incapacitate the patho-
gen. This entire process can be usefully divided into three stages: adaptation, 
expression (or processing), and interference. We will consider each in some 
detail (see figure 4.1).

Adaptation is the process of acquiring a spacer from an invading patho-
gen. In the most common adaptation strategy, the process begins with a 
complex of Cas proteins binding to the targeted DNA. This complex then 
migrates down the DNA until it finds a specific two-to-four base PAM or 
protospacer adjacent motif. (These PAMs are critical to the functioning of 
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Figure 4.1 The CRISPR Mechanism for Prokaryotic Immunity. The 
mechanism has three stages as explained in the text. During the first 
adaptation stage, the prokaryotic cell acquires a spacer from an invad-
ing pathogen. During the second expression stage, the CRISPR DNA 
sequence is transcribed and processed into CRISPR RNA (crRNA) 
sequences. In the third interference stage, the crRNA binds to a pro-
cessing complex containing Cas9 (or other protein that cuts DNA) and 
latches on to the DNA of an invading pathogen which is then cut by 
Cas9.
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the Cas proteins that will eventually be used to incapacitate DNA sequences 
in the interference stage. The PAM base sequences vary between bacterial 
species and, within each species, depend on which of these Cas proteins will 
be involved.) Once the complex finds a PAM, it cleaves out an adjacent por-
tion of the targeted DNA from the invading pathogen and then inserts it in 
the CRISPR array of the host prokaryotic cell between two repeats, typically 
at the beginning of the array.

In the expression or processing stage, the entire CRISPR array is first 
transcribed into a single long transcript called pre-crRNA (for pre-CRISPR 
RNA). This transcript is then processed into mature crRNAs each consisting 
of one transcribed spacer and part of the adjoining repeat. Typically, one of 
these remains attached to the complex of Cas proteins involved in processing 
and this is the one that is used to incapacitate the invading pathogen in the 
interference stage. In that interference stage, the crRNA bound to the process-
ing complex is used as a guide to find a region of the DNA in an invading 
pathogen next to a PAM. The PAM is required for Cas proteins (such as 
Cas9) to latch on and cleave the DNA. When invading DNA is then cleaved 
and deactivated the prokaryotic cell has fought off the invasion.

Once a prokaryotic cell acquires a spacer, it will be inherited by its descen-
dants. Thus the memory of the invasions continues down the lineage. Since 
the presence of a spacer obviously increases the fitness of bacteria in an envi-
ronment in which the corresponding pathogen with the corresponding is pres-
ent, CRISPR-based immunity appears to be a case of an inherited acquired 
adaptive trait. This possibility interests biologists (and philosophers of biol-
ogy) because it violates the received view of evolution (sometimes called 
neo-Darwinism) that denies the inheritance of acquired traits, especially 
adaptive traits. Such inheritance smacks of Lamarckism, a theory of heredity 
that has been anathema to biologists since the early twentieth century.

Jean-Baptiste Lamarck, Darwin’s illustrious early nineteenth-century pre-
decessor, was the first biologist to propose a general theory of evolution in 
1809. However, he held that evolution occurred when animals became bet-
ter adapted to their environments because of internal physical mechanisms 
and these adaptive features were transmitted to the next generation. Thus, 
Lamarck endorsed the inheritance of acquired characters but, contrary to 
popular belief, the inheritance of acquired characters itself is not distinctive 
about Lamarckism: almost all early nineteenth-century biologists accepted 
that idea. Our received view of evolution denies both the existence of internal 
adaptive mechanisms and the inheritance of acquired characters.

According to the received view, all variation in organisms occurs due to 
random factors, what we now call mutations. Adaptation occurs if, by chance, 
a mutation turns out to be beneficial. In that case, natural selection ensures its 
spread in the population. Twentieth-century biologists believed that experi-
mental results ruled out the Lamarckian mode of evolution. Nevertheless, 
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Lamarckism became part of the official ideology of the Soviet Union during 
the Stalin era after the dictator came to believe the claims of a fraudulent plant 
breeder by the name of Trofim Lysenko who promised to revolutionize Soviet 
agriculture and dramatically increase food production. Genetics was suppressed 
and geneticists banned and sometimes imprisoned by authorities. Little wonder 
that the international community of biologists came to associate Lamarckism 
with terror and fraud. So, when CRISPR suggests that there may be some valid-
ity to Lamarckian evolution, the intellectual—and ideological—stakes are high.

Given this background, it will pay to look at CRISPR-mediated prokary-
otic immunity process a little more carefully even if it is only peripheral to 
the use of CRISPR for gene editing. The first question to ask is whether a 
protozoan cell, say, a bacterium that is invaded by a pathogen, say, a virus 
can respond fast enough to mount a response that includes the adaptation 
stage before it succumbs to the pathogen. Experimentally, we do not know 
the answer to this question but it does not seem likely that there would be 
sufficient time. Viruses successfully invade bacterial cells very rapidly. So, 
how is CRISPR-based immunity supposed to work?

Given the absence of clear experimental results what follows will be partly, 
but not entirely, speculative. We do have the following results. Any popula-
tion of viruses will have a small fraction of defective ones that are incapable 
of reproduction within a bacterial cell after invasion. There is one experiment 
that has shown that bacterial cells seem to acquire spacers from viruses at a 
rate that is directly proportional to the number of defective phages to which 
they have been exposed. More recently, it has also been shown that spacer 
acquisition in E. coli bacteria requires active replication of the protospacer-
containing viral DNA within the bacterial cell and that spacers are mainly 
acquired by the bacteria when viral replication is stalled. These results seem 
to implicate defective viruses as sources of spacer sequences.

They suggest the following scenario. Since the results are only from bacte-
ria and their viruses, we will confine our explicit attention to them though the 
same story is likely to be true of archaea and for responses to other pathogens. 
A population of bacteria gets invaded by a population of viruses. Whenever 
an intact virus invades a bacterium, that bacterium is killed when the virus 
starts reproducing within it. Most of the bacteria in an invaded population 
thus perish during the invasion. However, a small fraction of the bacteria gets 
invaded by a defective virus, say, one in which replication is stalled. Such a 
bacterium acquires a spacer and thus becomes immune to future invasions by 
the same virus. These bacteria are very lucky.

If such a bacterium experiences a new invasion by the same virus (in 
the same generation, that is, before it splits into two daughter cells), then 
it has an acquired adaptation that will enable it to survive. Much more 
likely, it will already have reproduced before experiencing another such 
invasion. Because the spacer is incorporated into its genome, this capacity 
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is transmitted to its descendants. Thus, the ensuing bacterial lineage has an 
inherited acquired adaptive trait though luck has played a major role in this 
process in the sense that the cell that first acquired the spacer was very lucky 
to have been invaded by a defective virus. Thus, CRISPR does challenge 
the received view of evolution to some extent. Much more can be said on 
this topic but it is beyond the scope of this book. We return to the story of 
how CRISPR, a prokaryotic immune system, led to the best universal gene-
editing tool.

ONWARD TO GENE EDITING

Three papers from 2011 set the stage for the emergence of CRISPR-based 
gene editing. Two of the papers were experimental; the third was a bio-
informatics-based theoretical analysis by Koonin and Makarova with col-
laborators around the world from across the CRISPR research spectrum. The 
first experimental paper came from Emmanuelle Charpentier’s laboratory 
in Umeå, Sweden. Working with the pathogenic bacterium, Streptococcus 
pyogenes, Charpentier and her collaborators reported a new step during the 
processing of pre- crRNA into crRNA. This step required the participation of 
a piece of RNA coded from a different gene, that is a trans-activating crRNA 
(tracrRNA) that had a 24-nucleotide base sequence complementary to the 
repeat segments of the crRNAs. So, it now became clear that three types of 
molecules were necessary for interference, crRNA, tracrRNA, and Cas pro-
teins besides the usual cellular machinery of the bacteria (and, presumably, 
the archaea).

The second experimental paper, from the laboratory of Virginijus Siksnys 
at Vuknius University in Lithuania, was crucial to the emergence of a 
CRISPR-based gene editing. This paper reported two crucial results. The 
collaborators (among whom were the two Danisco biologists, Barrangou and 
Horvath) managed to transfer DNA containing a CRISPR locus from one spe-
cies to a distant one. They showed that the CRISPR mechanism continued to 
function appropriately in the new species. The transfer was from S. thermoph-
ilus (which explains the interest of Danisco) to the laboratory, workhorse, 
E. coli. The significance of this result was that it raised the possibility that a 
CRISPR-based system could be transferred to new contexts without loss of 
function. The paper also showed that a single Cas protein, now called Cas9, 
is sufficient to ensure the proper performance of the CRISPR system. This 
observation strongly suggested that it could turn out to be relatively simple to 
construct a gene-editing technique based on CRISPR. This paper also began 
an analysis of the roles played by different parts (or “domains”) of the Cas9 
protein in cleaving DNA.
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Experimentally, these two papers set the stage for the construction of a 
CRISPR-based gene-editing technology. The third important paper—the 
theoretical one—played a catalytic role. This paper was primarily a review of 
all work on the CRISPR system up to that time; with Makarova and Koonin 
playing the most prominent roles, the list of authors included almost the entire 
spectrum of prominent CRISPR researchers. The main achievement of the 
paper was a classification of the different types of CRISPR systems that had 
emerged during the past decade. But the paper also summarized what had so 
far been discovered about the role of the different types of RNA and the role 
of Cas9, especially in cleaving DNA.

The stage was set for a reconstruction of the CRISPR system as a 
universal gene (and genome) editing technology that could be used 
within any species to target almost any DNA sequence (see figure 4.2). 
Charpentier began a collaboration with Jennifer Doudna, a prominent 
RNA biologist, at the University of California at Berkeley. In 2012, they 
published the paper that established how the CRISPR system constitutes 
a fully programmable gene-editing technology. The team reconstructed a 
breathtakingly simple version of the CRISPR system in vitro (that is, in 
a test tube). This version consisted of Cas9 protein and a single “guide” 

Figure 4.2 The CRISPR System for Editing Genes. The guide RNA rec-
ognizes a matching sequence in a gene being targeted for editing. So 
long as an appropriate PAM is present, the Cas9 enzyme cuts the DNA. 
Repair is guided by a complex that includes an engineered DNA to be 
inserted at the site of the cut.
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RNA (sgRNA) that was a chimera of the crRNA and a tracrRNA. Any 
DNA sequence could be targeted for cleavage by programming the 
spacer sequence of the crRNA segment. The system’s competence was 
demonstrated by constructing a chimeric sgRNA that targeted the gene 
for the green fluorescent protein. They showed that different domains of 
the Cas9 molecule cleaved the two segments of the targeted DNA. The 
collaborators were fully aware of what they had achieved. After noting 
the recent successes of ZFNs and TALENs in manipulating genomes, 
the paper concluded by proposing “an alternative methodology based on 
RNA-programmed Cas9 that could offer considerable potential for gene-
targeting and genome-editing applications.”

Shortly afterward, in February 2014, a group from the Broad Institute, 
jointly hosted by Harvard University and the Massachusetts Institute of 
Technology, reported using the CRISPR technique to edit the genes of 
eukaryotic cells. George Church and his group at the Harvard Medical 
School reported using the technique to edit genes in human cells. Doudna and 
Charpentier were correct: for the first time, we had a universal programmable 
gene-editing tool. Subsequently, a legal patent fight over the technology 
erupted pitting the Broad Institute against Doudna and Charpentier. The for-
mer has largely prevailed in the United States; the latter in Europe. CRISPR 
is so useful (as we shall see) that billions of dollars (or euros) were at stake. 
Over the years, the intellectual credit for devising the CRISPR gene-editing 
technique has clearly gone to Doudna and Charpentier: in October 2020, 
they were awarded the Nobel Prize for Chemistry. The honor was expected, 
the only doubt being whether they would get the prize for Chemistry or for 
Physiology and Medicine.

In standard CRISPR-based genome editing that emerged out of this work, 
genomes are edited by creating a molecular construct consisting of a guide 
RNA designed to target a particular DNA sequence and genes to be inserted. 
Cas9 cleaves the targeted DNA in the chromosomes and the construct gets 
inserted into it. This technique enables the rapid editing of somatic cell 
and germline genomes. It was realized from the onset that nothing stood in 
the way for using this system to target human genes including those in the 
germline.

What distinguished the CRISPR system from ZFNs and TALENs is the 
astounding simplicity of its programming. Suppose that we have targeted 
a DNA sequence for editing. We only have to construct the RNA sequence 
complementary to that DNA sequence for insertion into the sgRNA. Not only 
is this conceptually simpler than engineering protein segments in the case 
of ZFNs and TALENs, it is experimentally much easier—and much much 
cheaper—to do. Little wonder that the CRISPR system immediately replaced 
its predecessors completely. Once the target DNA is cleaved at the desired 
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site, DNA engineered for insertion can be inserted at that site by having been 
part of what was put into the sg RNA. For instance, a functional version of a 
gene can be inserted to replace a dysfunctional one.

The standard CRISPR system uses Cas9 to cleave DNA though other nucle-
ases have also been used and may eventually replace Cas9. The Cas9 molecule 
needs a specific PAM sequence upstream from the spacer to cleave DNA. 
The most commonly used Cas9 molecule comes from the bacterial species, 
Streptococcus pyogenes, and its PAM is NGG, where “N” means any nucleotide 
from the standard quadruplet (A, T, C, or G). What if this triplet is not present 
just upstream from the targeted protospacer? Cas9 from S. pyogenes would not 
work. But this problem did not turn out to be insurmountable,

Over the years, many ways have been worked out to get around the prob-
lem. The simplest is to exploit the natural variability of Cas9 that differs from 
one species to the next. These different versions of Cas9 require different 
PAMs. For instance, Cas9 from S. aureus uses the PAM sequence NGRRT 
or NGRRN, where “N” means any nucleotide base and “R” means A or G; 
Cas9 from the bacterium Treponema denticola (which causes human dental 
disease) uses the PAM sequence NAAN. Some thirty odd variants of Cas9 are 
in use in laboratories today and the number keeps on increasing. Moreover, 
nucleases other than Cas9 use other PAMs and there are also strategies to 
alter nucleases to fit the corresponding region near any targeted DNA space 
though this is somewhat more difficult. The upshot is that the CRISPR system 
is truly universally programmable.

But problems remain. The CRISPR system’s specificity to its target, that 
is, whether it edits the intended target DNA sequence and nothing else, is not 
perfect and off-target mutations remain an ever-present danger. While there 
is consensus amongst CRISPR researchers that this problem is under control 
and the accuracy of CRISP-based gene editing has continued to increase, in 
each potential therapeutic case, experimental demonstration of accuracy in 
laboratory cell lines remains a must before editing can reasonably be tried on 
live patients, even if it is only somatic cell gene editing. We will have more 
to say about the problem of off-target mutations induced by CRISPR-based 
gene editing in the sixth chapter.

THE DELIVERY PROBLEM

Like all other gene-editing systems, the CRISPR system has to be delivered 
directly to the targeted cells to be effective. When germline genes are tar-
geted, delivery is relatively straightforward. The CRISPR construct, that is, 
sgRNA and Cas9, can be injected into the single-celled embryo or zygote 
using a microscale needle. This method has been used in humans with some 
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success to repair point mutations. In these experiments, the Cas9 protein 
was injected into the cell along with the sgRNA. But Cas9 RNA can also be 
introduced into the cytoplasm for translation into protein at the ribosomes; 
alternatively, Cas9 DNA can be introduced into the nucleus for transcription 
and translation.

The advantage of introducing the Cas9 protein itself into any cell is that the 
CRISPR system begins to perform its function immediately and leads to rapid 
gene editing. However, there are two disadvantages. The effect is transient; 
it lasts only for as long as the protein is not degraded by everyday chemical 
interactions within the cell. This problem also manifests itself when Cas9 
RNA rather than DNA is introduced into a cell. Moreover, direct introduction 
of Cas9 into a cell is somewhat difficult because Cas9 is a very large protein 
molecule, about 160 kilodalton in size. This is almost four times the size of 
a hemoglobin macromolecule with its four chains and heme group. Cas9 is 
huge.

The problem of introducing Cas9 becomes particularly acute when the goal 
is to deliver the CRISPR system to specific organs for somatic cell gene edit-
ing. The system has to be guided to the right organ and then thrust into the tar-
geted cell across the cell membrane. Not only is Cas9 large but the phosphate 
backbone of the sgRNA is negatively charged. These are exactly the type of 
molecules that cell membranes are designed to prevent entering the cell.

Because of the size problem associated with Cas9, there has been a lot of 
work in designing CRISPR gene-editing systems in which a different nucle-
ase is paired with the sgRNA. One that emerged in 2015 is now known as 
Cas12a (and was formerly called Cpf1). This molecule is smaller than Cas9 
and, in some ways, more flexible. Cas12a has a different PAM than Cas9 and 
can also be used for those relatively rare genes for which a suitable PAM 
cannot be found for the Cas9 family. Cas12a also cuts the DNA differently 
from Cas9 and in such a way that it may lead to even more accurate editing.

For somatic cell gene therapy, delivering the CRISPR system to the 
targeted organ and into the appropriate cells remains the most glaring tech-
nological problem for using CRISPR-based techniques even though a bewil-
dering variety of delivery methods have been developed. Not only does the 
cell membrane stand in the way, the presence of the sgRNA and Cas9 triggers 
an immune response in humans. That response is designed to destroy such 
foreign molecules and, very often, does so quite efficiently.

One standard response to these problems is to use viruses known to be 
capable of reaching the targeted organs. (We know this because we find 
these viruses in these organs.) The workhorse for this strategy are the tiny 
adeno-associated viruses, or adenoviruses, that are known to infect humans 
but not cause any disease and induce only a mild immunological response. 
These viruses come in a variety of types each of which infects a different 
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human cell type thus allowing specific organs to be targeted. The use of this 
virus for therapeutic gene editing in humans has recently received regulatory 
approval in both Europe and the United States. One problem of using such 
a tiny virus is that the payload of DNA that it can carry as DNA is small. At 
least in laboratory studies, it remains the most common vector for the delivery 
of CRISPR-Cas9 systems into human cells.

Other delivery techniques include electroporation which uses a strong 
electric field to disrupt the cell membrane surface so as to facilitate entry 
of the sgRNA and Cas9 payload. This method works in the laboratory for 
zygotes but is not a promising approach to in vivo somatic cell gene editing. 
Alternatively, high-pressure injection of liquid containing the payload can 
be used to get the payload into the targeted organ and distributed around 
the tissue. However, it does not get it into the cells and this method must be 
coupled with some other that will enable entry of the CRISPR system into 
the cell and its nucleus. In general, these two physical methods all work rea-
sonably well in the laboratory but are of less value when faced with a living 
organism.

Chemical methods fare better. The payload can be encapsulated in a 
lipid nanoparticle that protects it from degradation by enzymes. If these 
nanoparticles are delivered to the appropriate organ, they interact with the 
cell membranes, which also consist of lipids, and deliver the payload. Gold 
nanoparticles have also been used for this purpose and have become increas-
ingly popular after a 2017 report showed that they could be used to target a 
wide variety of cell types in mice. It is possible we will eventually get a gold 
standard. Meanwhile, viruses remain indispensable.

UBIQUITOUS CRISPR

CRISPR is everywhere, not merely because bacteria are everywhere, but 
because anyone can buy a CRISPR plasmid (a circular bit of DNA includ-
ing the desired sequences) from a nonprofit plasmid repository, Addgene, 
currently for US$ 65 (as of 2020). By 2018, nearly 3,400 laboratories had 
received CRISPR shipments and the number by now is obviously much 
higher. Meanwhile, anyone reading these pages is likely to have eaten fruit 
or vegetables with genomes modified by CRISPR. While genome editing of 
food plants using ZFNs and TALENs has been around for a while, its signifi-
cance seems trivial in retrospect compared to what has been achieved using 
CRISPR.

Non-browning apples created through CRISPR-based genome editing has 
been in markets for years. This is not a trivial achievement. Food waste, 
especially in the form of fruits and vegetables that get old and are thrown 
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away by shops and customers, is a major problem worldwide. It is estimated 
that nearly half of the produce grown in the United States is thrown away. By 
reducing that waste, CRISPR already contributes to food security, potentially 
worldwide.

But CRISPR’s ambit in agriculture is not limited to waste reduction. 
Potatoes have had their genomes edited for waxiness. Tomatoes have had 
their genomes edited to resist heat stress and powdery mildew disease. Very 
recently, one group has produced bushy tomato plants with bunched fruits 
like a flower bouquet instead of our usual long vines. They have pointed out 
how easy it would be to grow these plants in urban settings. If you live in a 
city, just imagine growing all your tomatoes on your window sill. Mushrooms 
have had their genomes edited to decrease browning. The US Department of 
Agriculture has ruled that this process will not be regulated. This decision 
frees up many more economically important possibilities.

Maize has had its genome edited for drought resistance. Cassava has been 
edited for resistance to brown streak disease. Flowering times have been 
altered in soybeans to increase yield. One group has succeeded in increas-
ing yield in rice. CRISPR may well decrease hunger and food shortages at a 
scale similar to the Green Revolution of the 1960s. Some commentators have 
suggested that, thanks to the advent of CRISPR it may be possible to double 
food production by 2050 without excessive conversion of wildland to crop-
land. This is the goal that, according to some, must be achieved to feed the 
projected human population in mid-century. Finally, CRISPR-edited plants 
are non-GMO; they are considered not to be “genetically modified organ-
isms” in the technical sense of not having DNA sequences from other species 
engineered into their genomes. Thus, the use of CRISPR-based gene editing 
should not raise the hackles of the anti-GMO movement.

Turning to livestock, CRISPR has already been used to edit genomes of 
chickens, cattle, and pigs. In chickens, a gene has been disabled to remove a 
protein from egg whites that sometimes induces allergic reactions in people 
eating eggs. Genomes of cattle have been edited to increase resistance to 
tuberculosis. CRISPR has also been used to create cattle that only produce 
male calves. The motivation for this was that males grow bigger and faster 
than females and thus produce more beef. A wide variety of modifications 
have been introduced in pigs, particularly in China. They have had their 
genomes edited to be leaner. These leaner pigs have lowered risk of mortal-
ity and potentially save farmers money. Resistance to a variety of diseases 
has also been introduced including porcine reproductive and respiratory 
syndrome virus (PRRSV) disease; moreover, porcine endogenous retrovi-
ruses (PERVs) have been removed from pig genomes to make pork safer for 
humans.

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



75The CRISPR Revolution

However, as we shall see in the sixth chapter, genome editing in pigs and 
other animals (and not only through CRISPR) has also let to a suite of unpre-
dicted and untoward consequences that raise questions about how much more 
regulation, and of what type, these methods should have before they spread 
even further. As environmentalists and animal ethicists have long and repeat-
edly pointed out, the food industry does not have a morally acceptable record 
of treating sentient animals well. Even without human eugenics, CRISPR 
brings to the forefront a host of ethical questions that we can no longer avoid. 
But animal ethics is beyond the main thrust of this book; moreover, in this 
context, CRISPR is not introducing new challenges. It is extending the scope 
of old ones introduced by prior methods of genome editing.
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“Eugenics is a word with nasty connotations but an indeterminate 
meaning. Indeed it often reveals more about its user’s attitudes than the 
policies, practices, intentions, or consequences labelled.”

—Diane B. Paul, 1998, “Eugenic anxieties.”

EUGENICS IN THE NEWS

Almost any discussion of the potential of using CRISPR-based methods for 
human gene editing eventually veers into prospects for eugenics. For many 
of us, even among those who approve of some forms of eugenics, the word 
itself seems to carry some nebulous connotation of danger, if not outrage. 
Why it does so should be clear from the history with which this book began. 
Those who support eugenics typically act as if they are on a rescue mission to 
rehabilitate a social program soiled by histories of genocide and involuntary 
sterilization. And those who object to eugenics often feel that they have to 
offer no argument beyond pointing to those histories. But what is eugenics? 
So far, in this book, we have not tried to answer this question.

We can no longer do so. Before we decide whether eugenics in any 
shape or form is acceptable or even desirable, or merely inevitable, we 
must achieve some clarity about what it is supposed to be. That is not a 
trivial task. As the historian Diane Paul has noted, eugenics “has been 
variously described as an ideal, as a doctrine, as a science (applied human 
genetics), as a set of practices (ranging from birth control to euthanasia), 
and as a social movement.” Even before World War II, Paul points out, 
eugenics was a source of endless controversy, Paul was writing several 

Chapter 5

Inevitable Eugenics?
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decades ago. In the intervening years, the word “eugenics” was somewhat 
rehabilitated in the context of the expected consequences of the HGP 
and through the efforts of liberal eugenicists promoting parental choice 
in human germline intervention. Nevertheless, since 2019, controversies 
about eugenics, what it means, and how we should regard its advocates 
from a century ago have publicly erupted and degenerated into the theater 
of the absurd in Britain.

Galton left his personal collections and archives with the University 
College London (UCL) where he also endowed a chair of Eugenics that 
became operative on his death in 1911. The endowment was for forty-five 
thousand pounds (worth about five and a half million pounds today). The 
first occupant of the chair was Galton’s protege, Karl Pearson. Both Galton 
and Pearson are towering figures in the history of statistics. Indeed, most 
historians regard Galton as the founder of classical statistics (sometimes also 
called frequentist statistics) because of his invention of the concept of regres-
sion and elaboration of the concept of correlation. Pearson provided the first 
quantitative account of correlation through a coefficient named after him. 
It has ever since been the most widely used measure of correlation. Galton 
also made many other important scientific contributions including the use of 
fingerprints to identify individuals.

Until last year, UCL had lecture halls named after Galton and Pearson and 
a building named after the latter to commemorate how he had established the 
study of both heredity and statistics at the college. Pearson was an impor-
tant cultural figure in his day, a committed socialist and ardent champion 
of women’s rights and sexual freedom. Even by the standards of their day, 
Galton and Pearson were also run-of-the-mill scientific racists believing in 
racial differences in ability on supposedly scientific grounds. They were also 
the most prominent eugenicists of their age. As proselytizers for eugenics, 
Galton’s and Pearson’s legacies are complicated. What must be emphasized 
first, though, is that they advocated and emphasized voluntary eugenics, a 
choice to reproduce (or not) based on heredity. Pearson on occasion sug-
gested segregation of the “unfit” but neither advocated involuntary steriliza-
tion let alone extermination in death camps.

By 2019 protesters at UCL had had enough of Galton, Pearson, and 
eugenics in their institutions. Most protesters were students but some faculty 
members such as Joe Cain of the Department of Science Studies were vocally 
supportive. The campaign equated eugenics to racism without argument. As 
one protester put it: “Buildings all over campus are named after eugenicists 
who today we would call white supremacists.” Given the global reach of 
eugenics in the early twentieth century, the identification is misplaced but 
the protesters were clearly not willing to engage in the critical reflection that 
should have marked supposed members of an academic community.
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History provides no support for the protesters. Even in the decades follow-
ing Pearson’s death in 1936, eugenic sterilization, for instance, in the United 
States, targeted poor white women along with women of color. Carrie Buck 
was white. Arguably, class differences have dominated racial differences 
throughout the history of eugenics. Pearson and Fisher (to whom we will turn 
next) feared excessive reproduction of the lower classes. Galton advocated 
Chinese expansion into supposedly inferior Africa but that hardly constitutes 
an advocacy of white supremacy (though there is other evidence that damns 
him on this count).

Although most eugenicists were also racists in Galton’s and Pearson’s 
era, there was an important difference: eugenics privileged some groups not 
because of appearance alone but because of hereditary factors that came to 
be identified with genes after 1900. Galton repeatedly emphasized that how, 
and to what extent, these factors determined traits and how they were dis-
tributed across populations was an empirical question on which data must be 
collected. The contrast with today’s white supremacy movements should be 
obvious.

As we shall see in the seventh chapter, there are pervasive problems 
of both obvious and subtle racism in contemporary British society and its 
intellectual ideology. The protesters at UCL, perhaps inadvertently, drew 
attention away from these deeper problems as the fixated on the naming of 
structures after long-deceased flawed figures who also were of some very 
well-deserved scientific repute. But they succeeded in their goals. The Galton 
Lecture Theatre was renamed Lecture Theatre 115; the Pearson Lecture 
Theatre became Lecture Theatre G22; and the Pearson Building became the 
North-West Wing. In January 2021, UCL issued a formal public apology for 
its history and legacy of eugenics. But UCL made no move to divest itself 
of its Galtonian endowment. It continues to exploit Galton’s largesse. If the 
protest movement had only targeted racism, there may have been some good 
reason to support these developments. By targeting eugenics with no concern 
for detail, it lacked intellectual integrity.

Reveling in its dazzling eminence, the University of Cambridge was 
not going to be outdone by UCL. There, Caius Hall in Gonville and Caius 
College used to have a set of six celebratory stained glass windows com-
memorating the most famous mathematicians and scientists to have worked 
in the College: Sir Charles Sherrington, the neurophysiologist who has 
received a Nobel Prize in 1932 for his work on the function of neurons; the 
mathematician, John Venn, famous for the diagram in set theory named after 
him; another mathematician, John Green, who proved an important theorem 
in vector calculus; Francis Crick, whom we have encountered before (and 
also a Nobel Laureate in 1962); James Chadwick, who won a Nobel Prize 
in physics in 1935 for discovering the neutron; and Roland Aylmer Fisher, 
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Pearson’s successor at UCL who was probably the greatest statistician of the 
twentieth century besides being, along with Haldane and Sewall Wright, one 
of the founders of modern evolutionary theory. Fisher was also an eugenicist.

In 2020, the Fisher window became the target of Black Lives Matter 
and allied protesters at the University of Cambridge. Protesters proclaimed 
“eugenics is genocide—Fisher must fall” on the Gonville and Caius College 
Gate of Honour. (For full disclosure: I am part of the Black Lives Matter 
movement in the United States). Once again, eugenics was identified with 
racism by the protesters. That Fisher was a committed eugenicist had always 
been well known though the College authorities preposterously claimed not 
to have been “fully” aware of his views when the window was installed in 
1989. Apparently none of those responsible was aware that the entire sec-
ond half of Fisher’s 1930 book, The Genetical Theory of Natural Selection, 
one of the principal sources of modern evolutionary theory, was devoted to 
eugenics. It is also not a matter of dispute that Fisher encouraged voluntary 
eugenics through economic incentives but did not advocate involuntary ster-
ilization, let alone death camps.

But Fisher’s detractors also accused him of racism. Here, the issues are far 
less clear. Politically, Fisher was an imperialist conservative from Britain’s 
colonial era and it is well-nigh impossible to find anyone of such a political 
persuasion who was not also a racist. Some of those who knew Fisher—for 
instance, the recently deceased Raphael Falk, a prominent geneticist and his-
torian of science at the Hebrew University of Jerusalem—thought that he was 
a racist. Yet, Fisher was a repeat visitor at the Indian Institute of Science in 
Calcutta (now Kolkata) and is known to have mentored Indian students there 
beyond the call of duty. He also maintained cordial and supportive relations 
with black African statisticians who were former students. Of course, being 
on civil terms with some select persons of color does not prove someone is 
not a racist. But evidence of racism is absent in Fisher’s extensive archives at 
the University of Adelaide. However, once again, absence of evidence is not 
necessarily evidence of absence.

Fisher’s detractors point to a passage quoting him in a 1952 United Nations 
Educational, Scientific and Cultural Organization (UNESCO) statement on 
the “Race Question in Modern Science.” Founded after the end of World War 
II, UNESCO had optimistically taken upon itself the role of scourging the 
world of scientific racism as had been promoted by Nazi and other Northern 
scientists. Its first statement on race, from 1950, took the view that race (that 
is to say, our usual racial categories) had no biological basis and was a social 
construction that should play no role in biological research. It generated a 
strong backlash from a relatively small but very vocal cadre of white scien-
tists. A more timid statement followed in 1952.

The new statement did not satisfy Fisher who had also been one of the crit-
ics of the original one. The 1952 report notes:
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Sir Ronald Fisher has one fundamental objection to the Statement, which, as he 
himself says, destroys the very spirit of the whole document. He believes that 
human groups differ profoundly “in their innate capacity for intellectual and 
emotional development” and concludes from this that the “practical international 
problem is that of learning to share the resources of this planet amicably with 
persons of materially different nature, and that this problem is being obscured by 
entirely well intentioned efforts to minimize the real differences that exist.”

In the dispute at Gonville and Caius College, Fisher’s detractors were happy 
to use the first quotation from him but ignore the second.

But what does the first quotation establish? It is not surprising coming from 
Fisher. But this is not because of whether or not he was a racist. It is simply 
because that he, like most other geneticists of his generation, was beguiled 
by the lure of genetic reductionism (a doctrine we have encountered before). 
The assumption was that genes pretty much determined even complex human 
behavioral traits, including the intellectual and emotional capacities men-
tioned by Fisher. If you believe that, and you are convinced (as Fisher was) 
that people from within a racial category (as understood at the time) share 
more genes with each other than with people from other races, you are logi-
cally committed to the belief that there are racial differences in these traits.

This is a classic example of what philosophers call a valid but not sound 
(that is, unsound) argument. It is valid because the conclusion does logically 
follow from the premises: it cannot be the case that all the premises are true 
and the conclusion false. It is unsound because some or the premises are 
false and this means that we have no reason to accept the conclusion. In fact, 
the two important premises are both false though that was not clear in 1952 
when Fisher was making this argument. First, genetic reductionism is simply 
not a defensible view. Genes alone do not play a determinative role in the 
origin of complex intellectual and emotional traits. That is one of the most 
important—and unintended—results generated by the HGP. We have already 
encountered this insight in the last chapter and will return to it in some detail 
in the seventh chapter. Second, it has turned out to be false that people from 
the same race (as usually understood, for instance, Black and white) share 
more genes with each other than with people from a different race. There 
is no biological basis for our usual racial categories (but the details for that 
conclusion are the matter of a different book).

What is more relevant to us is that the Fisher window at Gonville and 
Caius College was being targeted mainly for Fisher’s advocacy of eugenics. 
To its left (when facing the panel of windows) was the Crick window. The 
Cambridge protesters did not object to it. So, let us look at what Crick had to 
say about eugenics. In a 1962 London symposium on “Man and His Future,” 
some ten years after Fisher’s infamous remarks, Crick had the following 
“insight” to contribute:
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Let us take up this whole question of eugenics. I think we would all agree that 
on a long-term basis we have to do something . . . I want to concentrate on one 
particular issue: do people have the right to have children at all? It would not 
be very difficult, as we gathered from [another participant], for a government 
to put something in our food so that nobody could have children. Then possi-
bly—and this is hypothetical—they could provide another chemical that would 
reverse the effects of the first, and only people licensed to have children would 
be given the second chemical. This isn’t so wild that we need not discuss it. Is it 
the general feeling that people have the right to have children? This is taken for 
granted because it is part of Christian ethics, but in terms of humanist ethics I do 
not see why people should have the right to have children. I think that if we can 
get across to people that their children are not entirely their own business and 
that it is not a private matter, it would be an enormous step forward.

Crick’s remarks were well received. Fisher was dead; were he alive he likely 
would have blanched at the idea of governmental interference into personal 
reproduction in this way.

Fifteen years later, Crick laid out his eugenic vision more explicitly. He 
was quoted by the Pacific News Service as saying: “No newborn infant 
should be declared human until it has passed certain tests regarding its genetic 
endowment and that if it fails these tests, it forfeits the right to live.” His 
remarks became a foil for the emerging raucous anti-abortion movement in 
the United States.

The Gonville and Caius College authorities have removed the Fisher 
window. The Crick window remains. Around the same time, Cambridge 
hired a University lecturer, Staffan Müller-Wille, who is an apologist for 
Carl Linnaeus. While Linnaeus is mostly known for classifying the living 
world in the eighteenth century with a binomial scheme that we still use 
today (where every species has a genus name followed by a specific name, 
for instance, Homo sapiens), he is also the principal progenitor of scientific 
racism introducing a hierarchy of human races to match the prejudices of his 
day. Müller-Wille is apparently not interested in whether the concept of race 
is a “false idea”; rather his concern has been about how the concept can be a 
useful “mental tool.” Postcolonial readers will have no difficulty in recogniz-
ing for what purposes race has been such a useful mental tool. Let us end on 
a positive note: we cannot justly accuse the Cambridge protesters and authori-
ties of consistency and the littleness of mind that goes with it.

WHAT IS EUGENICS?

Eugenics, in spite of these controversies and the scores of volumes written 
about it, has never been precisely defined successfully. In the first chapter, 
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which discusses the history of eugenics, we made no attempt to formulate pre-
cisely what “eugenics” means, leaving that task for later in the book should it 
become necessary. Let us begin by noting one feature about eugenics that does 
emerge from the discussion of that chapter: eugenics includes, in some form 
or other, an attempt to change the genetic future of human populations through 
conscious and directed intervention in reproduction. But, beyond that, there is 
little agreement. Sterilization and the murder of those deemed unfit definitely 
do constitute eugenics. Merely choosing a mate whom one finds attractive 
almost certainly does not. Marrying for money certainly does not. Using con-
traceptives falls into the gray area between what may or may not be eugenics. 
It depends on the motivation. We will shortly have more to say on these issues. 
Other such intermediate cases are even murkier. When Indian parents demand 
fair brides for their sons to have light-skinned grandchildren, is that eugenics?

What makes the situation difficult is that the simple formulation proposed in 
the last paragraph, no matter how initially plausible it may seem, is riddled with 
problems. Historically, many prominent advocates of eugenics have supported 
the idea that it be promoted through reproductive decisions such as the use of 
contraceptives. These advocates included many prominent supporters of birth 
control in both Britain and the United States since the 1920s. Contraception 
was viewed by such eugenicists as one of the most appropriate modes of repro-
ductive intervention. Now, suppose you use contraception only because you 
have no intention of having more children. Is that not a conscious decision to 
alter the genetic future of your population? What could be objectionable about 
such a choice? Even if it is eugenics, where is the nasty connotation?

Conversely, when contraception is rejected, the reasons for doing so 
determine the ethical status of that decision. For instance, you may reject 
contraception because you believe in the superiority of your own religion and 
feel obligated to increase the number of its adherents compared to “inferior” 
religions. (There are such factions within many major religions who come to 
mind, including extremists from Christian, Hindu, and Islamic traditions.) So, 
you may find contraception nasty—but the nastiness comes from your reli-
gious predilections, not from contraception itself. Yet, if religious persuasion 
in a context is correlated with the genetic profile of a population because of 
an association between particular religions and ethnicity, a decision to forgo 
contraception will make a consciously chosen difference in the genetic profile 
of future generations. Is this eugenics? On the other side, the environmental 
problems posed by global overpopulation (and continued rapid population 
expansion in large swathes of the South), and the resulting overconsumption, 
makes birth control seem like a moral imperative to some people rather than 
a problem. Suppose we choose contraception for this reason. Is this eugenics?

Our initial formulation would also make much of genetic counseling 
eugenic. Let us return to the case of Tay-Sachs disease that we discussed 
earlier (in the second chapter). There is an elevated presence of the Tay-Sachs 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



84 Chapter 5

allele in Ashkenazi Jewish communities in Canada and the United States. In 
many such communities, effective genetic testing and counseling was used 
to decrease disease incidence by 90 percent between 1970 and 2000. Either 
individuals who were heterozygous for the allele were discouraged from mar-
rying each other or homozygous fetuses were aborted. Objections to abortion 
aside, what are the negative connotations of this kind of eugenics?

Many accounts of eugenics would require it to include a dose of coercion 
thus contributing to the nasty connotation that Paul mentions. These accounts 
would cover cases such as those of the first chapter such as widespread invol-
untary sterilization in the United States and the Nazi atrocities that generated 
widespread revulsion toward eugenics. The plausibility of framing eugenics 
in this way comes from the fact that it would exclude from eugenics mea-
sures such as contraception and genetic counseling followed by voluntary 
non-reproduction.

But, what about some other noncoercive measures such as providing mon-
etary incentives for reproduction by those deemed to be genetically superior? 
Such payments were promoted by some British eugenicists of the early twen-
tieth century such as Fisher, who were happy to be associated with eugen-
ics but, as we saw earlier, were not willing to stoop to coercion. Isn’t there 
something troubling about the state deciding to encourage only a subset of 
its populations to breed because of allegedly superior biological inheritance?

Or, take the case of Singapore. Starting in the 1960s, the city-state’s 
population policies were guided by the assumption that desirable human 
behavioral and mental traits are genetically determined. Singapore’s elite, 
including its political leadership, were happy to promote eugenic policies 
explicitly using that term. Their intent was not only to reverse the ongoing 
decline of the total population of Singapore but also to encourage the selec-
tive breeding of superior genotypes which were identified primarily on the 
basis of academic achievement. In the early 1980s, the government unveiled 
a package of measures to promote mating among highly educated individu-
als, including

a computer dating service; fiscal and other incentives for graduate women to 
bear more children; love-boat cruises (all expenses paid) for eligible graduate 
singles in the civil service; special admissions criteria to the National University 
of Singapore (NUS) to even out the male-female student ratio; calls to NUS 
academicians to investigate the single graduate problem, and also the introduc-
tion of courtship classes in the undergraduate curriculum to hone the would-be 
suitor’s skills, etc.

Coercion had happily lost out to absurdity in Singapore.
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DEFINING EUGENICS

Given these problems, is there any point in trying to define eugenics? It will 
obviously not be easy and almost certainly not fully successful. Nevertheless, 
we will try to give a working definition because some clarity will be needed 
when we examine programs and strategies that are either criticized or pro-
moted as eugenic. These have proliferated since the 1990s, encouraged by the 
HGP, and now spurred on by CRISPR-based potentialities. The first issue to 
address is one that was raised by Paul on which we have commented already: 
Why eugenics carries a nasty connotation for most of us (though apparently 
not for the leaders of Singapore and like-minded people), or at least did so 
before recent attempts began to rehabilitate the term?

The crucial reason is the obvious one: the historical connection between 
eugenics and grotesque forms of coercion. Tremendous harm has been done 
in the name of eugenics (to use Dan Kevles’s phrase) and it is hard to get 
away from images of Nazi death camps and young destitute women being 
sterilized in the United States. If this is what eugenics means in practice, little 
wonder that most of us want no truck with it. But contrast this picture with 
the Tay-Sachs story and think of the possibility that, with the technologies 
we now have, it can be entirely eliminated along with many other genetic 
diseases. Do we want to prevent such measures?

In what follows an important distinction will be that between positive and 
negative eugenics. This distinction goes back to the early twentieth century, 
to a British physician named Caleb Williams Saleeby. In 1909, in Parenthood 
and Race Culture, Saleeby distinguished between two forms of eugenics, 
“one [that] would encourage parenthood of the worthy, the other discourage 
parenthood of the unworthy.” This distinction became a staple of eugenics, 
especially in Britain. It was particularly relevant to liberals such as Haldane 
who endorsed some forms of eugenics in the 1920s.

By and large, these liberals were much more enthused by the prospects 
for negative eugenics, especially the elimination of genetic diseases than in 
trying to increase the prevalence of desired traits in a population. Eliminating 
single dominant genes that caused disease was fine for them. Some liberals 
were also willing to eliminate recessive genes that caused disease though, as 
Haldane soon realized and pointed out, this would be much more difficult. 
Trying to select genes supposedly linked to desirable complex traits such as 
intelligence or those related to temperament was a different matter altogether.

But even here the advent of the Nazis transformed the landscape. Haldane, 
for instance, had been sympathetic to some forms of eugenics into the early 
1930s; by 1938, as we saw in the first chapter, he was expressing skepticism 
about any use of heredity in politics while he veered toward involvement with 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



86 Chapter 5

the Communist Party which, in Britain and many other European countries, 
had become the sole political organization offering vocal and principled 
resistance against the rise of Nazi Germany. As was noted earlier, Haldane 
stressed that attempts at the eugenic removal of recessive alleles from a popu-
lation would be ineffective because heterozygotes with one copy of that allele 
would appear normal. Mating between such heterozygotes would continue 
to produce homozygotes with the disease. Such matings became more likely 
with any increase in inbreeding.

Once gene sequencing became available, recessive alleles could be identi-
fied using DNA sequences rather than the appearance of individuals. The 
limitation that impressed Haldane disappears and transportation becomes 
less important. (Of course, this is a moot point. Independent of advances in 
genetics, human mobility has vastly increased since the 1930s.) From our per-
spective, what is most important is that the distinction between positive and 
negative eugenics maps naturally to our contemporary distinction between 
editing disease-causing genes and genetic enhancement. The next two chap-
ters will discuss these two situations in turn. The salient difference between 
Haldane’s era and ours is that we are not restricted to discouraging mating 
or aborting fetuses; CRISPR allows accurate editing of individual alleles to 
change them as we would want.

A WORKING DEFINITION

It is time to attempt a working definition of eugenics. This attempt will have a 
very limited ambition of capturing how the word is used today, especially by 
proponents of liberal or moderate eugenics (which differ on one critical issue, 
as we shall see below). We will not try to capture all past uses. We will view 
as eugenic any policy (or practice) that has the following three components. 
We will begin by assuming that we have targeted a human phenotypic trait 
that we wish to promote (that is, increase in frequency in the population) or 
discourage (decrease in frequency). Next, we will endorse conscious inter-
vention in individual reproduction at the genetic level. Thus we implicitly 
endorse the assumption that, to the required extent, genes determine the 
presence of the trait. Finally (though this choice is less important than the 
other two parts of the definition), our purpose must be to change the future 
distribution of the trait in the population as a whole (and not be limited just 
to selected individuals).

Liberal eugenics adds a fourth component: achieving these traits must 
not involve any coercion. It must be left entirely to reproductive decisions 
made by parents. Society (presumably acting through the state) can have no 
role. Moderate eugenics does not accept this fourth component. While it also 
rejects coercion in general, it allows a role for the state to intervene in some 
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eugenic decisions such as that of freeing a population from genetic diseases. 
According to moderate eugenicists, coercion is permissible in such situations 
to the same limited extent as in the case of enforcing mandatory vaccination. 
The discussion that follows will assume that what is at stake is liberal eugen-
ics without necessarily rejecting the more expansive program of moderate 
eugenics. (If liberal eugenics cannot garner social acceptability as public 
policy, moderate eugenics is irrelevant.)

Thus, every component of a eugenic policy requires conscious choice. 
Every mating choice we humans make (short of cloning the entire population) 
results in affecting the future frequencies of traits in populations by creating 
new genotypes and changing the genetic profile of the population. But not 
every mating choice is eugenic according to our formulation because we may 
not be making conscious choices about genes and their future spread. This 
is in accord with our usual intuitions: we typically choose mates for reasons 
that do not concern the spread of genes over time. But consider the mating 
strategy of Fisher whom we keep on encountering. According to his daughter, 
thinking of the genetic profiles of potential mates formed part of his method-
ology for finding a suitable wife and subsequent reproductive choices. Fisher 
was happy to view his strategy as eugenic and it meets the requirements of 
our definition.

The requirements of our formulation are quite precise, perhaps too much 
so. Merely encouraging academically accomplished individuals to reproduce 
together, as was urged by the authorities in Singapore, does not fully satisfy 
our conditions. No definite trait was being targeted unless it is academic 
performance itself. But that does not seem to have been the Singapore gov-
ernment’s intention; rather, academic qualification was supposed to be a sur-
rogate for some other desired trait that remained nebulous. Most people will 
presumably accept that a policy of encouraging targeted marriages constitutes 
noncoercive intervention into reproduction at the genetic level. But that does 
not mean that a definite trait is being targeted. What matters in our context 
is that such a process seems far removed from targeted gene editing which 
provides the motivation for our formulation of eugenics. This is where this 
formulation diverges most from what eugenics was classically supposed to 
be, mainly about influencing patterns of reproduction.

Many societies have controlled reproductive patterns by elaborate rules, 
for instance, India’s Hindus who required marriages to be restricted within 
the individual castes of their elaborate, rigid, and famously oppressive social 
system. Yet, even that system is not eugenics in our sense because no definite 
phenotypic trait is targeted and there is no conscious concern for the genetic 
profile of the population. (Hindu caste restrictions are also coercive in a way 
that would fall afoul of liberal or moderate eugenics if not all eugenics—but, 
as noted earlier, our discussion in what follows will generally be restricted to 
eugenics only in its liberal manifestation.) Of course, the ancient Hindus did 
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not know anything about genetics when they set up their system of oppres-
sion thousands of years ago. But Galton was also hazy about heredity and 
his elaboration of eugenics only partly satisfies the formulation given earlier.

Not allowing coercion is central liberal eugenics. In emphasizing this, 
liberal eugenicists depart radically from most eugenic policies of the past, in 
particular those described in the first chapter. There is a well-known worry 
here: when does the role of a social institution itself become coercive? The 
coercion of the eugenic measures discussed in the first chapter is easy to dis-
cern and condemn: it was open and brutal. But there are much more subtle 
forms of coercion of which we must be wary. Economic difficulties may 
become coercive, for instance, when financial incentives are used to convince 
people to edit out “undesirable” genes. (It is within the realm of possibility 
that insurance providers in the United States will adopt such a measure.)

However, the problem of economic coercion is not unique to the context of 
eugenic or other reproductive decision in contemporary neoliberal societies. 
From the control of behaviors with adverse health effects such as smoking to 
the choice of unpleasant or socially stigmatized professions such as those in the 
sex industry, the potential for being coerced by financial need is omnipresent in 
our lives in capitalist societies. Finding solutions to this problem is beyond the 
scope of this book. It will require a much broader social discussion.

So, why would someone object to a noncoercive eugenics with obvious 
benefits to health and social well-being? Two factors may be operative (and 
the discussion that follows must be regarded as partly speculative). The first 
is a pervasive skepticism about social engineering in neoliberal societies. 
Eugenics has always had a social engineering component and continues to 
do so even in the formulation being used here: it includes a conscious goal to 
alter the future genetic profile of a society. Enthusiasm for eugenics among 
political liberals in Northern countries peaked in the 1920s, before the Great 
Depression, when the end of World War I (which was supposed to be “the 
war to end all wars”) generated social confidence, and confidence about sci-
ence, to an extent that is almost inconceivable today. That confidence disap-
peared with the failure of socialist planning in Europe and elsewhere. Today, 
the potential for eugenics leads to widespread social anxiety. That underlying 
anxiety may well explain why so many groups in the North reacted with such 
outrage when the Chinese experiments on CRISPR-mediated human embry-
onic germline editing were first reported in 2018.

The second factor adds to the intensity of this anxiety. Since at least the 
nineteenth century, there has been an implicit belief in most Northern societ-
ies that heredity is critical in determining human lives and futures. For the 
United States, this ideology is well documented. Many developments in mod-
ern biology contributed to this attitude. The original theory of evolution by 
natural selection—that of Darwin and Wallace—relied entirely on hereditary 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



89Inevitable Eugenics?

changes amplified by natural selection to explain the complexity and diversity 
of living organisms. Though Darwin subsequently flirted with the inheritance 
of acquired characters, ultimately, modern evolutionary theory rejected this 
type of inheritance and, also, any direct influence of environmental factors on 
inherited traits. The crucial figure in establishing that view, starting near the 
end of the nineteenth century, was a German zoologist, August Weismann, 
relatively unknown to the public today but one of the giants of the history 
of evolutionary biology. We have already been using one of the distinctions 
Weismann introduced, that between the germline and the somatic cells.

Weismann argued that not only is heredity restricted to the germline, but also 
that the germline alone carries specifications of what happens to the somatic 
cells, how—in our contemporary terminology—the genotype specifies the 
phenotype. Weismann attempted to support his theory by many experiments, 
including a notorious one in which he cut off the tails of mice over many 
generations only to find that mice continued to be born with tails. Weismann’s 
views naturally dovetailed into Mendelian genetics after 1900 when Mendel’s 
work began to be generally known. The hegemony of the gene consisted of the 
claims that not only are genes the stuff of inheritance but that they determine 
the most important features of humans (and other organisms). Moreover, they 
are passed on unchanged from one generation to the next endlessly except for 
very rare mutations which, in any case, would almost always hurt us.

The idea of the hegemony of genes and, therefore, of genetics over all 
other aspects of biology permeated Northern culture throughout the twentieth 
century. It even became a weapon deployed by the West during the Cold War 
after genetics was banned as bourgeois during the Stalin years in the Soviet 
Union. (This was the period of Lysenko’s dominance over Soviet biology—
recall our discussion in the last chapter of the fraud he perpetrated for several 
decades.) Indeed, the social power of genetics helped propel the sequence of 
events that led to the HGP even with its US three billion dollar cost. It is per-
haps hardly surprising then that when social engineering appears to target the 
sanctity of the inherited genes themselves, the result is a deep anxiety about 
the future. Scientists, as Robert Cook-Deegan once put it, are playing God. 
Scientists would be interfering into what “God” had bestowed us. Implicitly, 
scientists would be claiming that they would be correcting God’s work. No 
wonder many of us are uncomfortable.

INESCAPABLE EUGENICS?

Yet, since the earliest days of the HGP, many commentators have come 
to view eugenics at least as inevitable. In 1996, writing while the human 
genome was still being sequenced, the philosopher, Philip Kitcher argued that 
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“[i]ntroducing molecular biology into prenatal testing will lead us to engage 
in some form of eugenics.” (Kitcher’s formulation was a little odd given 
that he was writing in the 1990s: quite some time earlier, molecular biology 
had already become part of prenatal testing for disease genes using DNA 
extracted from amniotic fluid. It is unclear why Kitcher thought of this only as 
a future possibility.) In any case, he was well aware both of the barbaric his-
tory of eugenics and of the morass we find ourselves in when we try to define 
it precisely. But he remained willing to use the term so long as we specify 
explicitly what we mean by eugenics. Eugenics, he felt, was “inescapable” 
even though it involved social engineering.

Kitcher proposed four criteria to evaluate different types of eugenics that 
could be envisioned:

First eugenic engineers must select a group of people whose reproductive 
activities are to make the difference to future generations. Next, they have to 
determine whether these people will make their own reproductive decisions or 
whether they will be compelled to follow some centrally imposed policy. Third, 
they need to pick out certain characteristics whose frequency is to be increased 
or diminished. Finally, they must draw on some body of scientific information 
that is to be used in achieving their ends.

He concluded: “Practical eugenics is not a single thing. Human history 
already shows a variety of social actions involving four quite separate com-
ponents, each of which demands a separate evaluation.” For instance, eugenic 
policies that score most poorly with respect to the second, that is, those that 
embrace a lot of coercion may not be acceptable just for that reason no matter 
how well it satisfies the other criteria.

Kitcher’s criteria differ from those incorporated in the definition we are 
using. What is now called liberal eugenics, he called laissez-faire eugen-
ics. Kitcher was more willing to accept social intervention into individual 
decisions than most advocates of eugenics today, more so than even those 
who defend moderate eugenics and see some role for social enforcement of 
eugenic policies. Perhaps, the most striking difference between Kitcher’s cri-
teria and our definition is that he endorsed the idea that eugenics can be based 
on any scientific information rather than genetic information alone.

Suppose, for instance, social engineers allocate the number of children a 
family can have on the basis of economic status; the more money you have, 
the more children you are allowed to have. Their reasoning is that raising 
children requires money and the best organization of society would ensure 
that money is equally available for children when they are growing up. Let 
us suppose that this assumption is backed by credible economic data. This 
social policy may qualify as eugenic under Kitcher’s criteria but would not do 
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so under ours because our definition privileges genetics. In this, at least, our 
definition more closely matches what has traditionally been called eugenics. 
(Some versions of moderate eugenics also go beyond what is being defined as 
eugenics here since they allow for the manipulation of all aspects of heredity 
including epigenetic inherited factors.)

More to the point, even though Kitcher regarded eugenics as inevitable, 
he did not endorse any particular approach to it. In the chapters that follow, 
we will try to be much more specific. While arguing that eugenics must be 
inevitable Kitcher also made a very important point. Given what we know 
about genetics today, for instance, the rules of inheritance of genes and a 
fair amount of the connections between genes and trait, choosing not to use 
that knowledge during reproduction is itself a reproductive choice about 
the future distribution of genes in the human population. An example will 
make this clearer. Suppose that you know that you are carrying the allele for 
Huntington’s disease. Also, suppose you are the genetic parent of an embryo. 
If you decide not to test it for the allele, you are making a conscious choice 
about the genetic future of the population. Implicitly you are deciding that 
there is no salient ethical difference between a population in which the allele 
exists and one in which it does not.

Or, suppose you test for the allele and find it present in the embryo. Then 
you decide not to use CRISPR-based (or some other form of) gene editing to 
correct the allele (assuming that safe genome editing has become possible). 
You may do so for a variety of reasons. You may object to “playing God.” 
Or, given that Huntington’s disease typically manifests itself well after the 
onset of adulthood, you may have decided that the value of the years without 
disease outweigh the cost of the years with it. No matter why you do it, you 
will have consciously affected the genetic future of the human population.

Let us make Kitcher’s point a bit more stark: rejecting eugenic practices is 
itself a form of eugenics. As political activists have long pointed out in many 
contexts, choosing not to act is itself an action.

MATTERS OF ETHICS

The next two chapters will be concerned with the ethics of human germline 
editing using CRISPR. As we would expect, this potential use of CRISPR has 
been widely discussed by bioethicists. Much of this discussion has concerned 
gene editing in general and, though it now includes CRISPR, it had started 
well before the the advent of CRISPR because the prospect of gene editing 
has been around for a generation. CRISPR has introduced a new urgency 
to these discussions by making human germline editing an immediate live 
possibility. In the past, perhaps because the prospect of human germline 
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editing seemed to be a problem for a distant future, many of those discussions 
remained mired in philosophical controversies that may only have marginal 
relevance to the practical questions we face today. Let us deal with and dis-
pose these controversies here and try to glean from them anything that may 
be of value.

Bioethicists typically distinguish three broad theoretical frameworks for 
doing ethics. We will mention these briefly here, leaving a fuller discussion 
for the seventh chapter when more detail will be necessary in the context of a 
discussion of the ethics of genetic enhancement. Except in that case, a choice 
of a theoretical ethical framework typically makes no difference to how we 
think about the practical ethical issues that will arise in our discussions. (We 
will also gloss over many philosophical subtleties that similarly make no 
difference.)

The first framework takes a firm objective stand about right and wrong 
based on duties and obligations that individuals have to others, what they 
may or may not do to them. For instance, the seventeenth-century German 
philosopher Immanuel Kant insisted that we should not do to others what we 
would not have them do to us (and all others). This type of foundation for 
ethics is called deontological. (We will not encounter this word again; so, let 
us leave its origin aside.) A second framework, virtue ethics relies on devel-
oping good qualities in individuals, a tradition that goes back (in Western 
philosophy) to Aristotle in ancient Greece. The third framework, and the one 
most likely to be familiar to many of us, bases ethics on the consequences of 
actions or policies. Consequentialism argues for the maximization of good 
results and the minimization of bad ones. In its most basic form, it asks for 
the maximization of pleasure and the minimization of pain.

Following along the lines of reasoning that ultimately go back to the phi-
losopher, Derek Parfit, some bioethicists have argued that the first two of 
these frameworks are irrelevant when we are confronted with eugenics based 
on gene editing. (What follows is not supposed to be Parfit’s own view but 
draws on his reasoning.) Unlike the situation in which an individual is steril-
ized, or receives a reward for successful reproduction, no individual to whom 
we have obligations or whose development is concerned can be affected by 
germline editing: no such individual exists at present prior to that germline 
editing. The edited germline belongs to the future; the individual of which it 
may form a part is nothing more than a possible future individual who may or 
may not come into existence depending on whether an embryo comes to term.

Suppose an individual does come into existence, the preferences of such 
an individual may be affected by what we do now but we know nothing now 
of what that individual’s desires, wishes, and so on, would be. The upshot 
of these observations is taken to be that we cannot say anything sensible 
about obligations toward such individuals or the development of individual 
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qualities, and so on. The first two ethical frameworks are thus supposed to 
be irrelevant.

In contrast, consequentialism appears more promising. For instance, we 
can meaningfully talk about the increase or decrease of total pleasure or pain 
in some future situation even if we cannot otherwise meaningfully talk about 
the individuals involved. But consequentialism also has disturbing implica-
tions in the context of germline editing: we can imagine a technological situ-
ation in which we modify genes for receptors in the brain to enhance pleasure 
or decrease pain, for instance, in response to a genetic disease. For example, 
we could use genetic enhancement of pleasure to exceed whatever pleasure 
that could otherwise have been generated by removing the disease allele 
itself. Does it now become a more ethical choice to enhance such pleasure 
rather than address the cause of the disease? At present, this is an imaginary 
but not far-fetched scenario. We could clone people with genetic endow-
ments that keep them always in a pleasurable state. Does that become a moral 
responsibility? (We will return to these possibilities in the seventh chapter.)

Where does this leave us? Does it mean that ethics, as practiced by profes-
sional philosophers, has little to contribute where it matters most, when we 
confront moral ambiguities about social problems we cannot avoid? Perhaps. 
Academic ethics may have made itself irrelevant to society by overspecializa-
tion and a focus on arcane practically irrelevant issues. The first observation 
to make is that the worries we just encountered are not unique to the question 
of CRISPR-mediated eugenics (or one using any other form of gene editing). 
With regard to the apparent irrelevance of the non-consequentialist ethical 
frameworks, the same issues arise whenever we talk about possible people, 
for instance, when we analyze our ethical responsibilities to future genera-
tions in the face of climate change or in any other context in which we have 
to worry about future generations.

From the Parfit perspective, we cannot ever know enough about the pos-
sible individuals who would comprise future generations to make decisions 
based on their preferences. It is the perspective that is problematic. It seems to 
me to be founded on patently false assumptions that Parfit’s many followers 
simply have not questioned. Surely, we know enough to know that the next 
few generations will want clean air? Clean water? Ocean levels that are stable 
enough that coastal regions remain habitable? Precipitation patterns such 
that much of the world’s agricultural lands remain in production? We know 
enough to know that we have an ethical obligation to combat climate change 
to the extent still possible and to prepare to adapt to the best of our abilities. 
Faced by the prospect of unbridled climate change, metaphysical worries 
about the status of future individuals seem beside the point.

Perhaps we need to assume no more than we just did, about the most obvi-
ous human needs such as pleasant and reasonably long lives with as little pain 
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as possible, to argue that we have a moral obligation to free future human 
generations from genetic diseases to the extent that CRISPR (and our other 
technologies) now makes plausible. The next chapter will develop this line 
of reasoning but note its limitations in the face of developmental contingency 
and complexity. Our problem is not that we would have to edit the human 
germline; rather, it is that editing genes in the germline is likely to be a suc-
cessful intervention only for a handful of genetic diseases.

The chapter after that will turn to genetic enhancement. Once again, an 
environmental analogy helps. Suppose we decide to plan the architecture of 
cities a few generations down the road. We assume that people will choose to 
drive (energy-efficient) cars, live in families, drive to work and shop, and by 
and large indulge in the passions of today’s North American suburbia. Surely, 
this is silly, if not a recipe for a complete disaster? When it comes to choices 
of this type, we certainly do not know and cannot predict with any reasonable 
certainty what future generations will want.

In the North, nuclear families are a relatively recent phenomenon; most 
commentators trace their origins back to the Industrial Revolution and the 
social mobility it induced. However, nuclear families have largely been pro-
moted as the “natural” and desirable unit of social organization only since the 
mid-twentieth century when the term was introduced by the anthropologist 
George Murdock who openly acknowledged the implicit atomic metaphor.

Today, many anthropologists and sociologists emphasize that nuclear 
families have not been the dominant human social organization through his-
tory, but that they may again give way to extended multigenerational fami-
lies in the near future, and extended families may be a better form of social 
organization. Suburbia are a product of the 1950s and have led to myriad 
social and physical changes to the landscape, including the disappearance of 
biologically diverse habitats by spawning urban sprawl. It is hard to imagine 
that more environmentally aware and responsible generations will continue 
to organize their habitats as we have done in an age of waste and overcon-
sumption. Even the automobile may lose the aura it has had since the 1950s.

These choices of earlier generations, particularly of the 1950s, were the 
result of the structure of power relations then, and our architectural choices 
today would continue to be similarly dominated by sociopolitical structural 
constraints even as we would try to be self-consciously critical of them. The 
same problem would manifest itself if we attempt the genetic enhancement 
of future populations. Our choices are more likely to reflect power relations 
today and the prejudices they generate rather than human universals about 
well-being beyond the negative eugenics of removing genetic disorders. At 
the very least, we should proceed with caution.
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“This land is your land, this land is my land 
From California to the New York Island

From the redwood forest, to the gulf stream waters 
This land was made for you and me

As I was walking a ribbon of highway  
I saw above me an endless skyway
I saw below me a golden valley  

This land was made for you and me  
. . .

As I was walkin’—I saw a sign there  
And the sign said—no trespassin’

But on the other side . . . it didn’t say nothin!
Now that side was made for you and me

—Woody Guthrie, “This Land is Your Land,” 1940.

THE LONG REACH OF HUNTINGTON’S DISEASE

In 1962, when Bob Dylan released his first album, it included only two 
original songs. One of them, “Song to Woody,” was a tribute to folk singer, 
Woody Guthrie, who is arguably the greatest songwriter the United States 
has ever produced. By then Guthrie, still barely fifty years old, had long 
been confined to a New Jersey institution suffering from Huntington’s dis-
ease. With some effort, Dylan had been able to visit and sing for him. There 
was no hint of Guthrie’s illness in Dylan’s song; rather it was a celebration 
of Guthrie’s wandering songwriting life over the years. Today, though few 
younger Americans seem to know who Woody Guthrie was, his songs live 
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on. In particular, in school or church, most of this same younger generation 
have encountered “This Land Is Your Land,” Guthrie’s compelling 1940 
response to Irving Berlin’s cloyingly patriotic “God Bless America,” even if 
today’s most popular versions of Guthrie’s song omit his more radical verses 
such as the last one quoted above.

In 1940, when Guthrie was only twenty-eight years old, his behavior and 
life had begun to unravel probably because of the onset of the early stages 
of the Huntington’s disease that finally killed him twenty-seven years later. 
He had withdrawn into himself, become increasingly detached and cold 
toward his first wife, Mary, and their children, and had begun to exhibit 
occasional outbursts of unusual fits of temper. Woody Guthrie had inherited 
the Huntington’s disease gene from his mother, Nora, who had died of the 
disease in 1929 at the age of forty-one. As a teenager, Guthrie had witnessed 
his mother’s life slowly falling apart eventually to end with her institution-
alization and subsequent death. She had lost control of her muscles at times 
and had suffered from deep depressions interspersed with outbursts of anger 
even before being sent to an institution. When Guthrie visited her for the last 
time in 1928, she did not even recognize her own son.

Fear of the disease seemed to have haunted Woody Guthrie ever since though 
his friends later recalled that he tried hard to live in denial. His career in music 
started in the 1930s in response to the Great Depression and the Dust Bowl that 
had driven him and many others from Oklahoma to California through Texas. 
He wrote songs about ordinary people and their struggles, about how migrants 
were unwelcome in California (“Do Re Mi”), and about outlaws who looked 
after the poor (“Pretty Boy Floyd”). During the time he spent in California, 
Guthrie worked the union halls and became a fellow traveler of the Communist 
Party though his enthusiasm for the Party flagged when Stalin and Hitler signed 
their short-lived but infamous nonaggression pact of 1940.

Subsequently, his career blossomed in New York in the early 1940s but he 
soon left the city to return to his wandering life all about the country. Even 
though signs of Huntington’s disease were almost certainly already present, 
Guthrie continued to compose songs, record them, and perform extensively 
around the country through the 1940s. He remarried and his new work 
included a stunning collection of children’s songs (“Songs to Grow On”) 
inspired by his daughter Cathy Ann who was later killed in an electric fire 
at home in 1947. She was barely four years old. Woody Guthrie never quite 
recovered from his little daughter’s death. By the early 1950s, Huntingtons 
had him fully in its grip and the last fifteen years of his life were largely spent 
confined to institutions, sometimes by his own choice.

One wonders how much more Woody Guthrie could have achieved had it 
not been for his illness. Many friends and relatives witnessed his intellectual 
and physical deterioration and the dissolution of his musical abilities; their pain 
is yet another aspect of the suffering brought about by Huntington’s disease. 
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Today we continue to face the question of how much more future suffering 
there may come to be because of the continued presence of the Huntington’s 
disease gene in the human population. It is a dominant gene; one copy suffices 
to cause the disease. But, today, we are also in a position to prevent that suffer-
ing: with CRISPR technology we finally may have the means to remove this 
gene permanently from the human population. So why not do it? That is the 
rationale for removing genes causing severe disease from the human population 
and it constitutes the most defensible form of eugenics. Once again, why not do 
it? Apparently we, as a society, remain unable to make that decision.

THE HE JIANKUI AFFAIR

Even though we may have a good rationale for removing disease genes from 
the human population, one thing is clear: society, and especially the biologists 
involved in CRISPR-based gene-editing research, are as yet far from ready 
to accept the conscious manipulation of the human germline. That much, at 
least, is clear from the furor caused in 2018 by He Jiankui who was at that 
time a biologist at the Southern University of Science and Technology in 
Shenzen (China). He had tried his hand at human germline editing. At the 
end of November, just before the beginning of the International Summit 
on Human Genome Editing in Hong Kong, He announced that he had used 
CRISPR-based techniques to successfully edit the germline in twin embryos 
in an attempt to confer resistance to HIV. The little girls were born in early 
November and, according to He, were healthy.

That this work emerged in China was not completely a surprise. Chinese 
biologists had been at the forefront of gene-editing research for several years. 
In March 2015, biologists from Guangzhou were the first to report editing 
genes in a human embryo, though they avoided controversy by using an 
embryo that was not viable. They were shortly followed in this type of editing 
by biologists from the United States and Britain. Because none of this earlier 
work involved viable embryos, it did not raise the hard questions and outrage 
that He’s experiments provoked. In 2016, biologists from Sichaun University 
were the first to test the use of CRISPR-based techniques to edit genes in a 
human patient as a therapy for cancer. This was somatic cell gene editing and 
also raised no ethical hackles.

These developments motivated He to launch a project in June 2016 to 
edit the germline of human embryos with the intention of producing a live 
birth. In March 2017, he began recruiting couples with HIV-positive fathers 
for these experiments. One such couple led to the birth of the twin girls in 
November 2018. At the Hong Kong conference, He also announced the exis-
tence of yet another pregnancy with a germline-edited embryo which was 
supposed to come to term in August 2019.
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He did not carry out his experiments in secret. He discussed his plans with 
biologists in the North including his former PhD adviser at Rice University, 
Michael Deem. No one appears to have tried to dissuade him very hard even 
though all of his interlocutors have since claimed that they tried to discourage 
him. But once He reported his results, immediately at the Hong Kong confer-
ence and elsewhere in the North, biologists reacted with fierce and vocifer-
ous condemnation of his experiments. Biologists claimed to be appalled at 
what He had done even though it was far from clear that he had violated any 
Chinese regulations or international standards. (Many biologists were also far 
from convinced of the scientific plausibility and value of He’s experiment and 
we shall return to that issue later in this chapter.)

For instance, in response to He’s announcement, the December 18 (2018) 
issue of Science contained an editorial by Victor J. Dzau, president of the 
US National Academy of Medicine, Marcia McNutt, president of the US 
National Academy of Sciences, and Chunli Bai, president of the Chinese 
Academy of Sciences that urged “international academies to quickly convene 
international experts and stakeholders to produce an expedited report that will 
inform the development of criteria and standards to which all genome editing 
in human embryos for reproductive purposes must conform, and to engage 
scientific bodies around the world in this effort.” According to them, our abil-
ity to edit the human germline “has outpaced nascent efforts by the scientific 
and medical communities to confront the complex ethical and governance 
issues that they raise.” The three Presidents were unequivocal in condemning 
He: “To maintain the public’s trust that someday genome editing will be able 
to treat or prevent disease, the research community needs to take steps now 
to demonstrate that this new tool can be applied with competence, integrity, 
and benevolence. Unfortunately, it appears that the case presented in Hong 
Kong might have failed on all counts, risking human lives as well as rash or 
hasty political reaction.”

This Science editorial is troubling at least on two fronts. First, it claimed 
that scientific developments have outpaced the formulation of policy. But, to 
the extent that this is true, it is a failure of the leaders of the genomics research 
community rather than any malfeasance on the part of individual research-
ers eager to explore the new possibilities opened up by CRISPR-based gene 
editing. As noted earlier in the book, the prospect of human germline edit-
ing has been recognized since the 1980s when it was actively discussed as a 
possible outcome of the Human Genome Project (HGP). Proponents of the 
HGP realized that the new genomics would have social impacts and the HGP 
included, right from the beginning, a program to study the ethical, legal, and 
social implications (ELSI) of the human genome. As much as 3 percent of 
the budget of the HGP was allocated to the ELSI program. Yet, almost thirty 
years later we find ourselves unprepared when presented with the immediate 
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prospect of edited human germlines. Biologists could have done much more 
to insist that policy issues receive substantive treatment.

Second, the Science editorial implicitly acknowledged that there was at 
the time no pertinent rules in place at any level to regulate gene editing. 
(The state of affairs is not much better today.) This situation has the impli-
cation that He was being criticized for violating nonexistent rules which 
hardly seems fair. Moreover, in the Science editorial, the Presidents of the 
US National Academies of Science and Medicine offered to take the lead 
in developing regulations to cover human germline editing. However, in 
December 2015 these two academies had already hosted an international 
summit meeting on gene editing. One outcome of that meeting was a work-
ing group on the scientific, ethical, and social issues raised by new technolo-
gies, especially CRISPR. The group’s report was published in 2017. Entitled 
Human Genome Editing: Science, Ethics, and Governance, that report did not 
call for an outright ban on human germline editing in embryos for research or 
otherwise. However, it recommended limiting both somatic cell and germline 
gene editing to prevent disease. This is what He is supposed to have done. 
What, then, are the international norms that He is supposed to have violated?

In the wake of He’s experiments, some biologists went much further in 
their attempts to prevent human germline editing. Eighteen of them, led by 
Eric Lander of the Broad Institute and including almost all the luminaries 
of CRISPR-based gene-editing research, published a commentary in Nature 
arguing for an immediate moratorium on clinical human germline editing. 
Academy presidents got into the act again. Dzau and McNutt, this time 
joined by the president of the Royal Society of London, Venki Ramakrishnan, 
chimed in to endorse the biologists’ call and proudly noted that their orga-
nizations “are leading an international commission to detail the scientific 
and ethical issues that must be considered, and to define specific criteria and 
standards for evaluating whether proposed clinical trials or applications that 
involve germline editing should be permitted.” The Presidents were very 
happy that the World Health Organization was carrying out a parallel effort 
though one may wonder why such duplication was needed. Apparently, He’s 
experiments had made the National Academies’ 2017 report already obsolete 
because it was too permissive about germline editing. But is there good rea-
soning behind this change of position?

Chinese authorities were clearly embarrassed by the uproar caused by 
He’s experiments. He was systematically investigated for compliance with 
all possible standards and regulations that could conceivably be relevant to 
his work. A news agency reported that the official conclusion was that He 
“intentionally dodged supervision, raised funds, and organized researchers on 
his own to carry out the human embryo gene editing intended for reproduc-
tion, which is explicitly banned by relevant regulations.” No one publicly 
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stated what these regulations were. In response to the investigation, He lost 
his job at the Southern University of Science and Technology. His career as 
a scientist was effectively over in China. But, to date, no official report has 
been released detailing what existing Chinese regulations He had violated 
in 2017 and 2018. In fact, China introduced draft regulations protecting 
embryos from gene editing only in May 2019 only after these developments 
had taken place.

By that time, He had disappeared from public view. At the end of 2019, 
Chinese authorities imprisoned him for three years and fined him the equiva-
lent of US$ 430,000. Two of his collaborators were also convicted but 
received lesser sentences. But, once again, there was no public presentation 
of evidence of guilt, what existing regulations He had explicitly violated. 
There were rumors that Chinese authorities had knowingly funded his work. 
He may well have been a scapegoat sacrificed by Chinese authorities to curry 
favor with Northern institutions.

Meanwhile, in Russia in June 2019, molecular biologist, Denis Rebrikov, 
announced plans to target the same gene that He had focused on but to edit it 
differently in embryos which he would then implant in HIV-positive mothers 
to reduce the risk of transmission of HIV. So far, Rebrikov has not received 
the necessary permissions or publicly embarked on the project. It is unclear 
whether he will ever get the requisite permissions. Nevertheless, the genie is 
out of the bottle and will never be put back in again.

There is also no international (or scientific) consensus against human 
germline editing. For instance, twenty-nine European countries have signed 
and ratified the Oviedo Convention which bans germline editing but the list of 
signatories does not include Britain, Germany, Italy, or Russia. In the United 
States, the FDA requires an Investigational New Drug (IND) exemption for 
clinical trials involving transfer and gestation of a DNA-edited embryo. A 
US House of Representatives committee held a hearing in 2015 after which 
Congress passed an omnibus spending bill that explicitly prevented the FDA 
from using any of its resources to consider any IND application involving 
germline DNA modification. As a result, germline editing cannot proceed at 
present in the United States without it actually being illegal. Independently, 
the National Institutes of Health decided in 2015 not to fund any use of gene-
editing technologies in human embryos thus effectively banning germline 
editing in practice.

Finally, in 2020, the US National Academy of Sciences, along with the 
US National Academy of Medicine and the Royal Society of London issued 
a report, “Heritable Human Genome Editing,” concluding that existing tech-
nologies, including CRISPR, had not yet been demonstrated to be sufficiently 
safe for clinical use at this time. It limited its discussion to the use of human 
germline editing for disease prevention and did not broach the possibility 
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of genetic enhancement which will occupy us in the next chapter. It recom-
mended the initial restriction of the use of germline editing, after safety has 
been demonstrated, to cases in which a single dominant or recessive allele 
causes severe disease. It gave no reason to show that this was a wise choice 
perhaps believing it to be obvious. We will argue for a similar outcome below 
but only after providing a credible biological rationale.

THE ETHICS OF HUMAN GERMLINE INTERVENTION

It is time to move beyond gut-level protestations of horror and outrage and 
examine if there are genuinely ethical reasons to forgo germline editing in 
humans, especially for the purpose of eliminating genetic diseases. Why not 
proceed with editing the human germline to replace disease-causing genes 
with their more benign counterparts? Four “ethical” objections have been 
widely discussed and it behooves us to evaluate them.

Perhaps the strangest of these is the “playing God” objection which we 
have encountered before as an argument against sequencing the human 
genome. In the Judeo-Christian-Islamic tradition, we are supposed to be 
God’s creation. It is supposed to follow from this premise that we have no 
right to alter ourselves, at least not in such a fundamental way as to change 
the future genetic profile of the human population. Though this objection 
seems to have impressed many people in the United States, particularly those 
who consider themselves religious, it is doubtful that it has any merit. For one 
thing, every time we choose to reproduce with someone, or choose not to do 
so, we affect the future genetic profile of the human population. This includes 
instances in which someone may choose not to have children because of a 
concern for passing down genes causing severe harm such as Huntington’s 
disease.

Consider the case of Nancy Wexler, a geneticist who was instrumental in 
the identification of the Huntington’s disease gene in 1983. She also hap-
pened to be the daughter, grand-daughter, and niece of people with the dis-
ease. Both Wexler and her sister decided not to have children for that reason. 
(This was at a time when the gene for the disease was yet to be identified; so, 
they did not have the option of being tested.) Were they playing God? And, if 
they were, was it wrong to play God in this way? That hardly seems plausible, 
Moreover, can a stricture not to play God ever override the responsibility to 
better the human condition by preventing the occurrence of such diseases? 
That seems absurd.

Not much better is the objection that our genome constitutes our common 
human heritage and any attempt to alter it shows culpable disrespect to that 
heritage. Just as we should not alter the Great Pyramid of Giza or the Great 
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Bath of Mohenjodaro, we should not alter the human genome. We could coun-
ter this argument by pushing this analogy further. A disease-causing gene is a 
change to the original DNA sequence similar to damage to a heritage structure. 
Just as we would almost certainly try to restore a damaged structure to its 
original form to the extent that we can (for instance, as we are now trying with 
the Notre-Dame of Paris), editing a genome to remove a disease-causing muta-
tion would be restoring the original sequence. In either direction, the analogy 
is not very compelling. The human genome is a dynamic structure undergo-
ing natural modifications all the time. Evolution occurs only because of this 
capacity for change. Even if we accept that our genome is our ultimate human 
heritage, that heritage is like a continually moving stream. Easing the flow of 
that stream by removing impediments hardly shows disrespect to that heritage.

However, the final two objections are more serious. When we alter the 
genome of an embryo that leads to a future child, we supposedly have altered 
that future child (and future generations) without obtaining any affected 
person’s informed consent. The objection appears even more salient when 
we remember that a principle that constitutes one of the most important pro-
gressive ethical advances in medical research and practice in the twentieth 
century: participants in medical procedures (including experiments) must 
give informed consent to that procedure. This principle was one of the les-
sons we learned from the medical horrors perpetrated by German doctors 
from the Nazi era. But this objection has far too wide a scope to be definitive. 
Whenever we bring a child into the world, we do so without informed consent 
from the child. (When we attempt to conceive a child, that child does not even 
exist, let alone be in a position to give consent.)

Moreover, we recognize that a child even after birth (when its existence is 
beyond question) is still not in a cognitive position to give informed consent 
until close to adulthood. So, we typically allow parents to assume that role 
for children as we also do for fetuses and embryos. From this perspective, 
changing the genome appears very similar to other changes that parents may 
choose for in a fetus, for instance, to correct a congenital structural problem. 
Nevertheless, there appears to be an ethically relevant difference: changes to 
the genome are permanent and will persist into future generations in a way 
structural fixes won’t. But, how real is this difference? After all, given the 
CRISPR-based technologies we would be using, future individuals may also 
be able to change the genome back to its original form. Most pertinently, given 
that editing would be preventing a severe genetic disease, it does not appear 
very plausible that future generations will want to revert to the original form.

The last point about CRISPR-based germline editing deserves emphasis. 
This type of human germline editing does not lead to a necessarily permanent 
change in the human gene pool because the edited germline can be changed 
back to the original form by further CRISPR-based editing. If editing is 
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carried out using current CRISPR techniques, there is a complication. Each 
iteration of genome editing leaves some detritus in the genome in the form 
of DNA sequences disrupted by Cas9 (or some other DNA-cutting enzyme). 
But, because this detritus does not contribute to any phenotypic difference in 
the individual, we may choose to regard it as having no ethical salience. From 
a functional perspective, CRISPR-based gene editing is reversible.

The final objection is the most compelling. Trying to eliminate disease-
causing genes presumes that these genes deserve to be eliminated because of 
how they affect the human phenotype. But, for the past three decades, disabil-
ity advocates have been pointing out that those without disabilities should not 
be making a priori judgments about the quality of life experienced by those 
with disabilities. In many cases, those who are perceived as having disabili-
ties view themselves only as different from other groups in society and not 
necessarily disadvantaged in such a way that they deserve to be altered from 
being who and what they are. Sometimes, those with disabilities choose to 
reproduce the difference and the cultures of life associated with them. Some 
deaf parents prefer to have deaf children. Hearing children of deaf parents 
often view deafness as a culturally different life style rather than as a disabil-
ity. Thus, we should worry whether we are imposing our own values without 
due justification when we target a gene for elimination.

The past few decades have also been marked by social progress in the form 
of acceptance and accommodation of those with disabilities, for instance, in 
the United States with the passage of the Americans with Disabilities Act of 
1990. Beneficiaries include those with genetic conditions. To some extent 
having many of these conditions have been destigmatized which is a welcome 
development. All this progress may well be lost if these attempts at cultural 
accommodation of human diversity are replaced with programs for gene 
elimination, especially through germline modification.

There is a two-fold response to these problems. The first is to be sensitive 
about the choice of language, for instance, possibly through the use of gene 
modification rather than elimination which, also, is more accurate in describ-
ing what CRISPR-based gene editing would do. Disability activists have a 
crucial role to play in establishing such linguistic conventions; even well-
intended linguistic choices should not be made without their input. The time 
for beginning such a discussion has come. Should we even talk of disability? 
How do we present differences characteristic of a “disabled” condition in 
language that is not value laden in such a way as to encourage stigmatization?

Second, and more important, and here we will reluctantly continue to use the 
customary potentially problematic language until new conventions are proposed 
and accepted, the elimination of disease-causing genes should be restricted 
for the time being at most to a clearly demarcated small set of genes that are 
directly causally implicated in diseases for which there is no cure or adequate 
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management. Huntington’s disease and myotonic dystrophy are the kind of 
diseases that seem to provide good examples though the case of Huntington’s 
disease presents complexities that we will shortly discuss. Moreover, these are 
diseases for which there seem to be no advocates suggesting that they are just 
differences that they would prefer to see persist in their children.

But there remains a residual problem that won’t go away. Recall Woody 
Guthrie. There is no question that he would have much preferred a life with-
out the prospect of Huntington’s disease looming over him in early life and 
then, later in life, causing his mental and physical deterioration. But there are 
those who have maintained that the disease was also a source of his brilliance 
as a songwriter. According to one biographer, both his wife and one of his 
doctors speculated as much:

And while it would be absurd to suggest that Huntington’s disease made Woody 
Guthrie a brilliant songwriter, Dr. Whittier (and, later, Marjorie Guthrie herself) 
would wonder aloud if the disease hadn’t worked like a drug on Woody, as a 
creative spur (in much the same that some artists use alcohol and other drugs), 
enhancing his natural rhyminess, forcing the brain to continually rewire itself as 
cells died, forcing new, wonderful, and unexpected synaptic pathways to open 
(which also led to some unexpected and not so wonderful behavior), forcing the 
brain to become—in effect—more creative to survive; and then, after a point, 
exhausted and starving for energy, the synapses and ganglia short-circuiting 
. . . preventing him from concentrating on anything, making him fidgety, antsy, 
causing him to lose perspective and, eventually, his creative sense of himself.

More recently, yet another physician, John Ringman, has developed the same 
argument even more forcefully. The claim seems to be that Huntington’s 
disease contributed to Guthrie’s brilliance.

So, perhaps, according to this line of reasoning, we should not eliminate 
its gene from the population. We justly revere people like Woody Guthrie 
and society would be better of with more of them. But does this speculative 
loss of brilliance outweigh the very real suffering that Guthrie endured (along 
with all those who also are victims of this disease)? And isn’t it also the case 
that, in arguments of this sort, as with disability activists generally, the voices 
that matter are those of who are affected rather than those of others who 
choose to interpret their experiences for them? There is no doubt that Woody 
Guthrie would have preferred not to have had Huntington’s disease. For me, 
that is the end of the story.

The conclusion to draw is that we don’t have good ethical reasons to pro-
scribe all interventions into the human genome. Moreover, we should also 
remember that we may even be blamed by future generations if we fail to act 
to eliminate from the population genes that cause severe disease just as we 
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may be blamed for not eliminating pesticides and other environmental pollut-
ants when we have the capacity to do so. Children may well blame parents for 
producing them with clearly defective genes which they could have removed 
shortly after fertilization.

THE LIMITS OF CURRENT SCIENCE

But this is where science intervenes to suggest caution, perhaps even skepti-
cism. It reminds us how many of the promises of benefits of gene editing are 
no more than hype. Let us return to the claims of He Jiankui. He’s results have 
never been published in a peer-reviewed journal (at the time of writing) and are 
impossible to assess satisfactorily. Nevertheless, He presented enough detail at 
the Hong Kong conference for scientists present at his talk to express strong 
doubts about the credibility of his results. Using CRISPR-based techniques, He 
targeted for the disruption of the gene for the surface protein, CCR5, of white 
blood cells. This protein is involved in the immune response. CCR5 was tar-
geted because it is used by the HIV virus to establish an infection. He claimed 
to have disabled both copies of the CCR5 gene which, because the allele shows 
dominance, is what would be necessary to confer immunity to HIV.

Though his slides were too dense with data to analyze properly during his 
hour-long talk, several scientists later claimed that his data showed that at 
least one of the girls continued to have one functioning CCR5 gene which 
would mean that He’s procedure had conferred no immunity to HIV. She 
remains as susceptible to AIDS as before. Moreover, He had not carried out 
any experiment to test whether cells from the girls were actually immune to 
HIV. Equally troubling, though He claimed that his use of CRISPR-based 
techniques had not generated any off-target mutations in the girls’ genomes, 
he did not present even preliminary data to support that claim.

What all this means is that He presented no evidence to suggest that he had 
established the accuracy of his procedure: that it reliably targets the intended 
sequence correctly and only that sequence. The procedure would have been 
inadequate if only one copy of the CCR5 genes was edited. Accuracy is thus 
a scientific criterion with normative consequences: if a procedure for gene 
editing is not accurate, then there is good reason to proscribe its use in human 
beings. CRISPR-based techniques are in general much more accurate for 
gene editing than the older methods they have replaced but they are still not 
perfect. Recent experiments have highlighted the severity of this problem. 
Three separate groups, two from the United States and one from Britain, have 
found that CRISPR can cause large DNA deletions or reshuffling on human 
chromosomes close to the gene targeted for germline editing. For every 
potential case of gene editing, particularly germline editing, which is much 
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harder to reverse in an adult than somatic cell gene editing, accuracy must 
be established. This is what He failed to do and problems such as this are far 
more serious objections to his experiments than his failure to satisfy murky 
regulations about oversight.

He’s experiments had even worse problems. He chose the CCR5 gene for 
editing because some people carry a 32-base deletion known as a ∆32 muta-
tion that deactivates the gene and provides an impediment to HIV infection. 
This mutation is well studied but the actual mutation that He introduced was 
different, and one for which safety had never been studied even in animals 
other than humans. Moreover, a recent analysis showed that people with two 
copies of the ∆32 mutation may have lower life expectancy than those with-
out them. The mutation may also make people more susceptible to influenza 
and West Nile virus.

He thus appears not to have paid due attention to safety, perhaps the most 
important criterion that medical procedures must satisfy and one that is not 
restricted to gene editing. Further, even when a gene is clearly implicated in 
producing a phenotypic change, the question of safety remains paramount 
before editing should be contemplated because of the generally very complex 
relationships that exist between gene and trait. This is the problem of speci-
ficity which will be treated in some detail below because it has not received 
sufficient attention even though it is central to the question of when germline 
editing should be permitted. One-to-one correspondences between genes and 
phenotypes are very rare. Complexities abound and they lead to unintended 
consequences. There is epistasis, or interactions between multiple genes to 
produce traits, as well as pleiotropy, when a single gene affects multiple traits.

For instance, in humans, the CCR5 gene interacts epistatically with genes 
for proteins called β-chemokines to mount an immune response to flavivi-
ruses which include several tick-borne viruses as well as those that cause 
chikungunya, dengue, yellow fever, and Zika, besides the West Nile virus. 
He’s intervention may have reduced the girls’ resistance to all these dis-
eases. Consider another example. The SLC39A8 gene on chromosome 4 in 
humans is believed to play a causal role in producing both hypertension and 
Parkinson’s disease. There is a common variant of SLC39A8 that is known 
to decrease the risk for developing hypertension and Parkinson’s disease and 
we may be inclined to consider gene editing to introduce this allele. Yet, a 
2018 report points out that the same allele is believed to increase risk for 
schizophrenia, Crohn’s disease, obesity and, possibly, other diseases. This is 
a textbook case of pleiotropy; whether SLC39A8 also has epistatic interac-
tions with other genes is not known but it would be very surprising if it didn’t.

Even before the popularization of CRISPR-based tools as the preferred 
method for gene editing, some spectacular cases of pleiotropy were seen in 
livestock that had been subjected to germline editing. The gene MSTN codes 
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for the protein myostatin that inhibits the growth of large muscles in mam-
mals (including humans). Biologists at the Chinese Academy of Sciences 
eliminated the MSTN genes from cloned pigs in a successful effort to gener-
ate leaner meat. However, 20 percent of these gene-edited pigs had an extra 
vertebra. Biologists at Nanjing Agricultural University used CRISPR-based 
techniques to remove MSTN in rabbits to generate more meat. Once again, 
they were successful at that but fourteen of the thirty-four gene-edited rabbits 
were born with enlarged tongues. In another Chinese laboratory, when MSTN 
was removed from lambs, they had to use cesarean sections to birth them. In 
Xingiang, when CRISPR-based techniques were used to alter the ASIP gene 
in Merino sheep with the aim of creating breeds with specified wool color, the 
alteration decreased reproductive ability to such an extent that only a fourth 
of the implanted ewes carried offspring to term compared to normal ewes.

GENE SPECIFICITY AND LENIN’S BRAIN

The concept of gene specificity merits a discussion of its own. It was pro-
posed in the 1920s but it never quite made it into the standard version of 
genetics even though we now recognize its importance. Specificity was intro-
duced along with two other concepts, penetrance and expressivity, which are 
also highly relevant to how genes act and will be discussed below. The story 
of specificity involves two individuals, living and working in Berlin at the 
time, both of whom were colorful enough to have novels written about them. 
The story also involves Lenin’s brain.

The first of these individuals was Oskar Vogt, a well-known German 
neuroanatomist who typically worked in collaboration with his French wife, 
Cécile Vogt-Mugnier. Since the 1890s, the Vogts’ research program had 
been centered on the “architectonics” of the brain, that is, the size and form 
of the neural cells and their spatial organization, all of which, or so the Vogts 
believed, determined brain function. By the 1920s, when our story begins, 
Oskar Vogt was at the height of his profession and a director of the Kaiser 
Wilhelm Institute for Brain Research in Berlin as well as the editor of several 
prominent journals in his field. This prominence is what brought him into 
contact with Lenin’s brain.

In the 1920s, in the immediate aftermath of World War I and the Russian 
revolution, the Western boycott of German scientists and the West’s visceral 
hostility toward the Soviet Union had led to increased scientific contacts 
and collaborations between German and Soviet scientists. The Germans, 
including Vogt, frequently traveled to the Soviet Union. (Politically, Vogt 
was a socialist and these contacts with the Soviets were probably even more 
welcome for him for reasons that transcended science.) In the Soviet Union, 
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by 1921, Vladimir Ilyich Lenin, the undisputed leader of the governing 
Communist Party, had begun to complain of fatigue, intense headaches, nau-
sea, and insomnia.

By 1922, Lenin had placed himself under the care of German doctors. The 
same year Lenin suffered from two strokes and, in January 1923 Vogt, who 
was attending a neurology congress in Moscow, was called in as a consultant 
for Lenin’s treatment. Despite the German physicians’ best efforts, Lenin 
suffered a third stroke in March 1923 and subsequently died in January 1924. 
Vogt was asked to examine Lenin’s brain which was sliced into sections for 
microscopic examination between 1925 and 1927. A special institute was set 
up for him in Moscow though he only supervised it from Berlin, meanwhile 
focusing his own investigation of Lenin’s brain on a single section he was 
allowed to take out of the Soviet Union.

Vogt was aware that the Soviets hoped that his neuroanatomic evidence 
would show that Lenin had an outstanding intellect; in a preliminary report 
that he produced in 1927, he duly provided such an interpretation. However, 
in some articles and speeches, he also claimed to find similarities between 
Lenin’s brain and those of criminals. These observations played into the 
hands of his many critics in Moscow who disapproved of having Lenin’s brain 
analyzed by a foreign scientist and one who was beyond the Party’s control. 
What Vogt did not know was the political significance of his report. In 1922, 
shortly after his second stroke, and presumably aware that his end may be 
near, Lenin had dictated a testament that was critical of several Communist 
Party leaders, especially of Josef Stalin, whom he wanted removed from the 
powerful position of general secretary of the Party.

After Lenin’s death, what was politically at stake in the Soviet government 
was the state of Lenin’s mind when he castigated Stalin. The Communist 
Party, which controlled all facets of the Soviet government, was embroiled 
in a factional dispute between Stalin and Leon Trotsky and their respective 
allies. While somewhat critical also of Trotsky, Lenin’s testament neverthe-
less gave him glowing praise and there was no doubt whom Lenin would 
have preferred as his successor. Vogt’s report suggested that Lenin was fully 
mentally capable at the time when he dictated the testament.

Though Lenin had intended his statement to be published, and it was 
circulated within the Central Committee of the Communist Party, it was not 
made public within the Soviet Union until 1956 (that is, after Stalin’s death 
in 1953) though the New York Times published it as early as 1926. Stalin 
survived Lenin’s indictment by suppressing the statement and eventually 
killing all his opponents. Trotsky went into exile and was eventually assas-
sinated in México by one of Stalin’s agents. Stalin went on to preside over 
one of the twentieth century’s most brutal regimes. Meanwhile, in Berlin, 
the Nazis deposed Vogt from his academic positions because of his politics 
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and he lost control over Lenin’s brain much to the relief of Stalin and his 
allies.

Even if he was aware of it, and there is no evidence of that, Vogt was prob-
ably not much concerned with the political ramifications of his work. What 
is most pertinent to our story is that Vogt, though trained purely as a neu-
oranatomist, had extensive interests in evolution and genetics both of which 
he believed to be highly relevant to neuroanatomy. Between 1900 and 1920, 
as Mendelian genetics came of age, Vogt became convinced that psychiatric 
conditions were inherited and strongly influenced by genes. He hypothesized 
an analogy between the rules governing morphological variation in insects 
and the temporal sequence of the emergence of psychological abnormali-
ties. Because he was dealing with psychological traits, Vogt was forced to 
accept ubiquitous plasticity, that is, variation in how a trait manifests itself, 
as opposed to the much more deterministic view of gene action endorsed 
by most Mendelian geneticists including those in Germany. At home, Vogt 
remained outside the mainstream genetics community.

In contrast, in the Soviet Union, probably because the official ideology of 
dialectical materialism rejected genetic determinism, a more nuanced view 
of gene action had become popular. Vogt found a receptive audience for his 
views at the prestigious Institute of Experimental Biology in Moscow. A dis-
tinguished genetics group had formed there; the two members of this group 
who most impressed Vogt were D. D. Romashov and Nikolai W. Timoféeff-
Ressofsky. Both of them had discovered mutations in fruit flies that led to 
detectable changes in wing patterns but to different degrees. Timoféeff, in 
particular, had examined the effect of the same mutation in different geneti-
cally identical lineages or “pure lines” of flies. Only a fraction of the flies 
exhibited the effects of the mutation in each pure line but this fraction was 
characteristic of that line while it varied from one pure line to the next. In 
1925, Vogt arranged for the publication of both results in a journal he edited, 
the Journal für Psychologie und Neurologie, which was an unusual venue for 
fruit fly genetics. Vogt also arranged for Timoféeff and his wife and collabo-
rator, H. A. Timoféeff-Ressovsky, to move to the Kaiser Wilhelm Institute 
for Brain Research in Berlin so that they could collaborate with him.

In 1926, Vogt published a long paper interpreting the Soviet results. 
This paper introduced the three genetical concepts that concern us here: 
penetrance, expressivity, and specificity. First, he attributed a concept of 
“specificity” to Timoféeff even though the latter was yet to publish anything 
on the topic. In Vogt’s words: “Timoféeff … correctly distinguishes different 
grades of specificity. The author then speaks of strong specificity when the 
mutation mainly always expresses itself through a strongly identical change 
of the same trait.” He then went on to introduce a concept of “penetrance,” 
the “tendency [of a mutation] to prevail.” He showed, by example, that what 
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he had in mind using the variation in the frequency with which a mutation 
appeared in Timoféeff’s different pure lines. In other words, he viewed pen-
etrance as the probability that a gene, if present, will manifest itself—this 
remains, essentially, our modern view of penetrance.

Finally, Vogt argued that a third concept had implicitly been used by 
Timoféeff. This concept was the “expressivity” of a mutation: this was the 
degree to which a gene manifested itself. It was distinguished from pen-
etrance because a highly penetrant mutation could have low expressivity, that 
is, almost every organism with the mutant gene would show its effect but only 
weakly; and vice versa when very few carriers showed the effects of a gene 
but those that did showed it very strongly. What mattered to Vogt was that 
variability in specificity, penetrance, and expressivity would lead to a trait 
varying in intensity all over the spectrum of its possibilities even if it were the 
result of a gene mutation. Thus, with these conceptual innovations, Vogt was 
able to maintain that psychiatric conditions had genetic origins even when 
they were not inherited according to the rigid rules of Mendelian inheritance. 
Of course, as critics have pointed out, calling such traits “genetic” has no 
teeth—the relevant genes are only a small part of the causes of the origin of 
the trait. All that the new terms do is to enable an ideological insistence on 
the importance of genes in the face of recalcitrant data. But that is a story for 
another day.

It should come as no surprise that the Timoféefs endorsed Vogt’s new con-
cepts whole-heartedly. In an important paper, also from 1926, they devoted 
an extended footnote to the three concepts:

The term “penetrance” (Vogt 1926) describes the ability of the factor [gene] 
of a phenotype to manifest itself. There are (strongly penetrant) factors, which 
always manifest themselves phenotypically, while others (weakly penetrant) 
come to be expressed only in a certain percentage of cases. The degree to which 
the factor manifests itself in the phenotype of the trait is described by the term 
“expressivity.” The factors penetrance and expressivity can change indepen-
dently of one another under the influence of certain other factors. Aside from 
dominance, penetrance, and expressivity the factors have a certain “specificity,” 
i.e. the ability to always manifest themselves through a certain phenotypical 
trait. Various factors can have all just listed characteristics to various degrees.

There is some irony here. The Timoféeff’s account of penetrance and expres-
sivity is much clearer than that of Vogt who introduced those terms while 
Vogt gave a much clearer account of what Timoféeff seems to have meant 
by specificity.

Over the next two decades, penetrance and expressivity entered into the 
standard vocabulary of genetics, especially human genetics. Their adoption 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



111The Elimination of Genetic Diseases

was helped by Timoféeff’s rising reputation as a geneticist within the 
mainstream genetics community. In early discussions of the HGP, there 
was ample attention to the problems of incomplete penetrance and variable 
expressivity of genes that were supposed to be for a given trait. The problem 
was the following. The late 1980s and early 1990s were flushed with reports 
of discoveries of genes for complex human behavioral traits, for example, 
adolescent vocational interests, alcoholism, autism, bipolar affective dis-
order, male sexual orientation, neuroticism, obesity, reading disability, 
schizophrenia, spatial and verbal reasoning, and so on—Vogt would have 
been ecstatic.

These claims were reported with such great gusto in the popular press that 
we used to joke about a new principle of human genetics: “one adjective, one 
gene.” What was ignored, especially in the popular press, is that each such 
scientific claim came with multiple caveats: that the gene was only one part of 
the causal story; that the identified gene had a very small overall effect on the 
trait; and that the gene typically had very low penetrance and weak expres-
sivity. We then need to ask, if gene a is for trait x, but has low penetrance 
and weak expressivity, what is the sense in which gene a is for trait x? After 
all, most individuals with gene a would not show trait x—this is what low 
penetrance means, and even those who did show the trait would do so only to 
a very limited extent—this is what weak expressivity means.

This problem was never satisfactorily resolved. Genomics since the HGP 
has shown that, except in a vanishing few cases, for any complex trait, to try 
to say that any particular gene is for that trait, is misleading—a mug’s game, 
to boot. But in the age of CRISPR, it is important to know, with high preci-
sion, that a targeted sequence is for the intended change before we modify the 
germline. Penetrance and expressivity are important, as we shall see, but what 
is critical is specificity as conceived by Timoféeff and Vogt. Gene editing of 
the germline requires that specificity be high. We turn to what that means.

A POLICY PROPOSAL

Unlike penetrance and expressivity, specificity never made it into the stan-
dard vocabulary of genetics. It did make it into one standard reference work, 
Rieger and Michaelis’ first (German) edition of the Glossary of Genetics and 
Cytogenetics, and it was retained in the subsequent (mainly English) editions. 
However, this glossary defines specificity as the “quality” of a gene’s action 
and goes on to claim that no clear distinction is possible between specificity 
and expressivity. No wonder that so little attention was paid to it. Though 
this glossary is generally reliable, the characterization of specificity it gave 
was faulty.
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In the context of impending widespread germline editing in multiple spe-
cies, it is time to revive the concept of gene specificity. The basic idea is that 
of Timoféeff as explained by Vogt: specificity measures the extent to which 
a gene does exactly what it is supposed to do, that is any change in the gene 
in any individual induces “a strongly identical change of the same trait.” We 
only need to be clear about what constitutes high enough specificity to make 
germline editing permissible for disease genes. High specificity will subsume 
requirements about penetrance and expressivity. A proposed genetic change 
should be regarded as having the required high specificity provided it meets 
three conditions.

First, we should impose a complete penetrance condition: the induced 
genetic change must have complete (or almost complete) penetrance for the 
trait it is supposed to affect. This means that all (or almost all) persons with 
the edited gene will exhibit the changed trait. Recall that we decided to set 
the stakes high for when we would be willing to intervene in the germline. If 
this condition is accepted, we will not at present allow edits that affect just 
most individuals with the edited gene. We want to be sure that all (or almost 
all) individuals with the edited genes will show the trait change we are trying 
to achieve.

Second, we should impose a constrained expressivity condition: the 
induced genetic change must have an expressivity that falls within clearly 
understood boundaries of what is permissible. Simply being penetrant in 
almost all cases but only producing marginal improvements in a disease trait 
is not good enough reason for a germline intervention. For disease genes, the 
edit must produce a significant improvement from a diseased condition and, 
ideally, the complete absence of disease.

Third, we should impose an exclusive effect condition: the induced genetic 
change must only affect the intended trait and no other. This is the heart of 
specificity. It prevents the types of gene editing discussed earlier in which 
some fraction of individuals show unintended changes such as extra ribs and 
lolling tongues. Pleiotropy rules out specificity.

These three components of specificity are not independent of each other 
and must be approached simultaneously. An example will make this point. 
Watson and Venter, both of HGP fame, were the first two individuals to have 
had their entire DNA sequenced and to have made the results public in 2008 
(though with some sensitive parts redacted). Watson’s sequence revealed that 
he had mutations that lead to Cockayne and Usher syndromes. The mutations 
are recessive but Watson was homozygous for them: he had two copies of the 
mutant allele in each case. Both genes are known to have high penetrance. 
Watson should have both these diseases. Cockayne syndrome is rare and 
shows itself as microcephaly (abnormally small head size), accompanied by 
a failure to gain weight and grow properly resulting in a short stature and 
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delayed developmental stages. Usher syndrome 1b (the version that Watson 
supposedly should have had) results in deafness and blindness.

Whatever we think of Watson, he doesn’t have the symptoms of Cockayne 
and Usher syndromes. One possible way to make sense of this is to observe 
that the relevant genes had very weak expressivity in the context of Watson’s 
developmental construction, his other genes and the history of his exposure 
to environmental determinants during early development. Thus, from the 
perspective of the human population, these genes, in spite of their high pen-
etrance, did not have sufficiently constrained expressivity to show enough 
specificity to be acceptable targets for germline editing. Of course, the 
received view that these genes have high penetrance could also be incorrect. 
There are other possibilities. However, these issues are sorted out, when it 
comes to germline editing, we must ensure that we truly know that we are 
targeting genes with high specificity.

PROCEED WITH CAUTION

Our final proposal, then, is that we proceed with caution: in the context of 
recognized genetic diseases, human germline editing should be permitted for 
a set of genes provided that the protocol to be used satisfies the requirements 
of safety, accuracy, and specificity for the targeted gene. In general, specific-
ity will be achieved in the case of those traits, including disease traits, that 
are controlled by a single or very few loci so as to exclude epistasis as an 
important factor. Pleiotropy is inimical to specificity because it violates the 
requirement that changes in the gene should only affect the intended trait and 
no others. CCR5, MSTN, and ASIP are examples of genes that do not satisfy 
the specificity requirement. This proposal would not have permitted He’s 
experiments.

The urge to edit the human germline has largely come from our long expe-
rience with diseases caused by single genes, that is, malfunctioning alleles at 
a single locus, particularly when they are dominant. By and large, these genes 
and their diseases will satisfy the specificity condition. Myotonic dystrophy 
remains a good example. Problems of penetrance complicate Huntington’s 
disease in an unusual way. The mutant “gene” for this disease is not a single 
allele: there are hundreds of variants all implicated in generating the symp-
toms associated with it; dynamic changes in the genome during reproduction 
generate that variety. It will be instructive to look at this process in more 
detail.

Huntington’s disease is caused by expanded and unstable repeats of a cyto-
sine-adenosine-guanine (CAG) triplet in the gene that normally codes for a 
protein that has been named “huntingtin.” (The exact function of this protein 
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remains unknown though it is believed to be tied to long-term memory.) 
The CAG triplet specifies the amino acid residue glutamine in the protein 
it encodes. The more repeats there are, the longer the chain of glutamine 
there will be in the mutant huntingtin molecule. Normal individuals, that is, 
those without Huntington’s disease have between 11 and 26 CAG repeats. 
Those who have more than 40 repeats of this triplet are supposed to have a 
100 percent probability of developing the disease. We then have complete 
penetrance. There have been cases with as many as 250 repeats. A number of 
repeats between 36 and 39 is associated with variable penetrance (from 25% 
at 36 repeats to 90% at 39 repeats). The clinical course of the disease varies 
widely even for those with the same number of repeats.

Symptoms of Huntington’s disease typically develop between thirty-five 
and forty-five years of age though the age range of when the first symptoms 
appear varies from two to eighty years. For instance, Woody Guthrie had two 
children from his first marriage who developed juvenile Huntington’s disease 
(that is, showed symptoms before the age of twenty) though both had lived 
to be forty-one years by the time of their deaths. In general, the number of 
CAG repeats is believed to be predictive of the age of onset of the disease 
with higher numbers leading to earlier onsets.

Does Huntington’s disease satisfy our specificity criterion? Suppose we 
accept a penetrance of 90 percent as a reasonable threshold for interven-
tion through germline editing. Then only those mutant disease alleles with 
thirty-nine or more repeats would be potential targets for germline editing. 
But what about those who do develop the disease with fewer repeats but, 
nevertheless, have severe symptoms? Shouldn’t their suffering have been 
prevented? Moreover, part of the dynamics of Huntington’s disease over 
generations involves an increase in the number of repeats during reproduc-
tion, particularly during meiosis and the formation of sperm in males. So, not 
intervening even in situations where a variant allele at present contains only a 
small number or repeats over twenty-six will lead to the continued persistence 
of severe Huntington’s disease in the population in the future because of the 
amplification of these repeats each generation.

It thus appears that our proposal is too restrictive. However, we may 
want to accept that limitation for the time being because, as we embark on 
human germline editing, which is unprecedented (with He’s attempts being 
an exception), it seems wise to restrict ourselves to cases in which there is no 
plausible doubt about what, precisely, a germline intervention would achieve 
and why it seems appropriate—indeed, desirable. We may then gradually 
expand our repertoire of permissible germline edits in the future after we 
become better aware of consequences including, especially, unintended con-
sequences if any, of the results of editing. We should also note one sense in 
which our proposal is quite permissive in some ways. We are not restricting 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



115The Elimination of Genetic Diseases

editing to only those diseases for which there is no other option, that is, where 
intervention at the genetic level is the last resort. We are also not requiring 
high expressivity for the disease gene itself in the sense that the symptoms of 
the disease must be severe. We are only constraining the expressivity of the 
edited gene to be such that it results in an indubitably healthy phenotype. Of 
course, in practice, it is unlikely that any one would propose even somatic, 
let alone germline, gene editing unless a disease has severe effects.

LIBERAL AND MODERATE EUGENICS

So far, in this chapter, we have not considered who would make the deci-
sions to edit a germline with the intention of removing a faulty gene from 
the population. Most of this book concerns only liberal eugenics and, from 
that perspective, germline editing would be part of individual reproductive 
decisions, for instance, when parents decide to choose the genetic profile of 
an embryo that would eventually be brought to term. Such a process directly 
influences the genetic status of an individual. It will not remove a gene from 
the entire population if there remain parents who choose not to eliminate a 
gene. Even if such parents can eventually be convinced to eliminate the gene, 
its elimination from the population as a whole would still be a slow process.

So be it. Proceeding slowly, and with caution may be a virtue when we 
are embarking on policies for which we only have very scary precedents, 
that is, eugenics as practiced in the past. However, liberal eugenics is not the 
only eugenic option in town. We can imagine elimination of disease genes 
emerging as matter of social policy. Moderate eugenics embraces such a 
policy. For instance, if we eventually achieve socialized medicine, social 
cost considerations may suggest that certain genetic diseases be prevented 
through germline modification rather than be managed through expensive 
treatments. However, there may be very good reason to resist any such move 
on the ground that reproductive decisions should remain a matter of personal 
choice not to be trumped by social policy. What we most need is a public 
debate on these issues.
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J. B. S. Haldane (while speaking about eugenics to a journalist): “Crew, 
what is the perfect man?”
F. A. E. Crew (who happened to be walking by): “There isn’t any. 
Define us a heaven and we’ll tell you what an angel is.”

—William E. Laurence, 1932, “Not a 
‘perfect man’ in Haldane’s Utopia.”

WHY NOT GENETIC ENHANCEMENT?

Why stop with the elimination of undesirable genes from individuals and 
populations? Why not move on to the genetic enhancement of desirable quali-
ties? Much of the debate over gene editing, whether it be in somatic cells or 
the germline, has assumed that a move to enhancement crosses some vivid 
ethical line of acceptability. But does it? And, if so, does ethics suggest we 
ban genetic enhancement or encourage it?

Is genetic enhancement akin to giving a proper education to our children? 
Or is it more like pumping them with steroids during puberty or even earlier 
with the hope of making them better athletes? For that matter, is there any-
thing ethically unacceptable about pumping children with steroids so long 
it has no deleterious side effects? Why is consuming steroids worse than 
the special diets coaches enforce on high school football players in Texas 
(and elsewhere) to develop their bodies into the right size and shape? Why 
is genetic intervention worse than enforcing diets or even injecting steroids? 
(If it is, as most commentators seem to assume without apparently feeling 
any need to offer arguments for that assumption.) Or is enhancement only 

Chapter 7

Designer Baby Delusions
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problematic if it interferes with the germline? We will have to navigate 
through a minefield of thorny issues.

THE NORMAL AND THE ENHANCED

The first problem we encounter is that the concept of enhancement turns out 
to be much more complicated than initially expected when examined in detail. 
Enhancement, in a biomedical context, is supposed to go beyond restoring 
or maintaining capacities a person would ordinarily have. In other words, 
whereas the customary goal of medicine is to restore these ordinary capacities 
(or prevent their attrition in the case of preventive medicine), enhancement is 
supposed to do something more. Thus, a philosophical encyclopedia article 
defines enhancement as “biomedical interventions that are used to improve 
human form or functioning beyond what is necessary to restore or sustain 
health.” The 2003 US President’s Council on Bioethics similarly identified 
enhancement with biomedical interventions that went “beyond therapy.” A 
minor problem with this definition is that it presumes “beyond” to consist 
only of going over the limits of normal functioning only in the right direc-
tion. For instance, suppose we encounter people who have skins that are 
excessively sensitive to sunlight. So, we intervene medically to reduce their 
sensitivity. But we intervene to such a degree that they no longer have any 
sensitivity to sunlight at all along with all the benefits it brings such as the 
capacity to synthesize vitamin D. This would hardly be called enhancement. 
We would have begun by restoring normal functioning by decreasing sensi-
tivity but then would have gone beyond the normal limits in the wrong way.

However, the real trouble with the definition is that what constitutes health 
is itself open to dispute. At one end of the spectrum are those who hold that 
health can be given a completely scientific definition based on the statistical 
distribution of measurements for different bodily parameters in all func-
tional members of our species. From this point of view, what we call health 
does not reflect our values at all; it is as objective a feature of our bodies as 
our height or weight. For instance, if we were interested in hearing ability, 
we would assess the hearing performance of a representative sample of all 
normal members of our species to establish what healthy hearing requires. 
Unhealthy status would be attributed to those falling outside this range in the 
wrong direction.

But what is normal hearing? Does it include perfect pitch? If it does, then 
changing someone’s hearing to produce perfect pitch would not constitute 
enhancement. If it does not, doing exactly the same thing would become 
enhancement. But whether or not perfect pitch is within the normal range is 
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not a scientific issue. It requires a value judgment on our part just as, going 
back to one of our discussions in the last chapter, whether or not hereditary 
deafness is a disability (rather than a difference in condition) is also a norma-
tive judgment, that is, a question about our values rather than about facts in 
the world. The “objective science” definition of health is dishonest: it claims 
without proof that there is no value judgment required when determining 
health. It simply hides the fact that values form part of this judgment by 
referring to normal functioning without spelling out what normal functioning 
means.

The boundary between attempts to enhance human capacities or just to 
restore normal functioning is also blurry in another way. Consider adult 
ADHD, which is characterized by symptoms such as being easily distracted or 
restless, having difficulty with making plans, or being impulsive and chaotic 
in behavior. Most researchers believe that about 1–3 percent of adults experi-
ence ADHD but estimates range from 0.05 percent to 7 percent. Clearly, it is 
difficult to draw a clear boundary between ADHD and normal restlessness, 
impulsivity, or lack of concentration. Many of those who are diagnosed with 
ADHD do not view it as a disorder, let alone a more serious disease. For 
them, it is part of acceptable normal variation in human behavior. If that is 
correct, treating ADHD using methylphenidate or other psychostimulants, as 
is commonly done, could be considered enhancement because it goes beyond 
restoring or maintaining normalcy. When we encounter examples such as this, 
enhancement seems to be ubiquitous. We should be encouraging enhancement 
in many situations.

Though there have been the usual claims of genes “associated” with 
ADHD—and the meaning of such claims will be dissected below—no one 
has seriously proposed a genetic solution for the purported problem. Even 
if there are genes that play an important role, there would be too many of 
them, each with a tiny influence on ADHD, and possibly strong influences 
on other traits. There would be too little genetic specificity to make genetic 
intervention plausible. Indeed, there would likely be so many genes involved 
that genetic intervention at the present state of knowledge, even with CRISPR 
technology, would be absurd.

Let us turn to a different example which most people take to have a clear 
genetic basis: skin color. We expect genetic influence because it is clearly 
inherited though we should not expect a single gene to be involved because 
of blending: children tend to have a skin color intermediate to those of the 
parents. (We also do not see families that suggest a single gene is involved. 
For instance, when the two parents have different skin color, we do not see a 
quarter of their children exactly resembling one parent while the remaining 
three-fourths resemble the other.)
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We also have compelling evidence that discrimination on the basis of 
skin color is widespread across the world and is an important component of 
racism. A 2011 study in the United States found that light-skinned African-
American women received shorter prison sentences than those with darker 
skins. A 2015 study found that white interviewers regarded light-skinned 
African- and Hispanic-American interviewees as more intelligent than their 
darker-skinned counterparts even when there was no other basis for such a 
judgment.

One study found a significant gap between career opportunities for light- 
and dark-skinned women in India. Yet, another study found that, in India, 
dark-skinned Indian women had virtually no success at online dating. So, 
it should come as no surprise that there is a widespread desire to get lighter 
skins.

The preferred method of getting lighter skins in much of Africa and Asia 
is through the use of skin-lightening creams. Even though many of these 
creams are known to be dangerous to health, a 2018 Guardian article esti-
mated that the global skin-lightening industry was worth US$ 4.8 billion in 
2017 and was expected to grow to US$ 8.9 billion by 2027. The World Health 
Organization estimated that 40 percent of women in China use skin-lighten-
ing creams; in India that number increases to 61 percent; and in Nigeria to 
77 percent. While political liberals from societies that claim to disavow rac-
ism might find the practice distasteful, those who use skin-lightening creams 
often view the practice as no different from using cosmetics or other standard 
methods to change their physical appearance. For users of skin-lightening 
creams, the benefits seemed to outweigh whatever harm that may come from 
skin lightening through the reinforcement of societal “color prejudice,” to use 
an archaic term for racism.

The use of skin-lightening creams is probably the most widespread bio-
logical enhancement technique the world has ever seen. Given the extent of 
discrimination that occurs on the basis of skin color, condemning the practice 
of skin lightening seems downright irresponsible unless it is accompanied 
with tangible and credible measures to end discrimination on the basis of 
skin color. One can even make an argument that skin lightening, so long as it 
is carried out safely, should be encouraged to counter discrimination so long 
as it continues to exist. In India, where arranged marriages are still the norm 
in most regions and take into account the physical appearance of potential 
brides, parents may well feel a moral obligation to lighten the skins of their 
daughters to secure better marriages for them. Again, the benefits seem to 
outweigh the cost of reinforcement of prejudice.

There is no question that skin lightening meets our definition of enhance-
ment. Indeed, if we suggest that it consists of restoring or sustaining normal 
health, then we would credibly be open to charges of blatant racism. We will 
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turn later to the genetics of skin color. Right now, we have a more pressing 
problem. If skin lightening makes us ethically nervous, shouldn’t that worry 
carry over to other to other traits that are endorsed by proponents of biologi-
cal enhancement? Or, is the case of skin lightening really different from, say, 
increasing intelligence? If so, why?

Take another example, relevant to both China and India, the potential to 
alter the sex of an embryo and, in particular, to turn it male. In India, abor-
tion of female fetuses is perceived to be a social problem to such an extent 
that fetal sex determination is illegal. But, we can point out that the existence 
of severe discrimination against women in almost all facets of contemporary 
Indian society is good enough reason to choose not to bring another little 
Indian girl into that world. Going further, one could potentially even argue 
that it would be a case of wrongful birth. Wouldn’t would-be parents even 
have an obligation to alter the sex of the embryo to its advantage, that this 
would be a highly desirable enhancement? We can no longer avoid two ques-
tions: What traits? Who decides?

LIBERAL EUGENICS AND GENETIC ENHANCEMENT

Proponents of liberal eugenics have been vocal in their enthusiasm for 
genetic enhancement for over two decades, dating well back into the period 
before the emergence of CRISPR technology supposedly made the prospect 
tangible. Two figures stand out among the cadre of liberal eugenicists, John 
Harris of the University of Manchester and Julian Savulescu of the University 
of Oxford. Harris has argued that a commitment to genetic enhancement logi-
cally follows from our willingness to use other technologies to promote our 
welfare and capacities: that willingness is supposed to make us morally obli-
gated to pursue genetic enhancement. Perhaps this is the reason why many 
Indian parents feel they should lighten their daughters’ skins. Savulescu has 
pursued a very similar line of reasoning in even greater detail and has been 
prolific in his publications. As the director of the Oxford Uehiro Centre for 
Practical Ethics, he has also publicly promoted genetic enhancement to a 
wide audience.

What motivates both Harris and Savulescu is the promotion of well-
being. According to the latter, if we have an obligation to treat and 
prevent disease, including genetic disease, we also have an obligation to 
similarly enhance traits that would promote well-being. “Enhancement,” 
Savulescu has argued in an article promoting better breeds of people, “is 
a misnomer. It suggests luxury. But enhancement is no luxury. In so far 
as it promotes well-being, it is the very essence of what is necessary for 
a good human life.” Moreover, Savulescu insists, enhancement can and 
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must be ethical. Table 7.1 lists his criteria for ethical enhancement. All 
enhancement attempts must meet the first eight conditions listed there; 
those carried out in children have to meet three more (which are relatively 
uncontroversial). We will soon look at that table carefully. Returning to 
Savulescu’s arguments, after promoting these criteria for ethical genetic 
assessment, he adds a ringing exhortation:

Our future is in our hands now, whether we like it or not. But by not allowing 
enhancement and control over the genetic nature of our offspring, we consign a 
person to the natural lottery, and now, by having the power to do otherwise, to 
fail to do otherwise is to be responsible for the results of the natural lottery. We 
must make a choice: the natural lottery or rational choice. Where an enhance-
ment is plausibly good for an individual, we should let that individual decide. 
And in the case of the next generation, we should let parents decide. To fail to 
allow them to make these choices is to consign the next generation to the ball 
and chain of our squeamishness and irrationality.

Table 7.1 Savulescu’s Criteria for Ethical Enhancement

What is an ethical enhancement?
It is in the person’s interests
It is reasonably safe
It increases the opportunity to have the best life
It promotes or does not unreasonably restrict the range of possible 

lives open to that person
It does not harm others directly through excessive costs of making it 

freely available (but balance against the costs of prohibition)
It does not confer an unfair advantage
It does not place that individual at an unfair competitive advantage 

with respect to others, e.g., mind reading
It does not reinforce or increase unjust inequality and 

discrimination—economic inequality, racism (but balance the 
costs of social/environmental manipulations against biological 
manipulations)

What is an ethical enhancement for a child?
All the above plus:
the intervention cannot be delayed until the child can make its own 

decision
the intervention is plausibly in the child’s interests
the child consents if competent
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We will further explore the rationality of human genetic enhancement in the 
next section.

The argument from well-being is not the only one that has been offered in 
defense of genetic enhancement. The late John Robertson of the University of 
Texas staunchly defended procreative liberty, “the freedom to decide whether 
or not to have offspring and to control the use of one’s reproductive capac-
ity.” For Robertson, procreative liberty established a presumption in favor 
of free choice in reproduction that could, however, be overridden by more 
compelling ethical reasons when necessary. Liberal eugenicists can make this 
position even stronger by going beyond the mere existence of a presumption 
to make the freedom of parental choice more absolute so as to deny society 
any control over reproductive decisions. To get to genetic enhancement, 
we must add to Robertson’s list the freedom to choose freely what kind of 
children to have. If procreative liberty is absolute, this would include the 
freedom to have children with genetic disabilities, for instance, the gene for 
Huntington’s disease. Such a choice would be hard to defend from criticism. 
But, if (with Robertson), we only assume a presumption for free choice, we 
could accept that the harm that would result from this choice gives ample 
ethical reason to override the freedom to choose what kind of children to 
have. Enhancement would in this way remain permissible but the pursuit of 
genetic disease would not.

Nicholas Agar of the Victoria University of Wellington in New Zealand 
offers yet another libertarian argument in defense of genetic enhancement: 
the freedom of parents to influence the direction of their children’s lives. 
Agar’s reasoning is more sophisticated than what we have so far encountered. 
Unlike most of those who have written on this topic, he does not fall afoul 
of an illegitimate genetic reductionism (which we will discuss in some detail 
below), that is, the assumption that genes alone can account for the presence 
of a trait in organisms. Rather, he accepts a developmentalist perspective that 
we have the traits we have because of complex interactions between environ-
mental and genetic factors, both of which are, in principle, equally important. 
Now, we take it for granted that parents not only should have the freedom to 
manipulate environmental factors to enhance their children’s lives, but that 
they have an ethical responsibility to do so. Parents should feed their chil-
dren as well as they can. They should educate them as well as they can. They 
should facilitate any apparent gifts, whether it be in music, mathematics, or 
soccer. But, if environmental factors are on par with genetic ones, shouldn’t 
parents also enhance the genetic factors as well? If it is permissible, indeed 
desirable, for us to try to enhance a future child’s intelligence by manipu-
lating a mother’s diet during pregnancy, shouldn’t we also try to provide 
the embryo with the best available genes for intelligence? Agar’s argument 
seems to be persuasive.
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RATIONALITY OF GENETIC ENHANCEMENT

To examine the rationality of genetic enhancement, we must take a close 
look at why it is supposed to be desirable, that is, the ethical assumptions 
on which enhancement is supposed to be grounded and judge whether these 
assumptions are warranted. Harris and Savulescu rely on consequentialism, 
that an action or policy should be judged on the basis of what it produces 
as outcomes. For them, the good to be maximized is well-being. They say 
very little about what constitutes well-being though their writings and other 
pronouncements suggest that it must be a subjective feeling connected to hap-
piness, what Robert Sparrow has called “a warm inner glow, as it were.” But 
if that is what we should do, why should we bother with the traits that liberal 
eugenicists typically promote, for instance, cognitive ability or preferred 
physical appearance?

As Sparrow has pointed out, we should directly engineer people with 
brains designed with appropriate neurotransmitters generating an overwhelm-
ing sense of well-being, people who “go through life suffused in a warm bath 
of serotonin, dopamine, and opioids.” Alternatively, if we are so able, we 
could manipulate genes so as to ensure that negative feelings do not arise, 
for instance, by mutating putative genes associated with depression. Genetic 
enhancement would thus no longer be dependent on the traits that liberal 
eugenicists had originally promoted. Rather, genetic enhancement would 
take a short cut to the genes most directly promoting well-being. Indeed, why 
should parents not edit as many plausible genes as they can to achieve that 
goal even if it means that the child would end up having very little genetic 
similarity with either parent? (Of course, it may be the case that the parents’ 
well-being may then take a severe hit because they will know that they lack 
a genetic connection to the child but we could do a cost–benefit analysis to 
preclude genetic changes beyond that tipping point.)

The only way to avoid such a fate would be to provide a convincing 
account of well-being that goes beyond this subjective feeling of contented-
ness. But would such an account support genetic enhancement? There is rea-
son to be skeptical. Suppose, for instance, that we fall back upon traditional 
philosophical theories of good character development. (We are now in the 
realm of virtue ethics, which is an alternative to consequentialism as we saw 
in the last chapter.) Let us assume that working hard toward some goal is one 
aspect of desirable character. We then stipulate that well-being includes a 
requirement that persons show concerted effort to achieve goals that are at the 
edge of their abilities. It follows that we should not genetically enhance these 
abilities, or at least not perfect them. Rather we should encourage children to 
make concerted efforts to achieve the desired ends. Of course, liberal eugeni-
cists could deny such an account of well-being. But, then, to avoid Sparrow’s 
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objections, they have to provide a different convincing account of well-being. 
So far they have not done so, relying on intuitive assumptions of what many 
people find desirable, for instance, that improved intelligence is desirable.

But once we fall back on such intuitions, liberal eugenicists are in trouble. 
As our earlier discussion shows, whether it be racism or sexism, genetic 
enhancement by maximizing well-being seems to entail that we succumb 
to every social prejudice generated to any extent by the presence of genes. 
Pandering to prejudice is a sure way of increasing well-being: in any society 
a majority of individuals are likely to feel better when their social prejudices 
continue to be affirmed. Of course, Savulescu will point out that his ethical 
conditions in Table 7.1 explicitly rules out “reinforcement or increase of 
unjust inequality and discrimination.”

The trouble is that, if we take this requirement seriously, it is difficult to 
find traits promoted by liberal eugenicists that should still be enhanced. Take 
height: routinely enhancing height would likely lead to increased discrimi-
nation against short people. Take weight: routinely enhancing appropriate 
weight relative to height would very likely lead to discrimination against fat 
or very thin people. Indeed, the same problem would presumably afflict every 
physical trait. Well-being in many societies would require genetic manipula-
tion, if possible (and the evidence is not compelling), against homosexual 
orientation simply because of discrimination against those with that sexual 
orientation. Yet, trying to alter sexual orientation through germline editing of 
an embryo would reinforce exactly that discrimination. Suvalescu’s ethical 
enhancement seems in practice impossible.

That still leaves us with the problem of complex mental and behavioral 
traits such as intelligence. But now we are back to our old problem of the con-
nection between these traits and well-being. In the case of intelligence, it is 
very likely that improving some cognitive faculties when they are much less 
than typical would lead to better lives. But that is not enhancement; it does 
not transform the cognitive ability beyond the normal level. But, once we 
propose to enhance beyond the normal functional level, there is no evidence, 
nor any other compelling reason to believe, that we would be increasing 
well-being of that individual. It is possible, though, that a society composed 
of many people with enhanced intelligence would be better off than one with 
very few such people. However, if we argue for enhancement on the ground 
that society as a whole, rather than the individual, would benefit from it, we 
are no longer in the realm of liberal eugenics with its emphasis on individual 
freedom. Rather, as Sparrow has pointed out, we are back to the eugenics of 
the past that led to involuntary sterilization and mass murder.

Savulescu’s criteria for ethical enhancement ask for trade-offs to be 
computed between genetic approaches to changing socially valued traits 
to social and environmental manipulations. As Sparrow and many others 
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have pointed out, for most such traits, whether it be increasing cognitive 
performance or decreasing racial or gender-based prejudice, in spite of 
all our biological advances, social interventions remain the most effec-
tive means of increasing well-being. The nest way to enhance a child’s 
academic performance is to provide good nutrition, a good home environ-
ment, and competent schooling. Indeed, if well-being is what is at stake, 
liberal eugenicists have so far given very little reason to pursue genetic 
enhancement at least at present or in the foreseeable future. What they have 
inadvertently accomplished is provide compelling reasons for an enhanced 
pursuit of social justice.

Robertson’s and Agar’s more libertarian arguments do not fare much bet-
ter. Neither of these arguments claim an absolute freedom of choice about 
what kinds of children parents should be permitted to have. So, we are again 
left to pick and choose which traits should be enhanced. As in the case of 
Harris and Savulescu, we are faced with the problem that the traits most 
likely to be targeted for enhancement are those that would pander to the social 
prejudices of the day. If we admit that pandering to prejudice is ethically 
impermissible, for Robertson and Agar that provides reason enough to over-
ride libertarian claims of parental freedom to enhance traits in their children. 
For physical traits, the problems with pursuing enhancement remain those 
that we discussed earlier whether the trait be height, weight, skin color, or 
other aspects of physical appearance. For behavioral traits, once again, we 
are only left with liberal eugenicists’ intuitions that traits such as intelligence 
should be enhanced. But, as we shall shortly see, intuitions are not enough.

Suppose that liberal eugenicists insist that their widely shared intuitions 
are sufficient to serve as guides for policy. Then they run afoul of compet-
ing contradictory intuitions that strongly reject genetic enhancement of all 
traits. Recall that Agar argued for parity between environmental and genetic 
manipulation for the enhancement of traits. If a pregnant woman can go on 
a special diet to enhance the intelligence of a fetus, this is supposed to be no 
different than her choosing to edit the genes of an embryo using CRISPR-
based technology after in vitro fertilization and before implantation. The 
trouble for Agar is that there is a widespread intuition—at least as widespread 
as the one that promotes enhanced intelligence—that germline editing in this 
case should remain impermissible even though the special diet is not. We are 
not claiming that Agar is relying on such intuitions in any fundamental way. 
We are only pointing out that appeals to intuitions would not give him the 
results he needs in favor of genetic enhancement.

The source of the intuition that environmental interventions are almost 
always permissible but genetic interventions are not (except in the case of 
debilitating disease) is the perceived permanence and irreversibility of germ-
line interventions. Environmental manipulations result in acquired changes 
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and, as we have noted earlier, a core assumption of twentieth-century biology 
has been that such changes cannot be inherited; in contrast, genetic changes 
can be transmitted across generations indefinitely into the future. This 
assumption has been challenged by the emergence of epigenetics since 2000 
but the extent of this challenge is unclear. Work in epigenetics has shown that 
some acquired features can be transmitted from parent to offspring at least for 
a few generations. Typically, these involve changes in molecular structures 
on chromosomes attached to the DNA but not changes in the DNA sequence 
itself.

In any case, the emergence of epigenetics has not yet had much influ-
ence on discussions of human germline editing; the epigenetic results so far 
obtained have not been enough to challenge the strong intuitive presumption 
that the human germline should not be manipulated. Proponents and crit-
ics of eugenics agree that choosing to edit germlines changes the course of 
evolution. We saw in the last chapter that this potential has horrified some 
critics to the point of challenging germline editing even in the case of genes 
responsible for debilitating diseases.

This is where CRISPR potentially comes to the rescue of liberal eugeni-
cists. Because CRISPR-based gene editing is so easy, any change that is 
introduced can also be reversed (as we saw in the last chapter). There is 
nothing necessarily irreversible about it. If we make a mistake when we 
edit the germline to enhance a trait, we can edit it back to the original state. 
In practice, this may not be easy: we would have to trace every person into 
whom the edited genes have been transmitted. But, in principle, it could be 
done. How seriously we should worry about tracking down these individuals 
is a question of how optimistic we are about our technology to track recipient 
of CRISPR-edited genes. Liberal eugenicists are technological optimists par 
excellence and would refuse to let this worry change their course. But tech-
nological prowess will not make the problem of pandering to social prejudice 
go away.

Suppose we introduce some genetic change today, say, an enhanced abil-
ity to play chess because that is what is supposed to indicate appropriately 
enhanced intelligence. Two generations later, people generally realize that 
this was a mistake; it only reflected the prejudices of certain societies in 
the early twenty-first century. So, we (that is, our descendants) reverse the 
change with a lot of difficulty. (It turns out that finding every person who 
had inherited those genes is hard, and convincing each of them to acquiesce 
to that change is harder because they have all become addicted to chess.) 
But, for all our troubles, how can we know for sure that the new decision 
against chess is not itself a product of the prejudices of its own time and 
community? After all, playing chess better is not like living a life free from 
myotonic dystrophy.
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PLANNED HUMAN OBSOLSESCENCE

Genetically enhanced persons would, to some extent, be products of technol-
ogy, and the extent to which they are technological would depend on the extent 
of the editing, that is, on the number of introduced changes and the phenotypic 
severity of each such change. For many commentators, every time technology 
is used to modify a human being, that person becomes closer to an artifact. 
Some of these commentators have fully embraced this development and have 
even glorified the advent of a “trasnshuman” future. For others, especially 
those of a conservative bent, the idea is anathema and to be denounced in the 
strongest possible terms. Leaving aside what we think of transhumanism—and, 
except in works of (intentional or unintentional) science fiction, it is not immi-
nent in spite of CRISPR and other new technologies—Sparrow has recently 
raised another disturbing possible consequence of genetic enhancement.

Imagine parents decide to enhance a child’s intelligence (or any other 
desirable trait) with the best available alleles at the early embryonic stage 
(when CRISPR-based intervention would be most appropriate). Suppose that 
the procedure is a complete success and the child is growing up with a sense 
of pride in the accomplishment. Ten years later, the same parents decide to 
have another child, once again with genetically enhanced intelligence. But, 
now better alleles are available, that is, those that do more to enhance intel-
ligence with higher specificity. Naturally, the parents choose to use them.

Sparrow argues that the older child, as an artifact, will now have become 
obsolete and, more importantly, feel obsolete. How would this affect a per-
son? How will it affect society? Will we end up in a situation when each 
genetically enhanced child, growing up, knows that obsolescence is part of 
each gene-edited child’s inevitable future? What would this do to our concept 
of personhood? The logic of enhancement that leads to obsolescence in this 
way also subsumes human beings under a technological dynamic in which 
technological developments determine what a human being should aspire to 
be as a person. What does this do to human nature?

Though Sparrow has brought these issues into sharp focus in the context 
of CRISPR-based technology that has made human germline editing plau-
sible, he is not alone and also not the first to express such worries. Almost 
twenty years ago, the philosopher Jürgen Habermas raised similar concerns. 
Habermas argued that genetic enhancement blurred the distinction between 
“the born” and “the made”; human beings would become products rather 
than persons. Embryos would become systems to be manipulated rather than 
nourished and this would transform what constitutes personhood. These 
developments would be drastically detrimental to human freedom because 
individuals would no longer understand themselves as being the authors of 
their own choices.
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WHERE IS THE SCIENCE? THE 
CASE OF INTELLIGENCE

So far, we have spent a lot of time on philosophical arguments for and against 
human enhancement, in particular, genetic enhancement potentially enabled 
by CRISPR technology. But before we proceed any further, it is important to 
pause and ask what biology has to say on the matter: is genetic enhancement 
plausible? Possible? Or have we been indulging in flights of fancy? Let us 
start with a trait very dear to liberal eugenicists: intelligence. According to 
current biology, or even the biology of the foreseeable future, can we plausi-
bly genetically enhance human intelligence?

It will serve us well to begin with the work of Robert Plomin, a celebrity-
academic psychologist in the United Kingdom who is one of the most vocal 
purveyors of the idea that genes are a major determinant of intelligence and, 
thereby, of the rest of intellectual and professional performance. He is also 
willing to wade into social controversy. Plomin is a regular performer on 
radio and TV talk shows in Britain. In 2015, in one of these shows, he was 
asked whether there was any link between race and intelligence. “In general 
I’ve felt softly, softly is a better way to go,” he replied, sidestepping the 
question. Plomin was the primary source of a full-blown genetic determinism 
about intelligence that animated a leaked 2013 essay of over two hundred 
pages prepared by Dominic Cummings, a close adviser of Michael Gove, 
the British Secretary of State for Education (from the Conservative Party). 
According to Cummings: “Work by one of the pioneers of behavioral genet-
ics, Robert Plomin, has shown that most of the variation in performance of 
children in English schools is accounted for by within school factors (not 
between school factors), of which the largest factor is genes.” Those who 
endorsed Plomin’s views included Boris Johnson, then mayor of London, 
who has since gone on to greater things.

One of Plomin’s modest societal proposals was the creation of a “geneti-
cally sensitive school” designed to match children with their presumed 
genetic capacities. Writing with Kathryn Asbury, Plomin promoted this 
vision in a 2013 book, G is for Genes: The Impact of Genetics on Education 
and Achievement :

We aim to treat all children with equal respect and provide them with equal 
opportunities, but we do not believe that all our pupils are the same. Children 
come in all shapes and sizes, with all sorts of talents and personalities. It’s time 
to use the lessons of behavioral genetics to create a school system that celebrates 
and encourages this wonderful diversity.

One way of helping each and every child to fulfill their academic potential is 
to harness the lessons of genetic research . . . It’s time for educationalists and 
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policy makers to sit down with geneticists to apply these findings to educational 
practice. It will make for better schools, thriving children, and, in the long run, a 
more fulfilled and effective population. That’s what we want schools and educa-
tion to achieve, isn’t it?

Asbury and Plomin cannot be blamed for lack of ambition. Their vision for 
the school is truly breathtaking:

The site we choose for our genetically sensitive school will be enormous, more 
like a small university campus than a traditional school. It will have to be this 
size to hold all of the facilities it needs to accommodate and all of the options 
it needs to provide. It will serve the community around it, and we will make it 
so appealing and so successful, and we will foster such a pleasant environment 
and such a wonderful reputation, that every child of every faith, every race, and 
every social background will want to be educated there.

It is hard not to wish them well.
Asbury and Plomin do not explicitly make a case for genetic enhancement. 

They claim the high ground by supposedly caring for and catering to all chil-
dren, whatever their genetic endowments. But their discussion also makes 
it clear that genetic differences cause differences in achievement for a wide 
variety of skills, especially those like intelligence that carry social acclaim 
with them. Intentionally or not, they whet the appetite for liberal eugenics, 
that is, parental manipulation of genes to generate brighter children.

Though Plomin was trained as a psychologist, his adopted area of exper-
tise in behavioral genetics (which has not been uncommon within parts of 
psychology since the mid-twentieth century). So, we turn to that discipline to 
assess the plausibility of his claims. As its name suggests, behavioral genetics 
studies the role of genes in generating typically complex behavioral traits in a 
variety of species though the only one of interest to us here is Homo sapiens. 
But, to start with, how does behavioral genetics choose what is a trait? For 
instance, is the number of teardrops shed in a lifetime a trait? If not, why not?

What is a trait? Unfortunately, this question does not have a technical 
answer within genetics, that is, there is no theory that determines what is 
a trait independent of what biologists choose to study for any reason. For 
instance, biologists study features of organisms that appear to be functionally 
important (such as body weight, height, and a large variety of morphologi-
cal as well as physiological features). They also often study those features 
that appear striking, especially if they are also passed on from generation to 
generation (for instance, the number of fingers in a human hand or tumbling 
behavior in pigeons). Typically, they choose features with sufficient stability 
and regularity so that they can carry out repeatable experiments with them 
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which is probably why the number of tears shed in a lifetime is not of much 
interest.

Plomin and those of his ilk simply assume that intelligence is a trait and 
that it is appropriately measured using IQ tests. Liberal eugenicists do not 
question this assumption. Yet, other psychologists such as Ken Richardson 
have pointed to the remarkable malleability of what intelligence is supposed 
to mean. Social psychologists, Gabriel Mugny and Felice Carugati, carried 
out an experiment in which a large number of claims about intelligence were 
provided to parents. They were asked to assess, with a score between one and 
seven, the extent to which each claim was true about intelligence. Many of 
these claims contradicted each other but many parents were content to affirm 
contradictory claims about intelligence. For instance, there was equal agree-
ment on the following two claims: that the “development of intelligence is 
the gradual learning of the rules of social life”; and that the “development 
of intelligence proceeds according to a biological program fixed at birth.” 
Another psychologist, Robert Sternberg, along with several collaborators, 
questioned a large number of psychologists what they took intelligence to be. 
Of twenty-five possible attributes of intelligence, only three were mentioned 
by more than a fourth of these psychologists.

In fact, some languages, such as those of Sanskritic origin, do not even 
have a word that captures the connotations for “intelligence” in contempo-
rary Northern societies; Bengali, for instance, has a word for “wise” (bud-
dhiman) and one for “clever” (or “sharp”; chalaak) but not for “intelligent.” 
Psychologists have also pointed out the ideological role that intelligence 
plays in contemporary Northern societies. Mugny and Carugati note its cul-
tural provenance: “Intelligence, if such a thing exists, is the historical creation 
of a particular culture, analogous to the notion of childhood.” Sternberg is 
even more damning: “intelligence is invented . . . it is not any one thing . . . 
Rather it is a complex mixture of ingredients. The invention is a societal one.” 
This means that there is ample reason to reject the view that there is a single 
biologically well-defined trait that should be called intelligence.

Plomin and like-minded researchers claim to measure intelligence through 
IQ tests. Now, it is logically possible that, even if intelligence as a whole 
should be viewed as a set of many different capacities, IQ scores capture 
one of these accurately (and IQ thus becomes a concept of some scientific 
value). So, we turn to the question of what IQ is. Both critics and proponents 
of IQ are legion and some critiques such as Stephen Jay Gould’s Mismeasure 
of Man have achieved iconic status in the philosophy of biology. Critical 
race theorists such as David Gillborn have persuasively argued that IQ has 
always been a tool of racial discrimination and subordination, no matter 
whether the targeted “races” were southern Europeans, Jews, Africans, or all 
people of color—in fact, the target has predictably varied with the dominant 
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Northern politics of the era. For instance, in the early 1920s, IQ testing of 
would-be immigrants at Ellis Island in New York City determined that 83 
percent of Hungarians, 79 percent of Italians, and 87 percent of Russians 
were feebleminded.

It is probably no accident that Plomin went “soft” about IQ and race in 
2015. Two decades earlier, when incendiary racial claims about race and IQ 
were promoted in a book, The Bell Curve, and had become a matter of public 
debate, Plomin was one of those who signed a high-profile piece in The Wall 
Street Journal that claimed to represent mainstream psychologists’ agree-
ment with the empirical claims in the book. These claims included not only a 
difference between IQ scores for whites and blacks but also claims that they 
showed no sign of converging and that they were largely independent of eco-
nomic class. Almost no data supported these grandiose claims. In response, a 
large number of genuinely mainstream psychologists also went on record to 
reject all of these claims.

Let us leave these controversies aside for the time being and, instead, focus 
on how IQ tests are designed. The idea that there is a single general internal 
power or capacity for mental ability goes back to Galton in the nineteenth 
century. However, Galton’s subsequent influence on the IQ story is negli-
gible. That story really begins around the turn of the twentieth century with 
Alfred Binet in Paris who designed what has come to be regarded as the first 
IQ test to measure intellectual performance of children. Unlike those who 
followed in his footsteps, Binet was not concerned with theorizing about 
the capacities he measured. Rather, his goal was to identify children who 
required remedial help in school irrespective of the causes. Binet wanted 
to optimize the provision of this help. Things became strikingly different 
when IQ testing was exported to the United States, particularly in the hands 
of Terman whose goal was to identify “mental defectives” who should be 
removed from society.

What matters most in our context is how Binet designed his test. As 
Richardson has noted, for Binet, intellectual performance involved at least 
general knowledge, memory, imagination, attention, comprehension of sen-
tences and synonyms, aesthetic judgments, and moral judgments, a list far 
more comprehensive than the ones used by those who have followed him to 
the present time. To test for these capacities, Binet devised a vast array of 
questions that he proceeded to administer to children. Next, and this is the 
critical move, he selected a subset of these questions to be part of his final test 
using two criteria. The first was whether the average performance in answer-
ing a question became better with age; if so, it was supposed to give some 
indication of a child’s intelligence. The second criterion is the one that has 
characterized IQ tests ever since: Binet asked whether children’s performance 
on a question matched their teachers’ judgment of their intelligence.
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Now, psychologists take it for granted that teachers are very good at 
predicting students’ academic performance. Given how Binet selected his 
questions to match teachers’ assessments of students, it follows that IQ can 
also correctly predict academic performance. Newer IQ tests, especially those 
developed in the United States, followed Binet’s methodology and are typi-
cally referred to as Stanford-Binet tests. The methodology has been manipu-
lated by test designers in a variety of interesting ways. For instance, in 1937, 
it was discovered that girls on the average scored a few points lower than 
boys in the Stanford-Binet tests that were in vogue at the time. Test design-
ers debated whether to allow this difference to persist and ultimately decided 
against it. The questions generating this difference were duly removed and 
we had a gender-neutral test by social construction. Other manipulations are 
equally informative. Tests always include a large number of questions that 
most people get right and very few that most get wrong or very few get right. 
The result: a bell curve for IQ—there is no more to that celebrated shape than 
an artifact of test construction.

So, where does this leave us? We are supposed to be measuring an invis-
ible power, general intelligence, that some researchers such as Charles 
Spearman have called g. What we get are visible data from IQ tests that 
consist of a bunch of scores. These visible scores are supposed to mea-
sure the invisible power. This situation is routine in science. Think of the 
invisible power called gravitation. The visible data are the positions of the 
sun and planets at different times. Using these data, we can make many 
inferences about the power of gravitation, how strong it is, how it changes 
over large distances, and so on. But we can only make these inferences 
because we have a superb theory that connects the invisible to the visible. 
This is Newton’s theory of gravitation, one of the most successful scientific 
theories ever formulated (though it has had to be somewhat corrected by 
Einstein’s work). But what about g and IQ scores? We have no theory at 
all. IQ scores are well behaved only to the extent that we have introduced 
our intuitions about what they should do by manipulating the construction 
of the tests to serve our purposes.

It should come as no surprise to us that, beyond academic performance, 
most analyses show that IQ scores are poor predictors of job performance. 
They are not even good predictors of cognitive ability, for instance, the men-
tal capacities used by regular bettors at a racetrack. Then there is the “Flynn 
effect”: mean IQ scores have risen around the world, year by year, decade by 
decade. In some countries, it has risen by fifteen points over three decades. 
All that is likely to be going on is increasing similarity between what test 
questions ask and what people are regularly doing more and more throughout 
the world because of increasing globalization. People are probably not simply 
getting smarter. At least not to this extent.
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GENOMICS AND IQ

Does this mean that liberal eugenics is delusional if it expects to enhance 
intelligence through genetic manipulation? Well, Plomin and others in his 
camp still have one card left to play: even though many aspects of IQ may be 
artifactual for the reasons we have just seen, there may still remain an under-
lying core, g, that is stable and respectable because it has a biological, indeed, 
a genetic basis. In fact, the claim that IQ is genetic has been around for more 
than a century though its popularity has waxed and waned. The claim has 
always been controversial and especially so when it is coupled with a claim 
of presumed biological differences in IQ of different races, a claim that has 
no scientific basis whatsoever.

We will not elaborate on the politically charged question of race here 
while acknowledging that there is good reason to view IQ testing as having 
been driven by racism throughout its hundred-year history. We will see that, 
even independent of all racial considerations, the genetics of IQ turns out 
to be illusory. So we do not even have to address issues that put together 
IQ, genetics, and race together in an unholy trinity. Historically, throughout 
the twentieth century, attributing IQ to genes became less popular when 
attempts to find the implicated “candidate” genes failed spectacularly in 
spite of dedicated efforts; the claims became more popular when new 
technologies were invented to detect genes with supposedly more subtle 
effects on traits. Following this pattern, the launching of the HGP resulted 
in renewed claims that IQ is genetic. In recent years, the pendulum has 
swung the other way.

Returning to Plomin, he places his own work as promoting what he calls 
the “new genetics of intelligence.” These new “findings” rely on the latest 
technology for supposedly finding genes related to IQ, the genome-wide 
association studies (GWAS) that we already discussed in the third chapter. 
Though most early attempts to use these studies to tie IQ to genes were 
unmitigated failures, according to Plomin and Sophie von Stumm, recent 
results are supposed to have turned the situation around. What is at stake in 
these disputes is the concept of heritability, more specifically, broad herita-
bility, H, of a trait. IQ is supposed to be genetic because it has a high heritabil-
ity (of around 50 percent). The trouble is that the concept of heritability, and 
what (if anything) it shows about genetics, has been contested by geneticists 
ever since it was introduced in the 1940s. Critics, and there are legions of 
them within the genetics community, hold that future generations will have 
as much truck with heritability as ours does with phrenology.

What heritability means will be central to our discussion of genetic 
enhancement of intelligence. But, first, a point of clarification: though 
what follows will be quite critical of the concept of heritability, we are not 
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suggesting that genes have nothing to do with cognitive capacities. Rather, 
these capacities, like all other aspects of our biology, depend critically on our 
genes just as they do on the environment of development, that is, the history 
of interactions between genomes, cells, and higher-level factors internal and 
external to the body. In this mitigated sense, we are products of our genes 
but we are equally products of our environment. More accurately, we are 
products of our history, both individually and societally. That history includes 
both biology and culture.

Now, returning to heritability, let us start with some well-defined trait, unlike 
IQ, that varies continuously across a population. This means that the trait can 
take any possible value between its observed minimum and observed maxi-
mum; it is not discrete in the sense of being restricted to a small set of exact 
values. Height and weight are good examples; blood group is not because it can 
only take one of a handful of values. We will use height as an example.

We can measure the height of each member of our population. From these 
numbers, we can calculate the average, or mean, height as well as its standard 
deviation which shows how much variability it has in our population. The 
square of the standard deviation is known as the variance (of height in the 
population); it, rather than the standard deviation, is the quantity most often 
used in science because it has some nice mathematical properties. This vari-
ance is the phenotypic variance, V

P
, of the trait (in our case, the height). It is 

a quantity we can directly measure.
To get to heritability, we must ask: what fraction of the phenotypic vari-

ability is due to genotypic variability in the population (that is, variation 
between individual genotypes)? Since this variability can also be captured 
by a variance, and symbolized V

G
 (broad) heritability can be defined as the 

ratio H = V
G
/V

P
, a number that can vary between zero and one. But, how is 

V
G
 to be measured? If we can manipulate experimental populations, we can 

at least approximately estimate V
G
 directly. For instance, suppose a popula-

tion of plants is grown in such a way that all individuals experience the same 
environment. There are important subtleties here: we cannot grow all the 
plants in exactly the same environment because they cannot all be grown on 
the same spot. Rather, we use everything we know about plant growth (ambi-
ent light and temperature, soil composition, acidity, humidity, etc.) to make 
sure that each plant experiences the same value for all relevant environmental 
variables. (Already, there is an important disanalogy with IQ: even after all 
these decades of research the exact environmental factors influencing IQ 
remain unknown.)

After controlling for environmental factors in this way, if we measure the 
variance in plant height in various fixed environments, we have an estimate 
of V

G
 for our experimental population and can calculate H with reasonable 

confidence. The trouble is that H, so estimated, depends critically on the 
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genotypes in the population and the environmental values that the plants were 
grown in. If the genotypic composition of a population changes, as it would 
in the next generation unless every member is cloned, H would change; it 
would also change if the environment varies beyond what it was in the last 
generation (in our example, if it changes in any way).

If these aspects of H already suggest that its utility is very limited, there is 
more to come. Consider the human population in a landmine-infested region, 
for instance, parts of Cambodia in the 1990s. Now, presumably, we would 
all agree that all human beings have two legs for genetic reasons. Given that 
mutations that change the number of legs are very rare, for our hypothetical 
Cambodian population, we would reasonably assume that V

G
 ∼ 0. Yet, there 

would be many people with only one leg in this population, because they 
would have had the misfortune of stepping on undetonated mines. This means 
that V

P
 > 0. We thus get H = V

G
/V

P
 = 0 for a trait (having two legs) that should 

clearly be regarded as genetic.
Now, consider an example that goes the opposite way. Consider a popula-

tion, and these are not hard to find in the United States, in which the only 
language spoken is English. Let us assume that there is small fraction of 
this population that does not speak English because of genetic cognitive 
impairment. This means that the only variability we have in the population is 
genetic. So we would have V

P
 = V

G
 and H = 1 even though the trait “speaks 

English” is not encoded in genes. Heritability is a strange measure indeed.
What matters most in our context is that what heritability at best measures 

is the fraction of the variability in a population that can be attributed to geno-
typic factors for exactly that set of genotypes and the range of environments 
to which the population has experienced. It says nothing about the mean value 
of the trait in the population, let alone the value it has in an individual. Thus, 
high heritability by itself says nothing about the genetics of a trait (as the 
earlier examples were intended to show). Most importantly, high heritability 
by itself provides no guidance on whether a trait is malleable through envi-
ronmental manipulation.

Consider height in humans. It is known to have a very high heritability; 
according to several analysis, it is around 80 percent. Going by how the 
heritability of IQ has been used by the proponents of a genetic basis for intel-
ligence, the high heritability of height should be taken as evidence that the 
mean height of human populations cannot be changed except through genetic 
enhancement. Yet, the mean height of human populations throughout most 
areas of the world has been increasing each generation. It has increased not 
due to genetic changes but because of better nutrition. Heritability is a statisti-
cal measure but it is not one that points toward a causal story.

Estimating heritability in human populations is non-trivial because ethics 
prevents us from setting up experimental populations. So, indirect methods 
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are used and these are fraught with problems that delight critics and are 
typically ignored by heritability enthusiasts. One of the best-known of these 
methods is twin studies. A popular strategy is to study identical twins reared 
apart. For any trait when a pair of these twins shows differences, those differ-
ences can be attributed to the environment. Let us call the variance V

E
. Now, 

if we assume that V
G
 = V

P
 − V

E
, then we can estimate H = V

G
/V

P
 from study-

ing these twins. Analyses of this sort have typically returned H = 0.5 (or 50 
percent) for IQ. The trouble is that this calculation assumes that there is no 
interaction between the genes and the environment.

But identical twins look alike and, in most cases, that leads to other people 
treating them similarly. Children treated in the same way in widely differ-
ent environments will be psychologically more similar than those treated 
differently. Thus, for cognitive traits, it is implausible that there ever is no 
interaction. There are other problems too: no analysis has ever convinc-
ingly shown that twins reared apart experience very different environments. 
Typically, adoption agencies try to match many aspects of the backgrounds. 
How important this is we don’t know: we have a very poor understanding of 
what environmental features are relevant for IQ.

This is where GWAS is supposed to have changed the game. It apparently 
provides an entirely new way of estimating heritability from the strength of 
the association of IQ with regions of the genome. Plomin and von Stumm 
review the evidence and claim that each new study since 2015 has given a 
higher value of V

G
. But the best value they could report in 2018 is a heritabil-

ity of 10 percent which is well below the 50 percent estimate from the earlier 
problematic results. For this 10 percent result, they report IQ to be associ-
ated with about a thousand different loci or regions in the genome. Even if 
we accept these results—and they remain controversial—this does not give 
much teeth to the clam that IQ is genetic. If thousands of loci can be involved, 
and each has a very tiny effect, it is hard to imagine a trait that would not be 
genetic. Moreover, the problems with interpreting heritability remain, most 
importantly, how it provides no guide to the value of a trait has for an indi-
vidual (or even for the mean value in a population).

Plomin is, of course, aware of the subtleties with heritability and why it 
cannot say anything about an individual person’s capacities. His response 
is to appeal to another counting technique that has emerged in the wake of 
GWAS: what he calls genome-wide polygenic scores (GPSs). Unlike herita-
bilities, Plomin and von Stumm claim, “GPSs predict intelligence for each 
individual.” How is this supposed to work? Suppose there are a number of 
different loci that are correlated with IQ scores and we have the numerical 
values for these correlations. At each locus, we have a number of alleles 
that increase IQ. The standard way to calculate a GPS score is to multiply 
this number of alleles with the correlation value for that locus and add it all 
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up for all the loci that are involved. The trouble is that to view this num-
ber as the causal genetic contribution to intelligence requires a very vivid 
imagination.

For one thing, we are adding up weighted correlations but have no basis 
for regarding the correlations as relative causal contributions. For another, we 
are adding up alleged contributions of alleles and loci as if they never interact 
with each other. Genetically, this is fantasy. If alleles never interact with each 
other we have no dominance and, whenever we look at well-studied genes, 
some amount of dominance is all over the place. Moreover, we are concerned 
with hundreds of loci that are identified by GWAS as being associated with 
IQ. Each of these loci is supposed to have a very small effect on (a low cor-
relation value for) IQ and also affect scores of other traits. Yet, for all the 
complexity, it is supposed to be the case that the different loci associated with 
IQ have no influence on each other. Plomin and von Stumm seem to acknowl-
edge some of these problems when they also urge caution in interpreting 
GPSs. But this note of caution gets lost in their bloated rhetoric.

As Noah Rosenberg along with several collaborators have pointed out, 
polygenic scores come in two stripes polygenic risk scores and genomic poly-
genic scores as exemplified by Plomin’s GPS. For both types, the computa-
tion begins with a GWAS. More specifically, as they explain:

Over the past 15 years, genomic analyses have identified thousands of genetic 
variants that contribute statistically to variation in complex phenotypes, traits that 
have complex patterns of inheritance and that are affected by large numbers of 
genes in combination with environmental factors . . . In a typical genomic study 
of a complex human phenotype—a genome-wide association study (GWAS)—
genotypes at thousands or millions of sites across the human genome are each 
tested in a sample of people for statistical association with the phenotype. Each 
variant identified by such a study as statistically associated with the phenotype can 
be assigned an effect size, representing the estimated magnitude of the increase 
in the trait (for quantitative phenotypes) or risk or liability for the trait (for binary 
phenotypes) that is associated with possession of a copy of the variant.

The effect size is measured by the correlation coefficient. However, it is 
called an “effect” only because it is assumed that the causal influence goes 
from the genotype to the phenotype. The statistical association alone does not 
establish that claim.

Next, these coefficients are aggregated as we saw in the case of GPS 
calculation:

For many complex phenotypes, identification and analysis of contributing 
genomic variants—most having small phenotypic effects—has led to the 
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formulation of polygenic scores, quantities that seek to predict a trait value 
associated with a specific genomewide set of genotypes … For a quantitative 
phenotype, a polygenic score for an individual genome represents an aggrega-
tion, usually in the form of a sum, of the estimated effect sizes of the genetic 
variants in the genome.

This means that polygenic scores inherit all the interpretive difficulties that 
GWAS-generated coefficients have.

These difficulties are identical to those we encountered earlier in estimat-
ing classical heritability scores. GWAS scores depend on the population from 
which the individuals sampled are drawn. If the environments to which this 
population has been exposed changes, for any complex trait, the phenotypic 
trait distribution would change and, therefore, so would the statistical associa-
tion between trait values and individual alleles at each locus (that is, GWAS 
scores). If the genotypic composition of the population changes, we can 
expect the same type of change in GWAS scores. The emphasis here on geno-
types, rather than allele, is intentional: for the development of a phenotype, 
the role of an individual allele in a genome depends on what other alleles are 
also part of that genome, that is, the genotype. (The other alleles are part of 
the genetic environment of any given single locus.) The parallelism between 
these interpretive subtleties and those encountered for classical heritability 
scores is exceptionless.

When we turn to the aggregation of GWAS-generated association scores 
to generate genomic scores, the additivity problem returns, as in the case 
of estimating variances for heritability scores, and even worse. Plomin and 
those of his ilk claim that genomic scores can be used to predict individual 
phenotypic outcomes. They blandly assert the association scores (correlation 
coefficients) represent the quantitative values of causal contributions of loci 
without giving any reason for that assumption. Then they weight these using 
the number of alleles. In each case, population-wide parameters are used to 
predict what is supposed to be occurring during the development of an indi-
vidual. Then they aggregate by adding up. There is no biological justification 
for this procedure and no evidence that it correctly predicts phenotypic values 
for individuals. What we have is of as much intellectual credibility as predic-
tive astrology, though now cast in the language of genomics.

It would take a very gullible eugenicist to believe all of Plomin’s claims 
about the new genetics of intelligence. But even such a eugenicist would be 
forced to admit that the prospects of genetic enhancement of intelligence 
remain woefully poor at the present time even with the advances of CRISPR 
technology. We would have to edit scores of genes simultaneously, with all 
the uncertainties associate with each of them, to hope for an increase of IQ 
by a few points. Because each of these genes would at best have a tiny effect 
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on the desired trait while affecting many others, the process would not come 
close to achieving the requirement of specificity (as developed in the last 
chapter in the context of editing disease-implicated genes). At the very least, 
designing more intelligent babies through genetic intervention is beyond our 
capacities right now.

WHAT ABOUT PHYSICAL TRAITS?

Intelligence, even if it is a single trait, is a complex behavioral trait. But, 
perhaps, the prospects for genetic enhancement become better if we stick to 
presumably simpler physical traits. Let us turn to a set of traits that are often 
viewed as embodying societal values: pigmentation of eyes, hair, and skin. 
All three traits depend on the presence of melanin which comes in many 
forms but can be classified into two types: a red-yellow form that is known 
as pheomelanin and a black-brown form known as eumelanin. How hard will 
genetic enhancement be for melanin-dependent traits?

Eye color, more specifically, the color of the iris is genetically the simplest 
of the three cases. Back in 1907 and 1908, Davenport and his wife, Gertrude, 
at the Cold Spring Harbor Laboratory, and Charles Chamberlain Hurst, a 
leading British geneticist of that era, claimed to have shown that eye color 
depends on one locus with two alleles. Though this claim finds its way into 
textbooks even today, we now know that it is an over-simplification. (Indeed, 
exceptions began to be reported as early as 1909.) Hurst recognized only 
two eye color phenotypes, blue and brown; in sharp contrast, a recent review 
points to “eye color ranges include varying shades of brown, hazel, green, 
blue, gray, and in rare cases, violet and red.” However, Hurst was correct in 
one observation: brown is indeed dominant over blue or green—but even in 
this case there are complications.

The physical basis for eye color is the distribution and content of mela-
nocytes producing melanin in the front layer of the iris. (Melanocytes are 
melanin-producing cells in the eye and skin.) A lot of melanin would absorb 
a lot of light resulting in a brown appearance. If there is less melanin, the 
color of the iris can be blue or gray or green in most cases depending on what 
other molecular structures are present. (The other eye colors are more compli-
cated.) The genetics of eye color is simple in the sense that, although sixteen 
genes have some influence in regulating eye color, only two of them, HERC2 
and OCA2, both located on chromosome 15, play major roles. These genes 
interact with each other in such a way that, contrary to traditional accounts, 
two blue-eyed parents can still give birth to a brown-eyed child. In other 
words, the traditional story of brown eye color being dominant over blue is 
not strictly correct. This means, at the very least, that both would have to be 
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edited simultaneously if we want to select a particular eye color. Another 
gene, MC1R, has been associated with green eyes and red hair though only in 
some populations—there will be more on this case below.

The trouble is that these two genes are not the only ones involved in eye 
color. Traditional genetic techniques had already identified at least nine other 
genes though, now, we acknowledge a role for sixteen genes. In fact, genes 
for any of the several proteins that play a role in melanin formation and matu-
ration in the melanocytes also have a role in determining eye color as well as 
pigmentation of hair and skin. As expected, GWAS implicate scores of yet 
other genes and, more importantly, different ones for different regions of the 
world. While what that means is far from clear, the totality of the evidence 
indicates that no small tractable set of genes have sufficient specificity for eye 
color to suggest successful genetic enhancement at the present state of our 
knowledge; however, targeted change may be possible sometime in the future 
for embryos with very well-understood genomic backgrounds that have been 
carefully analyzed for the role played by HERC2 and OCA2. But we do not 
know exactly how to analyze the genomic background with sufficient preci-
sion to guarantee the required specificity.

Human hair color is a quantitative trait that depends on the quantity, 
distribution, size, shape, and melanin content of organelles within cells 
called melanosomes. The most important factor is the ratio of eumelanin 
to pheomelanin. One review notes the following rules. Red and blonde hair 
generally contain less melanin than brown and black hair. However, blonde 
hair contains the same number of melanosomes as brown or black hair but 
has melanosomes that are smaller and rounder. Brown hair has large ellip-
soid melanosomes containing mainly eumelanin. Black hair has the biggest 
melanosomes and most densely packed eumelanin molecules. At the same 
time, the review notes that visual appearance is not a very good guide to the 
pigment composition of hair and that hair color changes in life not only in old 
age but also as a child grows into an adult.

Given these complexities, it should come as no surprise that a large number 
of genes are involved. Of the genes we have already seen, MC1R is obviously 
relevant, but its variation seems to be important only in populations with a 
high frequency of red hair and fair skin. In these populations, it is associ-
ated with green eyes. Some variants are associated with freckling. These 
traits seem to be associated with a high pheomelanin to eumelanin ratio. 
As expected, GWAS data have only complicated the issue. One study of a 
large sample of individuals of (self-identified) European origin identified one 
hundred and twenty loci associated with hair color; another found more than 
two hundred. The first study also found a sex bias in hair color with women 
having lighter hair than men. Given these genetic data, genetic intervention to 
change hair color also remains implausible at the present state of knowledge.
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We finally turn to human skin color which can vary from the darkest brown 
or black to the lightest white tones. Two types of skin color are usefully dis-
tinguished: constitutive and facultative. Constitutive skin color is the natural 
(“genetic”) color of the epidermis; facultative skin color is what it becomes 
after exposure to ultraviolet light (for instance, by tanning) or to certain hor-
mones (for instance, in skin-lightening creams). We will limit ourselves to 
constitutive skin color even though the prospect of genetically designing an 
individual to tan more easily raises interesting possibilities. Light skin has a 
high proportion of light brown eumelanin and yellow/red pheomelanins in 
smaller less-pigmented melanosomes that occur in bunches; dark skin has 
more dark brown eumelanin and larger densely pigmented melanosomes 
distributed singly.

Is genome editing a viable, more permanent, and even perhaps safer, alter-
native to skin-lightening creams? Folk biology would suggest so. Not only is 
skin color a quantitative trait, children typically have skin color intermediate 
to those of their parents: it is an almost perfect exemplar of blending inheri-
tance. But folk biology is in for a surprise. The genetics of human skin color 
is so complicated that a 2003 review observed:

One of the most obvious phenotypes that distinguish members of our spe-
cies, differences in skin pigmentation, is also one of the most enigmatic. 
There is a tremendous range of human skin color in which variation can 
be correlated with climates, continents, and/or cultures, yet we know very 
little about the underlying genetic architecture. Is the number of common 
skin color genes closer to five, 50, or 500? Do gain- and loss-of-function 
alleles for a small set of genes give rise to phenotypes at opposite ends 
of the pigmentary spectrum? Has the effect of natural selection on similar 
pigmentation phenotypes proceeded independently via similar pathways? 
And, finally, should we care about the genetics of human pigmentation if it 
is only skin-deep?

Fifteen years later, we are not doing much better.
From a medical perspective, we should care about human skin color inso-

far as different amounts on melanin can, on the one hand, influence suscep-
tibility to cancer induced by ultraviolet radiation and, on the other, affect the 
ability to synthesize vitamin D and prevent rickets. The genetics of coloration 
is complicated. Though smaller numbers of genes have been implicated than, 
say, for hair color, different genes have been implicated for different popula-
tions. A 2007 study of South Asians found three genes—unhelpfully named 
SLC24A5, SLC45A2, and TYR—to be most important in explaining varia-
tion in skin tone. For a European population, the six genes implicated were 
HERC2, OCA2, IRF4, TYR, ASIP, and MC1R; only TYR was shared with the 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



143Designer Baby Delusions

South Asian population but recall that HERC2 and OCA2 both play major 
roles in regulating eye color.

A study of African populations from Ethiopia, Tanzania, and Botswana 
implicated SLC24A5, HERC2, and OCA2, as well as three other genes 
(MFSD12, DDB1, and TMEM138 ). A study of KhoeSan populations in 
southern Africa found none of these genes important for skin color variation. 
A study of Latin populations implicated TYR, OCA2, HERC2, SLC24A5, 
SLC45A2, and IRF4, but also TYRP1 and a new gene not previously known 
to be associated with skin color. At the present time, germline editing would 
be no viable competition for skin-lightening creams.

GENETIC REDUCTIONISM

What we have just seen is that genetic enhancement has fallen afoul of the 
failure of a doctrine that philosophers have dubbed genetic reductionism and 
we have encountered this doctrine several times earlier in this book during 
discussions of what drove the HGP. Since this failure may well doom the 
project of liberal and moderate eugenics, at least for the foreseeable future, 
the point will be worth elaborating in some detail. For philosophers, reduc-
tionism in general is the doctrine that laws and facts at one level can be 
explained by (and, in that sense, reduced to) laws and facts at another more 
fundamental level. Suppose that all biological phenomena can be explained 
by ordinary physical and chemical interactions. This is the thesis of physical 
reductionism that was so enthusiastically promoted by Pauling in the 1950s 
as we saw in the second chapter.

We also saw there that molecular biology since the mid-twentieth century 
provides many interesting examples of successes of physical reductionism 
including the operon model for enzymatic adaptation and the allostery model 
for the Bohr effect. In both cases, puzzling (and important) phenomena from 
cellular biology were reduced to macromolecular physics. Indeed, many phi-
losophers have viewed the emergence of molecular biology as a triumph of 
such physical reductionism though this interpretation remains controversial.

Physical reductionism must be contrasted with a related but funda-
mentally different research program in twentieth-century biology, that of 
genetic reductionism. The motivation for this program was the belief that 
genes were the most important determinants of all aspects of an organism’s 
structure and functioning, that is, all its phenotypic traits. In the 1920s, this 
view seemed plausible enough when geneticists were systematically show-
ing that large numbers of traits were inherited as predicted by Mendel’s 
laws of genetics. In particular, as we saw in the first chapter, in the 
famous fly room at Columbia University, Morgan and his students showed 
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Mendelian patterns in the inheritance of hundreds of traits in the fruit fly 
Drosophila melanogaster.

On the basis of these observations, it was believed that genes were caus-
ally responsible for the traits even though, unlike the situation of physical 
reductionism in molecular biology, the causal pathways remained unknown. 
At the molecular level, even today, these pathways have only been fully 
worked out for a handful of traits. We have every reason to believe that the 
physics and chemistry of molecules, starting with DNA, proteins, and other 
molecular types in cells, ultimately lead to the most complex phenotypes of 
organisms. But we remain far from being able to compute the process, step 
by step. Even though we know that the production of phenotypes takes a wide 
class of molecules, and not only DNA, genes still remain the focus of much 
of the research because DNA is the factor we know best how to manipulate 
in laboratories. Thus, genetic reductionism has become somewhat like a null 
model for much of biological research even though its limitations are widely 
recognized by biologists, if not psychologists.

Genetic reductionism is the program that lies behind the claims of Plomin 
and others who are willing to claim genetic causality without any knowledge 
of the causal pathways from the DNA molecules that specify the genes to the 
trait itself. Genetic reductionism does not concern itself with the molecular 
mechanisms by which a trait emerges in an embryo. In the heyday of genetic 
reductionism in the 1920s, genes were supposed to be proteins rather than 
DNA. Yet, this did not prevent confident assertions of genetic causality: that 
is how distant genetic reductionism has always been from the exploration 
of causes. We are not suggesting that genes do not play an important causal 
role in the emergence of traits. What we are pointing out the fragility of any 
assumption that genes are the sole (or even the most) important causal deter-
minants of all traits.

When the HGP was envisioned and promoted in the biological commu-
nity in the 1980s, critics pointed out the extent to which it was based on the 
assumption of genetic reductionism. The HGP was supposed to deliver a 
complete human DNA sequence, eventually a unique one for each person. 
This sequence would provide a person’s genetic profile (assuming that we 
can fully work out which parts of the sequence are genes rather than junk 
DNA). Now, the expectation was that a knowledge of these profiles would 
revolutionize biology and medicine. We have dealt with this story in the third 
chapter. What genomics has shown is that the promised revolution of the 
HGP must be postponed, perhaps indefinitely so.

To put it bluntly: genetic reductionism is a failed doctrine that should be 
relegated to the dustbin of history. There are a few hundred (organism-level) 
human traits that are largely specified by one or two genes. These are well 
known because they have been easy to study using genetical experiments 
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and because geneticists in the twentieth century were always looking for 
them because they were easy to study. (The same situation holds for other 
species.) But, once we turn to other traits, typically ones that are interesting 
for ordinary reasons, including eye, hair, and skin pigmentation, we find that 
a large number of genes are involved and that they interact with an array of 
nongenetic factors. The history of these interactions matters.

Contrary to the expectations of those who pushed the HGP in the 1980a, 
the genomics research spawned by the HGP has only demonstrated the limita-
tions of genetic reductionism. Knowing genetic profiles provides very little 
insight into the functioning of an organism and is only very occasionally 
relevant to medicine. (Moreover, where they are relevant, as in the cases of 
disease genes discussed in the last chapter, the role of these genes was known 
long before the HGP.) The rise of epigenetics is one of the understandable 
results of recognizing the limitations of genetics: if genes alone explain very 
little of the biology of the organism it is time to move to other molecules 
present on chromosomes or elsewhere in the cell. Even GWAS results pro-
vide reason for increasing skepticism about how important genes are. When 
hundreds of genes are associated with a trait (or, typically, with variation in 
a trait), but each has a tiny nonspecific effect, knowing only these genes tells 
us very little about causal pathways, how an organism ends up with a trait 
during the course of its life. We must know how these genes are used, in what 
sequence, and what environmental factors must be using these genes.

CONTEXTUAL DEVELOPMENTAL CONSTRUCTION

Thus, the limitations of what germline editing can achieve in terms of genetic 
enhancement are biological rather than technological. These limitations are 
not confined to CRISPR technology as it exists today; it applies equally to 
technologies of editing that will likely emerge through improvements to cur-
rent CRISPR methods and even to better gene-editing techniques that may 
supersede all the ones that exist or are envisioned today. Genes alone do not 
make an organism.

Rather, a mature organism is the result of a sequence of developmental 
interactions between an embryo, starting as a single cell, and its environment. 
This view of life is called contextual developmental construction. In sexually 
reproducing organisms, within the fertilized cell, expression of genes depends 
on a variety of epigenetic factors. This is true of all organisms, and not just 
humans. (In asexual organisms we start with a single cell starting the repro-
ductive cycle by initiating development.) The physical environment matters 
tremendously, and not just because proper development requires the presence 
of water and a suite of chemical nutrients. Sometimes, even gravity matters. 

 EBSCOhost - printed on 2/12/2023 11:11 PM via . All use subject to https://www.ebsco.com/terms-of-use



146 Chapter 7

In experiments first carried out in the 1970s and 1980s, developmental biolo-
gists showed that, if chick or frog embryos are tilted to an incorrect angle in 
early development, the body does not have the normal shape and symmetry. 
Recent work in animal development has also emphasized the importance 
symbionts living on and in the body—our gut bacteria make differences to 
our developmental pathways.

For some traits, notably sex determination, temperature is the most impor-
tant variable in several species. For instance, the sex of most turtles and all 
crocodilians (alligators, crocodiles, caimans) is determined by the tempera-
ture at which eggs are incubated. Typically, only a very small range of tem-
peratures allows the formation of both males and females. Above (or below) 
that range only one of the sexes is formed. In most cases, lower temperatures 
lead to males and higher ones to females. But temperature is only one of the 
environmental determinants seen for sex in animals. In Gannarus duebeni, 
a tiny amphipod (a type of crustacean), sex is determined by the time of 
exposure to sunlight: young which are born earlier in the season turn mostly 
male, the later-born mostly turn female. Perhaps even stranger is the case of 
the worm, Bonellia viridis: if the larvae settle on the seafloor, they become 
female; however, if they are ingested by a female they migrate to the uterus 
and becomes male.

Temperature-dependent sex determination is an example of phenotypic 
plasticity: when organisms with the same genotype develop different phe-
notypes in different environments. This aspect of development was recog-
nized shortly after the beginnings of genetics in the early twentieth century. 
Phenotypic plasticity is ubiquitous. The European map butterfly, Araschnia 
levana, has a spring form that is bright orange with black spots and a summer 
form that is almost black with a white band. The forms are so different that 
Linnaeus classified them as different species back in the eighteenth century. 
The water flea, Daphnia cucullata, grow their “helmets” (parts of their head) 
to twice the normal size in the presence of predators. The induced change is 
inherited by the next generation. In humans, phenotypic plasticity is shown 
(in a perhaps trivial sense) by every cultural trait when there can be variation 
independent of genetic changes. It has also been interpreted as the capacity 
of cells to change their behavior in response to internal or external environ-
mental cues.

Phenotypic plasticity shows the extent to which development depends 
on environmental context. It shows how organismic forms—structure and 
behavior—are differently constructed in different environmental contexts 
using genetic capacities in different ways. If a single gene is being analyzed, 
its environmental context consists not only of extra-genetic factors but also 
of the presence of other genes in that organism’s genome. The existence 
of potential phenotypic plasticity underscores the importance of ensuring 
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specificity before embarking on a program of gene editing to achieve desired 
phenotypic changes.

WHAT IS PERFECTION?

We started this chapter with a 1932 exchange between J. B. S. Haldane and 
Francis Albert Eley Crew, then Buchanan chair of Animal Genetics at the 
University of Edinburgh and one of the more prominent geneticists of that 
era. The occasion for the exchange was the Sixth International Congress of 
Genetics being held at Cornell University in Ithaca, New York, during which 
Haldane was being interviewed for his views on eugenics by William L. 
Laurence of the New York Times. The interview had coalesced around the 
concept of a genetically “perfect man” when Crew happened to walk by and 
was interrupted by Haldane. Crew’s quip has ended up in history books as the 
perfect response to naive eugenic claims. But what it means is less than clear.

At the time of the interview, Haldane was no principled opponent of eugen-
ics though his skepticism about many eugenic measures slowly strengthened 
through the 1930s primarily due to Nazi abuses of genetics. Moreover, 
Haldane defended one eugenic proposal throughout his life: the use of non-
coercive eugenic measures to combat and eliminate genetic diseases. Even 
here, Haldane was much more conscious than his contemporaries about how 
difficult elimination would be in the case of recessive diseases: symptomless 
carriers of a disease gene would often not be recognized and would pass on 
such genes to future generations. Nevertheless, negative eugenics was fine, 
and socially desirable. Haldane’s perspective was not much different from 
the one we suggested in the last chapter. On this front, not much has changed 
after eighty years.

But when it came to positive eugenics, what is now called genetic enhance-
ment, Haldane and Crew were vocal skeptics but for reasons rather different 
from the ones we have just discussed. Both of them had much more confidence 
of the role of genes in traits connected with intellect or temperate. In the 1930s, 
this confidence was more reasonable than it would be now. After all, during 
the 1920s, as we have seen, work by Morgan’s laboratory had established the 
role of genes in the development of hundreds of traits in fruit flies. Work on 
other organisms, though not as detailed as the focus on fruit flies also sup-
ported a central role for genes. Moreover, Haldane and Crew were obviously 
not privy to all the results that have emerged in the last few decades to under-
score the complexity of the relationship between genes and traits.

Rather, Haldane argued—and Crew concurred—that there is objectively 
no such thing as the “perfect man.” It depends on the perspective, as we noted 
earlier in this chapter. Haldane thought that eugenicists demanding human 
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improvement were merely promoting what society valued as desirable at the 
expense of individual liberty and individual differences. They were pandering 
to societal prejudices (which was one of our worries about genetic enhance-
ment). He was appalled by involuntary sterilization in the United States and, 
presciently, by the rise of the Nazis in Germany. Crew underscored this role 
of society in his quip: angels are angels only in the context of what the values 
of a society happen to be at the time: they are the ones that exhibit these val-
ues most prominently (presumably with the sole exception of God but, then, 
God wouldn’t be part of society in any case).

Haldane and Crew saw little of value in positive eugenics. Instead of indi-
vidual enhancement to fit better in society, Haldane suggested that societies 
set their goals to accommodate the differences and desires of the individuals 
who make them up. Much of the interview consisted of Haldane emphasizing 
the value of diversity with society: without diversity, society would not be 
functional let alone interesting. Writing in the 2020s, the perspective seems 
eerily contemporary. Haldane was ahead of his time, as he often was on both 
biological and social issues. But, if a good society consisted of a diverse array 
of individuals, there is no “perfect man,” no defensible eugenic idea of better-
ment to perfection, no value in attempted genetic enhancement. Even leaving 
the scientific problems aside, there is no plausible ethical rationale for genetic 
enhancement and abundant ground for skepticism. Eugenics should stop with 
the elimination of the disease. Some eighty years later, we would do well to 
listen to Haldane.
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“The Model T was cheap and reliable, and before long everybody had 
a car and the world changed . . . CRISPR has made gene editing cheap, 
easy and accessible, and therefore more common. I think it’s going to 
change the world. Exactly how beats me.”

—Hank Greely, 2018, in Schwartz, 
M., “Target, delete, repair.”

EDITING THE HUMAN GERMLINE

If the biological discussion at the end of the last chapter is correct, as far as 
the prospects of human genetic enhancement of complex traits are concerned, 
the CRISPR bubble will eventually burst. There will be no designer babies. 
Assuming that insurmountable future problems do not arise and future devel-
opment of CRISPR techniques resolves issues such as specificity, CRISPR’s 
main eugenic contribution will be to remove a number of disease-causing 
genes from the human population. We are in no position to estimate how 
many such genes there might be. In a few cases, such as myotonic dystrophy, 
the argument for elimination remains simple and convincing. In general, 
whether a gene should be eliminated must be a societal decision at the global 
level, and must not be treated as a purely technological issue. We should also 
not forget that CRISPR-based gene editing allows for the easy elimination of 
a gene without aborting a fetus. Thus, it avoids the critical ethical problem 
that opponents of abortion have had with traditional eugenic measures based 
on prenatal genetic testing and removal that envision abortion of a fetus or, at 
least, destruction of an embryo.

Chapter 8

A CRISPR Future
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For myotonic dystrophy, there is no good reason to allow its gene (that is, 
its allele) to persist in the human population. This allele presents a straight-
forward choice because it is dominant (a single copy suffices for the disease 
to manifest itself) and has high specificity. Moreover, the disease is severe 
and it is implausible that there will be advocacy groups that would include 
people carrying the gene who support its continued persistence. This disease 
is also relatively common and, therefore, among those that are most important 
in a medical context. Elimination will likely also be a simple choice for rarer 
disease-implicated genes that are dominant and have high specificity. For 
instance, most cases of polycystic kidney disease are the result of a dominant 
mutation in any one of three genes. Each of these mutations has high specific-
ity and probably can—and should—be targeted for elimination without undue 
controversy.

Once we turn to more complex genetic diseases, the situation gets murkier 
but, in some of these cases, elimination may well come to be viewed as the 
wisest social policy. For instance, the heterogeneity of Huntington’s disease 
mutations raises questions about when to prescribe elimination though not 
about whether the disease gene should be eliminated. Perhaps, a wise policy 
would be to slate the gene for elimination once the number of CAG repeats 
crosses the higher threshold of normalcy at twenty-six repeats. But this is a 
matter that should be discussed as a question of social policy.

What remains troubling right now is that though there have been multiple 
committees and working groups set up by various national academies and 
other august bodies in multiple countries to study the ethics of gene edit-
ing, these groups have continued to discuss and debate abstract questions 
about the ethics and desirability of germline and other gene editing, but the 
discussions have not focused on the practical questions that we are already 
beginning to face: the which, when, and where of gene editing and elimina-
tion. For instance, there is no compelling reason to delay the elimination of 
the mutation for myotonic dystrophy from the human germline provided that 
the safety of the CRISPR-based (or any other) procedure is adequately estab-
lished. But none of these committees or working groups have had the cour-
age to make such obvious recommendations. Nor has any of them provided 
reasons for not acting. The only partial exception is the recent report from the 
US National Academy of Sciences. It breaks new ground by accepting that 
single-gene diseases are the most pertinent targets, as we have also suggested 
in this book. But, then it claims that the safety of CRISPR technology has not 
been sufficiently established. In this, the report may well be correct (as we 
have also seen in this book) but it did not lay out specific criteria for safety 
that must be satisfied before recommending germline editing.

As this report implicitly admits, elimination is an attractive option for 
genes for several single-gene recessive diseases including sickle cell disease 
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and hemophilia. For both, a carrier who is heterozygous for the trait will not 
suffer from the disease. In the case of hemophilia, the gene responsible for 
the disease is located on the X chromosome. So, whereas men with such an 
X chromosome will suffer from the disease, it is extremely unlikely that a 
woman would suffer from the disease because the hemophilia gene, which is 
rare, would have to be present on both her chromosomes. Yet, a heterozygous 
woman would pass that gene to half her children on the average. Should such 
genes be eliminated?

This discussion has been framed as if the decisions to be made will be a 
matter of social policy. However, in the spirit of liberal eugenics, it accepts 
that social policies will consist of offering strong recommendations, leaving 
the final decisions to parents. The assumption that social policy will play the 
determinative role is likely to be correct at least for the foreseeable future 
worldwide because many reproductive decisions such as abortion continue 
to be regulated through social policy. In some countries, such as India, 
there are even legal restrictions on testing fetuses for sex. Yet, we should 
also keep in mind that some other similar reproductive decisions are left to 
parents (along with their medical advisers), for instance, during the screen-
ing of embryos for implantation in the uterus as part of in vitro fertilization 
procedures.

Parents are allowed—indeed, often even encouraged—to reject genes 
associated with serious diseases. Genetic conditions that can be screened 
in this way include all the diseases that have been discussed in this book. 
So, the question becomes: if parents are permitted to use genetic screen-
ing to reject embryos with certain genes after in vitro fertilization and 
before implantation, why should they not also be permitted to edit those 
very same genes in embryos before implantation? If we should decide to 
prevent such an outcome, the policy decisions we make better be backed 
by arguments that are convincing enough to generate wide societal 
consensus.

GENE DRIVES

Germline editing of humans against genetic diseases (or, potentially though 
much less plausibly, to enhance traits) is not the only use of CRISPR tech-
nology with vast social consequences. Gene drives against species perceived 
to be undesirable are an equally potent application. A gene drive is a mecha-
nism by which a gene is transmitted across generations in such a way that it 
spreads faster through a population than allowed by Mendel’s laws. A gene 
drive begins by creating a molecular assemblage called a gene drive construct 
that consists of a guide RNA designed to target an intended DNA sequence, 
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a gene for the enzyme Cas9 that will cut the DNA at this target, along with a 
“cargo” of genes to be inserted at the target. (Cas9 can be replaced by other 
Cas enzymes that also cut DNA.)

There is no restriction on what genes can be included in the cargo and, 
in a standard gene drive, the cargo includes so-called selfish DNA that cop-
ies itself wherever it can in the genome. The designed construct and Cas9 
enzyme are introduced in the cell. This Cas9 cleaves the targeted DNA in one 
of the two homologous chromosomes and the construct gets inserted into it. 
The inserted genes are designed to now target the homologous chromosome 
which is cut by Cas9 at the corresponding site. The construct then gets copied 
into the second chromosome through DNA repair processes. Cas9 continues 
to be produced as necessary because a gene for it is part of the construct.

Thus, after a gene drive construct is inserted into one chromosome in a cell, 
both homologous chromosomes in the cell will end up the cargo of inserted 
genes. When this cell is a precursor of a germinal cell, it contributes two cop-
ies of the construct to the next generation. In those descendant organisms, the 
inserted construct then targets the homologous chromosome and inserts itself 
into it. As this process iterates generation by generation, the construct includ-
ing its cargo of genes rapidly spreads through a population instead of reach-
ing a stable frequency as would happen with ordinary Mendelian inheritance.

Gene drives can potentially be used to control and eliminate vectors of 
disease such as insects or ticks, agricultural pests, as well as invasive species. 
In gene drives designed for the suppression of a species, the inserted DNA 
would be designed to reduce the mean fitness of populations; for instance, by 
disrupting a gene that affects essential functions. The size of such a popula-
tion would decline over generations. In the case of insect vectors of disease, 
gene drives aimed only at disease control can also be designed to prevent 
pathogen transmission by the vector. We will discuss one such example 
below, the mosquito, Anopheles stephensi, which transmits malaria.

The possibility of extirpating populations of undesirable species using 
CRISPR-based gene drives has been receiving increasing attention since 
2015 though the idea of a drive using selfish DNA for this purpose goes back 
to Austin Burt of Imperial College London in 2003. Four developments in 
2015 raised the prospect of eliminating harmful insects through gene drives. 
Ethan Bier and Valentino Gantz of the University of California at San Diego 
published a pioneering study of a CRISPR-based system for a gene drive. 
They targeted the recessive yellow (y) gene on the X chromosome of the fruit 
fly Drosophila melanogaster that makes the flies turn completely yellow. 
Their gene drive construct used a Cas9 gene and a guide RNA flanked on 
each side by regions that recognized the targeted gene. When they crossed 
females with this construct to normal males, 95–100 percent of the next gen-
eration seemed to contain the construct rather than just 50 percent as expected 
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from Mendelian inheritance. Though this percentage later turned out to be 
an over-estimate it was clear that the frequency of the inserted construct was 
much higher than 50 percent. These numbers provided a credible demonstra-
tion of how CRISPR-based gene drives can be used to spread genes rapidly 
through a population.

Bier began a collaboration with Anthony James of the University of 
California at Irvine who had previously isolated genes that make mosquitoes 
resistant to the major malarial parasite, Plasmodium falciparum. Their col-
laboration resulted in a successful deployment of a gene drive in a labora-
tory population of the mosquito Anopheles stephensi, which is an important 
vector for spreading malaria in South Asia. They reported a 99.5 percent 
transmission of the resistant genes to the next generation. The experiments 
also showed transcription of the resistant genes in the offspring. Though they 
emphasized that gene drives alone would not eradicate malaria and under-
scored the value of “therapeutic drugs, vaccines, and alternate vector-control 
measures,” the successful deployment of these gene drives was viewed as a 
major step toward the eventual control of malaria.

Even more hope—and hype—was generated from Imperial College in 
London. A team led by Tony Nolan and Andrea Crisanti engineered a gene 
drive in laboratory populations of Anopheles gambiae, the most important 
vector of malaria in sub-Saharan Africa. They identified three different genes 
that halted egg production in females when disrupted. They then inserted a 
gene drive construct into each of these genes, and confirmed the transmission 
of the construct to the next generation. For one of these genes, they carried 
out experiments on mosquitoes confined to laboratory cages in which reduced 
fertility spread to 70 percent of the population over four generations.

Finally, Zach Adelman and colleagues at Virginia Tech identified a domi-
nant gene that causes maleness in Aedes aegypti, the most important mosquito 
vector for dengue, chikungunya, yellow fever, and Zika. They showed how 
a CRISPR-based system could be used to insert this gene into the genomes 
of female mosquitoes to convert them to males. Male mosquitoes do not 
need blood meals; because of that they do not bite humans or spread disease. 
Moreover, the spread of maleness in a population at the expense of females 
is a precursor to its eventual extirpation. These results raised the prospect of 
designing and using gene drives against Aedes aegypti. Given the extent to 
which dengue had spread during the preceding three decades (more so than 
any other insect-borne disease, according to the World Health Organization) 
and the fear of Zika in the ongoing epidemic at the time, using this strategy 
of disease control had many proponents in 2015.

Further experiments after these initial results have somewhat dented 
the early hopes of gene drives. The first challenges emerged in 2017. 
An array of theoretical analyses and experimental results highlighted the 
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technical limitations of CRISPR-based gene drives in insects. Evolution 
limits what gene drives can easily do. The first limitation comes from the 
basic fact that all natural populations have genetic variation that can both 
prevent recognition of the intended target by the RNA guide of the gene 
drive construct and also foil cleavage by Cas9 (or any other substitute 
enzyme introduced to cut the DNA). Moreover, evolved resistance can 
arise through various mutational mechanisms that would be selected for 
if the drive reduces fitness as, for instance, was the case in the Imperial 
College experiments that disrupted fertility in female mosquitoes as we 
will see below. Breeding patterns other than random mating can also slow 
the spread of a gene drive in a population. If, for instance, wild organ-
isms tended to mate much more with other wild ones, rather than with 
laboratory-released ones carrying the gene drive construct, the inserted 
DNA would not spread very rapidly. There is some evidence of this type 
of mating preference in mosquitoes.

A group at Cornell University began experimentally studying the emer-
gence and evolution of resistance to gene drives in the fruit fly Drosophila 
melanogaster. In a 2017 paper, they showed that resistance to gene drives 
arose easily even in the absence of selection and within one generation. Their 
results suggested that resistance arose as a result of how Cas9 acts. After 
cutting by Cas9, instead of being converted to genes to propagate the drive, 
the DNA was being “misrepaired” into what came to be called “resistance 
alleles.” Later in 2017, the Imperial College team also reported the emer-
gence of resistance alleles. They had been optimistic in 2015 when their first 
experiments with Anopheles gambiae had shown the rapid spread of the gene 
drive over four generations. However, when the team allowed the experiment 
to run for twenty-five generations, the spread halted after six generations 
and the frequency of the drive allele in the population rapidly decreased 
afterward. Their results pointed to natural selection for resistance to the gene 
drive. The implication of this result was clear: it will be much more difficult 
to use gene drives to control malaria in sub-Saharan Africa than what was 
believed in 2015.

Meanwhile, a team at Indiana University analyzed the potential effect of 
natural genetic variation on CRISPR-based gene drives in the flour beetle 
Tribolium castaneum, an insect pest that is estimated to consume a fifth of 
the grain produced in the world each year. Their results showed how small 
levels of genetic variation, especially when accompanied by some inbreeding, 
could prevent gene drives from decreasing population sizes. They analyzed 
variability at three drive-relevant genes in four populations of flour beetles 
(from India, Peru, Spain, and Indiana). Using available sequence data, they 
looked at PAM sequences of DNA in the targeted gene that are essential for 
cleavage by Cas9. They found that most populations harbor natural variants 
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at such Cas9-relevant sites in sufficient frequencies to prevent gene drives 
from propagating successfully.

These difficulties are not insurmountable and gene drive researchers have 
proposed many ways out. The simplest is to target multiple functional genes 
for disruptive editing simultaneously. Even if existing variation or evolved 
resistance rescues one gene from being successfully targeted, it is highly 
improbable that all targeted genes would be simultaneously rescued in this 
way. In 2018, the Cornell University team showed that the use of two dif-
ferent genes as targets reduced the evolution of resistance alleles enough to 
allow a gene drive to spread through a population of fruit flies.

THE ETHICS OF PROMOTING EXTINCTION

Gene drives come with their own ethical dilemmas. Start with a drive that 
spreads a fatal gene across an unwanted species. The basic gene drive mecha-
nism described earlier would facilitate the spread of that gene across the entire 
species unless the targeted populations into which the genes are intentionally 
introduced are kept completely isolated from all other populations. This level of 
isolation is more or less impossible to ensure in practice which means that the 
species as a whole could be driven to extinction. Most environmental advocates 
would find such an outcome unpalatable: we would have done more than just 
allow a species to become extinct. We would have knowingly taken an action that 
was likely to drive it to extinction, that is, we would have facilitated extinction.

Such a risk of extinction is probably highest when gene drives target popula-
tions of invasive species for extirpation because these species are typically very 
mobile. Very often it is this ability to disperse easily that is responsible for them 
to have expanded their range to such an extent that they come to be regarded as 
invasive species in areas outside their original range. The trouble is that a gene 
drive introduced at a place where the species is invasive could easily spread back 
to populations of that species in their native range and also drive them extinct.

There are additional potential unintended consequences. Not all species 
are fully reproductively isolated from each other, that is, sometimes indi-
viduals from different species mate to produce fertile hybrids. This provides 
a simple way for a gene drive to jump from its intended species to another. 
Gene drives could also spread from one species to another through a vari-
ety of mechanisms of what is called horizontal gene transfer, that is genes 
that move from one individual to another by some form other than through 
reproduction. Horizontal gene transfer between species can occur through 
viruses, parasites, symbionts, and other entities that move from one species 
to another. Some cases are eerily similar to gene drives because they rely on 
selfish DNA elements. For instance, a string of DNA called the P-element 
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has invaded populations of the fruit fly, Drosophila melanogaster, worldwide 
after a single horizontal transfer from another fruit fly species, Drosophila 
willistoni. It is now also spreading through Drosophila simulans probably by 
hybridization with Drosophila melanogaster.

Extinctions are bad enough but even the extirpation of a local isolated 
population may have unwanted (and unintended) ecological consequences. 
For instance, gene drives against rodents have been proposed quite seriously, 
at least for islands. It is a fact that rodents threaten the endemic biodiversity 
of most islands in the world today and are considered invasive species that 
have high priority for eradication with or without gene drives. The rodents 
that do most harm are three rat species: the house or black rat (Rattus rattus), 
the brown rat (Rattus norvegicus), and the Polynesian rat (Rattus exulans ); 
as well as one mouse species, the house mouse (Mus musculus). In the case 
of mice, one plausible idea is to introduce a gene that severely distorts the 
sex ratio in favor of males thus decreasing population size each generation.

However, in many islands, these rodent species have been present for 
so long that they have become functional components of the ecosystem. 
Simulation studies have shown that their rapid eradication would require 
repeated introductions of gene drives and the speed with which this is 
accomplished increases the severity of ecological disruptions. Most of these 
disruptions are likely to harm other species on the islands. Thus, even when 
extinction of a species is not at stake there may be good reason to be cautious 
about the introduction of gene drives in natural populations. But it is also 
the case that conventional methods of rodent eradication have harmful eco-
logical consequences especially when poisons are used and can potentially be 
ingested by other species. There is no perfect course of action.

In some cases, we may even be open to the possibility of extinction of a 
species. Consider, for example, the yellow fever mosquito, Aedes aegypti, 
or the Asian tiger mosquito, Aedes albopictus. Between them, they spread 
chikungunya, dengue, yellow fever, and Zika, along with a variety of rarer 
diseases. In spite of many attempts at elimination, yellow fever continues to 
exist in parts of Africa and South America. For the past fifty years, dengue 
has been the fastest spreading insect-borne disease and its reach is increas-
ingly becoming global. Chikungunya has already become a major problem in 
parts of Africa and Asia and is also expanding its range. We went through a 
global Zika crisis in 2015. Without these Aedes species (and a few other far 
less important ones from the same genus), these diseases cannot spread.

So, why not drive these species extinct? There are about three hundred 
mosquito species in the world and not one of them individually or all of them 
collectively are known to be a major part of any food chain in any ecosystem 
anywhere. We also have plenty of experience with regions in which mosquito 
species have been eradicated to control diseases such as dengue and malaria. 
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For instance, the insect vector of malaria, Anopheles gambiae, was eliminated 
from northern Brazil in the late 1930s and the yellow fever mosquito was 
eliminated from parts of Florida in the 1950s. The yellow fever mosquito 
was eliminated and disappeared from almost all of the American continent for 
most of the 1960s though it has reestablished itself in tropical South America 
since the early 1970s after the use of DDT as a pesticide was banned. In no 
case has there been any semblance of ecological collapse. There is no good 
ecological reason to fear mosquito extinction.

Yet, there will be many who will find any attempt to drive a species to 
extinction unpalatable. What we are encountering here is a manifestation 
of the Noah Principle, a deeply ingrained societal norm in the United States 
and much of the North. This is the biblical admonition that God is supposed 
to have conveyed to Noah when he was asked to preserve a mating pair of 
every animal before the Flood. In the United States, it is reflected by the most 
important piece of legislation for biodiversity conservation ever enacted, the 
Endangered Species Act of 1973 (even though that law specifically excludes 
pest species). So, we are faced with a social choice: is the preservation of 
every species so important that it trumps the eradication of deadly disease 
like malaria and dengue?

At the end of the day, though, worries about species extinction may be 
fanciful. Biologists have proposed a wide array of technical solutions to the 
problem of keeping gene drives under control or even reversing them. Gene 
drives can be reversed by introducing a new drive that disrupts the function-
ing of the first construct. All that would be needed would be a CRISPR-based 
construct that targets the first one. However, there is one caveat: the genome 
would still be carrying the detritus that would remain from the first insertion. 
Though we would have restored the original functioning of the organism, we 
would not have recovered the original genome.

Controlling the spread of a drive is even more interesting. One intriguing 
idea is to develop daisy-chain gene drives that are designed to dissipate over 
time. In these, the CRISPR gene drive construct is broken up into a number 
of different elements each of which inserted into a different region of the 
targeted genome. Suppose there are three such parts, A, B, and C. By design, 
A does not drive itself but drives B, that is, A does not spread by copying 
itself but enables B to be copied. B, in turn, does not drive itself but drives C 
which produces the wanted effect in the population, for instance, by turning 
all organisms male.

Suppose that a certain number of A elements are introduced in the popula-
tion. As long as they are present, the frequency of B continues to increase and 
that of C increases even more. But, because selection acts against A, it even-
tually disappears and the drive grinds to a halt. This means that the desired 
trait spreads through the population for a while but the spread is self-limiting. 
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Such a drive could be made more and more powerful by making the daisy 
chain longer. But, in the end, it would not spread uncontrolled through an 
entire species so as to drive it to extinction.

When it comes to preventing extinction, these complicated gene drives 
may turn out to be entirely unnecessary. Recall all the problems biologists 
have had to maintain a gene drive spreading through a mosquito popula-
tion in a laboratory, so much so that deploying a gene drive against malarial 
mosquitoes in the field still remains a pipe dream. Species targeted for 
being important disease vectors or invasives are likely to have large natural 
geographically widespread populations. (Otherwise, they would not be a 
perceived problem.) Such species are likely to have large amounts of natu-
ral variation much of which could confer resistance to harmful gene drives. 
Resistance, even to multiple harmful genes, is also likely to evolve easily and 
in a variety of forms in such species. Extinction is so highly improbable that 
there seems to be little reason to delay the deployment of gene drives against 
species such as Aedes aegypti or Aedes albopictus so long as all other prob-
lems such as safety are properly resolved.

Even then, as the University of California researchers pointed out, gene 
drives alone will not be enough to control, let alone eradicate, diseases such 
as malaria or dengue. The most likely scenario is that they will help drive 
the size of insect populations down sufficiently so that, when used with other 
measures such as traditional pest control, along with advances in medical 
strategies such as vaccination and therapy, these measures together may 
finally eradicate these diseases. Moreover, as it is likely that new forms of 
resistance to the CRISPR constructs will continue to evolve, new gene drives 
must be conducted in what would be a continuing struggle against vector-
borne diseases. CRISPR may help tremendously, but it is not a panacea for 
all problems.

BIOSECURITY

CRISPR technology has security implications. The credible threat is not 
that state actors or rogue organizations will use germline editing to design 
super-soldiers though this worry has been raised time and again. In August 
2018, I was questioned—quite seriously—by an FBI agent in Austin, Texas 
about this possibility. I believe I was able to assuage all immediate fears. The 
discussion of the last chapter shows any such possibility is beyond the reach 
of any gene-based technology that we know of today and likely impossible 
because of the fundamental biology of development.

But there is always the possibility that gene editing will be used to make 
more lethal versions of disease agents such as viruses or bacteria. This 
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possibility has been around since the dawn of recombinant DNA technology 
in the 1980s. As Douglas Feith, US deputy assistant secretary of Defense, put 
it in the Washington Post in 1986: “the stunning advances over the last five 
to 10 years in the field of biotechnology . . . mean new and better biological 
weapons for any country willing to violate the international norm against the 
possession of such weapons.” Feith went on to worry about the development 
of “designer biological weapons.” In retrospect, these worries also seem 
unduly exaggerated. As far as is publicly known, no nation has successfully 
developed biological weapons through recombinant DNA.

CRISPR technology does make designing biological weapons a lot easier 
than before and security establishments have duly taken notice. In the United 
States, the Pentagon and the FBI has recently been active to identify and inves-
tigate CRISPR-based threats. If all CRISPR technology did was make editing 
genes easier, there would probably be little reason to suspect that it would be 
much more dangerous that the earlier recombinant DNA techniques. What 
makes CRISPR-based risks new is the possibility of using gene drives and 
that is what the security establishment has mainly been interested in. There is 
at least some reason to worry. If CRISPR-based gene editing only makes the 
design of biological weapons easier than in the 1980s, gene drives make their 
deployment much easier than anything envisioned in any previous period.

In 2016, a team of undergraduate students from the University of Minnesota 
attempted to design a gene drive as a project to enter into the annual iGEM 
(International Genetically Engineered Machine) competition that brings 
together student researchers from around the world. The project, “Shifting 
Gene Drives into Reverse: Now Mosquitoes are the Yeast of Our Worries,” was 
not to engineer a new gene drive to spread in yeast. Rather, the team’s concern 
was the safety of gene drives and how they could be reversed if they turned out 
to be harmful. So they attempted to design and introduce a gene drive construct 
that would halt an existing drive. They did not succeed. But, to the alarm of the 
competition’s administrators and others, they came surprisingly close.

The team correctly identified the DNA sequences they needed. iGEM 
allows competing teams to obtain many components of projects for free but 
that did not include the entire sequences that these undergraduates needed. 
So, they divided up the sequences into smaller parts and got each of them 
from a different supplier before trying to synthesize the final products. 
Though they managed to assemble some of the components, they never suc-
ceeded in resolving contamination issues and suffered other setbacks because 
the fridge they used was not cold enough to keep the reactants stable. With a 
little more time, a little more experience in working cleanly with DNA, and 
a better fridge, they may well have succeeded.

The risk of “rogue” gene drives comes from the low cost and simplicity 
of CRISPR-based gene editing and the emergence of a growing international 
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(“do-it-yourself”) DIY Bio movement. This movement is global in its scope 
and has its own organizations with many practitioners coordinated by the 
DIYBIo .o rg organization founded in 2008. Members may work individually 
or in community laboratories. Cities that have well-established communities 
include New York, Baltimore, and San Francisco in the United States as well 
as Manchester in Britain; there are groups in New Delhi (India), Tel Aviv 
(Israel), and São Paulo (Brazil). Right now, DIY CRISPR kits for bacteria 
can be bought over the internet for about US$ 150.

Biosecurity experts continue to fret about CRISPR experiments in garages 
that could go awry. While such safety issues should not be belittled, the 
DIY Bio community as well as iGEM have been active in monitoring the 
safety of CRISPR research by amateurs. Moreover, as the experience of the 
University of Minnesota undergraduates shows, CRISPR-based gene editing 
for gene drives is not trivial. It will be a little while before individual or small 
groups of dedicated amateurs have the knowhow and facilities to create even 
a partly functional gene drive. But accidents can happen and spread beyond 
the intended target especially when experiments are carried out beyond the 
containment of secure laboratories.

The real security worry is the potential for the intentional harmful use 
of gene drives by rogue operators, whether they be individuals, extrem-
ist groups, or state-sponsored agencies throughout the world. At present, 
individuals may not be in a position to design effective gene drives by 
themselves. While we do not know—at least on the basis of publicly avail-
able information—whether any extremist group has facilities conducive for 
CRISPR research, it does not appear credible. If these groups have estab-
lished sufficient competence in molecular biology to pose a threat for us, it is 
likely that we would already have seen attempts at biological warfare against 
us. Instead, as Kathleen Vogel, and Sonia Ben Ouagrham-Gormley have put 
it: “we have little empirical data over the past 30 years that show a specific 
state or terrorist group using any of these new biotechnological innovations 
to create biological weapons.”

Nevertheless, state-sponsored agencies are probably the greatest threat. 
For many countries, these entities would have the minimal resources needed 
to create a molecular construct for a gene drive involving some wild species. 
Since the intent is to do harm, such an actor would not have to worry about 
containment in case the deployment went wrong. Moreover, even if it went 
wrong, it is unlikely that the attempt would be detected because no wild spe-
cies (except perhaps some critically endangered ones) are ever monitored 
that closely.

In one scenario, imagine introducing a gene drive construct in Aedes mos-
quitoes that make them resistant to the latest pesticides developed against 
them. If this construct is designed for the yellow fever mosquito, a species 
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does not spread very easily, a particular region could be targeted for the 
spread of diseases such as dengue and Zika. If the intent is to target a larger 
geographical region, the construct could also be introduced in the Asian tiger 
mosquito which rapidly expands its range. If the first attempts fail, even in 
as economically advantaged context as the United States, no one will notice. 
Mosquito populations are not monitored in this way. Further attempts could 
be made if the first one fails. All someone would have to do each time is to go 
to some sufficiently remote marshy area and release a bunch of mosquitoes. 
This scenario is not at all far-fetched.

Take another scenario. Though the evidence is not definitive, pollinator 
declines, particularly of bees and other insects, are believed to be a seri-
ous problem for food security in many areas of the world. In the United 
States, the seriousness of the problem is acknowledged by the Department of 
Agriculture. We have seen earlier how gene drives could be designed to turn 
insect vectors of disease sterile. Now, imagine a hostile state agency design-
ing one to spread through pollinator populations. Once again, unnoticed mul-
tiple and repeated release of engineered insects would not present a problem; 
they would almost certainly go unnoticed. Even if the drive does not succeed 
in spreading through the entire species, it could decrease populations enough 
to affect agricultural output in states such as California and Florida which 
have a large variety of pollinator-dependent food crops. Even if the drive lasts 
a few seasons, the economic and social harm could be huge. This is also not 
a far-fetched scenario.

Once again, the lesson to be drawn will sound like a broken record. What 
we need is an ongoing systematic public discussion of our vulnerabilities 
and a commitment to address them. Very little is being done at present. As 
we have seen in this book, the potential benefits of CRISPR technology are 
enormous and we must encourage further research and also ensure that the 
benefits are distributed in a just fashion. But the same power that makes 
CRISPR technology the source of so much hope also makes it potentially 
dangerous, whether it be in the form of immoral genetic enhancement or 
malicious gene drives. We need dedicated and ongoing public engagement; 
as with other aspects of CRISPR, so far public engagement has at best been 
desultory.

CRISPR WITHOUT THE HYPE

“Atoms for peace” was the somewhat odd title of an article published in 
an issue of Ladies’ Home Journal in 1955. It predicted that nuclear energy 
would soon create a world “in which there is no disease[,] . . . in which hun-
ger is unknown[,] . . . where food never rots and crops never spoil . . . and 
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routine household tasks are just a matter of pushing a few buttons[,] . . . a 
world where no one stokes a furnace or curses the smog.”

Sounds like the article from Wired with which this book began? Perhaps 
it does but these remarks were not hype created by yellow journalism. 
Rather, these were the words of Harold E. Stassen, US President Dwight 
Eisenhower’s Special Assistant on Disarmament. Partly, no doubt, the rheto-
ric was designed to help make the construction of nuclear reactors more pal-
atable to a suspicious public that had become aware of the horrors unleashed 
on Hiroshima and Nagasaki. But that is not the whole story. The rhetoric also 
captured the dizzying dreams of technocrats who had become completely 
seduced by the promise of nuclear power. If energy became cheap and plenti-
ful, who knew what resources would then be released for the pursuit of other 
social priorities.

As we now know, it did not work out that way. Some of the developments 
that Stassen promised indeed came about at least to a limited extent. But that 
had nothing to do with nuclear power. Food spoils much less easily now than 
in the early 1950s but that is because of advances in genetics since the 1960s 
including recombinant DNA techniques and, now, CRISPR-based gene edit-
ing. Some household tasks can indeed be automated but that has to do with 
advances in electronics technology, not nuclear power. Meanwhile, within 
one generation, nuclear energy became controversial as a few spectacular 
accidents—Three Mile Island, Chernobyl and, more recently, Fukushima—
convinced many societies that risks associated with nuclear plants were 
intolerable compared to the benefits that they provided. No one has yet sat-
isfactorily solved the problem of disposing radioactive waste from nuclear 
reactors. Today, even in the face of potentially catastrophic climate change, 
many countries which have both viable choices continue to opt for fossil fuel 
over nuclear energy.

Nuclear energy did not create a world without disease; neither will 
CRISPR even if it leads to the elimination of a suite of severe genetic 
diseases. Gene drives may well bring the most recalcitrant insect-borne 
diseases under control. Nuclear energy did not contribute much to ending 
hunger, if it contributed anything at all; however, the other technologies 
mentioned earlier, particularly recombinant DNA, have done much to 
alleviate hunger over the last half-century even as the Earth’s population 
has continued to grow. CRISPR-based techniques will likely contribute 
even more as we saw at the end of the fourth chapter. This is the hope of 
CRISPR.

The rest is hype. We will not have designer babies whether or not we 
decide that it is desirable to do so. Nor will we have taken over all of human 
evolution: almost certainly, the struggle against evolving and emerging dis-
ease will continue to drive human evolution in spite of CRISPR. But our most 
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important struggle will be to ensure that the benefits of CRISPR are shared 
by all of us and do not only serve the advantaged. We must also ensure that 
CRISPR technology does not come to be controlled and managed for pri-
vate benefit by corporate biotech interests including those who have already 
rushed to claim patents—and that may turn out to be more difficult than all 
the technical problems faced by CRISPR.
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