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Preface

This volume contains a selection of the papers presented at the 11th International 
Conference on Advances in Fluid Dynamics with emphasis on Multiphase and 
Complex Flow organised by the Wessex Institute (WIT), UK. This conference 
merged two conference series, the International Conference on Advances in 
Fluid Mechanics (AFM) and the International Conference on Computational and 
Experimental Methods in Multiphase and Complex Flow (MPF), which originated 
in New Orleans (1996), and Orlando, Florida (2001) respectively. While the primary 
motivation behind merging these events and holding the conference online was 
the well-being of delegates during the COVID-19 pandemic, in retrospective it 
makes perfect sense from the scientific point of view: modern fluid mechanics 
deals extensively with multiphase flow phenomena, which are ubiquitous in Nature 
and in engineering applications. 

The complexity of the physics governing fluid flow (and multiphase flow specifically) 
necessitates a multi-pronged approach to most problems of interest, combining 
advancements in experiment, theory, and numerics within a robust validation, 
verification, and uncertainty quantification (VVUQ) framework. Papers presented 
at the conference described experiments characterizing single- and multiphase 
media and presenting important diagnostic developments such as application of 
machine learning to multiphase flow regime detection with a gamma-ray flowmeter, 
characterization of void fraction in gas-liquid mixtures with conductance probes, 
and a novel optical diagnostic for accurate particle distribution measurement. One 
experimental technique deserves special mention because it was developed for 
the extremely hostile environment inside the Fukushima Dai-ichi nuclear power 
plant damaged by the March 2011 earthquake and tsunami. Robots inspecting the 
plant interior can now search for leaks of contaminated water using an innovative 
ultrasonic velocity profiler (UVP).

Important theoretical advancements were also presented at the conference, such 
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as a new formulation describing sedimentation in monodisperse suspensions, 
and improved constitutive relations for shock-compressed monatomic gases. 
Conference delegates described numerical studies using a variety of approaches 
and codes, but careful attention to VVUQ was the common theme. Another 
notable common feature shared by many of the papers was utilization of open-
source software, both well-established (OpenFOAM) and new (FIESTA). 

The conference brought renowned experts in the field together with young 
researchers from many countries. The format chosen for the event encouraged 
real-time online discussion of the conference presentations. Papers selected for 
this volume should attract further attention from researchers working in the 
field of fluid mechanics. As for all Wessex Institute conference publications, these 
papers are referenced by CrossRef. Publications of the Wessex Institute, including 
the WIT Transactions on Engineering Sciences (the present volume is a part of 
this series), are widely distributed throughout the world in digital as well as paper 
format. The electronic versions of all the papers are archived in the elibrary of the 
Wessex Institute (http://www.witpress.com/elibrary) where they are easily available 
to the scientific community.

We express our gratitude to the members of the Board, to the International Scientific 
Advisory Community of the conference, and to our colleagues who participated in 
the peer review of the contributions to this volume. The editors specially thank the 
authors featured in this volume for providing high-quality, thought-provoking and 
innovative papers. 

The Editors, 2021
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ABSTRACT
In this paper, we present simulation results for the three-dimensional, shock-driven Kelvin–Helmholtz
instability. Simulations are performed with a Mach 2.0 shock propagating through a finite-diameter
cylindrical column of dense gas inclined at an angle θ with respect to the shock plane. After passage of
the shock, the gas curtain has accelerated along its axis and a Kelvin–Helmholtz instability forms on the
column surface. This is the first known numerical reproduction of this phenomena in three dimensions,
which has previously been observed in experiments with an inclined cylindrical gas column. The effects
of changes to initial column angle (θ = 0◦, 10◦, 20◦, 30◦) are explored in detail to complement
experimental data. The effects of shock reflection near the base of the column are also examined to
identify a possible flow perturbation near the foot which was seen in our previous two-dimensional
numerical studies of shock-accelerated inclined gas curtains. The overall flow morphology compares
well with experimental data in a cross-sectional plane through the column midpoint and a vertical plane
through the column axis. Simulations were performed with FIESTA, an exascale ready, GPU accelerated
compressible flow solver developed at the University of New Mexico.
Keywords: multiphase flow, mixing, modeling, compressible flow, validation.

1 INTRODUCTION
In many problems of fundamental or practical interest, transition to turbulence is driven by
a shock propagating through a non-uniform medium, such as gases of different densities,
possibly with non-gaseous inclusions in the form of particles or liquid drops. In astrophysics,
shocks from supernova explosions and asymptotic giant branch stars propagate through gas
and cosmic dust [1]–[3], leading to formation of structures on the scale of light years [4], [5].
In determining the origin of cosmic dust, a factor of great interest is its evaporation in
supernovae [6]. In geophysics, shock waves and impulsive acceleration events that strongly
affect Earth’s magnetosphere occur as the result of interaction between the solar wind and
Earth’s magnetopause [7]. Engineering applications include fuel mixing in scramjets [8],
explosion physics [9], [10], and inertial confinement fusion [11]. The mixing of liquid
fuel droplets with air by oblique shock waves creates issues for scramjet engines [12]. An
understanding of detonation waves with a multiphase air-fuel droplet mixture is essential for
designing more practical liquid fueled pulse detonation and rotating detonation engines [13].

There are three well-known interfacial instabilities: Kelvin–Helmholtz (KHI), driven
by shear, Rayleigh–Taylor (RTI), driven by sustained acceleration in the direction of
decreasing density across the interface, and Richtmyer–Meshkov (RMI), driven by impulsive
acceleration across the interface. It is possible to set up a problem where one of these
instabilities would clearly dominate, but in many situations of practical interest, all three may
play some role. The situation is further complicated if the medium of interest is multiphase.
In the simpler case, a multiphase medium would be comprised of a single phase occupying
a dominant volume fraction, with small inclusions of the second phase (droplets or particles
in gas, bubbles in fluid), as even a small volume fraction can have a large fraction of the total
mass. Droplets or particles carried by the gas flow strongly change the relevant physics, e.g.,
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by changing the compressibility of the medium (fluid with bubbles) or its average density.
Moreover, for the case of shock-accelerated gas carrying particles or droplets, it cannot be
safely assumed that the inclusions remain embedded in the post-shock flow. As the particles
increase in size they become slow to react and the length and time scales of the effects of
their interaction with the surrounding medium must be carefully considered. For droplets,
break-up or coagulation may be precipitated by the shock passage. The addition of phase
change and reactions also influences the evolution of the flow greatly and brings additional
complexity to the problem.

Numerical modeling of shock-driven compressible flow, especially when the medium
is multispecies and/or multiphase, remains a challenging problem which cannot be solved
with a brute-force approach despite the recent advances in computational power. The range
of scales that need to be resolved would be prohibitively computationally expensive – from
molecular mean free path (representative value 60 nm for nitrogen at atmospheric pressure) to
maximum system scale (which could be light-years for astrophysical problems). Within this
range spanning multiple orders of magnitude, different physics would manifest at different
scales: the shock front thickness is on the same order as the mean free paths, the Kolmogorov
microscales at and below which viscous dissipation becomes dominant are typically in the
micron range, the scales associated with particle/droplet interaction are commensurate with
the particle/droplet sizes, and so on. Accordingly, in most cases the computational scheme is
organized in some way that does not directly resolve the smallest scales – commonly by time-
averaging small-scale fluctuations, leading to Reynolds-averaged Navier–Stokes equations
(RANS), or by low-pass filtering of the Navier–Stokes equations, resulting in LES (large-
eddy simulation) computational schemes. In both cases, additional conjectures are required
to account for extra variables introduced due to averaging (RANS, closure models) or to
model subgrid scales (LES).

Another approach is modeling full Navier–Stokes (or Euler, if viscosity is to be
disregarded) equations without resolving all the scales, but with no subgrid model [14]. This
approach is known as implicit LES (ILES). Here we present a validation exercise for a newly
developed, open-source code modeling Euler equations and resolving the flow structure on
scales about an order of magnitude larger that the Kolmogorov microscale. The goal of the
study is twofold: confirm that the code faithfully reproduces experimental results and gain
insights into the flow by analyzing numerically modeled features that cannot be tracked with
available experimental diagnostics.

2 EXPERIMENTAL ARRANGEMENT AND VALIDATION DATA
The experiments were conducted at the University of New Mexico tiltable shock tube [15]–
[17]. Prior to release of the shock, the optically transparent test section of the shock tube
is maintained at atmospheric pressure. A cylindrical jet of heavy gas (a mixture of sulfur
hexafluoride SF6 and acetone with traces of air) is injected downward through the top wall
of the test section and exits through a hole in the bottom wall. This jet is surrounded with a
co-flowing cylindrical jet of air, so that the flow is laminar and any mixing between the air
(density ρ1) and heavy gas (density ρ2) is diffusive. The entire shock tube can be tilted to an
angle θ with respect to the horizontal. With a column injection system chosen for a specific
θ, the jet with nominal diameter DIC flows as shown in Fig. 1.

Once these initial conditions with a cylindrical diffuse density interface are established,
the shock tube produces a planar shock wave at a prescribed Mach number M . The shock
front propagates from the driver section (not shown in Fig. 1) toward the test section. Behind
the shock front the air is compressed and moving with piston velocity ∆V .
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Figure 1: Schematic of the experimental arrangement for studies of shock interaction with
an inclined cylindrical density interface (same setup as [16], [17]). Walls of the
test section of the shock tube (and the corresponding computational domain) are
labeled as T – top, B – bottom, and S – side.

During the experiments, pressure traces are collected at multiple downstream locations to
monitor the shock propagation and trigger the imaging system, which can capture images
in two planes. The first visualization plane (vertical) is parallel to the shock direction
and equidistant from the vertical walls of the test section. The second plane (centerline)
is similarly parallel to the top and bottom walls and tilted at the same angle θ as the
shock tube. Each plane can be illuminated with precisely timed, short (∼ 5 ns) pulses of
a frequency-quadrupled (wavelength 266 nm) Nd:YAG laser. The laser beam passes through
a combination of a cylindrical and a spherical lens, forming a laser sheet that selectively
illuminates a narrow (submillimeter) planar cross-section of the flow. The acetone in the
injected heavy gas mixture fluoresces in the visible range at 480 nm when lit with the 266-
nm laser pulse.

The governing parameters of the flow are DIC , θ, M and the Atwood number

A =
ρ2 − ρ1

ρ2 + ρ1

Fig. 2 shows an example of an image sequence in two planes. Dimensionless time τ is defined
there in accordance with Richtmyer’s linear theory as

τ = kA∆V t,

where t is dimensional time and k = 2π/DIC is the dominant wavenumber of the initial
density perturbation. In terms of τ , the initial RMI growth rates should remain the same for
the same initial condition geometry, not changing with A or M (although this assertion is
only valid for very early – linear – perturbation growth). The volume in the flow where the
perturbed heavy gas mixes with the surrounding lighter gas is commonly referred to as the
mixing zone, and its streamwise and spanwise extent can serve as quantitative code-validation
benchmarks.

In the centerline plane, the dominant flow feature is a pair of counter-rotating vortices
that roll up due to RMI. In the vertical plane, however, small-scale vortices form on the
leading and trailing edges of the heavy-gas cylinder [16]. Based on the observed morphology,
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Figure 2: Representative experimental image sequence showing shock acceleration of a gas
cylinder at a tilt angle θ = 20◦, M = 2, A = 0.6 [17]. τ is dimensionless time
(refer to text). The top image for each τ shows the centerline plane, the bottom
image – the vertical plane. Images are shown in false color to emphasize feature
formation. Fluorescence intensity (color bar) increases monotonically with acetone
(heavy gas tracer) concentration. Streamwise extent of the images is 44 mm, the
field of view is following the mixing zone.

it was suggested that the vortex formation mechanism responsible for these features in
the vertical plane is KHI due to shock-driven vorticity deposition on the inclined density
interfaces [16], [18], [19]. As the flow evolves, secondary instabilities begin to emerge in
both planes, leading to enhanced mixing in increasingly disordered flow that at late time
manifests statistics consistent with turbulence [17].

The experimental results described above can be used to develop a well-characterized set
of quantitative benchmarks for validation of numerical codes modeling shock-driven mixing
and /or multphase flow. We begin with a validation exercise for the case of a single-phase
density interface, as described in the next section.

3 NUMERICAL SETUP
The computational framework for simulations is FIESTA (Fast Interface Evolution, Shocks
and Transition in the Atmosphere). It is a new open-source computational fluid dynamics code
developed at the University of New Mexico to study instabilities and transition to turbulence.
FIESTA is capable of carrying out simulations at scales ranging from those characteristic for
a laboratory shock tube to large atmospheric scales.

The code is written in the modern C++ language and takes advantage of object-oriented
techniques to improve the code modularity. FIESTA uses the Kokkos C++ Performance
Portability Ecosystem [20] to target both traditional CPU architectures and General Purpose
Graphics Processing Units (GPGPUs) while avoiding the code complexity and duplication
commonly encountered when supporting different architectures. Output files are formatted
using the HDF5 file format [21]. Input files are written in the Lua language [22] allowing
for easy parameterization of a problem. Multi-GPGPU support is provided by the Message
Passing Interface (MPI).

The modular code design allows to include different physics and models as needed.
Existing modules can solve two-dimensional (2D) and three-dimensional (3D) two-species
Euler and NS equations on generalized curvilinear or uniform Cartesian structured grids. The
Euler equations are solved with a simplified 5th-order weighted essentially non-oscillatory
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(WENO5) finite difference scheme [23], [24]. The time scheme used is a low storage, second-
order, explicit Runge–Kutta integrator. At each time level, advection terms are approximated
using the WENO5 scheme. The pressure gradient term is approximated using a fourth-order
central difference scheme [23], [24].

To obtain the results presented here, we used fully three-dimensional, two-species,
inviscid Euler equations in their conservative form. These equations consist of the
continuity equations for each gas species, equations for each momentum component, and
the conservation equation for specific total energy [25]. The size of the computational
domain was 40 × 10 × 5 cm in the x (streamwise), y (vertical) and z (normal to the x− y
plane) directions respectively. The equations were solved on a uniform rectangular grid:
dx = dy = dz = 67 µm, with reflective conditions on the top and bottom of the domain,
and outflow conditions upstream, downstream and on each side in the z−direction. Unlike
experiment, where the initial conditions are formed by gravity-driven flow, gravity is not
considered, instead the heavy-gas column is tilted to an angle θ in the computational domain.
The column is modeled as initially diffusive, with gas concentration profiles matching
experimental measurements [16]. Note that in experiments, the gravity-driven jet of heavy
gas has a velocity on the order of centimeters per second prior to shock acceleration – this
is disregarded in the modeling, as the representative piston velocity of the shock-accelerated
flow at M = 2 is 434 m/s.

Dalton’s law is assumed to govern the pressure of gas mixtures, and gases are modeled
with ideal-gas equation of state, with gas constants γ = 1.402 for air and γ = 1.095 for
injected heavy gas (gas constant for SF6). The pressure and temperature in the gases prior
to shock arrival are set at 300 K and 1 bar.

4 RESULTS AND DISCUSSION
The work presented here is a step forward from the implementation of the 2D module of
FIESTA [25], which was used to simulate shock interaction with an inclined gas curtain (not
cylinder) and to confirm the two-dimensional inviscid model of shock-driven KHI originally
based on experiment [16]. Fig. 3 shows a time sequence of density maps in two planes
obtained as a result of the three-dimensional FIESTA run simulating the experiment whose
initial conditions are schematically shown in Fig. 1 and results – in Fig. 2. There is good
agreement between simulation and experiment – both qualitative and quantitative. The flow
features observed in experiment are faithfully reproduced, including the counter-rotating
vortices in the centerline plane, the Kelvin–Helmholtz vortices in the vertical plane, and the
emergence of secondary instabilities.

Quantitative comparison of experiments and numerics is still ongoing, but preliminary
measurements show good agreement in terms of integral flow features such as mixing
zone width (extent of the perturbed column in the streamwise direction) and the dominant
wavelength of the KHI in the vertical plane [25].

Similar observations can be made with regard to the θ = 30◦ simulation, Fig. 4. However,
the computational exercise we present here goes beyond experimental validation of the 3D
FIESTA module. The diagnostics we use in experiment (local pressure measurements at four
points and planar laser-induced Fluorescence – PLIF – imaging in two planes) cannot reveal
some important flow features, for example, the 3D geometry of the shock reflected from
the inclined gas column (τ = 20 in Fig. 3 and τ = 14 in Fig. 4). This pattern is remarkably
similar to shock reflection off an elongated solid body, which could offer some hints about the
influence of the Mach number on the nonlinear instability growth: it was shown that growth
plots for different initial conditions and Mach numbers can be collapsed to a single curve in
dimensionless coordinates with time τ and the instability amplitude nondimensionalized with
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IC τ = 0 τ = 20 τ = 30 τ = 43 τ = 60 τ = 86 τ = 145

Figure 3: Density maps in the centerline (top row) and vertical (bottom row) planes obtained
with FIESTA, M = 2, A = 0.6, θ = 30◦. Density units (color bar) are kg/m3.
Only a part of the streamwise extent of the computational domain with features
of interest is shown, similar to Fig. 2. First image (label “IC”) shows the initial
conditions. τ = 0 corresponds to the time when the shock arrives at the column in
the centerline plane.

IC τ = 0 τ = 14 τ = 43 τ = 68 τ = 89 τ = 129

Figure 4: Density maps in the centerline (top row) and vertical (bottom row) planes obtained
with FIESTA, M = 2, A = 0.6, θ = 30◦. Density units (color bar) are kg/m3.
Only a part of the streamwise extent of the computational domain with features
of interest is shown. [16], [18], contain corresponding experimental images and
data for validation.

a scaling w0M
κ, where w0 is the minimal perturbation amplitude after shock compression

and phase inversion, and κ ∼ 0.5 [16], [26]. A similar M0.5 power-law scaling is known
from ballistics [27], [28], so it was conjectured that similar wake-like features in the flows
are responsible for the scalings. The simulation results shown here confirm the presence of
such features.

While focus on the mixing zone features (Figs 2–4) is important for experimental
validation of the code, it is also instructive to examine the entirety of the computational
domain. Fig. 5 shows density maps revealing several important features beyond the mixing
zone. Reflected waves from shock-column interaction propagate upstream. In 2D simulations
of a gas curtain [25], surface-shock interaction near the foot of the inclined curtain was shown
to produce a length scale that is amplified by shock-driven KHI. A similar phenomenon is
now apparent in the 3D simulation. Downstream, a spike of dense material ejected from
the cylinder moves with a high subsonic velocity (∼ 0.3M in terms of the local Mach
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Figure 5: Centerline and vertical plane density maps spanning the entire computational
domain at late times. Density units (color bar) are kg/m3, palette is different from
the one used in Figs 3 and 4 to emphasize features outside the mixing zone,
including the material ejected from the column in the downstream direction due
to shock focusing and pressure wave reflection propagating upstream.

number [29]). Vortex structures at the end of the spike have been observed in experiment
(“lion’s tail” [29]), however, the adjacent wakelike structure best visible in the centerline
plane of Fig. 5 could not be visualized because there was no fluorescent tracer to track it.

5 CONCLUSIONS AND FUTURE WORK
Our numerical studies of three-dimensional interaction between a planar shock front and
an inclined, initially diffuse column of heavy gas help validate the 3D Euler equations
module of the new open-source FIESTA code. Additionally, the modeling reveals important
flow features that would be difficult to resolve experimentally with fluorescence-based flow
visualization techniques.

Follow-up work with FIESTA will include grid convergence studies, an implementation
of a compressible multiphase flow module, and incorporation of different equations of state
for single gases and mixtures to account for real-gas effects.

FIESTA validation exercises will be extended beyond integral quantitative benchmarks,
such as streamwise mixing zone extent, to robust statistical benchmarks based on velocity
and scalar structure function scalings [17], [30], [31], fractal characteristics of the mixing
interfaces [32], and species concentration statistics [16].
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DESIGN OF OPTIMAL CONDUCTANCE PROBES FOR 
TWO-PHASE FLOW TOMOGRAPHY AND LIQUID 

HOLDUP: APPLICATION TO THE DETERMINATION OF 
THE AVERAGE VOID FRACTION IN A REGION 

JOSÉ LUIS MUÑOZ-COBO, YAGO RIVERA, CÉSAR BERNA & ALBERTO ESCRIVÁ 
Instituto de Ingeniería Energética, Universitat Politècnica de València (UPV), Spain 

ABSTRACT 
The knowledge of the characteristics of two-phase flows is an important issue in a wide variety of 
engineering applications. The design of optimal conductance probes for two-phase tomography allows 
the determination of the shape of a rapidly moving wavy film of water under gravity and shear stress 
forces exerted on the interface by a gas-phase. Obtaining the characteristics of the interfacial waves can 
be achieved with a proper design of this kind of sensors. Other application of these probes is for holdup, 
in this case the determination by conductance measurements of the average void fraction inside a region 
depends on the effective conductivity of the mixture, which depends not only on the void fraction but 
also on its distribution inside the region, which in general relies on the two-phase flow regime. In this 
paper we use the expressions developed recently for the relative conductance of two-plate conductance 
sensors and those developed previously for two-ring sensors, in order to obtain the best probe designs 
to be used in different applications of annular two-phase flow tomography. In addition, we discuss the 
best way to optimize these probes to achieve better results and accuracy when measuring the 
characteristics of the disturbance and ripple waves as height, frequency and amplitude produced in 
annular two-phase flow. Also, we use these expressions to optimize the design of the sensors for hold 
up applications, discussing the effect of different void fraction distributions on the effective 
conductivity and the measured average void fraction. The computed results have been validated with 
experimental data obtained from different well-known authors in this field. Finally, we discuss the best 
type of conductance probes to be used for each specific application and the geometric characteristics of 
its electrodes as width, height, and separation between them. 
Keywords:  two-phase sensor tomography, interfacial wave measurements, holdup, plate conductance 
probes, sensor design, void fraction determination. 

1  INTRODUCTION 
The knowledge of the characteristics of two-phase flow regimes is an important issue in many 
two-phase flows devices currently used in the energy and chemical industries [1]–[4]. There 
are several two-phase flow patterns in horizontal, and vertical pipes, being the annular flow 
the most relevant one in steam generators of energy plants (nuclear power and combined 
cycles), refrigeration systems, and pipes used for the transport and production of natural gas 
[4]–[6]. Each flow pattern in two-phase flow corresponds to a characteristic gas-liquid 
topology, which defines typical interfaces between the phases of a given flow, as bubbly 
flow, annular flow, or cap/slug flow. The exact knowledge of the structures as disturbance 
and ripple waves formed at the interface in annular flow is important for several reasons, the 
first one is that the heat transfer between the phases depends on the shape and height of these 
waves, the second is that the pressure drop is highly influenced by these structures. In 
addition, the third reason is that when the gas phase moves at higher velocity that the liquid 
phase the shear stress produced at the interface can tear off small drops from the peaks of the 
disturbance waves reducing its height [7]. Therefore, as observed experimentally [7], [8], 
over a wide range of liquid and gas superficial velocities the two-phase annular flow pattern 
in a pipe consists of a thin liquid film moving adjacent to the wall, with a gaseous core 
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transporting small drops entrained from the crest of the wavy film. In addition, if the velocity 
of the gas is smaller than the threshold for drop-entrainment then the drops are not present in 
the gaseous core.  

Several methods have been used in the past to obtain the two-phase flow characteristics, 
as void fraction distribution in bubbly and cap/slug flow, or wave characteristics in annular 
flow. To obtain void fraction distribution the most common technique is by conductivity 
probes with two and three needles [9], [10], and mesh wire sensors [11], while to obtain the 
average void fraction inside a region one can use the conductance probe method [1], the 
impedance method [12], [13], and the radiation attenuation method [14]. Finally, to obtain 
the characteristics of the interfacial waves in annular flow the most common methods are the 
conductance methods, [1], [15] and the optical ones as the optical laser-based measurement 
technique, also known as Planar Laser-Induced Fluorescence (PLIF) [16]. 

The main goal of this paper is to describe how to obtain the best design of the conductance 
probes, which are used for two-phase tomography mainly of annular flows and holdup 
applications as determining the average liquid fraction or the average void faction inside a 
pipe containing a two-phase flow mixture. 

The paper has been organized as follows, Section 2 introduces the conductance probe 
method, presenting in Section 2.1 the expressions for the calculation of the relative 
conductance in ring and plate conductance sensors. In Section 2.2 we show the expressions 
used for holdup applications using two-ring electrodes. Then, in Section 2.3 we show how to 
obtain the error factor used for the design of conductance probes, and the useful range of film 
thicknesses that we can measure with a conductance probe. Sections 3.1 and 3.2 are devoted 
to the comparison of the results obtained with different sensor designs of plate probes, while 
in Section 3.3 we study the use of the conductance sensors for holdup and void fraction 
determination. Finally, in Section 4 we give the main conclusions of the paper.  

2  THE CONDUCTANCE PROBE METHOD 
In this section we describe the main characteristics of the conductance probe method. It is 
well known that the measured electrical impedance between a pair of electrodes submerged 
in a conducting fluid as tap water is essentially resistive when the frequency of the exciting 
a.c. signal of the emitting electrode is in the range from 10 to 100 kHz, in this range of 
frequencies the impedance methods are known as conductance methods. Two types of 
electrodes, ring, and plate have been used in conductance probes to measure the film 
thickness of the conducting fluid [2], [15], [17]. In this section we will study the performance 
of flush mounted electrodes to determine the best probe designs to have good spatial 
resolution and sensitivity to perform measurement of the film thickness. 

2.1  The conductance probe method with plate and ring electrodes 

The two-ring conductance probe consist of two ring shape electrodes mounted along the inner 
circumference of the pipe, this type of electrodes has been studied by Tsochatzidis et al. [2] 
and Fossa [17]. This kind of conductance probes provides good results to obtain the void 
fraction in uniformly dispersed bubbly flow regime and even in non-homogeneous bubbly 
flow as discussed recently by Muñoz-Cobo et al. [1]. The two-plate conductance probe 
consists in two flush mounted plated electrodes, subjected to a high frequency a.c. electrical 
excitation with frequencies ranging from 10 to 100 kHz, at these frequencies the electric 
impedance through the conducting liquid is essentially resistive. To calibrate this type of 
electrodes, to measure film thickness, a set of dielectric cylinders of different radius 𝑅  are 
mounted inside the pipe as displayed at Fig. 1(a). The probe conductance defined as the ratio 
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𝐺 𝐼/𝛿𝜙, is then measured being I the electric intensity circulating through the conducting 
fluid (electrolyte), and 𝛿𝜙 the average electric-potential difference between the emitter and 
receiver electrodes of the two-ring or two-plate probes i.e., 𝛿𝜙 〈𝜙 〉 〈𝜙 〉, which 
depends on the film thickness 𝛿 of the conducting fluid. If this thickness is very small, then 
the conductance is also small because of the electric resistance to the pass of ions through the 
electrolyte is large. Normally, people use the non-dimensional conductance 𝐺∗ 𝐺/ 𝜎  𝑙 , 
which is defined as the ratio of the conductance and the product of the conducting fluid 
conductivity 𝜎  and the characteristic length 𝑙 of the sensor.  
 

 

Figure 1:    (a) Two-ring conductance probe with inner dielectric calibration cylinder; and 
(b) Two plate conductance probe displaying the geometrics characteristics of the 
electrodes. 

     The geometric characteristics of a two-electrode conductance sensor are defined by the 
following geometric lengths, 2𝑎, which is the distance between the electrodes, 𝐷  that is the 
distance between the electrode centres, 𝑠  that is the height of each electrode in the axial 
direction and 𝑠  that is the width of the electrodes.  
     However, to present and compare the experiments of different authors with theory, it is 
convenient due to the variations of the conductivity from one experiment to another, to 
normalize the non-dimensional conductance 𝐺∗ with the conductance obtained when the pipe 
is full of water 𝐺∗ , in this way it is defined the relative conductance 𝐺∗ . If one assumes 
that the sensor probe is located at the centre of the pipe, then the relative conductance 
expressions for a two-ring conductance sensor obtained by Tsochatzidis et al. [1], [2], and 
for a two-plate conductance sensor deduced by Muñoz-Cobo et al. [2], can be unified into 
the following equation: 
 

𝐺∗
∗

∗

∑    ∑ ∑ ,  

∑  ,  ∑ ∑ , ,
,           (1) 
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being 𝐶
∆

, 𝐶
1 𝑓𝑜𝑟 𝑡𝑤𝑜 𝑝𝑙𝑎𝑡𝑒 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠
0 𝑓𝑜𝑟 𝑡𝑤𝑜 𝑟𝑖𝑛𝑔 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠 , 𝛾 , and ∆𝜃 . In 

addition, we have defined the following quantities: 
 

𝑒 , 𝑏 𝑠𝑖𝑛  with 𝑏 cos 𝛾 𝑐𝑜𝑠 𝛾 ,               (2) 

 
where the functions 𝑓 γ 𝑅 , γ 𝑅 , and 𝑓 γ 𝑅 , γ 𝑅 , which appear in the denominator 
of eqn (1) are given by the expressions: 

 

𝑓 𝛾 𝑅 , 𝛾 𝑅
 
  with 𝑎 𝛾 𝑅

 

 
,             (3) 

 

𝑓 𝛾 𝑅 , 𝛾 𝑅 ,  

,  
 with 𝑎 , 𝛾 𝑅  

 
,          (4) 

 
being 𝐼 𝑥 , 𝐾 𝑥 , 𝐼 𝑥 , 𝐾 𝑥 , the first and second class modified Bessel functions of 
order m and their derivatives evaluated at 𝑥 𝛾 𝑅  and 𝑥 𝛾 𝑅.  

When both conductance electrodes are parallels between them and to the pipe axis and 
flush mounted to the pipe surface as displayed at Fig. 2. Then, the relative conductance for a 
uniform liquid film located between the inner non conducting dielectric cylinder of radius 
𝑅  and the pipe inner radius 𝑅 is given by the Muñoz-Cobo et al. expression [2]: 

 

𝐺∗
∗

∗

∑   ∑ ∑ ,

∑
 

 

  ∑ ∑ ,
 

,

,                    (5) 

 
being 𝐶  a constant, which depends on the geometric characteristics of the sensor and the 
pipe, and 𝛾  a constant that depends on the harmonic order n: 
 

𝐶  and 𝛾 .                                                    (6) 

 
Finally, the constant 𝑐 ,  is given by the expression: 
 

𝑐 ,  𝑎 𝜃 , 𝜃  𝑠𝑖𝑛 , with 𝑎 𝜃 , 𝜃 cos 𝑚𝜃 cos 𝑚𝜃 ,         (7) 

 
where, 𝜃  and 𝜃  denote the initial and final azimuthal coordinates of the emitter electrode, 
where it has been assumed that the azimuthal coordinates of the receiver electrode are, 𝜃  
and 𝜃 . 

2.2  The relative conductance for hold up applications 

When we have a two-phase flow mixture with average void fraction 𝛼 inside the region of 
the pipe covered by the sensor and we denote by 𝐺∗ 𝐺 / 𝜎 𝜋𝐷 , the non-dimensional 
conductance of the pipe full of the two-phase mixture, being 𝜎  the effective electrical 
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conductivity of the mixture. In addition, we denote by 𝐺∗ 𝐺 / 𝜎 𝜋𝐷  to the non-
dimensional sensor conductance when the pipe is full of the liquid phase with electrical 
conductivity 𝜎 . Then if we use a two-ring electrode sensor with conductance given by the 
expression [1], [2]: 

 

𝐺∗

∑   
,                                    (8) 

 
being the meaning of the symbols the same ones that in the previous section. Then the 
conductance ratio of the pipe full of the two-phase mixture and the pipe full of water is given 
by: 

 
 ∗

∗ ,                                                           (9) 

 
Eqn (9) has been used by different author to measure the liquid holdup 𝛼 1 𝛼. The 
problem is that to obtain 𝛼 directly from the relative conductance value, this last value 
depends not only on the average void fraction but also on its distribution as will be discussed 
later.  

2.3  The useful range of thicknesses of a conductance probe 

As the film thickness becomes larger the variations Δ𝐺∗ in the response of the conductance-
probe to variations Δ𝛿 of the film thickness becomes smaller, this means that the range of 
thicknesses that the probe can measure with good accuracy is limited. For this reason, Coney 
defined an error factor 𝑓  as follows [15]: 
 

𝑓 lim
∆ ∗→

∆ /

∆ ∗/ ∗

∗

∗.                                                (10) 

 
It is more convenient to express this factor in terms of the relative conductance with respect 
to the maximum conductance. The maximum conductance value is attained when the pipe is 
full of water, and the relative conductance 𝐺∗  is defined as the ratio of the conductance for 
a given annular flow and the value of the conductance for the pipe full of liquid: 
 

𝐺∗
∗

∗  .                                                           (11) 

 
Dividing the numerator and the denominator of eqn (10) by 𝐺∗  and because of the 
maximum conductance is independent of 𝛿, we obtain the following equation: 
 

𝑓
∗

∗  .                                                          (12) 

 
From eqn (12) it is deduced that the error ∆𝛿 obtained in the measurement of the film 
thickness is related to error ∆𝐺∗  obtained in the measurement of the relative conductance 
by the following approximate expression: 
 

∆
≅ 𝑓

∆ ∗

∗ .                                                         (13) 
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One of the applications of the error factors 𝑓 suggested by Coney [15], is to compare the 
useful ranges of different conductance sensors.  

3  COMPUTED RESULTS FOR DIFFERENTS CONDUCTANCE DESIGNS 

3.1  Computed results with plate probes of parallel electrodes 

Fig. 2 displays the results obtained for 𝐺∗  versus the water film thickness 𝛿 for two parallel 
plate electrodes when we change the width of the electrodes. The radius of the pipe was fixed 
at R = 25.4 mm, and the distance between the electrodes was also fixed at 2𝑎 2 mm. It is 
observed at Fig. 2 that when the width of the electrodes become smaller maintaining the same 
length at 𝑠 2.88 mm, then the relative conductance saturates for smaller film thicknesses 
i.e. it attains values which are closer to its maximum for smaller film thicknesses.  
 

 

Figure 2:    𝐺∗  versus the film thickness 𝛿 mm  for a sensor design with two parallel plate 
geometry and dimensions 𝑠  = 2.88 mm, 𝑎 1 mm, 𝑅 25.4 mm, for different 
values of 𝑠  in mm. 

Therefore, when the conductance is close to its saturation, then small changes in the 
conductance value produces big changes in the film thickness, and the errors in the film 
thickness measurements tend to increase. For this same case, we have computed the error 
factor 𝑓 , by increasing the film thickness of the previous cases in ∆𝛿 0.05 mm, and 
obtaining the corresponding increment in the film conductance ∆𝐺∗ , and the applying eqn 
(13) to obtain the error factor values. The results are displayed in Fig. 3. 
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Figure 3:     𝑓  (error factor) versus the film thickness 𝛿 mm  for a sensor design with two 
parallel plates geometry, and dimensions 𝑠  = 2.88 mm, 𝑎 1 mm, 𝑅
25.4 mm, for different values of 𝑠  in mm. 

Fig. 3 tells us two things, the first is that when the film thickness increases the error factor 
also increases, this means that the conductance probe loss progressively its sensitivity when 
the film becomes thicker. Therefore, small errors in the conductance produce large errors in 
measuring the film thickness for large thicknesses of the conducting film. The solution to 
ameliorate this situation is to make larger the width of the electrodes. Increasing the size of 
the electrodes from 1.2 mm to 2 mm reduces the error factor at 1.9 mm from 4.16 to 2.91. 

3.2  Computed results with plate probes in the flow direction  

In two-phase flow tomography of annular flows, we are interested in measuring the height, 
shape, and frequency of the different types of waves, which are formed at the interface 
between the gas and liquid phases. These waves are mainly of two types: the first are the 
disturbance waves, which are prominent waves with a height that is approximately four times 
the thickness of the film and that are coherent in both the streamwise direction and 
circumferentially. The second class are the ripple waves which are not coherent in any 
direction and are much smaller in size. Also, although less frequents than the previous ones 
we can encounter the ephemeral waves, which have also large amplitudes and are no 
coherent. To measure the characteristics of these waves propagating in the streamwise 
direction we use conductance plate electrodes, as the ones displayed in Fig. 1(b), which 
should be as small as possible to capture the characteristic details of these waves. The 
problem is that if the waves become too large in amplitude and the size of the probe is two 
small the conductance probe can saturate. For this reason, it is convenient to be able to design 
the geometric characteristics of the probes (size of the electrodes and distance between them), 
for each specific application. Fig. 4 displays the relative conductance versus the film 
thickness 𝛿 in mm for plate conductance probes flush mounted in a pipe of 25.4 mm of radius. 
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Figure 4:    𝐺∗  versus the film thickness δ (mm) for a sensor design with two plate 
electrodes along the flow direction with geometry, and dimensions 𝑠  = 2.6586 
mm, a = 1 mm, R = 25.4 mm, for different values of 𝑠  in mm. 

It is observed in Fig. 4 that the conductance probe attains earlier the saturation for smaller 
film thicknesses as the electrode length 𝑠  in the streamwise direction becomes smaller. The 
considered electrode geometries with distances 𝐷 2𝑎 𝑠  between the centre of the 
electrodes ranging from 3 mm to 5 mm, provide good estimation of the film thickness in the 
range from 0.2 to 1.7 mm. Although for values of the thickness above 1.5 mm the errors 
become larger. Fig. 5 displays the error factors for 𝑠 =1.059 mm, 𝑠  = 1.859 mm, and 𝑠
 3.059 mm, we notice that the error factors increase with the thickness of the film. For the 
conductance sensors with the smaller electrodes about 1 mm, we have acceptable error factors 
of 4 below a film thickness of 1.5 mm. However, for the sensor with 𝑠  3.059 mm the 
factor of error is below 4.2 for film thickness smaller than 2 mm.  

3.3  Application of the conductance probe to holdup determination 

The application of two-ring conductance probes to holdup applications allows to obtain the 
liquid fraction or the void fraction values directly from the relative conductance of the gas 
liquid mixture to that of the pipe full of the conducting liquid (water). If the void fraction 
distribution in the mixture is homogeneous then as found by Tshochatzidis [2], the Maxwell 
equation for the effective conductivity provides the best prediction of the liquid fraction from 
the relative conductance [1], [2]. However, if the mixture becomes non-homogeneous then 
Muñoz-Cobo et al. [1] found that the expression that best fitted the experimental data of Yang 
et al. [12] was the effective medium theory (EMT) in the self-consistent approximation. 
However, this approximation fails for values of the liquid fraction below 0.86, as observed 
in Fig. 6. To try to improve these results we have used the percolation theory in continuous  
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(a) 

 
(b) 

Figure 5:    Error factor 𝑓 versus the film thickness δ (mm) for a sensor design with two plate 
electrodes along the flow direction with geometry, and dimensions 𝑠  = 2.6586 
mm, a = 1 mm, R = 25.4 mm, for different values of 𝑠  in mm. (a) For film 
thickness up to 4.5 mm; and (b) For film thickness up to 2 mm. 

media, which provides much better predictions than the previous ones for non-homogeneous 
bubbly flows as observed in Fig. 6. This theory is especially applicable when the electrical 
conductivities of both phases of the two-phase mixture differs significantly as happens in the 
present case where the conductivity of the gas phase is negligible [18], [19]. 
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Figure 6:    Relative conductance of the two-phase mixture versus the liquid fraction 𝛼
1 𝛼, for different models Maxwell (squares), self-consistent EMT (triangles), 
Bruggman (x), percolation (blue x with a vertical line) and Yang et al. [12] data 
(rhomboids). 

     The percolation theory used to predict the effective conductivity of the two-phase mixture 
gives the following expression for the effective conductivity [18], [19]: 
 

𝜎 𝜎  𝑓𝑜𝑟 𝛼 𝛼  and 𝜎 0 𝑓𝑜𝑟 𝛼 𝛼 ,                    (14) 

 
where 𝛼  is the percolation threshold for the liquid fraction of the conducting phase that is 
equal to 1/3, 𝛼  is the volume fraction of the conducting phase, finally 𝜇 is the critical 
exponent. The calculations of the effective conductivity using the percolation model have 
been performed with a percolation threshold 𝛼 1/3, and a critical exponent 𝜇 1.2. 

Finally Fig. 7 displays the relative conductance versus the liquid fraction computed with 
the percolation model for critical exponents of 1.15, 1.2 and 1.25 we see that the three values 
match the experimental data, but the critical exponent of 1.25 gives results which are a little 
lower than the experimental ones for the lower liquid fractions. 

4  CONCLUSIONS 
In this paper we have discussed how to obtain the best design of the conductance probes, 
which are used for two-phase tomography mainly of annular flows and hold up applications 
as determining the average liquid fraction or the average void faction inside a pipe containing 
a two-phase flow mixture. We have performed the calculation of the useful range of the 
conductance probes by means of the error factor that gives as expressed by eqn (13), how is  
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Figure 7:    Relative conductance versus the liquid fraction for Yang experiments [12], and 
the percolation model computed with the critical exponents of 1.15, 1.2 and 1.25. 

transformed the relative error in the conductance to the relative error in the film thickness. 
Because the conductance depends on the conductivity and the conductivity changes with the 
temperature, these error factors give us if the conductivity is maintained within a given error 
for instance 4%, the error that we can have when measuring the film thickness. For instance, 
if the error factor for a conductance sensor design is 4, and the conductivity is maintained 
constant within a 4%, then we will have an error in 𝛿 of 16%. If we want a tolerance for 𝛿 
smaller than 10%, then with the curve of Fig. 5, we shall use a sensor design with 𝑠 3 mm, 
with this height of the electrodes and the geometry given in the caption of Fig. 5, we are 
limited to measure film thickness smaller than 1.4 mm, to have a tolerance smaller than 10%. 

Another important issue studied in this paper is the prediction of the liquid holdup or the 
void fraction when the bubbly flow is not homogeneous, we have seen that in this case the 
best prediction of Yang et al. [12] data is obtained with the percolation theory of 3D 
continuous systems, in this case the threshold and the critical exponents are computed by 
Monte-Carlo although many authors [18] recommend considering the critical exponent 𝜇 as 
a fitting parameter. The calculations of Fig. 6 were performed with a critical exponent value 
of 𝜇 1.2.  
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SIMULATION OF FLUID’S AERATION: 
IMPLEMENTATION OF A NUMERICAL MODEL  

IN AN OPEN SOURCE ENVIRONMENT 

MARCO NICOLA MASTRONE & FRANCO CONCLI 
Free University of Bolzano, Italy 

ABSTRACT 
Multiphase flows often involve additional complex physical phenomena to be considered, for example 
cavitation and aeration. These can arise in several applications as gear pumps, propellers, and 
gearboxes. In order to properly design such hydraulic systems, these aspects should be carefully 
considered in the design phase. In fact, these phenomena can lead to lower efficiency, excessive noise, 
and a rapid degradation of the mechanical system. While for cavitation analytical and numerical models 
are already available, aeration, which refers to the entrainment of air in another fluid in form of bubbles 
and/or foam, is more difficult to be quantified. Even experimentally niche equipment is required. 
However, thanks to recent developments in computer science, it is possible to approach these complex 
multiphase flows exploiting simulations’ tools. In this paper, a numerical approach based on 
Computational Fluid Dynamics (CFD) that includes the aeration phenomenon is presented. A new 
solver that accounts for the air entrapment in the fluid was implemented in the open source environment 
OpenFOAM®. The solver was applied on a test case to verify its behaviour and compared to a standard 
multiphase solver. The qualitative analysis suggests that the solver is capable of considering the amount 
of air entrapped in the fluid, thus opening a new way in the study of aeration. 
Keywords:  aeration, CFD, multiphase modelling, OpenFOAM. 

1  INTRODUCTION 
Thanks to continuous technological developments in computer science, simulation software 
packages have gained their consideration not only among academic researchers, but also in 
industries. The advantages introduced by virtual prototyping, namely the reduction of time 
and costs with respect to real prototypes, have encouraged engineers to exploit these new 
opportunities. Complex multiphase problems can be solved numerically exploiting dedicated 
software where proper boundary conditions are assigned to each part of the computational 
domain. The study of multiphase problems is of great interest for real engineering 
applications as lubrication mechanisms, design of hydraulic systems, and in general every 
condition where more fluids are present simultaneously. 

Standard multiphase solvers are not capable of considering additional physical 
phenomena, as cavitation and aeration, which play a determinant role in several operating 
conditions and must be carefully considered for a proper design of a system to avoid 
efficiency reduction, excessive noise, and the rapid degradation of the mechanical system. In 
fact, in order to include also possible phase changes (cavitation) and air entrainment in 
another fluid in form of bubbles and/or foam (aeration), the conservation equations of fluid 
dynamics must be modified by adding a source term that accounts for the new phenomena. 
While works dealing with standard multiphase solvers [1]–[13] and the simulation of 
cavitation in the design of mechanical components are already available [14]–[19], the 
aeration has been poorly touched from a numerical point of view. The development of a 
numerical solver that includes the air trapping in another fluid can lead to significant 
advancements in the correct modelling of real physical problems. Indeed, in hydraulic 
systems, the presence of air can cause the premature degradation of the lubricant and the 
increase of wear of mechanical components. Moreover, aeration has a severe impact on the 
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heat transfer capabilities of the lubricant, thus reducing the global efficiency of the system 
and the heat dissipation capability, which, in turn, is responsible for overheating and possible 
premature failures. 

In order to quantify the level of aeration in various operating conditions, niche and 
expensive equipment is required [20]–[23]. Hence, CFD offers the opportunity to investigate 
this complex phenomenon numerically. A numerical approach to calculate the air 
entrainment in a fluid was proposed by Cerne et al. [24], who established an interface tracking 
algorithm based on a two-fluid model formulation [25]. Yan and Che [26] extended the 
previous model for three fluid phases. A combination of Eulerian approach and Volume of 
Fluid (VOF) was tested by Wardle and Weller [27]. Ma et al. [28] reformulated the source 
term proposed by Sene [29] by including the turbulence intensity and tested their model on 
an hydraulic jump case [30], a plunging jet [31] and flow around a ship [32]. Several 
experiments related to plunging jet [33]–[36] have been exploited to study aeration, since, 
due to the energy dissipation, air bubbles are generated at the water free surface. In this work, 
a solver that considers aeration is implemented in the open source software OpenFOAM® 
and applied to two test cases. The promising results suggest that numerical tools can offer an 
opportunity to investigate conditions where experimental data might be difficult to obtain 
due to the complexity of the system and the required equipment. 

2  MATERIALS AND METHODS 

2.1  Mathematical description 

CFD codes are based on the solution of three governing equations: mass, momentum, and 
energy conservation. In this study, the problem was modelled as isothermal. Therefore, the 
energy equation was not included in the calculation. In this way, the solution is limited to the 
mass and momentum equations which can be written as: 
 

〈𝒖𝒊〉
0.                                                             (1) 

 
〈𝒖𝒊〉 〈𝒖𝒊〉〈𝒖𝒊〉 〈 〉

𝜇
〈𝒖𝒊〉 〈𝒖𝒋〉

.                      (2) 

 
The term 𝜏  is the Reynolds term and is expressed exploiting the eddy viscosity (𝜇𝑡) 
hypothesis: 
 

𝜏 𝜇
〈𝒖𝒊〉 〈𝒖𝒋〉

𝜌𝛿 𝑘.                                               (3) 

 

𝜇 𝐶 𝜌
 

.                                                             (4) 

 
Turbulence is modeled according the RNG 𝑘 𝜀 model: 
 

𝜌𝑘 𝜌𝑘𝑢 α 𝜇 𝐺 𝐺 𝜌𝜀 𝑌 𝑆 .                 (5) 

 

𝜌𝜀 𝜌𝜀𝑢 α μ 𝐺 𝐶 𝐺 𝑅 𝑆 .             (6) 
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In these equations 𝑘 is the turbulence kinetic energy, 𝜀 is the dissipation rate, 𝐺  and 𝐺  
represent the turbulence kinetic energy that originates from velocity gradients and from 
buoyancy effects respectively, 𝑌  stands for the fluctuating dilation in compressible 
turbulence. 𝐶 , 𝐶  and 𝐶  are constants. 𝛼  and 𝛼  are the turbulent Prandtl numbers. 𝑆  
and 𝑆  are source terms. 𝑅  is a term deriving from the renormalization group theory that 
characterizes the RNG model. 

These equations are valid only in simulations involving one phase. In order to model 
multiphase problems numerically, an additional balance equation to consider the presence of 
two or more phases must be added to the previous equation. By exploiting the VOF model 
[37], which is based on the definition of the scalar quantity volumetric fraction representing 
the percentage of one fluid in every cell of the domain, the multiphase problem can be solved. 
The equation of the volumetric fraction can be expressed as follows: 
 

𝛻  𝛼𝒖 0.                                                             (7) 

 
The properties Θ of the different fluids (such as density and viscosity) are taken to define the 
properties of an equivalent fluid as follows: 
 

Θ Θ𝛼 Θ 1 𝛼 ,                                                         (8) 
 
where Θ represents the generic property of each fluid. 

The MULES (Multidimensional Universal Limiter with Explicit Solution) [38] correction 
can be added in the solver algorithm in order to obtain a more stable and bounded solution 
of the volumetric fraction field. This is accomplished by adding a dummy velocity field (𝒖𝒄) 
in the conservation equation of the volumetric fraction: 
 

𝛻 𝛼𝒖 𝛻  𝒖𝒄𝛼 1 𝛼 0.                                            (9) 

 
An additional source term (𝑆 ) must be added to the equation to account for additional 
phenomena as cavitation and aeration: 
 

𝛻 𝛼𝒖 𝛻  𝒖𝒄𝛼 1 𝛼 𝑆 .                                            (10) 

 
To calculate the source term, a mathematical model must be introduced. The most used 

ones for describing cavitation are those by Kunz [39], Merkle [40] and Saurer [41] while 
aeration can be described using the model by Hirt [42]. In the latter, air is entrained into the 
water when turbulent energy per unit volume is larger than the stabilizing force of gravity 
and surface tension per unit volume. The expression for this source term is given as: 
 

𝑆 𝐶  𝐴 2 ,                                                      (11) 

 
where S  is the volume of air per unit of time, 𝐶  is a calibration parameter, 𝐴  the free 
surface area at each cell, and 𝑃  (turbulent forces) and 𝑃  (stabilizing forces) are given by: 
 

𝑷𝒕 𝜌𝑘,                                                                (12) 
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𝑷𝒅 𝜌𝒈𝒏𝐿
𝝈

,                                                         (13) 

 
where 𝒈𝒏 is the normal component of the gravity, 𝝈 is the surface tension, and 𝐿  is the 
turbulence characteristic length scale, expressed as: 
 

𝐿 𝐶 ∙  
  

,                                                         (14) 

 
where 𝐶  = 0.085 for the RNG 𝑘 𝜀 turbulence model. An air volume is added to an element 
of the computational domain when the stabilizing forces 𝑷𝒅 are exceeded by the perturbing 
forces 𝑷𝒕, according to eqn (11). 𝐶  is the coefficient that appears in the equation of the 
source term that should be calibrated. In this case it is set to 0.5. Hirt used this value to 
validate their model. For most of the cases this value has proven to be reasonable. This 
coefficient indicates the percentage of the free surface area on which air entrapment occurs. 

2.2  Solver settings 

The PIMPLE (merged PISO-SIMPLE) algorithm was used in the simulations. A convergence 
criterion of 1e-6 was imposed to all field’s variables. The Preconditioned Conjugate Gradient 
(PCG) solver was used for the pressure solver, while the Gauss-Seidel smooth solver was 
used for the velocity. The Courant number was limited to 0.5 to ensure the stability of the 
simulations. The first-order implicit Euler scheme was used for time-stepping. A Total 
Variation Diminishing (TVD) scheme using the vanLeer limiter was adopted for the 
convection of the volumetric fraction. The convective fluxes in the turbulence equations were 
discretized using first order schemes. 

3  RESULTS 
Two test cases were considered to study the behaviour of the solver: a vertical plunging jet 
and a free fall of a droplet. Each of these can be considered as a benchmark for the solver 
since they can involve some air entrapment at free surface. The introduction of the new  
solver is expected to improve the physical representation of the real problem due to its 
capability to consider the air entrainment at free surface. 

3.1  Vertical plunging jet 

In most cases of aeration, air entrapment occurs at a free surface discontinuity where large 
velocities gradients come across. For this reason, a test case consisting of a jet penetrating 
into a water pool is considered to test the behaviour of the solver. In Fig. 1 the computational 
domain is shown. The geometry was taken from Hirt [42] who used it in his validation tests; 
the problem was modelled as 2D (a box with dimensions of 0.5 × 0.5 m2) and the domain 
was meshed with pure quadrilateral elements (about 25k cells; the geometry was properly 
partitioned to increase the elements’ density in the contact region between the jet and the free 
surface). 

An inlet velocity of 0.4 m/s is applied at the jet patch, where turbulent quantities are also 
imposed, while the pressure must be calculated. Wall functions are applied to the other walls 
of the domain regarding the turbulent quantities, while the velocity is set to zero. 

In Fig. 2 the comparison between the standard multiphase solver of OpenFOAM® and the 
new one that considers aeration is shown in terms of volumetric fraction field. Two time steps 
are reported (initial transitory and stabilized filed at regime). 
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Figure 1:  Computational domain. A finer mesh is implemented at the air-water interface. 

 

Figure 2:  Standard (top row) and aeration (bottom row) volumetric field contour. 

It can be observed that the standard multiphase solver promotes a sharp interface between 
water and air, while the new solver shows a smoother transition at the interface showing that 
a non-negligible amount of air is entrapped in the water at free surface. This means that, at 
least qualitatively, the physics of the problem is captured from the solver. Moreover, the 
contours clearly indicate that, in the case of the standard multiphase solver, the jet 
substantially enters the steady sump, while the new solver slows down the main flow that 
tends to diffuse radially due to the presence of foaming effects. Indeed, the foam tends to 
slow down the water jet penetration forcing it to move laterally. 

The effects of the source term at four different time steps are reported in Fig. 3. It can be 
noticed that it is active on a large region of the free surface, thus indicating that aeration is 
occurring. 
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Figure 3:  Source term contour at four different time steps. 

3.2  Droplet free fall 

A second test case consisting in a water drop in a pool with the same dimensions of the 
previous case is considered (Fig. 4). 
 

 

Figure 4:  Domain consisting of a water droplet and a water pool. 

In this simulation only the gravity is responsible for the droplet movement. In Fig. 5, the 
volumetric fraction and the effects of the source term are represented. 

In this case, aeration seems to be minor with respect to the previous case. In fact, the 
source term is active on a very small region of the domain and the air trapping is not so 
evident. This suggests that while in the plunging jet case, the imposition of a flow rate to the 
fluid forced the aeration phenomenon to take place, in the droplet case the only effect of 
gravity is not sufficient to cause evident foaming effects at free surface. Therefore, the solver 
seems to be able to add air entrainment only when it actually occurs (𝑃 𝑃 ). 
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Figure 5:  Volumetric fraction and source term contours. 

Even if these are relatively simple cases, the solver behaves as expected, at least 
conceptually, suggesting its being a possible tool for the investigation of the aeration 
phenomenon. The analysis of the simulations indicates that, at least qualitatively, the solver 
implemented according to the Hirt model is capable of considering the air entrainment, and, 
possibly, can be extended to study other hydraulic systems providing at least some design 
information that would be complex to obtain experimentally. 

4  CONCLUSIONS 
The introduction of CFD has opened new ways in the approach of real engineering problems. 
Indeed, the benefits of virtual prototypes in terms of cost and time reduction have encouraged 
designers to exploit simulation tools to support experimental findings. Multiphase problems 
represent a challenging task in simulations due to the complexity of the required models. In 
this work, a solver that considers the air entrainment based on the Hirt model is implemented 
in the open source environment OpenFOAM®. The solver was tested on a plunging jet and 
the results compared with the native multiphase solver of the software used. The results show 
that, at least qualitatively, the model adds some air at free surface. This solver may be 
possibly used to analyse operating conditions where the adoption of a standard multiphase 
solver is not sufficient to capture the generation of aeration. In future, it is planned to apply 
the solver to different test cases (e.g. to simulate the aeration inside gearboxes). 
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ABSTRACT 
The phenomenon of direct contact condensation of steam into pools with subcooled water is of great 
interest for various industrial applications, allowing rapid condensation of steam by providing high heat 
transfer and mass exchange capacity. For the nuclear industry it is of great interest to understand steam 
condensation in the presence of non-condensable (NC) gases from the point of view of passive safety 
of nuclear power plants. Currently there are several experimental studies related to steam and non-
condensable gas discharges in pools, but work is still in progress to obtain a wider range of information. 
The objective of the present study is to characterize the horizontal jet behavior in the transition zone, 
when initially steam is being discharged and then a small fraction of air is injected. An abrupt change 
in behavior is observed when a jet dominated totally by momentum forces experiences the impulse of 
buoyancy forces induced by the non-condensable gases. This phenomenon is due to the deterioration 
of heat transfer caused by the presence of air. This fact limits condensation by direct contact and 
modifies the trajectory of the submerged gases. Direct visualization techniques using a high-speed 
camera and image processing methods are used to characterize this jet behavior. Different tests have 
been performed by varying the steam flow rate, pool water temperature and nozzle diameter. In each of 
the tests, the air flow rate required for the transition zone to occur was determined. The processing of 
the obtained images is performed by means of a multi-step subroutine in MATLAB. Experimental 
results showed that the water temperature and nozzle diameter play an important role in the transition 
zone from the pure jet to the steam-air mixture jet. 
Keywords:  non-condensable gas, steam, direct contact condensation, jets, two-phase flow, digital 
image processing. 

1  INTRODUCTION 
Direct contact condensation of a steam jet discharged into a water pool allows a high capacity 
for mass, momentum, and energy exchange from steam to water. In the industry this 
phenomenon is widely used, an example is the pressure suppression pool, which provides a 
heat sink during the actuation of the safety-relief valves, condensing the steam that may be 
released in the drywell during a leak or loss-of-coolant accident (LOCA), causing a rapid 
decrease in pressure [1]–[3]. 

Previous research to characterize the behavior of the steam jet has been divided into three 
main areas: evaluation of the shape and steam plume length, estimation of the mean heat 
transfer coefficient, and the development of map characterizing the condensation regime. As 
a summary of the contribution of these investigations, they have defined three different steam 
plume shapes (i.e., conical, ellipsoidal, and divergent shapes). Kerney et al. [4] development 
a correlation for estimating the steam plume penetration length considering a constant 
Stanton number (for choked injector flows), based on the effect of injector diameter, flow 
rate and pool temperature. Many researchers [5]–[7] built on the results obtained by Kerney 
and extended the ranges of experiments by considering different working fluids, flow rates 
and pressures. Based on pool water temperature and steam mass velocity, different regime 
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maps were developed for low steam mass flow [8] and high steam mass flows [7]. There are 
several maps of steam condensation regimes in the literature. One of the most important [9] 
has six defined regions leading to six defined regions (i.e., Chugging (C), Transition 
Chugging (TC), Oscillatory Condensation (CO), Bubble Oscillatory Condensation (BCO), 
Stable Condensation (SC), Interfacial Oscillatory Condensation (IOC) and Non-apparent 
Condensation (NC)). 

The measurement techniques for the study of the interface behavior are quite complex, as 
the interface has a highly unstable behavior. Visualization-based techniques are widely used 
in the study of different phenomena associated with two-phase flow. It is possible to study 
the trajectory of the jet, its contour, its breakup in the form of bubbles and the behavior of 
these bubbles. These techniques can be divided into two main groups: direct visualization 
techniques [10]–[24] and advanced visualization techniques [2], [25], [26]. The first is the 
most used and usually involves cameras incorporating charge-coupled devices (CCD) and 
illumination systems and the second is more complex experimentally, where laser systems 
are usually used as the illumination source. 

As show above, previous studies have focused on the behavior of the jet discharged only 
of steam and very few researchers have studied steam and non-condensable gas discharges 
due to their complexity. In this work we will focus on characterizing the behavior that occurs 
when steam is discharged into subcooled water through a nozzle and a quantity of NC gas 
appears and how it affects the behavior of the jet. 

2  EXPERIMENTAL MATERIAL AND METHODS 

2.1  Experimental facility 

The experimental installation allows the discharge of jets of steam and air mixture into a pool 
with subcooled water by using two lines. The pool is rectangular with dimensions (length × 
width × height) of 1,500 mm × 500 mm × 600 mm and all its walls are made of glass which 
allows optical measurements. The water used for both the pool and to generate steam is 
treated by a reverse osmosis process where all impurities and dissolved lime are removed. 
The water level in the pool is maintained at 500 mm and the rest of the pool height (100 mm) 
is considered as free surface. Fig. 1 shows in detail a schematic diagram of the two lines 
(steam and air), each of the equipment present in the installation, and the geometrical 
characteristics of the discharge pool. 
 

 

Figure 1:  Schematic diagram of the experimental facility [27]. 
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Saturated steam is obtained by an electric steam generator operating at a pressure of  
6 bar. The steam volumetric flow is measured by a rotameter with an operating range of  
20 to 110 l/min and a flowmeter with an operating range of 50 to 400 l/min. Downstream, a 
thermocouple and a pressure sensor record the parameters before the mixing zone. 

The air supply line is fed by a screw air compressor with a capacity of 1,420 l/min and  
10 bars of maximum operating pressure. The air is stabilized in a gas tank (boiler), which 
allows a better control of the discharge conditions by means of a globe valve and a precision 
valve. Downstream, a flowmeter allows to know the air flow rate to be discharged. Two 
heaters in parallel of 120 V and 500 W are installed to maintain the air temperature above the 
steam temperature upstream of the mixing zone to avoid condensation of the steam. The 
power of each heater is controlled by a power module, a closed-loop PID control system and 
a thermocouple used as set point. As in the steam line, a thermocouple and a pressure sensor 
are installed upstream of the mixing zone. To guarantee that air is perfectly mixed with the 
steam, the mixing line is sufficiently long enough before discharge. 

To know the jet discharge parameters, a pressure sensor and a thermocouple are placed 
before the nozzle outlet. All sensors are connected to a National Instruments data acquisition 
system (Model 6259 16-bit) driven by Labview Software to monitor and control data 
acquisition. 

The hoses are made of a flexible material that withstands temperatures up to 232°C and 
a pressure of 18 bar, additionally they are thermally insulated to avoid losses in the areas 
where the working fluids are not at room temperature. 

The jet behavior is recorded by a high-speed camera (PCO.1200 hs model) with a 
shooting frequency of 636 frames per second (fps) at high resolution (1,280 × 1,024 pixel). 
To provide the necessary light for the high-speed camera, an LED light panel with 
dimensions 1,200 mm × 600 mm was placed at the back of the pool. Fig. 2 shows a photo 
taken of experimental facility. 

 

 

Figure 2:  Experimental facility [27]. 

2.2  Test matrix 

For this test matrix, five interchangeable stainless-steel nozzles were used. For each steam 
flow rate, it was analyzed what would be the percentage of air in which it would change from 
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a jet dominated only by the force of the momentum to a jet where buoyancy forces dominated, 
and a continuous curved jet would appear. The test matrix used is summarized in Table 1. 

Table 1:  Summary of experimental initial conditions. 

Parameters Value
Nozzle diameter 
Steam volumetric flux 
Water temperature

2–6 mm 
30–20 l/min 

25–60°C

2.3  Image analysis method 

To capture the change of the jet behavior where initially there is steam until the necessary air 
flow is obtained where it is determined that it is a continuous jet, it is necessary to make a 
series of images at different percentages of air flow using the direct visualization technique 
by means of a high-speed camera (CCD). The method of analysis of the images has several 
steps. First, a background image showing only the nozzle is recorded to determine the number 
of pixels per millimeter as a function of the external diameter of the nozzle. Then, the 
discharge is recorded for each of the initial conditions defined for that nozzle. All images had 
a resolution of 1,024 × 1,280 pixels. According to the setting parameters defined in the 
camera software and the size of the RAM memory, the maximum number of images in each 
of the recordings of the jet discharge was 1,200 images. 

The processing of these images is performed by means of a MATLAB script. The image 
of the jet discharge is cropped to the same size as the background image, eliminating the part 
that is not interesting for our study. The image in grayscale is then binarized using a specified 
threshold. Next, a function performs the median filtering of the image, where each output 
pixel contains the median value in a 3 by 3 neighborhood around the corresponding pixel. 
Because there are areas of the gas jet composed of some shades is applied a function for fills 
the holes in the input binary image. In this syntax, a hole is a set of background pixels that 
cannot be reached by filling in the background from the image edge (see Fig. 3(d)). 
Subsequently, the adjustment (morphological) operation is applied to remove small bubbles 
from the image, for these operations two functions are used; the first erodes the binary image 
and the second dilates the binary image, these functions use a disk-shaped structuring element 
with a radius 𝑟 6 (see Fig. 3(e)). Finally, a function that returns a binary image that contains 
only the perimeter pixels of objects in the input image. A pixel is part of the perimeter if it is 
nonzero, and it is connected to at least one zero-valued pixel (see Fig. 3(f)). 
 

 

Figure 3:  Steps used in the routine implemented in MATLAB to detect the jet boundary. 
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3  EXPERIMENTAL RESULTS AND DISCUSSION 
Discharges in the form of steam jets are characterized by a practically horizontal trajectory 
until their extinction, behavior caused by the phenomenon of direct condensation due to the 
presence of water around them. While the incondensable jets present a typical curved shape, 
due to the balance between inertial forces and buoyancy forces. Taking these two behaviors 
as a premise, the present work aims to analyze how the transition between these two 
structures takes place. For this purpose, a progressively larger amount of non-condensable 
gases is introduced to a pure steam jet (Fig. 4). The main objective of this study is to 
determine the experimental conditions under which the transition takes place, i.e., the shape 
changes from a pure steam jet to a continuous jet that reaches the free sheet. Direct 
visualization techniques have been used to carry out this study. 

Fig. 4 shows the jet behavior in each of the cases with different air fractions (Va), taking 
one of the 1,200 subsequent images of each discharge series. At the first moment, when only 
steam was discharged (i.e., Vs = 1 and Va = 0), the jet was barely perceptible because 
everything was condensing, and the momentum force predominated up to its extinction. At 
the beginning of the air discharge, after the air-line pressure was sufficient for the air flow to 
be perceptible in the jet behavior, it was possible to appreciate how some bubbles rose 
randomly, appearing the buoyancy phenomenon. Then, as the air volumetric fraction was 
increased, it can be seen how the behavior of the discharge changed from isolated bubbles to 
a defined steam/air-water interface. 

Fig. 4 also shows how the behavior of the discharge goes from a steam condensation 
regime, in this case of study it was SC regime, to a regime of isolated air bubbles appearing 
and detaching from the jet and finally reaching the air jet regime where the buoyancy force 
dominates, which is because the disturbances move across the phase boundary faster than 
they can accumulate as noted by Liang et al. [28]. An important finding is that the transition 
to continuous buoyant jet does not always take place in the same way; for low flows, the 
transition is quite abrupt while for high flows it is more progressive. 

 

 

Figure 4:    Images obtained for 3 mm diameter with different air volume fractions (Va) to 
determine the range where the transition could occur, starting from steam 
volume fraction (Vs) of 1. 
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3.1  Image of variable spatial intensity and contours 

A summation method was applied to the images processed in MATLAB, in which each 
processed image was added to the last one until 1,200 images in each series were reached, 
obtaining an image with varying spatial intensity (defined by the number of images in each 
subsequent image series). The colors indicate how many times in all images a certain place 
in the field of view is occupied by gas or water. As can be seen in Fig. 5, the steam where it 
can be captured the most is just after the nozzle exit, the trace after that cannot be captured 
due to the condensation that prevents having a defined interface between the steam and the 
gas. Then with the increase of the air fraction the rigidity of the steam plume weakens and 
brings about that the volume of steam bubbles separated from the steam plume increases, 
which agrees with the previous results of Zhao et al. [29]. 
 

 

 

Figure 5:    Images of variable spatial intensity obtained for 3 mm diameter with different 
air volume fractions. 

Fig. 5(c) and (d) show a more defined plume where a more noticeable curvature is already 
present, but as can be seen the steam/air jet does not reach the free surface in all images due 
to the pinch-off phenomenon. In addition, the steam/air plume lengthens, and the gas-water 
interface expands, which is in agreement with that proposed by Xu [30]. The transition zone 
was defined as the spatial intensity image in which there was continuity of the jet from the 
nozzle exit to the free surface and the pinch-off did not appear in the whole series of the 
processed images (Fig. 5(e)). 

To show more clearly where both gas and water are located, the variable spatial intensity 
image in Fig. 5 is delimited by filled contour isolines (Fig. 6). These isolines delimit the 
different levels, in this case 6 levels were used, representing in yellow the area where the gas 
is in most of the images. In these images it can be seen how the large amount of steam that 
was at the outlet of the nozzle and formed the steam cavity will be dragged by the air current. 
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As can be seen in the figures when we had a considerable amount of air, the gas-water 
interface expanded sharply, and the mixture layer thickened. The air layer at the interface 
prevented the direct contact condensation by increasing the condensation resistance, which 
corroborates the work of Xiaoping et al. [31]. 
 

 

Figure 6:    Images of filled contour isolines obtained for 3 mm diameter with different air 
volume fractions. 

3.2  Dependence of the velocity on air volumetric fraction 

For the same nozzle diameter, the influence of velocity on the air volumetric fraction required 
to reach the transition was studied. As can be seen in Fig. 7, velocity was not found to 
influence the air volume fraction, i.e., there is not most influence of the mass flow rate. This 
is believed to be because there are several phenomena that counteract each other and do not 
have a predominant one. For example, as the velocity increases, there is a greater initial 
expansion (since there is a higher inlet pressure, then a more abrupt expansion has to occurs 
to equalize its pressure with that of the surrounding medium), consequently a more 
superheated steam, which makes condensation more difficult and facilitates that a smaller 
amount of air is able to pull the steam, causing a continuous upward plume to form; but at 
the same time, there is a greater expansion angle and a higher degree of turbulence which 
causes greater heat transfer, favoring the steam condensation. 

3.3  Dependence of the cross-sectional area on air volumetric fraction 

An important point that was investigated was how the cross-sectional area for each of the 
nozzles affected the air volume fraction. As can be seen in Fig. 8, as the diameter increases 
and with it the cross-sectional area, a lower percentage of air is needed to reach the transition, 
as shown in the previous section there is not a clear influence of the mass flow rate of steam  
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Figure 7:  The effect of velocity on air volumetric fraction for 3 mm diameter nozzle. 

discharged. As possible explanation for this tendency could be because when there is a 
presence of mixed flows of two gases (steam/non-condensable gases), as the steam condense 
in the gas/liquid interface then consequently there is a tendency of the non-condensable to 
concentrate in this region, these non-condensable gases deteriorate the heat transfer. Despite 
of the major proportion of non-condensable gases in smaller nozzle diameter to reach the 
transition the absolute value of this non-condensable gases is higher in the nozzles of bigger 
diameter. 

 

Figure 8:    The effect of cross-sectional area on air volumetric fraction for all nozzles 
diameters. 

4  CONCLUSIONS 
The behavior of steam discharge in stagnant water when air is injected into it is 
experimentally investigated and it is determined when the transition from steam jet to rising 
plume jet occurs. The main conclusions obtained are: 

1. The variable spatial intensity image obtained for each of the cases allowed determination 
of the range of air volumetric fraction necessary for the transition to occur. 
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2. No dependence on increasing velocity was obtained that would bring an abrupt change 
in air volume fraction for the same diameter. 

3. A dependence between nozzle cross-sectional area and air volume fraction was obtained, 
i.e., as the cross-sectional area increased, a smaller air volume fraction was necessary to 
obtain the transition, independent of the mass flow rate of steam discharged. 

5  FUTURE WORKS 
Due to the fact that this work is a first approach to the subject of the transition from pure 
steam discharge to rising plume discharge, it will be considered for future work to perform a 
greater number of tests to expand the data base, where a greater number of discharge 
velocities, various pool water temperatures, nozzle diameters, etc. will be taken into account. 
It is also considered to study the contribution of other variables in this phenomenon and to 
obtain a correlation of some parameters such as air volume fraction, expansion angle, nozzle 
diameter and pool water temperature. 
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ABSTRACT 
This study investigates numerically the effect of the aspect ratio (AR) on the velocity field 
characteristics of the turbulent flow of a straight open channel flow. The AR is defined as the ratio of 
the width of the channel in a plane normal to the flow direction, to the flow depth. In this study, two 
aspect ratio cases are investigated; a narrow case of AR = 1 and a wide case of AR = 12. The transient 
three-dimensional Navier–Stokes equations were numerically solved using a finite-volume approach 
with detached-eddy simulation (DES) turbulence model. The free surface was simulated using flat-
wave model linked with the volume of fluid method. The objective of this study is to enhance our 
understanding of the effect of the AR on the formation of secondary currents in a channel flow. The 
results revealed the formation of a pair of counter-rotating recirculation zones near the bottom corners 
of the channel, whose axes are aligned with the main flow direction. The AR appears to significantly 
influence the size and strength of the recirculation zone that resides near the sidewalls. The distribution 
of the turbulent kinetic energy of the flow appears quantitatively similar for both the AR cases; 
however, the magnitude appears to increase with decreasing the AR. 
Keywords:  secondary currents, turbulence, DES model. 

1  INTRODUCTION 
Turbulent flow is a very complex phenomenon it is one of the most challenging topics in 
fluid mechanics. Moreover, the presence of solid walls bounding the flow causes the 
formation of boundary layer, which makes the flow three-dimensional (3D), and thus result 
in a more intricate flow field due to the wall effect. One of the interesting phenomenon in 
turbulent flow is the formation of secondary currents. The strength of the secondary currents 
in the flow field depends on different parameters such as the aspect ratio (AR), the flow 
depth, wall roughness, the distance from the solid boundary, Reynolds number, etc. This 
phenomenon is usually observed in channel and duct flows. Therefore, understanding the 
mechanism of these currents is crucial since they affect the characteristics of turbulence and 
mean flow. 

Open-channel flow is a suitable case to understand the characteristics of the secondary 
currents. Generally, there are two standard types of secondary currents classified in open-
channels [1]. The secondary currents that occur in a straight open channel flow due to 
turbulence phenomenon is known as Prandtl’s second kind, which is the focus of this study. 
It is reported that the second type of secondary currents occurs due to turbulence anisotropy 
between velocity components [2]. Nezu and Rodi [3] carried out an experimental study on 
secondary currents in smooth open-channel flows using a laser-Doppler anemometer (LDA). 
It was concluded that the secondary current patterns are different from those of duct flows 
due to the presence of the free-surface. Nezu et al. [4] investigated the formation of secondary 
currents in a smooth rectangular open channel flow by varying the aspect ratio. It was 
reported that the secondary currents develop along the corner bisector (45°-line) regardless 
of the aspect ratio (AR), and it produces a pair of recirculation zones. One recirculation zone 
resides above the corner bisector-line which is called the “side-vortex,” and the other one 
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resides under the bisector-line which is called the “bottom-vortex.” The side- and bottom-
vortices are symmetrical with each other with respect to the bisector for aspect ratio  
AR = 2.0 [4]. The size of the side-vortex is completely restricted by the sidewall, and 
therefore it is not often affected by the AR of the open-channel. On the other hand, the 
bottom-vortex is greatly influenced by the AR. As AR increases, the size of the bottom-
vortex expands and then tends to reach a constant size at larger aspect ratios. Nezu and 
Nakagawa [5] provided an explanation of the dependence of the secondary currents on the 
channel AR. In narrow channels (AR < 5), the sidewalls and bed cause an increased 
anisotropy between fluctuating velocity components, which result in strong secondary 
currents over the entire channel cross-section. For AR > 10, it is argued that the sidewall 
effects die out and the flow becomes two-dimensional in the central/core region of the 
channel. Tominaga et al. [6] carried out an experimental study using a hot-film anemometer 
(HWA) to investigate the secondary currents in rectangular and trapezoidal cross-section 
open-channel flows. It was concluded that the secondary currents are generated as a result of 
the anisotropy of turbulence caused by the boundary conditions, and that the secondary 
currents affect the mean streamwise flow, producing three-dimensional flow. 

Even though the secondary currents in turbulent flow have been extensively investigated 
by numerous researchers, there has still been considerable controversy between researchers 
about the mechanism of the flow and the influence of the geometry parameters such as the 
aspect ratio on the formation of the secondary currents. This may be attributed to the three-
dimensional nature of the turbulent flow and the inherent limitations and high cost of 
conventional experimental methods, which limits their effectiveness in such studies 
compared to numerical approaches. The availability of enhanced computational tools makes 
the investigation of the secondary currents in the flow field more efficient. Thus, the objective 
of this study is to enhance our understanding of the effect of the AR on the formation of 
secondary currents in a smooth open-channel flow using a numerical approach. This is 
achieved by contrasting the mean velocity field and turbulence characteristics at low and high 
AR. Two aspect ratio cases are investigated in this study; a narrow case of AR = 1 and a wide 
case of AR = 12. A three-dimensional time-dependent detached eddy simulation (DES) 
turbulent model is used in the study. The free surface was simulated using flat-wave model 
linked with the volume of fluid method. The aim is to provide an enhanced analysis hitherto 
that is not possible by experimental approaches. The importance of this study emerges from 
our need to gain a better understanding of secondary currents, with an ultimate goal to permit 
better management of the dynamic flow features in a variety of engineering and/or 
environmental applications. 

2  MODEL SETUP AND BOUNDARY CONDITIONS 
A schematic diagram of the open channel, the computational domain details, and the relevant 
boundary conditions that have been employed in this investigation are shown in Fig. 1. The 
aspect ratio (AR), which is the main parameter in this study, is determined by the ratio of the 
horizontal width of the rectangular channel cross-section to the water layer depth. As shown 
in Fig. 1(a), the computational domain consists of two regions; the water (represented by red 
cut lines) and air (represented by blue dots). The height (H) and width (B) of both water and 
air regions in the channel are the same for all cases used in the study. The channel streamwise 
length is kept constant for all cases, i.e. L = 500 mm. The water layer depth H = 30 mm, and 
the two channel widths B = 30 mm and 360 mm, are used to produce the channel aspect ratios 
AR = 1 and 12, respectively. The inlet velocity at the channel inlet boundary is uniform for 
all cases in this study with a magnitude equal to 0.75 m/s. All wall boundaries in contact with  
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(a) 

 

(a) Pressure outlet; (b) Water-air interface; (c) No-slip wall (water); (d) Slip wall (air); (e) 
Outlet boundary; and (f) Velocity inlet. 

 
(b) 

 
Streamwise section 

Figure 1:    (a) A computational model with appropriate boundary conditions; and  
(b) Section through the computational domain in the streamwise direction [8]. 

the water region are considered as a no-slip smooth boundary, while all sidewalls that are in 
contact with the air region are considered as a slip boundary. The top surface of the air 
(labelled with letter “a” in Fig. 1) is treated as a pressure outlet boundary. The hydrostatic 
pressure of the flat wave model [7] is used as a boundary for the pressure, and the outflow 
boundary is used for the velocity in the water region at the outlet (labelled with letter “e” in 
Fig. 1). To reduce the effect of the numerical reflection of the waves from the boundaries, a 
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damping factor is used for this purpose. The fully-developed turbulent velocity profile, which 
is used as an inlet boundary condition (labelled with letter “f” in Fig. 1), is obtained by 
periodically mapping the velocity components and turbulent fluctuations distribution from 
the y-z plane (see Fig. 1) located mid-way (x/L = 0.5) in the streamwise direction x, until the 
mean velocity profiles become almost identical across the channel flow at different 
streamwise locations [8]. The reason for extracting the data at this streamwise location rather 
than at the outlet boundary is to avoid the influences of the exit boundary condition since the 
velocity is observed to increase as it approaches the channel exit due to a slight decline in the 
water level. 

3  COMPUTATIONAL METHODOLOGY 
The open channel flow is simulated using Siemens PLM’s STAR-CCM+ [9] with a structured 
trimmer mesh. The trimmer meshing model utilizes a template mesh that is constructed from 
hexahedral cells from which it cuts or trims the core mesh using the structured hexahedral 
surface mesh as the starting input [9]. First-order implicit marching in time and second-order 
differencing in space are used to discretize the governing equations. The time-dependent 
governing equations comprise a continuity equation for conservation of mass, three 
conservation of momentum equations, and conservation of energy equation. Each of these 
equations can be expressed in a general form by the transport of a specific scalar quantity 𝜙 
per unit mass, represented in a continuous integral form as [10]: 
 

𝜌𝜙𝑑V ∮ 𝐧 ∙ 𝜌𝜙𝐮 𝑑𝐴 ∮ 𝐧 ∙ 𝛤 𝛁𝜙 𝑑𝐴 𝑆 𝑑V                        (1) 

 
where CV in eqn (1) represents the three-dimensional control volume over which the volume 
integration is carried out, A is the bounding surface of the control volume. The terms in eqn 
(1) from left to right are the rate of change of the total quantity of the fluid property 𝜙 in the 
control volume, the rate of change of the property 𝜙 due to the convection flux across the 
bounding surface of the control volume, the rate of change of the property 𝜙 due to the 
diffusive flux across the bounding surface of the control volume, and the volumetric source 
in the control volume. The unit vector n in eqn (1) is the outward normal vector to the surface, 
u is the instantaneous velocity vector, ρ is the density, and 𝛤  is the diffusion coefficient. 

Improved delayed detached-eddy simulation (IDDES) model [11]–[13] is a modified 
turbulent model that employs Reynolds-Averaged Navier–Stokes (RANS) equation at the 
near-wall regions and Large-eddy simulation (LES) at the rest of the flow. The model was 
originally formulated by replacing the distance function in the Spalart–Allmaras model with 
a modified distance function. The k-ε Shear Stress Transport (SST) turbulence model is a 
two-equation eddy-viscosity model [14], [15] and has been selected as the RANS part of the 
DES turbulence model in this study. The k-ε SST model solves additional transport equations 
for turbulent kinetic energy k and specific dissipation rate ε, from which the turbulent 
kinematic viscosity (νt = k/ε) can be derived. The transport equations of k and ε are described 
in [15]. 

Since the flow field under investigation involves two immiscible fluids, a numerical 
model to handle two-phase flow is required. The volume of fluid (VOF) model [16] is a 
simplified multiphase approach that is well suited to simulate flows of several immiscible 
fluids and is capable of resolving the interface between the mixture phases. In a VOF 
simulation, the basic model assumption is that all phases share the same velocity and pressure 
and no additional modelling of inter-phase interaction is required. The normalized variable 
diagram provides the methodology used in constructing high-resolution schemes [17]. The 
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Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) [18] and the 
High-Resolution Interface Capturing Scheme (HRIC) [19] are the most commonly used high-
resolution schemes for interface capturing with the VOF model. The HRIC scheme is used 
to capture the interface in the present work. In high-resolution schemes, an additional 
condition is required, the convective boundedness criterion must be satisfied along with the 
local Courant–Friedrichs–Lewy (CFL) condition. The CFL condition is a necessary condition 
for numerical stability. If an explicit time marching solver is used, then a Courant number 
less than one is typically required. Implicit solvers, like the one used in this study, are less 
sensitive to numerical instability and larger values of Courant number may be tolerated [9]. 

4  MESH GENERATION 
In the present study, structured-trimmer elements are used to mesh the computational 
domain. Preliminary open-channel flow simulations utilizing the flow field that resembles 
experimental studies, which are carried out in a recirculating open channel flume at the 
Hydraulic Engineering Research Laboratory at the University of Windsor [20], were 
performed first for cell sensitivity inspection and model validation purposes. Detailed 
validations were carried out by comparing the streamwise velocity and root-mean-square of 
turbulence level profiles from experimental and computational results. In each case, flow 
field parameters were checked and compared with experimental results. Furthermore, 
successive grids were compared to determine whether or not there was a change in the mean 
characteristics. The results for the mean flow quantities and cell independence study were 
very similar to those reported earlier in [8], [21], [22] and are not repeated here for brevity. 
In this study, the total number of cells used for the computation is 1.3 and 8.7 million 
elements for AR = 1 and 12, respectively. In the present study, ten layers of fine prism cells, 
packed within 1.5 mm using a stretching factor of 1.5, are employed to resolve the wall effect. 
The non-dimensional wall-normal distance (y+) value is less than two everywhere in the entire 
computational domain, which lies in the viscous sub-layer. The cells are also clustered along 
the water-air interface to reduce the numerical diffusion and preserve the sharpness of the 
water-air interface. To select the proper time step (Δt), different time steps were tried to 
satisfy the local Courant–Friedrichs–Lewy (CFL) condition [9]. The final time step was set 
as 2 × 10−4 s, yielding a Courant number less than 0.5 in the entire computational domain. 
Five internal iterations were employed at each time step. The physical time that is used for 
averaging the transient quantities is 15 s for all cases of this investigation. This time is 
initiated after the instantaneous flow field reaches its steady condition. The numerical results 
are considered to have converged when the scaled continuity and momentum residuals fall 
below 10−6. 

5  RESULTS 
In this section, vector plots and/or color contours of the mean velocity field of an open 
channel flow are presented and discussed. Two cases are discussed in this paper to highlight 
the effect of aspect ratio (AR) on the formation of secondary currents; one represents a small 
aspect ratio (AR = 1) and the other one represents a much larger aspect ratio (AR = 12) which 
is used as a reference case. In the following results, x-, y-, and z-axes represent streamwise, 
vertical, and horizontal locations respectively; while U, V, and W represent the corresponding 
mean velocity components. 
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5.1  Boundary layer characteristics 

The purpose of this section is to provide an extra validation of the current computational 
results of the open channel flow, and also to document the characteristics of the boundary 
layer flow. To confirm that the current results conform to the published results, a comparison 
between the streamwise velocity U profile in the fully-developed region for the AR = 12 case 
and well-documented channel flow results is made. The bulk velocity Ub of the channel flow 
in this study is 0.75 m/s. The current results displayed that the velocity profile of the channel 
flow varies throughout the water layer depth H, which suggests that the boundary layer can 
be assumed to extend to the free surface [23], [24]. However, the boundary layer thickness δ 
(perpendicular to the bed) in this study is estimated based on 0.995Ub, and found to occupy 
∼29.3% of the water layer depth H. Consequently, the displacement thickness δ∗ and 
momentum thickness θ were estimated to be 0.58 and 0.41 mm, respectively. The resulting 
shape factor is 1.41 and the Reynolds number based on the momentum thickness Reθ is ~308. 

Fig. 2 shows distribution of the streamwise component of the mean velocity in the channel 
flow in terms of the dimensionless wall velocity U+ (= u/uτ) and vertical axis y+ (= yuτ/ν). The 
friction velocity uτ, defined as √τ/ρ, was determined by the Clauser chart method [25], which 
is based on the assumption that the velocity profile follows a universal logarithmic form in 
the overlap region of the boundary layer. In this study, the friction velocity uτ was estimated 
to be 39 mm/s. The corresponding skin friction coefficient Cf, defined by 2(uτ/Ub)2, was found 
to be 5.41 × 10−3. The viscous length scale lv, defined by (ν/uτ, where ν is the kinematic 
viscosity of the water) was estimated to be 0.026 mm. The present velocity profile was also 
compared with the experimental results of Balachandar and Bhuiyan [26] for smooth channel 
flow at a similar Reynolds number. The present results are in good agreement with the 
previous channel flow data. 

 

 

Figure 2:    Mean streamwise velocity distribution of the smooth open-channel flow using 
the inner coordinate. The current velocity data for AR = 12 is compared with 
experimental results. 

y+

U
+

10-1 100 101 102 1030

5

10

15

20

25

30
Present data
Balachandar & Bhuiyan (2007)
Near-Wall log profile
Far-wall log profile

U+ = y+

U+ = lny+/k + C

54  Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



5.2  Mean velocity field 

Fig. 3 shows two vector plots of the mean velocity field in y-z plane for aspect ratios AR = 1 
and 12, respectively, extracted from the fully-developed flow region of an open channel flow. 
In these plots, the colour contour, which represents the mean streamwise velocity component, 
is also shown in the plots to provide a better description of 3D velocity field. In this figure, 
locations are normalized by the water layer depth H and velocities are normalized by the bulk 
velocity Ub. Note that only some vectors are shown to avoid cluttering on the figures. The 
vector plot shown in Fig. 3(a) clearly illustrates the formation a pair of strong counter-rotating 
recirculation zones near the bottom corners of the channel for the AR = 1 case, whose axes 
are aligned with the streamwise direction x; one of the pair resides near the bottom bed while 
other one is relatively bigger and resides near the sidewalls. Furthermore, there is a strong 
downward flow in the mid-vertical plane driven by the recirculation zones that reside near 
the sidewalls which meets with a relatively weaker upward flow driven by the lower 
recirculation zones. Fig. 3(b) shows that the behavior of the AR = 12 case is very different. 
It shows the formation of a pair of counter-rotating recirculation zones in the bottom corners 
of the channel. However, the strengths of the recirculation zones near the bed are quite 
energetic and they appear to span almost the whole flow depth, while the zones that reside 
near the sidewalls appear weak and confined in a narrow region near the sidewalls (see the 
region highlighted by a red square). In the core region of this wide channel (AR = 12), Fig. 
3(b) shows that the magnitude of the mean vertical V and horizontal W velocity components  
 

 

 
 
 

 

Figure 3:    Mean velocity field for an open channel flow in the fully-developed flow region 
for (a) AR = 1; and (b) AR = 12. The colour contour represents the normalized 
mean streamwise velocity U/Ub component. 
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are almost zero. On the other hand, the colour contour generally illustrates that the mean 
streamwise velocity is zero at the solid walls and increase gradually to reach its maximum 
magnitude in the core region of the channel flow for AR = 1 and 12 as shown in Figs 3(a) 
and 3(b). However, the darker brown colour in the core region in Fig. 3(a) compared to Fig. 
3(b) indicates that the magnitude of U for AR = 1 is larger than the AR = 12 case. This may 
be attributed to formation of the boundary layers on the solid bottom and side walls, which 
displaces the flow vertically and horizontally, respectively, and thus enhance U. 

To quantify the effect of the AR on the velocity field, the mean streamwise U and vertical 
V velocity profiles along the vertical mid-plane (z/H = 0) of the flow depth are presented in 
Fig. 4. In this figure, U and V are normalized by the bulk velocity Ub and the vertical locations 
y by the flow depth H. As shown in Fig. 4(a), U/Ub for the AR = 1 case appears larger than 
the AR = 12 case. The maximum magnitude of U/Ub for the AR = 1 and 12 is ~1.24 and 
~1.16, respectively. Moreover, Fig. 4(b) illustrates a relatively strong downward flow 
(negative V/Ub) from the free surface towards the bed, and an upward flow (positive V/Ub) 
originated near the bed for AR = 1. The maximum magnitude of the downward and upward 
flows is |V/Ub| ≈ 0.008 and 0.005, respectively. On the other hand, V/Ub is zero for the AR = 
12 throughout the flow depth. For the mean horizontal velocity component (W/Ub), it is 
obviously zero at the vertical mid-plane for both cases because of the symmetry. 
 

 

Figure 4:    Variation of the mean velocity profiles of channel flow in the fully-developed 
region with the flow depth y/H extracted from the mid-vertical plane (z/H = 0) 
for AR = 1 and 12. (a) Streamwise U profiles; and (b) Vertical V velocity 
profiles. 

5.3  Mean turbulent kinetic energy 

To highlight the effect of the aspect ratio on the energy distribution in the flow, Fig. 5 displays 
the turbulent kinetic energy k as a color contour superimposed on the mean velocity field in 
y-z plane. In this figure, k is normalized by Ub

2. Fig. 5(a) and (b) illustrate that the maximum 
turbulent kinetic energy k occurs in the layer adjacent to the bottom and side walls (brown 
color), while the minimum k occurs in the core region of the flow far from the solid walls 
(blue color). To have a better perception of the effect of the AR, k profiles are shown in Fig. 
6 at horizontal locations z/B = 0, 0.25, and 0.42. Here B represents the width of the channel. 
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Note that z/B = 0 represents the vertical mid-plane and z/B = ±0.5 represents the location of 
the sidewalls. Consistent with Figs 5 and 6(a)–(c) show that the peak value of k is located 
near the bottom solid wall at y/H ≈ 0.016 with a magnitude of k/Ub

2 ≈ 0.014 ± 0.001 for all 
z/B locations. Far from the bed, the magnitude of k is generally smaller over most of the flow 
depth for the AR = 1 case compared to the AR = 12 case at z/B = 0. However, the magnitude 
of k appears to slightly increase for the AR = 12 near the free surface as it approaches the 
sidewalls, but the rate of increase of k for the AR = 1 is much larger until it becomes almost 
uniform at z/B = 0.42 with a magnitude of k/Ub

2 ≈ 0.01. 
 

 

 
 

 

 

Figure 5:    Mean velocity field for an open channel flow in the fully-developed flow region 
for (a) AR = 1; and (b) AR = 12. The colour contour represents the normalized 
turbulent kinetic energy k/Ub

2. 

   

Figure 6:    Variation of the normalized turbulent kinetic energy k/Ub
2 profiles of channel 

flow in the fully-developed region with the flow depth y/H for AR = 1 and 12 
extracted at: (a) z/B = 0; (b) z/B = 0.25; and (c) z/B = 0.42. 
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6  CONCLUSIONS 
From the above, the following conclusions can be drawn: 

 A pair of counter-rotating mean recirculation zones is formed at the bottom edges of a 
straight open channel flow; one near the sidewall and one near the bed. The recirculation 
zone that reside near the bed is dominant and energetic and almost spans the entire flow 
depth for AR = 12, while the one that reside near the sidewall appears weaker, more 
confined, and its size is much smaller. Contrary to this behavior, the near-bed 
recirculation zone becomes more confined and relatively smaller for the AR = 1 case 
compared to the AR = 12 case, while the ones that reside near the sidewalls become 
much more energetic and larger in size, and their influence extend up to the free surface. 

 The distribution of the turbulent kinetic energy k indicates that the maximum value 
occurs in the layer adjacent to the solid walls for both aspect ratios, and decreases 
gradually away from the solid walls towards the core region towards the free surface. 
However, the magnitude of k appears to increase with a much higher rate as the sidewalls 
are approached for AR = 1 compared to the AR = 12 case, at corresponding z/B. It can 
be inferred that the decrease of the AR causes an increase of the components of turbulent 
velocity fluctuations. 
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ABSTRACT 
Carbon nanotubes (CNTs) are excellent materials for advanced functional nano-elements. They have 
superior mechanical, electronic, and chemical properties and are widely used in many fields, such as 
nanomechanics, advanced electronics, biotechnology, and energy. Alkanes transport through CNTs has 
received widespread attention. This study aims to propose a systematic method to study the coupling 
effect of curvature and temperature on the n-decane transport through narrow CNTs. The OPLS 
(optimized potentials for liquid simulations) model and Lennard-Jones potential are used to describe 
the intermolecular/intramolecular interactions in a typical n-decane/CNT system. All molecular 
dynamics (MD) simulations are conducted in the NVT ensemble to show the dynamic of n-decane 
molecules in 1.08, 1.36, and 2.71 nm-diameter single-walled armchair CNTs. The Green–Kubo and 
Stokes–Einstein expression are combined with the MD simulations to calculate the n-decane/CNT 
friction coefficient, the n-decane axial self-diffusion coefficient, and viscosity in CNTs. The results 
show that increased curvature causes the n-decane/CNT friction coefficient to decline rapidly. 
However, the changes in the axial self-diffusion coefficient and viscosity are non-monotonic. On the 
contrary, the effect of increasing temperature is just the opposite; that is, for individual CNTs, the axial 
self-diffusion coefficient generally increases, and the viscosity decreases, but the friction coefficient 
fluctuates. We also find that the non-monotonic change between the curvature and the axial self-
diffusion coefficient is substantially temperature-independent. An increase in temperature has a positive 
effect on the axial diffusion of n-decane molecules. However, when the curvature of carbon nanotubes 
is too large (the 1.08 nm-diameter CNT), there is no way to sustain this positive effect. It is worth 
emphasizing that even with high temperatures, a CNT with a more significant curvature does not mean 
that n-decane is more difficult to transport through. 
Keywords:  carbon nanotube, curvature, n-decane, friction coefficient, diffusion. 

1  INTRODUCTION 
Nanofluidics is a study for the behaviour, manipulation and control of fluids that are confined 
to nanostructures. This process has experienced considerable growth in recent years [1]. Due 
to the characteristic physical scaling lengths of fluid closely coincide with the dimensions of 
the nanostructure itself, new solutions and properties can be obtained from the scales where 
the behavior of matter departs from conventional expectations [2], [3]. The spatial structure 
of the forces acting on the nanoscale must be fully taken into account to understand how 
fluids behave [4].  

CNTs are excellent materials for advanced functional nano-elements. They have superior 
mechanical, electronic and chemical properties, and are widely used in many fields [5], [6], 
such as nanomechanics, advanced electronics, biotechnology and energy. MD simulations, 
acting as a bridge between microscopic length and time scales and the macroscopic world of 
laboratory [7], allow us to focus on the dynamical properties of a typical fluid/CNT system,  
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such as transport coefficients, time-dependent responses to perturbations and rheological 
properties. 

As an intrinsically interfacial property, the inverse hyperbolic sine relationship [8] shows 
that the friction dominates the transport behaviour of water at the wall of CNT. Even 
increasing the interactions between water and CNT by modifying the membranes, it still 
produces non-uniform nanofluid flow with lower friction than that consistent with the 
Navier–Stokes equations [9]. Once we calculate the activation energy required for the 
transportation process, we can interpret the transport behaviour and predict the friction 
coefficient [10] between water and CNT. However, it is slightly different from the results 
[11] determined using the Green-Kubo relationship of the liquid-solid friction coefficient. 
There is also a significant flow enhancement for decane through nanoscale CNTs [12], which 
can be explained by the lower friction coefficient at carbon interface. The flow rate of decane 
is four to five orders of magnitude faster than conventional fluid flow would predict through 
7 nm-diameter CNT [13], and the observed slip length (3.4 μm) are much longer than the 
pore radius (3.5 nm) that is consistent with a nearly frictionless interface. 

The values of water self-diffusion coefficient vary widely in different CNTs, depending 
on the density, temperature, and confinement [14]. However, for a set of narrow CNTs with 
the same cross-sectional area but different cross-sectional shapes, the mobilities of water can 
also differ considerably [15]. Furthermore, it is possible to separate the effect of the CNT 
surface and the effect of the cross-sectional shape of the confinement [16], and the diffusion 
mechanisms of ballistic, Fickian and single-file types can be determined by analyzing the 
style of the time evolution of the mean squared displacement [17]. For n-decane molecules, 
the anomalous positive peaks are observed in the velocity autocorrelation function 
perpendicular to the axis of CNT, which can be explained by the oscillating motion of the 
molecules trapped in the effective potential well produced by the wall of CNT [18], and the 
diffusion of molecules in this area is different from that in the central area of CNT. 

Viscosity is a physical property of a fluid that opposes the relative motion between two 
liquid layers, or in a fluid that moves at different velocities [19]. For a larger set of CNTs, 
the viscosity of the confined water increases with the increase of temperature and CNT 
diameter, while the size-dependent trend of viscosity is almost independent of temperature 
[20]. When we consider a single file or a single layer of molecules transport through a narrow 
CNT, the calculation of viscosity based on the Eyring theory of reaction rates seems not 
suitable for this case [21]. However, the equilibrium molecular dynamics simulation does not 
require other adjustments that the nonequilibrium method usually needs, and has shown 
advantages in solving such problems [22]. Although Einstein’s model [23] does not include 
the structural parameters of the flow channel [24], the diffusion coefficient in this model is 
very sensitive to the curvature [25] and even flexibility [26] of the CNTs. 

The main goal of this paper is to propose a systematic method to study the coupling effect 
of curvature and temperature on the n-decane transport through narrow CNTs. The focus is 
two-fold. First, the combination of theory and MD simulations is emphasized, including the 
theoretical background of the friction coefficient and transport coefficient based on Green–
Kubo expression and the Stokes–Einstein relationship, as well as the process of model 
building and the selection of essential parameters. Second, focus on the core of the subject, 
which is to use MD simulation to understand how curvature and temperature affect the 
transport of n-decane in narrow CNTs. Although some notions are at the historical foundation 
of the subject, new systematic practice and exciting results of MD simulations have recently 
come to light. 
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2  THEORY AND MD SIMULATION 

2.1  Liquid-solid friction coefficient 

Liquid–solid friction coefficient affects the fluid flow and permeability of porous media, 
which is often used as an essential parameter in models of transport properties through micro- 
and nano-channels. A geometry model of the Brownian motion of a cylindrical wall (CNT) 
in contact with a liquid (n-decane) is introduced and a non-Marconian Langevin equation 
(eqn (1)) of motion of the fluctuating wall [27], including the liquid-solid friction coefficient, 
λ, is established. 

    s

dU
m Av t F t

dt
    . (1) 

In eqn (1), A is the lateral surface area, δF(t) is the lateral fluctuating force, m and U(t) 
are the mass and velocity of the wall, respectively. The hydrodynamic slip velocity, vs(t), 
which describes the velocity discontinuity between the wall and the liquid, can be defined 
as [27], 

      
+

sv t dt K t t U t



    , (2) 

where, K(t) is the memory kernel. The introduction of the memory kernel with vanishing time 
integral allows us to have a better acquaintance with the real slip velocity in the linear 
response regime. We use the Laplace transform of the velocity autocorrelation function C(t) 
= <U(t)U(0)> and the sum rules of the memory kernel to calculate the Laplace transform of 
the autocorrelation function of the axial component of the force acting on the lateral 
surface [27]. The Green–Kubo relation for the friction coefficient is found by integrating the 
force autocorrelation function over time [27],  

    
0

1
0z z

B

dt F t F
Ak T




  , (3) 

where, kB is the Boltzmann constant and T is the temperature.  

2.2  Diffusion coefficient and viscosity 

The axial self-diffusion coefficient [28], [29] (in one dimension), Dz, valid at long times, can 
be written as, 

        2 2
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1 1 1
lim 0 lim 0

2 2
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z i it t
i

d d
D z t z z t z

dt dt N 


    . (4) 

For each of the N atoms in the simulation, the centre-of-mass axial position is zi, <|z(t)-
z(0)|2> is the mean squared displacement (MSD) [30], [31].  

And the corresponding shear viscosity, η, is found to be proportional to the mean squared 
x displacement of the centre of y momentum [30], [32], [33]. 

     21
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    , (5) 
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where V is a volume of the particle system and the dynamical variable, Qxy, can be defined 
as, 

 
1

1 N

xy i i iy
i

Q x m v
V 

  , (6) 

where mi, xi and viy are the mass, the centre-of-mass radial position and velocity for each of 
the N atoms, respectively. 

Obviously, given the existing axial self-diffusion coefficient, Dz, we also can predict the 
viscosity by evoking the Stokes–Einstein, SE, relationship [28], i.e. the theory of Brownian 
motion for a particle slightly more massive than or approximately equal to the solvent 
molecules [34], [35], of diameter 2r, immersed in a liquid leads to a relationship [36] between 
the shear viscosity, η, of the host liquid and the axial self-diffusion coefficient, Dz, of the 
particle, 

 
4

B
z

k T
D

r
 , (7) 

where, the effective diameter [34] for an n-decane molecule is 4.2 Å. 

2.3  Simulation parameters and model 

n-Decane interactions are modelled using the OPLS (optimized potentials for liquid 
simulations) model [37], CHn groups are treated as united atoms centered on the carbon [38], 
[39], i.e. every methyl (CH3) or methylene (CH2) group is modelled as a single interaction 
site [40]. The equilibrium value of the distance between neighboring sites [39], [41] (the bond 
length) is 1.53 Å, the equilibrium value of the angle between two connected bonds [39], [42] 
(the bond angle) is 112°, and the harmonic force constants for bonds [41], [43] and angles 
[11], [44] are 900 kcal/mol/Å and 124.2 kcal/mol/rad2, respectively. The Fourier series (eqn 
(8)) can describe the rotational potential energy [37] and let the dihedral angle C-C-C-C vary 
over a sufficiently broad range [39]. 

        1 1 1
1.411 1 cos 0.271 1 cos 2 3.145 1 cos3

2 2 2
V                . (8) 

The Lennard–Jones potential suffices to describe the non-bonded interactions between 
the united atoms from different molecules and within a molecule [40] (if two atoms are more 
than four atoms apart), and the corresponding optimized Lennard–Jones parameters are listed 

in Table 1. A standard mixing rule, ij i j    and  1

2ij i j    , is used to create pair 

coefficients for interactions between different (united) atoms. 

Table 1:    Optimized Lennard–Jones parameters for n-decane (XX) and n-decane-CNT (XC) 
interaction. 

X σXX (Å) εXX (kcal/mol) σXC (Å) εXC (kcal/mol) 
CH3 3.905 0.175 3.828 0.136 
CH2 3.905 0.118 3.828 0.111 

 

66  Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



The nanotube-builder for VMD [45] is used to generate 1.08, 1.36, and 2.71 nm-diameter 
single-walled armchair CNTs with smooth tips, all of which are 10 nanometers long. We do 
not plan on defining bonded interactions between carbon atoms. A snapshot [45] from a 
typical n-decane/CNT system is presented in Fig. 1, and the chirality vector for each CNT is 
listed. 

 

 

Figure 1:    (a) A snapshot from a typical n-decane/CNT system. The diameters of the single-
walled armchair CNTs are 1.08 nm (b), 1.36 nm (c) and 2.71 nm (d) respectively. 

n-Decane-carbon friction and n-decane diffusion coefficient can be predicted by using a 
Green–Kubo relation in an equilibrium (no net flow) simulation [11], [27], but until then, an 
additional equilibrium simulation [11] is needed to push n-decane molecules inside the tube 
using a piston-like mechanism. The pressure applied to the piston is one atmosphere [39], 
which ensures that there are a suitable number of n-decane molecules in CNTs of different 
sizes. After reaching equilibrium, the pistons and n-decane reservoirs on both sides of the 
CNT are removed. 

All simulations are performed in the NVT ensemble (constant mass, volume, and 
temperature) with a temperature maintained at a specific value using a Nosé–Hoover 
thermostat [46], time integration is performed on Nosé–Hoover style non-Hamiltonian 
equations of motion which are designed to generate positions and velocities sampled from 
the canonical ensemble. The temperature is relaxed in a time span of 0.2 ps [39] in 
anticipation of a balance between milder temperature fluctuations and less equilibration time. 
In order to guarantee the quality of the equilibrium simulations, the temperature is changed 
from 300 K to 360 K by 3 K steps, using the final configuration from the previous temperature 
as initial state [47].  

The total force between the CHn groups and the carbon atoms is measured every 2 fs [39] 
to calculate the autocorrelation function of the axial component of the force acting on the 
wall of the CNT (eqn (3)). Once the linear state in MSD (eqn (4)) is reached, the axial self-
diffusion coefficient can be better estimated at an early stage rather than at later correlation 
times [48]. Successive time origins [49] are set to produce the Green-Kubo curves and the 
MSD curves, adequate statistics and the standard error of the estimate are used [47], [49] for 
determination of the n-decane/CNT friction coefficient and the n-decane axial self-diffusion 
coefficient, error bars in the simulations are roughly similar or smaller than the symbols in 
the following figures. 
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3  RESULTS AND DISCUSSION 

3.1  n-Decane-carbon friction coefficient 

As shown in Fig. 2, our MD simulation results for the n-decane/CNT friction coefficient are 
consistent with the equilibrium and flow MD simulation results in the published paper [39]. 
The results of the water/CNT friction coefficient [39] are also shown for comparison. 
Interestingly, although the structure of the n-decane molecule is larger and more complicated 
than that of water molecules, the n-decane/CNT friction coefficient is smaller. And they all 
decrease with the increase in curvature. 
 

 

Figure 2:    Variati on in water/CNT and n-decane/CNT friction coefficient with CNT 
diameter D. We compared the MD results of the n-decane/CNT friction 
coefficient (eqn (3)) with the published results [39], including the equilibrium 
and nonequilibrium (flow) MD simulations. The water/CNT friction coefficient 
[39] is also shown as a reference. All of these simulations have a temperature of 
300 K. 

We also find that this trend remains the same, even when affected by temperature-related 
changes (Fig. 3(a)). But if we look more closely, the plot actually thickens (Fig. 3(b)), i.e. for 
individual CNTs, the change of the curve is non-monotonous due to the coupling effect of 
curvature and temperature.  

The friction coefficient fluctuates more dramatically in smaller CNTs. For the 2.71 nm-
diameter single-walled armchair CNT, raising the temperature generally reduce the friction 
coefficient, which is quite the opposite for the smallest CNT, and the situation is somewhere 
in between in the 1.36 nm-diameter CNT. 

3.2  n-Decane diffusion coefficient 

We can think of n-decane as an ellipsoid [50], and if the rotation of the uniaxial anisotropic 
particle is prohibited, its diffusion will mainly occur in the direction parallel to its long axis 
[51], but even if the rotation is permitted, according to the results [52] obtained using the 
diffusion map approach to observe such molecules with high aspect ratios in aqueous  
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(a) (b)

Figure 3:    Curvature and temperature effect on n-decane/CNT friction coefficient, as 
predicted from equilibrium MD simulation using eqn (3). (a) Friction coefficient 
versus CNT diameter; and (b) Friction coefficient versus temperature, λ0 is the 
n-decane/CNT friction coefficient at 300 K. 

solution, as one of the ordered principal moments, ζ1 describes the extent of the molecule 
along its longest axis and contributes the most to the radius of gyration. 

If we go the extra mile and go from aqueous solution to CNTs (Fig. 4), we will find that 
n-decane molecules tend to line along the axial direction in CNTs, such a structural 
arrangement (i.e. the orientational ordering) would lead to a relatively small displacement in 
the radial direction [11], [53]. 

 

 

Figure 4:    The structural arrangement of n-decane molecules in CNTs. The diameters of 
the single-walled armchair CNTs are 1.08 nm (a), 1.36 nm (b) and 2.71 nm (c) 
respectively. 

Different from the calculation results of the friction coefficient, the axial self-diffusion 
coefficient of n-decane does not show a monotonic change with the decreasing diameter of 
CNTs (Fig. 5(a)). We believe that this non-monotonicity is the result of the tripartite game 
among the curvature, the depletion area [11], [54] at the n-decane/CNT interface and the 
central area. 
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(a) (b)

Figure 5:    Curvature and temperature effect on axial self-diffusion coefficient of n-decane, 
as predicted from equilibrium MD simulation using eqn (4). (a) Axial self-
diffusion coefficient versus CNT diameter; and (b) Axial self-diffusion 
coefficient versus temperature. 

For the 1.36 nm-diameter single-walled armchair CNT, a depletion area at the n-
decane/CNT interface plays a dominant role in affecting the axial diffusion of n-decane 
molecules, which can be shown by the complexity of the spatial variations (from the centre 
to the nanotube wall) [55] in the axial self-diffusion coefficient, i.e. the more significant the 
axial diffusion in the area closer to the wall of CNTs. 

For the 1.08 nm-diameter CNT, excessive curvature is primarily responsible for the 
reduction of the axial self-diffusion coefficient of n-decane molecules. However, for the  
2.71 nm-diameter CNT, the effects from curvature and depletion area are more or less 
weakened, and the bulk diffusion of the central area becomes evident. 

Further shifting the focus to changes in temperature, we find that this non-monotonic 
change between the curvature and the axial self-diffusion coefficient is substantially 
temperature-independent (Fig. 5(a)). For individual CNTs, an increase in temperature 
generally has a positive effect on the axial diffusion of molecules (Fig. 5(b)). However, when 
the curvature of carbon nanotubes is too large (the 1.08 nm-diameter CNT), there is no way 
to sustain this positive effect. 

3.3  n-Decane viscosity 

Whether from a theoretical [39], [56], [57] or experimental [58] perspective, calculating the 
viscosity of the liquid in such small-sized CNTs is full of challenges. The sliding of the layers 
required for shear flow is severely negatively affected by the CNT confinement in the radial 
direction [56], and the thermal fluctuations of the shear stress in the equilibrium state is 
therefore significantly different from that in the bulk system [57].  

For a typical water/CNT system, when the diameter of the CNT is less than 3 nm, the 
elongated tubular structure seriously affects the arrangement and movement of water 
molecules, resulting in the radial viscosity [56] of water being small enough to be ignored.  

It is clear that the orientational ordering of n-decane molecules is more likely to be parallel 
to the axis of CNTs. Especially when the curvature is very high, the molecules desperately 
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hope to avoid bending caused by the curvature of the wall in the radial direction. So, we use 
the Stokes–Einstein relationship to predict the n-decane viscosity, which is an attempt from 
the perspective of the axial self-diffusion coefficient. 

The relationship between n-decane viscosity and curvature of CNTs at temperatures 
between 300 K and 360 K is presented in Fig. 6, which is diametrically opposite to the change 
of the axial self-diffusion coefficient of n-decane. The viscosity of n-decane does not 
decrease monotonically with the decrease of pore size. Comparing this trend with several 
MD results for water viscosity, some of which show similar changes [39], [57], while others 
are different [28], [56]. 

 

 
(a) (b)

Figure 6:    Curvature and temperature effect on n-decane viscosity, as predicted from 
equilibrium MD simulation using eqn (7). (a) Viscosity versus CNT diameter 
and (b) Viscosity versus temperature. 

The raised temperature cannot change the non-monotonic variation between the curvature 
and the viscosity (Fig. 6(a)). And for individual CNTs, the relationship between temperature 
and n-decane viscosity is relatively simple (Fig. 6(b)), i.e. in general, increasing the 
temperature will cause a decrease in n-decane viscosity. It is important to note that for the 
1.08 nm-diameter CNT, this trend will change when the effect of temperature dominates. 

4  CONCLUSIONS 
More significant curvature and temperature changes can seriously affect the diffusion 
coefficient and viscosity of n-decane, as well as the friction coefficient between it and the 
wall of CNT. The OPLS model and Lennard–Jones potential is used to describe the 
intermolecular/intramolecular interactions in a typical n-decane/CNT system. All MD 
simulations are conducted in the NVT ensemble to show the dynamic of n-decane molecules 
in 1.08, 1.36, and 2.71 nm-diameter single-walled armchair CNTs.  

Increased curvature causes the n-decane/CNT friction coefficient to decline rapidly; 
however, the changes in the axial self-diffusion coefficient and viscosity are non-monotonic. 
On the contrary, the effect of increasing temperature is just the opposite, that is, for individual 
CNTs, the axial self-diffusion coefficient generally increases, and the viscosity decreases, 
but the friction coefficient fluctuates.  
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The change in temperature makes the tripartite game among the curvature, the depletion 
area at the n-decane/CNT interface and the central area a little more complicated, especially 
for the 1.08 nm-diameter CNT. Therefore, it is worth emphasizing that even with high 
temperatures, a CNT with a more significant curvature does not mean that n-decane is more 
difficult to transport through. 
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IMPLEMENTATION AND TESTING OF A NEW OPENFOAM
SOLVER FOR PRESSURE-DRIVEN LIQUID FLOWS ON THE

NANOSCALE
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ABSTRACT
Over the past two decades, several researchers have presented experimental data from pressure-driven
water flow through carbon nanotubes quoting mass flow rates which are four to five orders of magnitude
higher than those predicted by the Navier–Stokes equations with no-slip condition. The current work
examines the development of an OpenFOAM solver for creeping flows that better accounts for some
micro- and nano-scale diffusion processes. It is based on the observation that a change of velocity
variable within the classical Navier–Stokes equations leads to a form of flow model with additional
diffusive terms which become apparent at the micro- and nano-scale. Numerical simulations from
the new solver compare well with associated analytical solutions that match the experimental flow
enhancement observed in cylindrical tubes. This lays the foundations for further investigations of liquid
flows in more complex nano-sized geometries, such as those obtained from pore-scale imaging.
Keywords: micro- and nanofluidics, continuum models, mass/volume diffusion, Navier–Stokes
equations.

1 INTRODUCTION
Water transport in Carbon nanotubes (CNTs) has been a subject of intense research over the
past two decades, predominantly because of its potential applications in technologies such as
molecular level drug delivery and nanofiltration. The first major experimental studies of liquid
flow through CNT membranes were carried out by Majumder et al. [1] and Holt et al. [2],
on 7 nm diameter and 1.3–2 nm diameter CNTs respectively. Both investigations suggested
extremely large water flow rate enhancements when compared to predictions based on the
no-slip Haagen-Poiseuille flow law. In a repeat of the experiment, Majumder et al. [3] were
later able to confirm their original findings of enhancement factors on the order of 103–104.
In contrast to this, Qin et al. [4] reported flow enhancements of order 102–103 in 0.81–1.59
nm diameter CNTs, while the results by Du et al. [5] pointed to an enhancement of up to
order 105 in 10 nm diameter channels. With the aim of expanding the data-set to include
also wider tube diameters, Whitby et al. [6] investigated liquid flow through CNTs of 44 nm
diameter, calculating only a 20–37 fold enhancement over no-slip Hagen-Poiseuille flow. For
200–300 nm diameter tubes, Sinha et al. [7] found no significant deviation, suggesting that
flow enhancement effects diminish with increasing diameter.

A wide variety of flow enhancement data can also be found in the literature on molecular
dynamics simulations of water flow through CNTs. For instance, Joseph and Aluru [8]
measured an enhancement factor of 2052 in 2.17 nm diameter channels, while Thomas
and McGaughey [9] found enhancements of 144–176 in 1.66–4.99 nm channels. Walther et
al. [10] even report enhancements as low as 32, 25, 22 in simulations of 2.71, 4.07, 5.42 nm
diameter tubes. Even if the spread in these data is large, the molecular dynamics simulations
are consistent in the sense that none of them confirms the extremely high enhancement
values found in some of the experimental studies. In fact, by employing the Young–Laplace
equation, Walther et al. [10] study the water entry and filling stages of a CNT and derive a
maximum attainable flow enhancement factor of 253. A similar upper bound is also argued
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for by Sisan and Lichter [11] using continuum methods. They show that frictional entrance
and exit losses should not be neglected even for channels of small aspect ratio, thus limiting
the flow rate.

It is common practice to quantify the flow enhancement using the slip velocity, which is
a correction of the no-slip condition by the introduction of a constant velocity at the wall,
leading to a slip-modified Haagen–Poiseuille mass flow rate. In experiments, the slip velocity
is then found retrospectively by substituting the (enhanced) flow rate into this equation. A
great deal of research has gone into effectively predicting the slip velocity a priori for a given
fluid-solid combination. Using molecular dynamics simulations, this is often done by analysis
of the parabolic velocity profile (see e.g. [9], [12]) or by use of the Navier friction coefficient
(see [13], [14]). A different approach was suggested by Myers [15]. Leaving intact the no-slip
condition, he modeled the flow enhancement by incorporating a region of reduced viscosity
near the wall.

In Stamatiou et al. [16], a novel modelling approach was introduced in which the
flow enhancement is caused by a diffusion mechanism that only becomes apparent at
the nanoscale. A unifying recasting methodology was proposed by which a new class of
continuum models termed Recast Navier–Stokes equations (RNS), can be directly derived
from the Navier–Stokes equations [17], [18]. The idea is based on transforming the velocity
vector field within the classical equations in a way that depends on the driving mechanism of
the flow (for liquid flow in CNTs, this is the pressure gradient). The mass flow rate derived
from this model as compared with experimental data showed reasonable agreement [16].

The objective of the current work is to present and validate a numerical implementation
of the Recast Navier–Stokes equations in a new OpenFOAM solver (rnsLiquidFoam). For
creeping flows in cylindrical tubes of small aspect ratio, a perturbation analysis yielding
analytical expressions for the pressure and velocity fields are obtained [16]. These solutions
are reviewed and used to validate the solver. The new solver can then be applied to simulate
flows in complex geometries such as those obtained from pore-scale imaging techniques.

In Sections 2 and 3, the proposed equations for pressure-driven liquid flows and their
numerical implementations are presented. In Sections 4 and 5, the perturbation solutions are
reviewed and the numerical solutions are compared against them.

2 RECAST NAVIER–STOKES EQUATIONS
For a fluid of constant mass density (ρ), the Navier–Stokes mass and momentum conservation
laws may be written as follows:

∇ ·Um = 0, (1)

∂
∂t (ρUm) +∇ · (ρUm ⊗Um) +∇ ·

[
pI + Π(NS)

]
= 0. (2)

Here, Π(NS) is the Newtonian stress tensor which is given in terms of the fluid’s dynamic
viscosity (µ) as:

Π(NS) = −2µ
[

1
2

(
∇Um + (∇Um)T

)
− 1

3
I (∇ ·Um)

]
= −2µ

◦
∇Um . (3)

The unknown velocity field Um = Um(x, t) is that of the conventional mean mass velocity. If
an externally applied pressure gradient is the principal driving mechanism of the flow, the new
theory presented in Reddy et al. [17] and Dadzie and Reddy [18] assumes that the classical
mass velocity can be written in terms of a new pressure diffusion velocity Up as:

Um = Up − κp∇ ln p = Up − κp
∇p
p
. (4)
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The second term on the right hand side represents a mass diffusion mechanism driven by the
pressure gradient. This distinction between Um and Up is analogous to the idea of a volume
velocity in gas [19]–[21]. The molecular pressure diffusivity coefficient κp is assumed to be
of the form:

κp = α∗µ

ρ
= α∗ν, (5)

where α∗ is a dimensionless parameter and ν the fluid’s kinematic viscosity. Substituting eqn
(4) into the Navier–Stokes eqns (1)–(2) and re-arranging terms leads to the recast Navier–
Stokes (RNS) equations for mass and momentum:

∇ ·Up = ∇ · (κp∇ ln p) , (6)

∂

∂t
(ρUp − κpρ∇ ln p) +∇ · (ρUp ⊗Up) = ∇ ·T(RNS), (7)

with the tensor T(RNS) on the right-hand side of this equation given by,

T(RNS) =
(
−p− 2

3
µκp

p2
|∇p|2 +

2
3
µκp

p
∇2p

)
I +

κp

p2
(2µ− ρκp) ∇p⊗∇p+ 2µD (Up)

− 2
3
µ (∇ ·Up) I− 2

µκp

p
∇ (∇p) +

ρκp

p
Up ⊗∇p+

ρκp

p
∇p⊗Up. (8)

Here, D (Up) denotes the symmetric part of the velocity gradient. A parallel can be drawn
between the structure of tensor T(RNS) and Korteweg’s stress tensor T [22]. Korteweg
augmented the Newtonian stress tensor with the dyadic product∇ρ⊗∇ρ to represent forces
experienced by fluids during phase transitions. His complete tensor may be written as in [23]:

T =
(
−p+ α0|∇ρ|2 + α1∇2ρ

)
I + β∇ρ⊗∇ρ+ 2µD (v)− λ (∇ · v) I, (9)

where the material coefficients α0, α1, β, µ, λ may depend on ρ as well. On comparing eqn
(9) with eqn (8), it is seen that all terms involved in the structure of the Korteweg stress tensor
are found in the recast Navier–Stokes tensor, but written with p rather than ρ.

3 THE NEW OPENFOAM IMPLEMENTATION
The standard installation of OpenFOAM [24] comes with at least five incompressible solvers
most of which are based on the PISO algorithm. In the incompressible Navier–Stokes
equations, mass balance appears as a kinematic constraint on the velocity field (eqn (1)).
There is no independent equation for the pressure, which presents a problem for the numerical
computation of the solution. Solvers of the PISO family address this issue by constructing a
Poisson equation for the pressure to enforce mass conservation, using one or more correction
loops at each time-step [25]. This makes the solution of pressure expensive.

In the Recast Navier–Stokes setting, the pressure appears explicitly in the mass balance
equation (eqn (6)). Instead of modifying one of the existing incompressible solvers, a
simple sequential algorithm is proposed. This is shown in the source code of the new solver
rnsLiquidFlow in Listing 1 below. The following steps may be identified here:

1. Define and compute the new diffusive term Jp and the surface flux of Jp (lines 1–3).
2. Define the part of the momentum equation involving the velocity Up (lines 6–12).
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3. Solve the above momentum equation for velocity field using the pressure field from the
previous time step (lines 14–19).

4. Define equation for pressure field (lines 21–24).
5. Solve for the pressure field using the previously calculated solution for velocity field

(line 26).
6. Repeat the steps 1–5 for next time step.

1 l n p = l o g ( p∗ d i m e n s i o n e d S c a l a r ( ” one ” , d imDens i ty / d i m P r e s s u r e , 1 ) ) ;
2 Jp = −a l p h a ∗nu∗ f v c : : g r a d ( l n p ) ;
3 p h i J p = f v c : : f l u x ( Jp ) ;
4

5

6 f v V e c t o r M a t r i x UEqn
7 (
8 fvm : : d d t ( Up )
9 + fvm : : d i v ( phi , Up )

10 − fvm : : l a p l a c i a n ( nu , Up )
11 + fvm : : d i v ( ph i Jp , Up )
12 ) ;
13

14 s o l v e ( UEqn == − f v c : : g r a d ( p )
15 − f v c : : d d t ( Jp )
16 + f v c : : d i v ( phi , Jp )
17 + f v c : : d i v ( ph i Jp , Jp )
18 + f v c : : l a p l a c i a n ( nu , Jp )
19 ) ;
20

21 f v S c a l a r M a t r i x pEqn
22 (
23 fvm : : l a p l a c i a n ( 1 . 0 / p , p )
24 ) ;
25

26 s o l v e ( pEqn == f v c : : d i v ( Up ) / ( a l p h a ∗nu ) ) ;
27 \

Listing 1: Excerpt of source code in rnsLiquidFoam.C

4 CREEPING FLOW IN CYLINDRICAL NANO-CHANNELS

4.1 Perturbation solutions

The tube-like channels embedded in a CNT membrane are characterised by a very small
diameter D compared to their length L. It is therefore reasonable to seek a perturbation
solution of eqns (6)–(7) in the channel aspect ratio ε = D/L, employing a cylindrical polar
coordinate system (r, θ, z) in which the components of the pressure velocity are denoted Upr ,
Upθ and Upz . Fig. 1 shows a schematic of the fluid flow,

which is assumed to be axisymmetric and with Upθ = 0. The flow is driven by a pressure
field p, such that p (r, 0) = Pin and p (r, L) = Pout for all 0 ≤ r ≤ R, where Pin > Pout

are the constant inlet and outlet pressures. On the channel wall, the tangential component of
the velocity is assumed to satisfy the no-slip condition, i.e. Upz (R, z) = 0, so that any mass
flow tangent to the wall must be purely diffusive. The radial component Upz (R, z) on the
other hand is related to the diffusive mechanism in such a way that no mass passes through
the wall:

Umr (R, z) = Upr (R, z)− κp
∂ ln p
∂r

∣∣∣
(R,z)

= 0. (10)
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Figure 1: Schematic of CNT membrane and cylindrical geometry.

Eqn (10) suggests that some arbitrariness is left unless the gradient of the pressure at the
wall is specified and this will be commented on in the solver validation section below.

In Table 1, dimensionless variables are defined in which the suggested perturbation
solution is written as:

p̃(r̃, z̃) = p̃0(r̃, z̃) + εp̃1(r̃, z̃) + ε2p̃2(r̃, z̃) + · · · , (11)

Ũpr(r̃, z̃) = Ũpr,0(r̃, z̃) + εŨpr,1(r̃, z̃) + ε2Ũpr,2(r̃, z̃) + · · · , (12)

Ũpz(r̃, z̃) = Ũpz,0(r̃, z̃) + εŨpz,1(r̃, z̃) + ε2Ũpz,2(r̃, z̃) + · · · . (13)

For the dimensional analysis of different flow regimes the characteristic velocity magnitude
|U|c is related to the characteristic pressure Pc via:

|U|c =
PcD

2

µL
=
Pc εH

µ
. (14)

The Reynolds’ number Rep is calculated with respect to the pressure velocity Up and can
now be expressed as:

Rep =
|U|c ρD

µ
=
Pc ρ εD

2

µ2
. (15)

A Nusselt number Nu may be defined to compare the diffusive and advective transport
mechanisms. With κp defined by eqn (5), this is directly related to the Reynolds’ number:

Nu =
κp

UH
=

α∗

Rep
. (16)

Table 1: Definition of dimensionless variables.

Dimensional variable z r Up,z Up,r p

Scaling factor L D |U |c |U |c Pc

Dimensionless variable z̃ =
z

L
r̃ =

r

D
Ũp,z =

Up,z

|U |c
Ũp,r =

Up,r

|U |c
p̃ =

p

Pc
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4.2 Flow regime with Rep = O(ε2) and α∗ = O(1)

Table 2 in Section 5 lists a set of parameters typical for flow experiments carried out in
nano-diameter channels of small aspect ratio. Based on these values, the dimensionless
numbers ε = 1× 10−3 and Rep = 1× 10−5 are found. The low Reynolds’ number is typical
of creeping flows so that inertial terms can be neglected in the momentum equation. A
rigorous perturbation analysis on the non-dimensionalised equations with Rep = O(ε2) and
α∗ = O(1) reveals that the first two pressure terms in eqn (11) are independent of the radial
coordinate r (see [16] for details). In other words, p̃0 = p̃0(z) and p̃1 = p̃1(z). Using this and
equating the O(1) terms in the mass balance equation results in:

p̃2
0

1
r̃

∂
(
r̃ Ũpr,0

)
∂r̃

=
α∗

Rep

[
ε2p̃0

d2p0

dz̃2
− ε2

(
dp̃0

dz̃

)2

+p̃0
1
r̃

∂

∂r̃

(
r̃
∂p̃2

∂r̃

)]
. (17)

It should be noted here that, within the perturbation analysis, the O(1) term of the radial
component of the mass velocity (see eqn (10)) is:

p̃0Ũmr,0 = p̃0Ũpr,0 −
α∗

Rep

∂p̃2

∂r̃
. (18)

The pressure term p̃0(z̃) can be found directly by integrating eqn (17) and using the boundary
condition Ũmr,0 = 0 at the wall. This leads to the following ordinary differential equation:

p̃0
d2p̃0

dz̃2
−
(
dp̃0

dz̃

)2

= 0 (19)

Introducing the ratio P = Pin/Pout, the dimensional form of the solution is:

p0(z) = Pin exp
(
− ln(P)z

L

)
⇐⇒ z

L
lnP + ln

p0(z)
Pin

= 0. (20)

Furthermore, equating the O(1) terms in the z-momentum equation yields:

∂2Ũpz,0

∂r̃2
+

1
r̃

∂Ũpz,0

∂r̃
=
dp̃0

dz̃
. (21)

With application of the no-slip condition on Ũpz,0, eqn (21) results in a parabolic velocity
profile, the dimensional form of which is:

Upz,0(r, z) =
1

4µ
(
r2 −R2

) dp0

dz
. (22)

It should be emphasized that, in the high Nusselt number flow regime considered here,
the stream-wise velocity term Upz,0 does not feature in eqn (17). The diffusive transport
dominates and determines the pressure distribution with help of the no-penetration condition
at the wall.
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4.3 Flow regime with Rep = O(ε2) and α∗ = O(ε)

In Stamatiou et al. [16], the case with Rep = O(ε) and α∗ = O(1) was investigated.
However, closer inspection reveals that the same terms dominate the equations for the
flow regime in which Rep = O(ε2) and α∗ = O(ε). This is because the Nusselt number
Nu = α∗/Rep is the same for both these regimes and the terms proportional to the Reynolds
number are negligible. In comparison to the case examined in Section 4.2, there is one
significant change: while the z-momentum equation is again given by eqn (21), the mass
balance equation now exhibits an extra term coupling the two equations together:

p̃2
0

∂Ũpz,0

∂z̃
+ p̃2

0

1
r̃

∂
(
r̃ Ũpr,0

)
∂r̃

=
α∗

Rep

[
ε2p̃0

d2p0

dz̃2
− ε2

(
dp̃0

dz̃

)2

+p̃0
1
r̃

∂

∂r̃

(
r̃
∂p̃2

∂r̃

)]
.

(23)
The pressure term p̃0(z̃) is now found by substituting the dimensionless form of eqn (22)
in eqn (23), integrating and using Ũmr,0 = 0 at the wall. The resulting ordinary differential
equation for p̃0(z̃) now becomes:

d2p̃0

dz̃2
+

32α∗ε

Rep

d2 ln p̃0

dz̃2
= 0. (24)

This equation only admits an implicit solution, the dimensional form of which can be written
as follows:

p0(z) +
8µκp

R2

[
z

L
lnP + ln

p0(z)
Pin

]
= Pin +

∆P
L
z, (25)

where P = Pin/Pout as before and ∆P = Pout − Pin is the pressure drop. Written in this
form, it can be seen that the pressure distribution for the present flow regime is a correction
of eqn (20) by a linear pressure drop. Eqn (20) is approximated for large values of µκp/R

2,
while the Haagen-Poiseuille flow law is recovered for small values of µκp/R

2. This is also
seen when considering the mass flow rate expression:

ṀRNS =
πρR4

8µL

[
∆P +

8µκp

R2
ln (P)

]
= ṀHP (1 + ERNS) , (26)

where ṀHP is the no-slip Haagen-Poiseuille mass flow rate, i.e.

ṀHP =
πρR4∆P

8µL
, (27)

and ERNS is the flow enhancement factor defined as,

ERNS =
ṀRNS − ṀHP

ṀHP

=
8µκp ln (P)
R2∆P

. (28)

5 SOLVER VALIDATION

5.1 Computational mesh and solver settings

In this section it is verified that the rnsLiquidFoam solver agrees with the previously found
analytical expressions for flows in cylindrical tubes. The axial symmetry of the problem
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permits the solution of the equations on a small wedge instead of the entire cylinder. Fig. 2
shows the computational mesh for a wedge angle of 5◦ with 100 uniformly spaced cells
in the z-direction and 20 cells in the y-direction with an expansion ratio of 0.1, so that the
mesh becomes more refined in the near-wall region. The small angle allows the wall to be
approximated by a flat boundary patch with outward normal n̂ in the y-direction. On this
boundary, the conditions Up = (0, 0, 0) and ∇p · n̂ = 0 (zeroGradient) are adopted,
which is stricter than the boundary condition used to derive the first order perturbation
solutions in Section 4 (see eqn (10)). The angled top and bottom planes of the mesh are
equipped with the wedge condition for rotationally symmetric cases. Table 2 summarises the
other physical parameters used for the simulation of water flow in a CNT of 10 nm diameter
and 10 µm length driven by a pressure difference of 1 bar.

5.2 Comparison with analytical solutions

In Section 4.3 the influence of the diffusivity parameter α∗ on the pressure distribution
was highlighted. This is illustrated in Fig. 3, where eqn (25) is plotted for α∗ = 1 and
α∗ = 0.001, representing extremal values for a large range of possible diffusivities κp. The
same curves are also computed with rnsLiquidFoam, sampling along the z-axis. Excellent
agreement can be seen in both cases. On the one hand, the case with α∗ = 1 corresponds
to a flow process dominated by the diffusive transport mechanism, the convective transport
being negligible. On the other hand, the case with α∗ = 0.001 leads to both mechanisms
contributing equally. As α decreases, the pressure distribution is seen to approach the linear
pressure drop of classical Poiseuille flow. For illustrative purposes, the value α∗ = 0.005 is
used in all subsequent plots, which represents a case where diffusive transport is of the same

Table 2: Parameters for simulation of water flow in CNTs.

Parameter L (m) D (m) µ (kg m−1s−1) ρ (kg m−3) Pin (Pa) Pout (Pa)

Value 1× 10−5 1× 10−8 1× 10−3 1× 103 2× 105 1× 105

Figure 2: Computational mesh for a wedge of 5◦.
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Figure 4: Stream-wise velocity and diffusion components on two axes.

order but clearly higher than convective transport. Fig. 4(a) shows the variation of stream-
wise components Upz and Jpz on the z-axis.

Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow  85

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



 2x10-17

 2.2x10-17

 2.4x10-17

 2.6x10-17

 2.8x10-17

 3x10-17

 3.2x10-17

 3.4x10-17

 0  2x10-6  4x10-6  6x10-6  8x10-6  1x10-5

M
as

s 
fl

ow
 r

at
e 

kg
 s

-1

Distance along tube z (m) 

rnsLiquidFoam (100,100)
rnsLiquidFoam (200,200)

perturbation solution

Figure 5: Mass flow rate calculation on two grids.

Both are non-constant, owing to the choice of α∗ (not too ‘small’ or ‘large’). Fig. 4(b)
shows the same components plotted against the radial distance from the z-axis at the centre of
the channel (z = 5× 10−9m). The numerical solution of Upz agrees well with the parabolic
profile Upz,0 (eqn (22)) and Jpz is constant. The mass velocity profile Umz is therefore
also parabolic and indistinguishable from that obtained using a velocity slip condition in
the classical Navier–Stokes equations.

Fig. 5 shows the calculation of the mass flow rate through six representative cross sections
of the entire tube. This was initially done using a 100× 100 grid (green squares) and then
repeated on a 200× 200 (blue triangles) refined grid. The mass flow rate is constant along
the channel in both numerical calculations and the solution appears to converge to eqn (26).
A deviation with respect to this analytical expression must persist also because the circular
tube wall has been approximated by a polygonal wall.

Fig. 6 shows the flow enhancement for a selection of experimental studies and molecular
dynamics simulations of water flow in CNTs, which differ both in channel dimensions and
in imposed pressure differences. Eqn (28) is plotted (orange triangles connected by straight
line segments) using the dimensions and pressures quoted in each individual investigation. A
geometry-dependent form of α∗ has been employed here, given by α∗ = 0.003× L/D [16].
The corresponding simulation results from the new solver, rnsLiquidFoam, are shown by the
blue open circles connected with dashed straight line segments.

It should be noted that molecular dynamics simulations have revealed that the radial
pressure distribution in nano-sized tubes is not constant, dropping off sharply near the
boundaries [10]. Similarly, the viscosity is slightly reduced in this zone, which has been
incorporated in previous modelling attempts [15]. The kinematic viscosity ν = µ/ρ enters as
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Figure 6: Comparison between numerically simulated, experimental and analytical flow rate
enhancement.

a constant in the new model and considering its radial variation could lead to an improved
agreement with the data. Also the inclusion of end-effects should be examined, as suggested
in Sisan and Lichter [11].

6 CONCLUSIONS
This paper has explored the numerical implementation in OpenFOAM of a Recast Navier–
Stokes equations for pressure-driven liquid flows. The explicit appearance of the pressure
in the mass balance equation suggests a simplified numerical solution process compared
to that of the typical incompressible Navier–Stokes equations where mass balance must be
enforced by a Poisson equation for the pressure and several correction steps. For liquid flow
in CNTs, perturbation solutions in the small channel aspect ratio were reviewed and used
to test convergence of the new solver. Very good agreement was obtained for the pressure
distribution and velocity profiles. The calculation of the mass flow rate showed a small
deviation from the analytical expression, but appeared to converge to it upon grid-refinement.
We also showed that the solver computes the correct mass flow rates for the different channel
sizes and pressure differences used in experimental and molecular dynamics studies.
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1  INTRODUCTION 
It is important to comprehend rheology of particle suspension to facilitate useful and 
effective applications in many fields. One of the most convenient aspects by using particle 
suspension is its simple relationship between particle concentration and consequent 
apparent viscosity. According to Einstein’s viscosity equation [1], the apparent  
effective viscosity eff can be simply related to the particle concentration  with intrinsic 
viscosity []: 

𝜂 𝜂 1 𝜂 𝜙 , (1) 

where 0 is the viscosity of the solvent. The intrinsic viscosity [] depends on the shape of 
the suspended particles: for the case of spherical particles, [] = 2.0 for two-dimensional 
[2] and [] = 2.5 for three-dimensional [1]. In order to compare contributions of suspended 
particles to the apparent viscosity among suspensions with different solvent, relative 
viscosity eff/0 is sometimes preferably employed: 
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ABSTRACT 
It is important to comprehend rheology of particle suspension to facilitate useful and effective 
applications in many fields. It is well known that relative viscosity for higher concentration becomes 
higher than that form Einstein’s viscosity equation. One of the reasons is interaction between 
suspended particles and suspending fluids. We previously considered the influence of interactions on 
increase in relative viscosity by focusing on the suspended particles’ rotational motions. For higher 
concentrated suspensions, the rotational motions were disturbed because particles were too jammed to 
move freely, especially in rotational direction. Since these rotational motions were strongly related to 
the total macroscopic fluid resistance, the relative viscosity depended on the microscopic gaps 
between the particles. In the meantime, relationships between microstructure, i.e., spatial arrangement 
of the particles, and rheology are still unclear. In this study, therefore, numerical simulations were 
conducted to consider relative and intrinsic viscosities in terms of microstructure of suspensions. The 
results showed that the concentration profile of the particle suspension was almost flat except for near 
the channel wall. Few particles flowed near the wall because repulsive force from the wall increased 
exponentially with approaching the wall. They flowed away from the channel wall. For the higher 
concentrated suspension, on the other hand, particles were too jammed to flow smoothly near the 
channel center. Then some particles were pushed out toward the channel wall against the repulsive 
force. In this case, they flowed near the channel wall as well. Owing to these effects, the 
concentration profile for the concentrated suspension depicted almost flat including near the wall. The 
microstructure for higher concentrated suspension also changed with changes in concentration profile. 
Then the relative and intrinsic viscosities were consequently increased with concentration. The 
intrinsic viscosity was significantly related to the microstructure of the suspension. 
Keywords:  rheology, non-Newtonian property, dilute suspension, microstructure, margination, two-
way coupling simulation. 
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1 𝜂 𝜙. (2) 

It is well known that relative viscosity for higher concentration becomes higher than 
that form Einstein’s viscosity equation. One of the reasons is interaction between 
suspended particles and suspending fluids [3]–[6]. We previously considered the influence 
of interactions on increase in relative viscosity by focusing on the suspended particles’ 
rotational motions [7], [8]. For higher concentrated suspensions, the rotational motions 
were disturbed because particles were too jammed to move freely, especially in rotational 
direction. Since these rotational motions were strongly related to the total macroscopic fluid 
resistance [7], the relative viscosity, i.e., pressure loss mainly due to viscous dissipation, 
depended on the microscopic gaps between the particles. 

Recently, effects of non-Newtonian properties of the solvent have also received much 
attention. In a non-Newtonian solvent, since macroscopic velocity profiles strongly depend 
on the shear rate, suspended particles’ behaviors are entirely different from those in a 
Newtonian solvent. For example, Hu et al. [9] and Christ et al. [10] showed the preferable 
radial equilibrium positions for the suspended particles in non-Newtonian fluids. Tanaka et 
al. [11] reported effects of the power-law fluidic properties on the suspension rheology. 
They successfully showed increase in relative and intrinsic viscosities of a suspension 
attributed by the non-Newtonian solvent. These findings are important especially in a field 
of bioengineering. It is reported that blood from patients suffering from cardiovascular 
disease included much more proteins within the plasma [12]. This may lead to higher 
viscosities of blood. They also showed higher death rate related to large amount of proteins 
in plasma. It is important to consider mechanisms of viscosity changes due to interactions 
between suspending fluid and suspended particles. 

In the meantime, relationships between microstructure, i.e., spatial arrangement of the 
particles [13], and rheology are still unclear. Doyeux et al. [6] considered effects of 
particle’s radial position on the total effective viscosity. They showed that when a particle 
approached the channel wall, the effective viscosity increased exponentially. Thus, the 
effective viscosity is not only a function of concentration  but also strongly influenced by 
its microstructure. They also proposed an alternative estimation for effective viscosity 
considering its microstructure instead of Einstein’s equation. Based on their proposal, 
Okamura et al. [14] recently validated total relative viscosity of a suspension by 
considering summation of each particle’s contribution. They showed that relative viscosity 
could be estimated by its microstructure in a limited condition. Although their study was 
still preliminary, viscosity estimation by its microstructure would be a promising approach 
and more considerations should be necessary. It is also expected to reveal the mechanism of 
viscosity changes by considering microstructure of a suspension. Fukui et al. [15] showed 
microstructure changes due to inertial effects of the suspended particles and consequent 
viscosity decrease of suspension. These microstructure changes were considered to be one 
of the major factors in changing macroscopic rheology. On the other hand, since these 
inertial effects generally tended to cause thixotropic behavior, i.e., viscosity decrease, it is 
important to consider microstructure changes resulting in viscosity increase as discussed 
above. In this study, we focus on the microstructure in a pressure-driven suspension flow 
with different concentrations in order to consider mechanism of viscosity increase with 
increasing concentration. We also consider the relationship between microstructure and its 
relative and intrinsic viscosities. 
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2  METHODS 

2.1  Computational models 

We conducted two-dimensional pressure-driven suspension flow simulations by a two-way 
coupling scheme. Fig. 1 shows a schematic view of the simulation model used in this study. 
The cannel width was 2l = 400 m, and the axial length was set 4 times as long as its width. 
A periodic boundary condition considering pressure was applied axial direction to reduce 
computational costs. Suspended particles with a diameter 2r = 20 m were randomly 
distributed as an initial condition. Note that at least 20 m gaps between the particles or 
particle-wall were allowed for the initial position to stabilize the computation. Number of 
particles was set 21 for  = 1.02%, 42 for  = 2.04%, and 84 for  = 4.07%, respectively. 
The simulations were then conducted until physical time t = 8 s, which corresponds to non-
dimensional time of 100. More or less, initial random positions of the particles affect 
particles flow patterns and consequent microstructure [15], these simulations were 
repetitively carried out 40 times for  = 1.02%, and 20 times for  = 2.04 and 4.07%, 
respectively. The spatial resolution was set 1 m for both directions, which has been 
validated by grid independence test [8]. Particle shape was described by virtual flux method 
[16] to satisfy the hydrodynamic boundary conditions on the particle surface in Cartesian 
coordinate system with regular intervals. 
 

 

Figure 1:    Schematic view of a pressure-driven suspension flow model. The channel 
width and length were set 400 m and 1,600 m, respectively. Periodic 
boundary condition was applied in the x direction. Suspended particles with a 
diameter 2r = 20 m were randomly distributed as an initial condition. Number 
of particles was set 21 for  = 1.02%, 42 for  = 2.04%, and 84 for  = 4.07%, 
respectively. 

2.2  Governing equation for suspending fluid 

The governing equation for suspending fluid was regularized lattice Boltzmann equation 
[17], [18], which is a modified form of the original lattice Boltzmann equation in order to 
stabilize the computation. Briefly, distribution function f in the regularized lattice 
Boltzmann equation is written by using up to second-order moments: 
 
 𝑓 𝜔 𝑎 𝑏 𝑒 𝑐 𝑒 𝑒 , (3) 
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where  is the weight factor,  is the direction of the discrete velocity vector e, and a0, bi, 
cij are the parameters that satisfy the following relationships: 
 
 ∑ 𝑓 𝜌, (4) 
 
 ∑ 𝑒 𝑓 𝜌𝑢 , (5) 
 

 ∑ 𝑒 𝑒 𝑓 𝜌𝛿 𝜌𝑢 𝑢 𝛱 , (6) 

 
where ij

neq is the nonequilibrium part of the stress tensor. The distribution function fa in 
eqn (3) is then, 
 

 𝑓 𝜔 𝜌 1 𝛿 𝛱 . (7) 

 
The first term is equivalent to Maxwell equilibrium distribution function feq with low 
Mach number approximation. When the distribution function f can be expanded by a 
power series of Kundsen number  around the equilibrium distribution function feq, the 
distribution function f is written as 
 
 𝑓 𝑓 𝑓 𝑓 𝑓 𝑓 ⋯, (8) 
 
where fn corresponds to of the order of (n), and f0 is equal to feq. Therefore, the second 
term of eqn (7) can be substituted for f1, and the time evolution equation for the 
regularized lattice Boltzmann equation is 
 

 𝑓 𝑡 ∆𝑡, 𝒙 𝒆 ∆𝑡 𝑓 𝑡, 𝒙 1 𝑓 𝑡, 𝒙 , (9) 

 
where  is the relaxation time. When Navier–Stokes equations are derived from lattice 
Boltzmann equation through Chapman–Enskog expansion procedure, the relaxation time  
is defined as follows in the incompressible limit [19], 
 

 𝜏
∆

∆
, (10) 

 
where  is the kinematic viscosity. The relaxation time  = 0.74 for all our computations. 

2.3  Governing equations for suspended particles 

The suspended particles used in this study were assumed to be rigid, spherical, chemically 
stable, and non-Brownian. Their movements were simply described by Newton’s second 
law of motion and equation of angular motion: 
 

 𝑭 𝜌
𝒙

, (11) 

 

 𝑇 𝐼 , (12) 
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where Fp is the external hydrodynamic force vector acting on the particle,  is the density, 
xp is the position vector, Tp is the torque, I is the moment of inertia, and p is the angle of 
the particle. Note that both densities of suspended particles and suspending fluid were 
assumed to be equivalent for neutral buoyancy. The external force vector Fp and torque Tp 
acting on the particles were discretized by a third-order Adams–Bashforth method and 
solved numerically by a two-way coupling scheme [7]: 
 

 𝒙 𝒙 ∆𝑡
𝑭 𝑭 𝑭

, (13) 

 

 𝒙 𝒙 ∆𝑡
𝒙 𝒙 𝒙

, (14) 

 

 𝜃 𝜃 ∆𝑡 , (15) 

 

 𝜃 𝜃 ∆𝑡 . (16) 

 

3  RESULTS AND DISCUSSION 
The macroscopic axial velocity and microscopic particles behavior at t = 8 s are depicted in 
Fig. 2. The suspended particles are shown to flow randomly in a channel. Note that since 
sufficient number of grids was allocated in the computational domain, collisions between 
particles or particle and channel wall were not observed. At least 2 or 3 grids always 
remained between the particles during the simulations. Since inertial effects were negligible 
due to low Reynolds number condition, the particles did not migrate in the width direction, 
i.e., the particles flowed almost along the macroscopic streamline. The particles, however, 
did not flow very near the channel wall. The particles apparently flowed avoiding a certain 
peripheral layer near the channel wall in Fig. 2(a) and 2(b). This is because repulsive force 
from the wall increased exponentially with approaching the wall [6], [14]. Owing to these 
effects, the particles did not approach the wall and some layers without particles existed 
near the wall. However, for the case  = 4.07%, particles flowed within these regions too as 
shown in Fig. 2(c). This is partly because when particles are getting jammed with 
increasing concentration, some particles are pushed away toward the peripheral layers near 
the wall. These phenomena are sometimes observed in microcirculation termed 
“margination”. Deformable red blood cells often exhibit axial migration, and leukocytes 
appear to flow primarily in the peripheral layer to the contrary, which is the first step in the 
firm adhesion to the endothelium [20]. In this study, the suspended particles were rigid and 
their shape and size were all the same. Judging from our results, it might be stated that 
margination occurs depending on concentration of the particles, when the particles are all 
rigid and spherical. 

To consider the velocity profiles composed of the particles, the y-axis position and axial 
velocity of the particles were plotted in Fig. 3. The solid line indicates that from the 
Newtonian fluid. Our numerical data were in good agreement with that from the Newtonian 
parabolic fluid. This is because particles flowed in accordance with the streamlines of the 
macroscopic flows due to sufficiently weak inertial forces. The particles were scattered 
almost uniformly along the width (y-axis) direction, except for the peripheral layers near 
the wall (y/l = 1.0) as mentioned above. However, some particles were pushed away 
toward the wall side and flowed within the peripheral layers for the case  = 4.07%. 
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Figure 2:    Snapshots of pressure-driven suspension flows at time t = 8 s. (a) concentration 
 = 1.02%; (b) concentration  = 2.04%; and (c) concentration  = 4.07%, 
respectively. 

 

Figure 3:    Axial velocity profile composed of the suspended particles. The solid line 
indicates that from the Newtonian fluid: (a) concentration  = 1.02%; (b) 
concentration  = 2.04%; and (c) concentration  = 4.07%, respectively. 
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     Number of particles versus y-axis position was obtained as a function of probability 
density function (PDF) to consider their dispersed states. Relationship between PDF and y-
axis position is also useful to consider its microstructure, i.e., spatial arrangement of the 
suspended particles. In this study, y-axis position was divided into 20 segments as shown in 
Fig. 4. Therefore, when the particles are homogeneously dispersed, the PDF value 
corresponds to 1/20 = 0.05 as denoted by solid line in Fig. 4. Note that the value of 0.05 
also corresponds to the confinement, i.e., ratio of particle size to the channel width. The 
data are plotted together with the standard error (SE) of the mean. Each SE was sufficiently 
small, which indicates number of trials in order to exclude initial position effects would be 
plenty. It was found that the PDF values were around 0.05 with some variations except for 
the peripheral layers (y/l = 1.0), indicating the particles flowed homogeneously and were 
dispersed uniformly in the y-axis direction. This is because inertial effects of the particles 
were negligible for low Reynolds number condition as we discussed in previous studies [8], 
[15], [21]. It is worth mentioning that the values of PDF were almost zero, i.e., no particles 
were observed, in the peripheral layers for the case  = 1.02 and 2.04% due to strong 
repulsive forces from the channel wall. For the case  = 4.07%, on the other hand, they 
were more flat around 0.05 including the peripheral layers as discussed above. Fig. 4 
clearly shows differences in the dispersed states of the particles due to margination. 
Accordingly, microstructure of suspension can be easily visualized, compared and 
considered by using PDF. 
 

 

Figure 4:    Relationship between probability density function (PDF) and normalized y-axis 
position. The data are plotted together with 1 SE. The solid line denotes 
homogeneously dispersed state in the y axial direction. 

Relative viscosity for each concentration is shown in Fig. 5. Data plotted are mean 1 
standard error (SE). The error bars were sufficiently small, which indicates effects of initial 
particles’ positions were properly removed. The solid line denotes that form Einstein’s 
viscosity equation [2]. Our results were in good agreement with the theoretical values for 
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lower concentration conditions, which indicates our computational conditions satisfied 
some assumptions in Einstein’s equation, i.e., sufficiently small particles, negligibly weak 
inertial forces, homogeneously dispersed state, and low concentration. On the other hand, 
our data for  = 4.07% significantly differed from that by Einstein. Our data corresponded 
to that for  = 6.8% by Einstein’s equation, which is 1.7 times as high as the actual 
concentration. We previously considered one of the reasons for nonlinearly enhanced 
relative viscosity for higher concentration suspensions from the viewpoint of rotational 
motions of the suspended particles due to hydrodynamic interactions [7]. In addition to this 
consideration, present study takes account of microstructure of the suspended particles. For 
higher concentration suspensions, particles flowed within the peripheral layers due to 
margination. When the macroscopic total effective viscosity can be discussed by 
summation of each microscopic particle’s contribution to the effective viscosity, particles 
near the channel wall yield major and significant contributions [6], [14]. Then the intrinsic 
viscosity, which corresponds to a ratio of viscosity to concentration, was consequently 
increased with concentration. Microstructure using PDF would be a promising index to 
consider rheological properties of a suspension. 
 

 

Figure 5:    Relationship between relative viscosity and concentration of a particle 
suspension. The data are plotted together with 1 SE. The solid line denotes 
that from Einstein’s viscosity equation. 

4  CONCLUSIONS 
Two-dimensional pressure-driven suspension flow simulations were conducted by a two-
way coupling scheme in order to consider relationship between microstructure and 
consequent relative and intrinsic viscosities. As a result, for the case  = 4.07%, the 
particles were dispersed homogeneously including peripheral layers due to margination. 
Then the relative and intrinsic viscosities were consequently enhanced and exceeded those 
from Einstein’s estimation. Since the intrinsic viscosity was significantly related to the 
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microstructure of the suspension, microstructure using PDF would be a promising index to 
consider rheological properties of a suspension. 
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ABSTRACT 
The phenomenon of turbulence is present in almost every type of flow in practical applications. 
Depending on its level of intensity and length scale, it can modify both the aerodynamic and aeroelastic 
performance of a body under flow action. In wind tunnel tests, the desired turbulence level is achieved 
by placing obstacles, spires, grids and extra roughness generators upwind the tested model. On the other 
hand, when trying to reproduce turbulence effects by means of a computational fluid dynamics (CFD) 
approach, two options have usually been considered: synthetic turbulence generation and the 
reproduction of velocity and pressure fluctuations recorded from previous simulations or wind tunnel 
tests. Another option, whose feasibility in CFD applications is addressed in this work by means of a 2D 
URANS (unsteady Reynolds averaged Navier–Stokes) consists of placing a rod upstream of the studied 
body, near the stagnation line. This approach is based on the generation of small scale turbulence 
upstream of the studied body, so that the turbulent wake generated by an upwind rod impinges on the 
body located downwind. In the present study, by means of 2D URANS simulations, the smooth flow 
over a circular cylinder (the upwind rod) is studied focusing on its wake turbulence characteristics. 
Furthermore, the aerodynamic performance of a square cylinder, first under smooth flow, and later 
immersed in the turbulent wake of the upstream rod, are analysed. A substantial effort has been devoted 
in the verification studies of the numerical models. It has been found that the adopted numerical 
approach is able to reproduce the turbulent characteristics of the rod wake and assess the impact of the 
turbulent flow on a square cylinder, providing a promising agreement with experimental data. 
Keywords:  2D URANS, rod-generated turbulence, small scale turbulence (SST). 

1  INTRODUCTION 
Structures in the built environment are immersed in the atmospheric boundary layer, which 
is turbulent in nature. Therefore, the assessment of the aerodynamic and aeroelastic responses 
of structures encountering turbulent wind is of utmost importance to guarantee its safety and 
efficient performance. 

The standard approach to study the effect of turbulence on a body is to conduct wind 
tunnel tests. In boundary layer wind tunnels, obstacles such as spires and roughness elements 
placed on the lower surface, are used to obtain the desired profile of mean velocity and 
turbulent intensity, representative of the turbulent atmospheric boundary layer. Alternatively, 
a grid placed upstream of the studied model may be used to generate a turbulent flow with 
the desired uniform mean speed and turbulent characteristics, without intending to replicate 
a boundary layer profile. Gartshore [1], proposed a different approach to generate small scale 
free stream turbulence by placing a rod along the stagnation line upstream of the studied 
body, to produce the major effects of free stream turbulence with the same turbulence 
intensity. This method, has been successfully applied, for instance, in Kwok and Melbourne 
[2] and Kwok [3]; and more recently in Lander et al. [4], to study the shear layer development 
of bluff bodies in a turbulent flow by means of Time Resolved Particle Image Velocimetry 
(TR-PIV). 
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Addressing free stream turbulence in CFD simulations represents a challenge due to the 
intrinsic unsteadiness, three dimensionality, broad range of scales and randomness in the 
incoming flow. According to Patruno and Ricci [5], there are two different methodologies to 
tackle this problem by adopting scale-resolving turbulence models such as Large Eddy 
Simulation (LES): one based on extracting the turbulent fluctuations from an auxiliary 
simulation or the recycling of the velocity in a plane within the simulation itself; and the 
generation of synthetic random fields. Both methods are complex and computational 
expensive, requiring a careful preparation [6], [7]. On the other hand, the use of URANS 
models to address free stream turbulence has been mainly confined to urban applications [8]–
[10] due to its sufficient reliability for the intended applications and the much higher 
computational cost of scale-resolving alternative approaches. 

This piece of research aims at assessing the feasibility of adopting a 2D URANS approach 
to study, at least qualitatively, the aerodynamic response of bluff bodies under free stream 
turbulent flow. To this end, the small-scale rod-generated turbulent flow approach proposed 
by Gartshore [1] for wind tunnel testing has been adopted in the computational simulations 
reported in this paper. A static square prism under smooth and 3.3% turbulent intensity (TI) 
free stream flows has been studied, comparing the numerical results with experimental data 
presented in Gartshore [1] and Lander et al. [4], as well as additional experimental data in 
the open literature. A good agreement has been found for important outputs such as the drag 
coefficient, pressure coefficient distributions and time-averaged streamlines. Hence, this 
preliminary study has shown promising results, suggesting undertaking further studies on this 
2D URANS approach that decreases the computational burden of numerically studying 
turbulence effects while provides reliable results for wind engineering applications. 

2  FORMULATION 

2.1  Governing equations 

The time averaging of the Navier–Stokes equations in a conservative form yields the URANS 
eqns [10]: 
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where 𝑈  is the mean velocity vector, 𝑥  is the position vector, 𝜌 is the fluid density, 𝑡 is the 
time, 𝑃 is the mean pressure, 𝜇 is the fluid viscosity, 𝑆  is the mean strain-rate tensor and 𝑢  
is the fluctuating velocity. 

The term 𝑢 𝑢  is the so-called specific Reynolds stress tensor 𝜏 , calculated by means 
of the Boussinesq assumption as: 
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where 𝜈  is the kinematic eddy viscosity and 𝑘 is the kinetic energy per unit mass of the 
turbulent fluctuation. 

The different closure equations added to the previous ones, define the type of URANS 
model obtained. In this piece of research, the model selected is the 𝑘 𝜔 SST, for 
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incompressible flow, implemented in the open source software OpenFOAM, whose 
formulation was proposed by Menter and Esch [11]. 

2.2  Force coefficients, Strouhal number, pressure coefficient and base pressure coefficient 

The time-dependent force coefficients (drag (𝐶 ), lift (𝐶 ) and moment (𝐶 )) along with  
the Strouhal (St) number, also referred to as integral parameters, are calculated according to 
eqn (4): 
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where 𝐷  stands for the side of the square cylinder (see Fig. 1), 𝜌 is the air density, U is the 
free-stream velocity, f is the dominant frequency of the lift coefficient, and 𝐹 , 𝐹  and M are 
the drag and lift forces and moment per unit of length respectively, which were calculated as 
the spanwise averaging of the integration of the pressure and viscous forces along the twin-
box surfaces. The sign convention of the force coefficient is depicted in Fig. 1. 
 

 

Figure 1:    Sign convention (𝐷  stands for the square cylinder side length and 𝐷  for the rod 
diameter). 

In the following, the time-averaged force coefficients values will be referred as 𝐶  and 
their standard deviations as 𝐶  𝑘 𝑑, 𝑙, 𝑚 . 

The mean pressure coefficient 𝐶  and its standard deviation 𝐶  are calculated as 
shown by eqn (5): 
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The base pressure coefficient 𝐶  is calculated as indicated in eqn (6). The integral of 
the pressures is done over the complete leeward face of the square cylinder. 
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2.3  Turbulence intensity 

According to Simiu and Scanlan [12], the longitudinal turbulence intensity of a wind flow 
(𝐼𝑡 ) is: 
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with 𝑈  being the standard deviation of the longitudinal component of the wind. As the wind 
flow is obtained by means of URANS simulations, this value would only refer to the variation 
of the mean velocity, thereby missing the contribution of the fluctuating component. The 
fluctuating components are the ones yielding the specific Reynolds stress tensor, and 
according to Lander et al. [4] the turbulence intensity due to the fluctuating components of 
the longitudinal component of the velocity (𝐼𝑡 ) is: 
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where 𝜏  is the longitudinal component of the specific Reynolds stress tensor. Hence the 
total turbulence intensity (𝐼𝑡) is the summation of both contributions: 

 .u RIt It It   (9) 

3  MODELLING AND COMPUTATIONAL APPROACH 
Three types of simulations have been performed in this study: simulations of the isolated rod, 
simulations of the isolated square cylinder and simulations of the square cylinder in the wake 
of the rod. The side of the square cylinder (𝐷 ) is twelve times the diameter of the rod  
(𝐷 𝐷 /12), and all the simulations have been conducted at a Reynolds number, calculated 
with respect 𝐷 , Re  3.84 10 , the same used in the experiments conducted by Gartshore 
[1] that are later used for validation. These 2D URANS simulations were conducted by means 
of the 𝑘 𝜔 SST turbulence model implemented in the CFD software OpenFOAM. The 
diffusive terms are computed using a second-order differential scheme, while the convective 
terms use the linear upwind differential scheme. The advancement in time is accomplish by 
a first order implicit scheme and the pressure velocity coupling is resolved by the PIMPLE 
algorithm. 

The overall fluid domain dimensions, for the different types of simulations, is depicted in 
Fig. 2(a), and its dimensions are presented in Table 1. 

For the space discretisation, a non-conformal structured quadrangular mesh is used. The 
fluid domain has been subdivided in five different zones (see Fig. 2(b)). In each boundary 
between zones, the number of elements is halved from the zone with a lower identifier. In all 
the simulations, the mean 𝑦  of the rod is always below 2.5, while this value is always below 
1.2 for the square cylinder. In both cases the 𝑦  value has been calculated considering the 
total height of the first element of the boundary layer. 

At the inlet, Neumann conditions were imposed for the pressure, while Dirichlet 
conditions were applied to the velocity, the specific dissipation rate and the turbulent kinetic 
energy. The last two values have been calculated considering an incoming turbulence 
intensity of 1.0% and a length scale of 0.1𝐷 . In the case of the outlet boundary, Neumann 
conditions have been considered for the velocity, the specific dissipation rate and the 
turbulent kinetic energy fields, while Dirichlet conditions were applied to the pressure. For  
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(a) 

 

 
(b) 

Figure 2:    Fluid domain definition. (a) Overall fluid domain (not to scale); (b) Different 
zones in which the mesh is subdivided. 

Table 1:    Overall fluid domain dimensions. 𝐷  is the side of the square cylinder, Λ𝑥 is the 
distance from the centre of the rod to the inlet boundary, Λy is the distance from 
the centre of the square cylinder to both the upper and lower walls, Dx and Dy are 
respectively the total width and height of the fluid domain. 

 Dx Dy 

60𝐷𝑠 60𝐷𝑠 160.5𝐷𝑠+𝑥 120𝐷𝑠 
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the upper and lower boundaries of the fluid domain a slip wall boundary condition was 
selected. In the deck walls, no penetration and no-slip boundary conditions were applied. 

Verification studies aiming at identifying the finite volume grids insensitive to the spatial 
discretization have been conducted for the isolated rod and square cylinder in smooth flow. 
For the rod, three different grids were considered: a coarse mesh comprising 336,176 cells, a 
medium mesh comprising 507,984 cells and a fine mesh with 715,888 cells. It was found that 
the medium mesh provided results that were independent of the level of spatial discretization. 
For the isolated square prism, a similar study was carried out, also considering a coarse grid 
with 316,976 cells, a medium grid comprising 478,224 cells and a fine grid of 672,112 cells. 
In this case, the medium mesh grid also provided results that were insensitive to the spatial 
discretization level. The characteristics of the medium meshes were retained to generate the 
mesh combining the rod and the square prism, resulting in a 665,284 cells non-conformal 
structured hexahedral grid. 

4  TURBULENCE GENERATION 
Turbulence is generated by means of a circular rod placed upwind of the square cylinder, 
reproducing the arrangement in the experiments conducted by Gartshore [1] and Lander et 
al. [4]. Therefore the turbulent flow is due to the wake shed by the rod, which impinges upon 
the square cylinder. The turbulence intensity decays with the distance from the rod, as shown 
in Fig. 3, where the turbulence intensity obtained in our simulation along the centre line of 
the domain, downstream of the isolated rod, is compared with the data provided by Gartshore 
[1]. It is observed that the numerical results follow the trend of the experimental values and 
they present a reasonable agreement with the reported experimental values. 
 

 

Figure 3:  Longitudinal turbulence intensity in the wake of the circular rod. 
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5  RESULTS 
It is recalled that the results reported next for the square cylinder in smooth flow are obtained 
by means of a 2D URANS simulation comprising only the square cylinder. For the case 
considering a nominal turbulent intensity of 3.3%, the computational model comprises the 
rod upstream of the square cylinder, separated a distance between centres 𝑥 212.37𝐷 , as 
depicted in Fig. 1. 

Fig. 4 presents the turbulence intensity profile in the wake of the rod along the stagnation 
line of and in the presence of the square cylinder. It is observed that the turbulence intensity 
diminishes as the distance from the rod increases, following the same trend as the one 
depicted in Fig. 3. The turbulent intensity starts to increase again in the vicinity of the square 
prism, reaching a maximum near the surface of the windward face. 

 

 

Figure 4:    Longitudinal turbulence intensity in the gap between the rod and the square 
cylinder. 

In Table 2, the force coefficients, Strouhal number and base pressure coefficient obtained 
for the square cylinder by the numerical simulations conducted in smooth flow are compared 
with available experimental results in the literature. Meanwhile in Table 3, the results for the 
same parameters are presented for the case considering a nominal turbulence intensity of 
3.3%. 

Table 2:   Integral parameters and base pressure coefficient for the simulation in smooth 
flow. (PS refers to present study). 

 Re It % 𝐶  𝐶  𝐶  𝐶  𝐶  𝐶  St 𝐶  

PS 3.84 10  0.0 2.06 0.02 -0.01 0.35 1.35 0.11 0.12 -1.27 
[13] 0.0  -1.31 
[14] 3.7 10  0.2 2.06 -0.02   1.02  0.12 -1.49 
[1] 3.84 10  0.6 2.20       -1.45 
[4] 5.0 10  1.0 2.35   0.22 1.14  0.13 -1.51 
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Table 3:   Integral parameters and base pressure coefficient for the simulation under a total 
turbulence intensity 𝐼𝑡  of 3.3%. (PS refers to present study). 

 Re It % 𝐶  𝐶  𝐶  𝐶  𝐶  𝐶  St 𝐶  

PS 3.84 10  3.3 1.92 -0.01 0.00 0.14 1.49 0.12 0.13 -1.26 
[1] 3.84 10  3.3 1.84       -1.18 
[4] 5.0 10  6.5 1.68   0.15 1.10  0.14 -1.22 

 
Evidently, there are fairly good agreements between the numerical and experimental 

results, both in smooth and turbulent flows. Moreover, the drag coefficient mean value 
decreases as the level of turbulence intensity increases. On the other hand, the Strouhal 
number is slightly increased with an increase in turbulence intensity, for the experimental 
values. 

In Fig. 5, the mean and fluctuating pressure coefficient distributions for smooth and 3.3% 
free stream turbulent flow are presented and compared with available experimental data.  

The mean pressure coefficient distribution in smooth flow obtained by means of 2D 
URANS simulations agrees remarkably well with the experimental data in Carassale et al. 
[14]. For the numerical simulation considering a 3.3% turbulent intensity, a decrease in the 
pressure distribution on the windward face with respect to the smooth flow is obtained, which 
agrees with the trend reported in Lander et al. [4] for increasing turbulence levels. In the 
simulation, the mean pressure distribution on both side faces is relatively insensitive to the 
turbulence level, as in Lander et al. [4]. On the contrary, the decrease in the suction acting on 
the leeward face of the cylinder, identified experimentally in Lander et al. [4], is not evident 
in the numerical simulations, which generated a similar mean pressure distribution for both 
smooth and 3.3% turbulent flows. This circumstance will be further commented upon when 
referring to the mean streamlines plots.  

With respect to the fluctuating component of the pressure coefficient, the numerical 
simulations not only reproduce the trends of the experimental values in Lander et al. [4], but 
are in a good agreement with the experimental data, remarkably in the reduction of the 
fluctuating pressure coefficient along the leeward face of the square cylinder with the 
increase in the free stream turbulence. 

Finally, in Fig. 6, the time-averaged streamlines for smooth flow and 3.3% free stream 
turbulence obtained by 2D URANS are presented and compared with the experimental data 
for 1% and 6.5% free stream turbulence in Lander et al. [4]. The agreement between the 
experimental and numerical mean streamlines for nominal smooth flow may be highlighted. 
It has been possible to reproduce the size of the main vortex located in both side faces of the 
square cylinder, as well as the mean base-region size in its wake. On the other hand, when 
comparing the cases with higher free stream turbulence, the main vortices on both side faces 
of the square cylinder obtained by the 2D URANS simulation remain very similar to the ones 
in smooth flow, although a reduction in length in the recirculation region is observed due to 
the increase in curvature and the reattachment of the shear layer close to the leeward corners. 
This is qualitatively consistent with experimental evidence in Lander et al. [4]. However, the 
length of the base region for the 3.3% turbulent intensity case has not increased, as it should 
be expected.  

These discrepancies may be explained by the limitations imposed on the turbulence model 
by the Boussinesq approximation, which concentrates the energy of the eddies in the vortex 
shedding frequency, to generate stronger vortices and therefore prevent the transfer of energy 
towards smaller scales of turbulence. Moreover, two-equation turbulence models tend to  
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(a) 

 

 
(b) 

Figure 5:    Pressure coefficient distributions for the two levels of turbulence intensity 
considered. (a) Mean pressure coefficient distribution. Negative values points 
outward the section and the side of the square cylinder is equal to a value of 
unity; and (b) Fluctuating component of the pressure coefficient distribution. 
Positive values points outward the section and the side of the square cylinder is 
equal to a value of unity. 

Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow  111

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



 
(a) 

 
(b) 

Figure 6:  Time-averaged streamlines of the two cases with different turbulence intensity 
considered in the present study. The black lines correspond with the experimental 
data reported by Lander et al. [4] and the red lines are the ones corresponding to 
the present study. (a) Lander et al. 2016 It = 1.0% [4] vs present study smooth 
flow; and (b) Lander et al. 2016 It = 6.5% [4] vs present study It = 3.3%. 

anticipate turbulent regimes at Reynolds numbers one order of magnitude lower than in 
experimental observations [15]. This prevents an accurate simulation of the transition 
phenomenon in the shear layer, which in this case could be further enhanced due to the 
addition of extra turbulent energy generated by the rod. 

6  CONCLUSIONS 
The main goal of this study has been to assess the feasibility of using relatively inexpensive 
numerical simulations that do not resolve the scales of turbulence to address the effects of 
free stream turbulence in bluff bodies. In the present study, 2D URANS simulations of a 
single rod, a single square and a combination of both have been carried out to study the effects 
of rod-generated small-scale turbulence on drag coefficient, Strouhal number, pressure 
coefficient distributions and time-averaged flow features. 
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The reported results have proven the ability of 2D URANS simulations to reproduce the 
effects caused by rod-generated uniform small-scale turbulence in the pressure distributions 
and mean flow features.  

The proposed approach will form a suit of further study by completing a more systematic 
study for different free stream turbulence levels. Future work to be undertaken by the authors 
will comprise the consideration of different angles of attack and fluid-structure interaction 
problems such as lock-in and galloping under turbulent flow. 
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VERIFICATION APPROACHES FOR THE 3D STATIC LES 
SIMULATIONS OF THE STONECUTTERS BRIDGE DECK 

ANTONIO J. ÁLVAREZ, FÉLIX NIETO & SANTIAGO HERNÁNDEZ 
University of La Coruña, Spain 

ABSTRACT 
In computational fluid dynamics (CFD) simulations, verification is the process of identifying both the 
spatial and the temporal discretisations providing relatively insensitive model results. The underlying 
goal of this task is to identify the mesh with a lower number of elements and the longer time step size 
compatible with the purposes of the study. In this manner, the computational burden associated with 
CFD methods may be decreased without compromising the accuracy of the numerical results. In 
general, this process is accomplished by studying three meshes with increasing discretisation levels 
(coarse, medium and fine), expecting that the medium one would provide satisfactory results. Once 
the satisfactory spatial discretisation level is selected, the different time step sizes are studied, taking 
into account that a Courant number (Co) of 1 is usually considered the maximum allowable value for 
numerical stability when adopting a LES (Large Eddy Simulation) approach. In this study, a detailed 
verification study considering two different approaches, providing the uncertainty level of several 
parameters of interest depending on the spatial and temporal discretisation is reported. The first of 
them consists in the curve fitting of linear or quadratic curves to selected model outputs; meanwhile 
the second approach relies on the Richardson extrapolation principle. These two different approaches 
are applied in the frame of the 3D LES numerical simulations of the Stonecutters bare deck geometry. 
In the study the focus is put on the sensitivity of the integral parameters, that is the force coefficients 
and Strouhal number, with the spatial and temporal discretisations. 
Keywords:  LES, stonecutters bridge, verification, uncertainty, force coefficients, Strouhal number. 

1  INTRODUCTION 
The terms of verification and validation must be used carefully as they refer to different 
specific processes, as it was stressed by Roache [1] in the context of computational fluid 
dynamics (CFD) computations. In this regard, verification consists of “solving the 
equations right”, therefore it is a mathematical process, meanwhile validation refers to 
“solving the right equations”, for which a sound scientific and/or engineering understanding 
of the phenomenon under study is needed, if the previous statement has to be fulfilled. 

In bridge engineering applications it is common practice to carry out verification studies 
based on the evolution of certain parameters in three meshes with increasing grid 
refinement, aiming at reaching results not influenced by the level of discretisation. This 
procedure has been used in Álvarez et al. [2] and Laima et al. [3], although this kind of 
studies does not provide uncertainty levels of the parameters under study, which according 
to Oberkampf and Roy [4] is one of the four key factors to bring credibility and accuracy to 
the presented results, generating information of quality of a physical phenomenon, process 
or system. 

According to American Society of Mechanical Engineers [5], verification is comprised 
of code verification and solution verification. The former is related to the accuracy in 
solving the mathematical model incorporated in the code, meanwhile the latter estimates the 
numerical accuracy of a particular calculation. Code verification is usually assumed [5], 
although as reported by Roache [1], it could be done by applying the method of 
manufactured solutions. Regarding solution verification, it is comprised by round off errors, 
due to the precision of computers, iterative errors, especially in time dependent solutions, 
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and discretisation errors, due to the approximations made to transform the partial 
differential equations defining the flow into a system of algebraic equations [6]. 
Discretisation errors decrease as the grid resolution increases and, in general, it is the 
dominant source of uncertainty in practical CFD applications [6]. In this piece of research it 
is assumed that both the round-off and iterative errors are negligible, which in any case 
have to be two to three orders of magnitude lower than the discretisation error in order to 
guarantee a negligible influence [5]. 

The methods used in this paper, which to the author’s knowledge is the first application 
of this methods to a bridge engineering application, are based on power series expansions, 
specifically the one depicted in Celik  et al. [7] and the one presented by Eça and Hoekstra 
[6]. Therefore a quantifiable method is proposed for selecting the mesh with reasonable 
computational burdens and level of uncertainty. 

2  FORMULATION 

2.1  Governing equations 

The movement of a fluid is defined by the Navier–Stokes equations. When they are 
modelled using a Large Eddy Simulation (LES) approach, the original equations are 
spatially filtered resulting in the following pair of equations [8]: 
 

𝜕𝑢
𝜕𝑥

0, (1)

𝜕𝑢
𝜕𝑡

𝜕𝑢 𝑢
𝜕𝑥

1
𝜌

𝜕�̅�
𝜕𝑥

𝜕
𝜕𝑥

𝜈
𝜕𝑢
𝜕𝑥

𝜕𝑢
𝜕𝑥

𝜏 , (2)

 
where 𝑢 is the filtered velocity, �̅� is the filtered pressure, 𝑥 is the space coordinate, 𝑡 is the 
time, 𝜈 is the kinematic viscosity and 𝜌 is the fluid density. 

Using the Boussinesq assumption, the sub-grid stress tensor is expressed as: 
 

𝜏 𝜈
𝜕𝑢
𝜕𝑥

𝜕𝑢
𝜕𝑥

, (3) 

 
where 𝜈 is the subgrid-scale turbulent viscosity. 

The turbulence model selected for the present work is the Smagorinsky model [9]. This 
models is based on the assumption of equilibrium between the small resolved scales, 
dissipating the small ones all the energy extracted from the resolved ones. Moreover, it 
obeys the following equation: 
 

𝜈 𝐶 Δ 2𝑆 𝑆
/

, (4) 

 
where 𝐶  is the Smagorinsky constant, 𝑆  is the filtered strain rate tensor and Δ is the 
characteristic spatial length of the filter, related to the mesh size, and defined as the cubic 
root of the mesh cell volume Δ Δ𝑉 / . 
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2.2  Force coefficients and Strouhal number 

The time dependent force coefficients (drag (𝐶 ), lift (𝐶 ) and moment (𝐶 )) along with the 
Strouhal (St) number, also referred to as integral parameters, are calculated according to 
eqn (5): 

𝐶
𝐹

1
2 𝜌𝑈 𝐶

, 𝐶
𝐹

1
2 𝜌𝑈 𝐶

, 𝐶
𝑀

1
2 𝜌𝑈 𝐶

, 𝑆𝑡
𝑓𝐷
𝑈

, (5)

 
where C stands for the width of a single box (see Fig. 1), D is the depth of a single box, 𝜌 is 
the air density, U is the free-stream velocity, f is the dominant frequency of the lift 
coefficient, and 𝐹 , 𝐹  and M are the drag and lift forces and moment per unit of length, 
which were calculated as the spanwise averaging of the integration of the pressure and 
viscous forces along the twin-box surfaces. The sign convention of the force coefficient is 
depicted in Fig. 1. 

In the following, the time averaged force coefficients values will be referred as 𝐶  and 
their standard deviations as 𝐶  𝑘 𝑑, 𝑙, 𝑚 . 
 

 

Figure 1:  Sign convention. 

2.3  Uncertainty calculation 

For the calculation of the uncertainty due to the spatial discretisation of the integral 
parameters, the method described in Celik  et al. [7], referred to here as “ASME method” 
and the one described in Eça  and Hoekstra [6], named in the following as “Eça’s method”, 
are used. As previously commented, both methods are based on power expansion series, 
whose basic equation for estimation of the discretisation error (𝜖) is: 
 

𝜖 ≃ 𝛿 𝜙 𝜙 𝛼ℎ , (6)
 
where 𝜙  is the parameter for which the uncertainty is to be calculated, 𝜙  is the estimated 
exact solution, 𝛼 is a constant, h is the representative cell size and p is the observed order of 
grid convergence. 

According to Eça and Hoekstra [6] there are two assumptions that must hold for 
application of eqn (6): the grids are in the asymptotic range to guarantee that the leading 
term of the power series expansion is sufficient to estimate the error, and the level of 
refinement of the mesh can be represented by a single parameter, a representative cell size. 

In both methods the representative cell size is calculated as: 
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ℎ
1
𝑁

Δ𝑉

/

, (7)

 
where N is the overall number of elements and Δ𝑉 is the cell volume. 

2.3.1  ASME method 
This method requires of three meshes with increasing refinement level, therefore  
ℎ ℎ ℎ , and thus 1 refers to the fine mesh and 3 to the coarse one. The grid 
refinement factor 𝑟 ℎ /ℎ , has to be greater than 1.3 [7]. 

Eqns (8)–(11) show how the apparent order p of the method is calculated. 
 

𝑝
1

ln 𝑟
|𝑙𝑛|𝜖 /𝜖 | 𝑞 𝑝 |, (8) 

𝑞 𝑝 𝑙𝑛
𝑟 𝑠

𝑟 𝑠
, (9) 

𝑠 1 ∙ 𝑠𝑔𝑛
𝜖
𝜖

, (10) 

𝑟 ℎ2/ℎ1, 𝑟 ℎ3/ℎ2, 𝜖 𝜙 𝜙 , 𝜖 𝜙 𝜙 . (11) 

 
Negative values of 0 are indicative of oscillatory convergence. The next step is to 

calculate the extrapolated values as: 
 

𝜙 𝑙 𝜙 𝜙 / 𝑙 1 , 𝜙 𝑙 𝜙 𝜙 / 𝑙 1 . (12) 
 

Moreover, along with the apparent order p, the approximate relative error (𝑒  see eqn 
(13)), the extrapolated relative error (𝑒 , see eqn (14)) and the grid convergence index for 
the fine mesh (𝐺𝐶𝐼 , see eqn (15)) has to be calculated and reported. 
 

𝑒
𝜙 𝜙

𝜙
, (13) 

𝑒
𝜙 𝜙

𝜙
, (14) 

𝐺𝐶𝐼
1.25𝑒

𝑟 1
. (15) 

 
The uncertainty for each grid is calculated as shown in eqn (16). For further information 

about this method the interested reader is referred to Roache [1] and Celik et al. [7]. 
 

𝑈 𝐺𝐶𝐼 𝜙 . (16) 
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2.3.2  Eça’s method 
In this method three alternatives equations are considered in eqn (6) for estimating the 
discretisation error: 
 

𝜖 ≃ 𝛿 𝜙 𝜙 𝛼ℎ , (17) 

𝜖 ≃ 𝛿 𝜙 𝜙 𝛼ℎ , (18) 

𝜖 ≃ 𝛿 𝜙 𝜙 𝛼 ℎ 𝛼 ℎ . (19) 
 

To avoid unreliable results, at least four grids (𝑛 4) must be used to obtain a 
redundant system, which provides a quality check on the value of the apparent order of the 
method, and the unknowns in eqns (6) and (17)–(19) can be obtained by means of a least-
squares approach. In this regard, the following equations should be minimised: 

 

𝑆 𝜙 , 𝛼, 𝑝 𝑤 𝜙 𝜙 𝛼ℎ , (20) 

𝑆 𝜙 , 𝛼 𝑤 𝜙 𝜙 𝛼ℎ , (21) 

𝑆 𝜙 , 𝛼 𝑤 𝜙 𝜙 𝛼ℎ , (22) 

𝑆 𝜙 , 𝛼 , 𝛼 𝑤 𝜙 𝜙 𝛼 ℎ 𝛼 ℎ . (23) 

 
With associated standard deviations: 

 

𝜎
∑ 𝑛𝑤 𝜙 𝜙 𝛼ℎ

𝑛 3
, (24) 

𝜎
∑ 𝑛𝑤 𝜙 𝜙 𝛼ℎ

𝑛 2
, (25) 
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𝜎
∑ 𝑛𝑤 𝜙 𝜙 𝛼ℎ

𝑛 2
, (26) 

𝜎
∑ 𝑛𝑤 𝜙 𝜙 𝛼 ℎ 𝛼 ℎ

𝑛 3
. (27) 

 
Non-weighted and weighted approaches are used when performing the calculations. For 

the non-weighted approach, 
 

𝑤 1, 𝑛 1, (28) 
 
meanwhile for the weighted approach, 
 

𝑤
1/ℎ

∑ 1/ℎ
, 𝑛 𝑛 . (29) 

To calculate the discretisation uncertainty, first, eqn (6) is solved, for both the weighted 
and non-weighted approach. If the value of p of the two fits is 0.5 𝑝 2, the apparent 
order of the method is the one with the smallest standard deviation. If only one of the fits is 
inside the previous range, p is the one associated with that fit. Otherwise, if the observed 
apparent order of the method is 𝑝 2, then eqns (17) and (18) are solved. In case of been 
𝑝 0.5, the eqns (17)–19 have to be solved. In all cases for both approaches, and selecting 
the apparent order of the method from the fit exhibiting the lower of the standard 
deviations. 

Afterwards, the data range parameter, defined in eqn (30), is calculated in order to 
assess the quality of the fit. 
 

Δ
𝜙 𝜙

𝑛 1
. (30) 

 
With this value and the apparent order of the method, the safety factor is calculated as: 

 
𝐼𝑓 0.5 𝑝 2.1 𝑎𝑛𝑑 𝜎 ∆ , 𝐹 1.25

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝐹 3.0
. (31) 

 
Finally the uncertainty is calculated as: 

 
𝐼𝑓 𝜎 ∆ ⟹ 𝑈 𝜙 𝐹 𝜖 𝜙 𝜎 𝜙 𝜙

𝐼𝑓 𝜎 ∆ ⟹ 𝑈 𝜙 3
𝜎

Δ
𝜖 𝜙 𝜎 𝜙 𝜙

. (32) 

 
For further information on the method the interested reader is referred to Eça and 

Hoekstra [6] and Rocha et al. [10].  
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Moreover, a slight modification of the previous model is proposed, which consists of 
setting the safety factor always equal to 1.25. This modification is based on three points: 

 The recommendation of American Society of Mechanical Engineers [5] for using this 
less conservative value. 

 The consideration of acceptable values of p outside of the range described in eqn (31) 
in Celik et al. [7]. 

 Eça’s method was tested on simulations performed with a modification of the SIMPLE 
algorithm, which is thought for steady responses, and which is not the case for the 
application presented in this work.  

3  MODELLING AND COMPUTATIONAL APPROACH 
This study is performed over the geometry of the bare deck cross section of the 
Stonecutters bridge without modelling the transversal beams linking the boxes. The integral 
parameters are obtained by means of static 3D LES simulations, which were carried out 
using the CFD software OpenFOAM. The convective terms were discretised by using the 
second order upwind differencing scheme, while the second order central difference 
scheme was applied to the diffusive terms. The second order backward scheme was used 
for the advancement in time, and finally, the pressure-velocity coupling was solved by the 
PIMPLE algorithm. 

The overall fluid domain is depicted in Fig. 2(a), their main dimensions are shown in 
Table 1. The spanwise dimension in this study is equal to the width of a single box. 

At the inlet Dirichlet conditions were applied to the velocity and turbulent kinetic 
energy, meanwhile Neumann conditions were imposed to the pressure. At the outlet, 
Dirichlet conditions were applied to the pressure, and Neumann conditions to the velocity 
and turbulent kinetic energy. For the upper, lower and lateral faces, symmetric boundary 
conditions were applied. The incoming flow has a turbulence intensity of 0.0%. In the deck 
walls no penetration and no-slip boundary conditions were applied. 

4  MESH CHARACTERISTICS 
Two types of meshes were used for the discretisation of the fluid domain, a structured 
quadrangular one for the boundary layer and in the spanwise dimension, as the meshes were 
generated by extrusion, and an unstructured quadrangular mesh for the rest of the XY plane. 
This plane has been subdivided in different regions, whose outline is depicted in Fig. 2(b). 

In Table 2, the non-dimensional sizes of the cells located in the boundaries of each zone 
are presented. Their size increase as they are placed further away from the deck. For Zone 
L, only the sizes of the elements located in its right bound are presented, as the size of the 
elements located in its upper and lower limits grow following a geometric series, starting 
from the size of Zone K, till reaching the one reported for Zone L. The elements of the right 
borders of Zone M, also increase following a geometric series, from the size of the 
elements in Zone L to the ones of Zone M. On the other hand, the characteristics of the 
boundary layer, the same for all the meshes considered herein, are presented on Table 3. 

All the simulations were run at a 𝑅𝑒 4.48 ⋅ 10  and Courant number Co = 1, 
presenting all the meshes a mean 𝑦  value, calculated as indicated in Bruno et al. [8], very 
close to 1. 
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(a) 

 
(b) 

Figure 2:    (a) Overall fluid domain; and (b) Different zones in which the XY plane mesh 
is subdivided. (Not to scale.) 

Table 1:    Overall fluid domain dimensions. B is the deck width, and C and D are the width 
and height of each individual box. 

Λ  Λ  𝒟  𝒟  𝒟  

15C 15C 40C + B 30C + D C

Table 2:    Cell sizes on the borders of the different discretisation zones. The lower the 
number of the mesh, the higher the level of refinement is. All the values are non-
dimensional, as the sizes have been divided by C. The computational cost was 
calculated over a dimensionless time unit 𝑡∗ 𝑡𝑈/𝐶 1 . 

Mesh Zone K Zone L Zone M Zone N #elements #of cores 
Time per 

core (hours) 
1 0.008 0.083 0.208 0.418 8598192 48 1.262 
2 0.014 0.109 0.251 0.559 7121232 48 1.033 
3 0.021 0.145 0.33 0.8 3218112 48 0.423 
4 0.031 0.2 0.45 1.0 1970208 48 0.254 
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Table 3:    Boundary layer mesh properties. The parameter 𝑦  is the height of the first 
element of the boundary layer (BL) mesh, C is the width of a single box, 𝑥  is 
the length of first element in the BL, r is the growth ratio of the elements in the 
BL, 𝑛  is the number of layers forming the BL mesh, 𝑦  is the total height of 
the BL mesh, 𝛿  is the length of the cell in the spanwise dimension and 𝑛  is the 
number of elements in the spanwise dimension. 

𝑦 /𝐶 𝑥 /𝑦  r 𝑛𝐵𝐿 𝑦𝐵𝐿/𝐶 𝛿𝑧/𝐶 𝑛𝑧 

0.0007 4 1.32 6 0.0088 0.021 48 

5  
5  RESULTS 

In Table 4, the values of the integral parameters, obtained from the 3D LES simulations, for 
all the meshes considered are presented. The convergence criteria followed for the mean 
and standard deviations of the force coefficients, as well as the Strouhal number, is based 
on the residuals of the corresponding variables. The residuals for a generic q variable were 
calculated as 𝜑 | 𝑞 𝑞 /𝑞 | ⋅ 100 (n is the number of sampling windows), and 
the simulations were extended until the residual value was lower than 5%, as indicated in 
Bruno et al. [8]. These residuals were obtained for increasing lengths of the sampling 
window 𝑇 , with 𝑇 50 and 𝑇 𝑇 50 (in non dimensional time units ((tU)/D)) 
(see Fig. 3). These values are the ones used for the calculation of the discretisation 
uncertainty. In Table 5, the results of applying the ASME method described in Celik et al. 
[7] are presented, as well as all the mandatory parameters when using this method. They 
have been calculated using meshes 1, 3 and 4. 

Table 4:  Integral parameters values for the meshes considered in this study. 

Mesh 𝐶  𝐶  𝐶  𝐶  𝐶  𝐶  St 

1 0.151 –0.263 0.226 0.023 0.166 0.076 0.247 

2 0.153 –0.267 0.210 0.024 0.180 0.076 0.247 

3 0.153 –0.260 0.206 0.027 0.202 0.090 0.244 

4 0.154 –0.244 0.183 0.033 0.244 0.118 0.235 
 
Continuing with the alternative method (Eça’s method), the values of the discretisation 

uncertainty obtained are presented in Table 6, in this case the values of the integral 
parameters provided by the four meshes are used. It can be observed that the uncertainty 
values yielded by the modified version of the model 𝑈 , 𝑖 1, … ,4  are smaller than 
the ones presented by the original version of the method. 
     It is observed that the ASME method provides higher uncertainty values for coarser 
meshes, meanwhile this is not always the case for Eça’s method. This can be explained by 
the fact that, in the calculation of the uncertainty shown in eqn (31), one of the elements is 
the difference between the value of the parameter obtained in the simulation and the fitted 
one. Moreover, this phenomenon could be explained by the fact of using only four meshes, 
although further investigation has to be conducted in this regard, and also the demanding 
computational needs of the 3D LES simulations, makes the increment of the number of 
simulations a cumbersome task. 
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(a) 

 

 
(b) 

Figure 3:    (a) Integral parameters evolution; and (b) Integral parameters residuals for 
increasingly longer sampling windows, for mesh 3. Red color refers to 
statistical properties of the drag coefficient, black for the lift coefficient and 
blue for the moment coefficient, green color refers to the Strouhal number. 
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Table 5:  Spatial discretisation uncertainty using the ASME method. 

 𝐶  𝐶  𝐶  𝐶 𝐶 𝐶  St 

𝑁 , 𝑁 , 𝑁  8598192, 3218112, 1970208
ℎ , ℎ , ℎ  4.881𝑒 , 5.198𝑒 , 6.773𝑒

𝑟  1.388
𝑟  1.178
𝜙  0.151 –0.263 0.226 0.023 0.166 0.076 0.247 
𝜙  0.153 –0.260 0.206 0.027 0.202 0.090 0.244 
𝜙  0.154 –0.244 0.183 0.033 0.244 0.118 0.235 
p 2.990 11.661 3.507 4.653 3.588 6.190 7.858 

𝜙  0.150 –0.263 0.236 0.021 0.149 0.074 0.248 
𝜙  0.150 –0.263 0.235 0.021 0.149 0.074 0.248 
𝑒  1.138% 1.047% 8.999% 18.059% 21.959% 18.417% 1.333% 
𝑒  1.136% 6.202% 11.215% 22.301% 20.791% 31.380% 3.824% 
𝑒  0.689% 0.023% 4.010% 5.295% 10.874% 2.872% 0.110% 
𝑒  1.835% 1.070% 12.649% 24.311% 35.221% 21.819% 1.441% 

𝐺𝐶𝐼  0.856% 0.029% 5.222% 6.286% 12.259% 3.492% 0.137% 
𝐺𝐶𝐼  2.253% 1.352% 18.100% 24.446% 32.559% 22.389% 1.828% 
𝐺𝐶𝐼  9.781% 415.186% 101.314% 240.230% 189.642% 468.025% 86.679% 

𝑈  1.292𝑒  7.701𝑒  1.180𝑒  1.417𝑒  2.030𝑒  2.658𝑒  3.398𝑒  
𝑈  3.441𝑒  3.512𝑒  3.722𝑒  6.506𝑒  6.576𝑒  2.019𝑒  4.459𝑒  
𝑈  1.511𝑒  1.012 1.849𝑒 7.819𝑒 4.627𝑒 5.546𝑒  2.034𝑒  

oscillatory 
convergence 

       

Table 6:  Spatial discretisation uncertainty using Eça’s method. 

 𝐶  𝐶  𝐶  𝐶 𝐶 𝐶 St 
𝜙  0.148 –0.278 0.242 0.017 0.125 0.005 0.255 

𝑝  1.000 4.004 3.592 4.499 3.591 4.376 4.316 
fit eqn (17) eqn (18) eqn (18) eqn (18) eqn (18) eqn (18) eqn (18) 
𝑈  0.020 0.054 0.062 0.018 0.131 0.090 0.025 
𝑈  0.029 0.039 0.114 0.021 0.176 0.087 0.027 
𝑈  0.026 0.063 0.123 0.031 0.243 0.136 0.038 
𝑈  0.031 0.110 0.189 0.049 0.366 0.219 0.064 

𝑈  0.020 0.027 0.033 0.008 0.060 0.042 0.012 
𝑈  0.029 0.021 0.057 0.010 0.080 0.040 0.012 
𝑈  0.026 0.032 0.059 0.014 0.109 0.063 0.018 
𝑈  0.031 0.050 0.085 0.021 0.159 0.096 0.029 

weighted        
 

6  CONCLUSIONS 
In this piece of research the application of two different methods for the calculation of the 
discretisation uncertainty to the values obtained by means of 3D LES simulations have 
been presented for a practical case of interest in bridge engineering. The ASME method 
presented two main advantages respect to Eça’s method: (i) it required a lower number of 
simulations and (ii) it has proved to be less conservative in the calculation of the 
uncertainty values. This suggests that the ASME method is more suitable for a wider range 
of practical applications. Moreover, the calculation of the uncertainties of the different 
parameters of interest provides major overall credibility to the obtained results, offering as 
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well a quantifiable method for selecting a mesh with reasonable accuracy and 
computational demands, which could be used in further studies. 
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ABSTRACT 
In the present study, the computational fluid dynamics (CFD) simulations of pinhole leaks (1.27– 
3.3 mm) in a low-pressure, up to 2.5 bars, air pipeline which has 16 mm (0.62 inch) inner diameter 
has been performed by using a 3D transient DES (detachable eddy simulation) model of a commercial 
CFD code, ANSYS Fluent R3. Also, a laboratory-scale experimental setup is established with a 5 m 
long pipe with inner diameter (ID) = 16 mm. In steady operational stages, mass balance method is 
used to calculate the leakage mass flow rate in the experimental setup. In addition, pressure point 
analysis (PPA) with two dynamic and one differential pressure gauges is used to detect chronic/small 
leaks at transient stages. This method is cost effective and easy to maintain compared to expensive 
acoustic leak detection systems. The numerical results were validated against the experimental data. 
The simulations values of leakage mass flow rate are slightly higher (~10%) than the experiments but 
overall the simulation results are in good agreement with experiment. The proposed model simulates 
the flow leakage, pressure distribution and velocity profile around the defined size of the leakage. 
Transient simulation is performed to use power spectral density (PSD) and Fast Fourier 
transformation (FFT) of the acoustic pressure variation to predict acoustic oscillations and turbulent 
behavior of the flow field around the leakage location. These results could help advance current 
understandings of several leak detection systems that will reduce the false alarms of the leakage 
monitoring systems.  
Keywords:  CFD simulation, chronic leak detection, gas pipeline leakage, dynamic pressure wave 
monitoring. 

1  INTRODUCTION 
Pipelines have been used to transport water, fossil fuels, gases and chemicals, which are 
crucial for modern society, over millions of miles all around the world. Especially, oil and 
gas producer countries’ (USA, Russia, UAE, Canada, Qatar, etc.) pipelines are vital link 
connecting reservoirs which are far away from main land to refineries, plants and 
consumers in the home/exported country. There are several ways to transfer petroleum 
products rather than pipeline, for instance rail or truck on land and oil tanker at off-shore, 
but using pipeline is more economical when you need to transport high volume of product 
over long distance. 

The accidental release or admission of fluid through a hole is characterized as leak. 
There are several reasons of the leakage: bad workmanship, corrosion, excess fluid pressure 
change, cracks/defects in the pipeline, lack of maintenance and natural disasters. 

Chronic leak detection is an important concern as they have the potential to be a 
significant contributor of green-house gases (GHGs) if they got undetected for extended 
periods of time [1]. Early and accurate detection is essential to minimize pipeline fracture 
propagation, continuous chronic leaks, and possible safety-related incidents. 

Most industries collect abundant measurements from a variety of sensors monitoring 
different process variables, making it easy to draw relationships between different physical 
properties in order to carry out efficient fault detection, i.e., anomaly (or leak) detection [2]. 
Unfortunately, for subsea pipelines experiencing harsh conditions a limited number of 
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sensors can be installed, due to installation and maintenance costs. Therefore, due to the 
lack of measurements from a multitude of different sensors, available sensor measurements 
need to be analyzed efficiently in order to carry out leak detection. 

Ben-Mansour [3] performed 3D steady and transient turbulent CFD simulations for 
small leaks (below 1 l/min) in water pipelines. The results indicate clear influence of the 
leak in the pressure gradient. Also, there is a significant change at the magnitude of the 
acoustic signal in presence of the leak. Moreover, Ben-Mansour [4] developed a CFD 
model that shows axial flow acceleration in the flow mid-plane of the pipeline that indicates 
clear gradient jump which can be used as leak detection method. 

Liu [5] proposed a wavelet transform (WT) method by using quadrupole and dipole 
sonic sources. However, the time difference (TD) error were large due to fact the leakage 
time was not clear. Liu [6] studied an improved dynamic pressure waves method that 
localization of the leak in natural gas pipeline. We have performed numerical simulations 
and experiments for single phase flow [7]–[9], gas/liquid flow [10]–[14], solid/liquid [15], 
gas/liquid/solid flow [16], [17]. We have also previously conducted a critical literature 
review on onshore/offshore leak detection and single phase (crude oil and natural gas) leak 
detection computational fluid dynamics modeling [18]. In this study, we have applied the 
wavelet transform method on the dataset that was obtained from our computational fluid 
dynamics modelling. We have found that wavelet transform method is very effective tool in 
identifying the leak detection and localization. 

2  EXPERIMENTAL SETUP OF PINHOLE LEAK DETECTION FACILITY 
A low-pressure pipeline gas(air) leak detection setup is designed and established by our 
group. The pressure drop and leak flow rate are measured across a length of 1-meter pipe 
section (distance between P1 and P2 in Fig. 1). The total length of the setup is 4 meters 
straight stainless-steel pipe of 0.75-inch outer diameter, 0.62-inch inner diameter. P&ID 
diagram of the single-phase leak detection test rig is shown in Fig. 1. The test rig is 
mounted on the top of lab bench shelves. The main air supply is connected to the 
university’s air supply domain and provide air pressure up to 3.5 bars. There are two  
 

 

Figure 1:    P&ID of gas pipeline leak detection setup, the main instruments in the flow 
loop includes needle valve, solenoid valve, dynamic and differential pressure 
gauges. 
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pressure relief valves set to 4 bars pressure to maintain the safety of the main pipeline. 
Furthermore, pressure regulator and air filter are mounted at the beginning of the loop to 
provide dry and clean air to the system. The leak flow rate is controlled by various size  
of solid-stream spray air nozzles which are controlled by on/off solenoid valve. The 
diameter of the spray nozzles are 0.05″ (1.27 mm), 0.07″ (1.778 mm), 0.09″ (2.286 mm), 
0.1″ (2.54 mm), and 0.13″ (3.302 mm). 

Data acquired by sensor with a constant pressure with no leak condition, then open the 
solenoid valve to create leakage. The spray nozzle can be changed with a different nozzle 
size at the end of data collection. The main instruments are used in this flow loop are: ESI-
dynamic pressure transducer (UPS-HSR-B02P5-N), Omega-flow and temperature sensor 
(FMA1003) and Omega-differential pressure sensor (PXM409-070HDWUUSBH). 

3  TRANSIENT CFD SIMULATIONS AND FFT ANALYSIS 

3.1  Mathematical model of leak simulation 

3.1.1  Mass conservation 
The equation of continuity (mass conservation) for transient flow can be written as eqn (1) 

  .  0v
t

 
 




. (1) 

3.1.2  Momentum conservation 
A single set of momentum equation is solved throughout the computational domain, and the 
resulting velocity field is shared by the volume fractures of fluids. The momentum eqn (2), 
depends on the phases’ volume fractures through the density and viscosity properties. 

      . p . Tv vv v v g F
t
             

    
. (2) 

3.1.3  Turbulence model 
The DDES (Delayed Detached Eddy Simulation) is applied to simulation, in order to study 
the transient turbulent behavior of the flow field inside the pipeline at single phase flow 
conditions. 

In the DES model, which is a hybrid turbulence model, the unsteady RANS (Reynolds-
averaged Navier–Stokes) models are applied in the boundary layer while LES (Large Eddy 
Simulation) treatment is employed to the separated regions. The main advantage of DES 
over LES, DES model has been designed to address high Re number wall bounded flows, 
where it requires a smaller number of nodes. This model cost less computational time with 
its simplicity, respect to LES. However, the danger of grid-induced separation (GIS) where 
the flow separation depends on the critical value of maxh   where maxh  is the max cell 

edge length and   is the local boundary layer thickness, not the physics of the flow [19]. 
Therefore, DDES shielding function is introduced [20], [21]. The DDES shielding function 
aims to preserve the eddy viscosity from degradation up to 0.1maxh   . The empirical 

delay function is presented in eqn (3) 

 2
11 ( ) dC

d d df tanh C r     , (3) 

where Cd1, Cd2 are 20, 3 respectively, and rd shows in eqn (4) 
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where 

t : eddy viscosity 

 : molecular viscosity 
S: strain rate 
Ω : vorticity tensor 
 : von Karman constant (0.41) 
dw: distance to the wall 

3.2  Solution procedure and mesh quality 

A 3D turbulent flow simulation is conducted within the fluid domain of a pipe diameter D = 
0.016 m and length of L = 2 m. The location of leak is at the center point of the mid-top 
section of the pipeline, shown in Fig. 2. The hole has a rectangular shape and to get a better 
resolution 10 cells per gap is defined. PISO (pressure implicit with splitting of operation) 
algorithm is used for pressure-velocity coupling scheme controls, because PISO may 
provide faster solution time at transient simulations for small time step sizes [22]. Table 1 
indicated the details of boundary conditions and physical models. 
 

 

Figure 2:    Geometrical design of the leak detection simulation’s model (Leak center at,  
x = 0, y = D/2 and z = 0). 

Table 1:  Details of boundary conditions and physical models. 

Solution type Transient-state (time-step: 0.001 s) 
Solver type Pressure-based

Fluid 
Air (real-gas (peng-robertson)) 
Methane (real-gas (peng-robertson)) 

Inlet boundary conditions Velocity inlet
Outlet boundary conditions Pressure outlet
Turbulence model DDES
Acoustic model FW-H equation

 
To ensure number of cells is not affect the solution independency, the mesh 

independence study is performed. Five meshes were designed and used with the boundary 
conditions of pressure outlet 78,000 Pascal, velocity inlet as 4.2 m/s (Fig. 3). All meshes 
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are maintained the lowest requirement of the acceptable mesh quality (minimum orthogonal 
quality >0.01 and maximum aspect ratio <40 for ANSYS Fluent). Due to fact we are using 
the supercomputer in TAMUQ and there is no cost constraints in this case, we decide to use 
913 thousand polyhedral cells mesh model for our simulations to get a better accuracy and 
the resolution. 
 

 

Figure 3:  Mass leak flow rate versus number of cells. 

3.3  Boundary conditions 

The domain is named as velocity inlet, pressure outlet, leak pressure outlet and wall. The 
pipe inlet velocity and the pressure outlet values are prescribed from the experimental data 
set (Table 2). At the leak location, pressure outlet which is equal to the atmospheric 
condition is defined as boundary condition. Various leak sized (1.27, 1.788 and 3.302 mm) 
are also defined at simulations. 

Table 2:   Test cases and the conditions are measured from the experimental setup and used 
as boundary conditions in the simulations. 

Case # 
Inlet velocity 

(m/s) 

Inlet 
temperature 

(°C)

Outlet 
pressure (bar) 

Outlet 
temperature 

(°C)

Leak size 
(mm) 

1 37.56 22.5 2.07 24.1 1.27 
2 42.45 22.6 0.64 24.3 3.302 
3 42.3 22.2 0.77 23.08 1.788 
4 42.15 22.3 1.17 23.9 1.788 

 
     The numerical leakage flow rate calculations are validated with experimental results for 
air cases and later on, same model is modified by the methane within the simulation to 
perform industrial conditions. 
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3.4  Model validation 

The simulation was carried out with different working pressure range between 0.2–2.5 bars 
and was validated with the experimental data. Fig. 4 shows the summary of the 
experimental and prediction. The simulations values of leakage mass flow rate are slightly 
higher (~10%) than the experiments but overall the simulation results are in good 
agreement with experiment. As the pressure inside the pipeline increases, pressure 
differences at the leak surface increases as well and cause higher leak flow rates. Moreover, 
leak flow rate increases as leak size increases, due to fact pressure loss across the leak 
surface decreases. 
 

 

Figure 4:  CFD prediction validation with experimental data on leak flow rate. 

3.5  Pressure and flow behaviors 

In this section, we study the pressure and flow behavior of air in the vicinity of a pinhole. 
Mainly case 3 is chosen to perform analysis at instantaneous time which is 10 seconds but 
all other cases have the similar trends. Fig. 5 illustrates the pressure contour around the 
1.788 mm by 1.788 mm leak size. There is large pressure variation around the leak 
location, however the main pressure is dominating around the rest of the pipeline. The 
pressure is dropped to the atmospheric pressure gradually. This drop is limited with 1 mm 
region. 
     Fig. 6 indicates x-vorticity contour field which shows the circulation region around the 
leak location. There are two local circulation regions, the maximum x-vorticity after the 
leak region and minimum one before the leak region. 
     Fig. 7 indicates the temperature variation around the vicinity. Due to the local cooling 
effect can be explained by the Joules-Thompson effect during gas decompression,  
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Figure 5:    Pressure contours around the leak position, case 3, time = 10 s (left: air; right: 
methane). 

 

Figure 6:    x-vorticity contour field around the leak, case 3, time = 10 s (upper: air; lower: 
methane). 

   

Figure 7:    Temperature contours around the leak at the yz plane, time = 10 s (left: air; 
right: methane). 

temperature drops around the leak orifice. Near the leak vicinity a strong vortex exists and 
results complex flow field around the leak. Due to this complex flow field around the leak 
small eddies dissipate, and the energy turns from kinetic energy to thermal energy, cause 
local warming effect near leakage region. 
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Fig. 8 shows the static pressures distribution along the various line locations along the 
pipeline. Fig. 8(a) illustrates the sudden pressure drop at the leak direction along the line 
which is 1 mm below the leak point and midplane, respectively. The pressure drop is higher 
closer to the leak point and there is a slight pressure increases after the leak area. Fig. 8(b) 
indicates the difference between the case with and without leak for case 2. The reason of 
the kink at the pressure data, there is a circulation created due to leak region. After the leak 
region, velocity of the fluid decreases and local pressure is increased, suddenly. 

 

    

Figure 8:    Pressure variation along the straight line, time = 10 s. (a) 1 mm and 2 mm 
below the leak for case 3; and (b) 1 mm below the leak and no leak conditions 
for case 2. 

3.6  FFT analysis 

The Fast Fourier Transform (FFT) and power spectral density (PSD) analysis are 
performing on the pressure signal to understand the transient turbulent behavior of the air 
flow field. In this study, Delayed Detached Eddy Simulation (DES) is conducted due to fact 
it is less expensive than the Large Eddy Simulation (LES), but still predict flow and 
turbulence distribution well around the leak location. Pressure fluctuations are monitored at 
several receiver locations. 
     In order to distinguish the leakage phenomenon, Fig. 9 illustrates FFT analysis of the 
pressure signal at prementioned receiver locations with and without leakage for the case 3. 
Fig. 9(a) and 9(b) demonstrate the high amplitude frequency at 31 Hz with the PSD value is 
increased from 1,437 for no leak case to 12,610 for the case with leakage on y direction. 
The similar trend occurs on receivers at z-direction (Fig. 9(c) and 9(d)). The high amount of 
PSD magnitude is increased due to fact of the sonic sources which are generated when the 
leakage occurs. As discussed on the previous chapter, fluid turbulence around the leak area 
where gas jets out from the hole causes the sonic waves. Fig. 10(a) and 10(b) indicates the 
PSD value is increased from 1,283 for no leak case to 2,460 for the case with leakage on y 
direction. The similar trend can be monitored in Fig. 10(c) and 10(d). Moreover, the peak 
value, 31 Hz, shows the main energy of the acoustic pressure at low frequency. Due to fact 
that low frequency can transfer long distance, it is easier to detect this signal within the 
short time. 
 
 

S
ta

ti
c 

P
re

ss
u

re
 (

P
a)

 

S
ta

ti
c 

P
re

ss
u

re
 (

P
a)

 

136  Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



   

   

Figure 9:    FFT of pressure signal at various receiver locations for case of leak (left), and 
with no leak (right)-case 3. 

4  CONCLUSION 
The main objective of this study is to determine the observable trends of pinhole leaks in 
gas pipelines. Experimental setup is established to implement of pressure point analysis 
PPA for leak detection. Also, three-dimensional, transient CFD turbulent flow simulations 
are performed to investigate the unsteady behaviors of the fluid domain in the near region 
of the leak. We can summarize the conclusions as follows: 

1. Leak mass flow rate is calculated from the mass balance method at the steady 
conditions by experimental setup. For low gas pressure application, it is an accurate 
method to use. 

2. Pressure point analysis (PPA) method is used to monitor dynamic and differential 
pressure at before and after the leak point to compare the previous pressure 
measurements. This method is cost effective and easy to maintain. 

3. Gas leak causes high peak of the acoustic pressure signal for the range of 31 Hz 
frequency. Acoustic energy of pressures causes high peak on the low frequency, due to 
fact that low frequency can transfer long distance, it is easier to detect this signal 
within the short time. 

4. Acoustic energy analysis on different positions shows there is a correlation between the 
signal’s magnitude and leak location. More simulations are needed to develop a precise 
model to foresee effects and outcome of future accidents caused by the hazardous 
material from the pipeline leak. 
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Figure 10:    FFT of pressure signal at various receiver locations for case of leak (left), and 
with no leak (right)-case 2. 

     All aforementioned methods are used for detecting leaks in gas pipeline systems in 
offshore application. Future studies will focus on the accurately localization of the leak by 
using the above methods. 
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ABSTRACT 
Sound produced when jets issued from a circular nozzle collide with a downstream ring coaxial with 
the jet is called ring tone. The ring tone is investigated through experiments and direct sound 
computations. The inner diameters of the circular nozzle exit and the ring are both 30 mm. In the 
experiments, the frequency spectra of the ring tone are measured for various impingement lengths of 
20–40 mm and jet velocities of 5–15 m/s. The tone is also compared with the hole tone, in which the 
downstream ring is replaced with a plate with a hole. As a general trend, the peak sound intensity shifts 
to higher frequency as the jet speed is increased in both tones. Multiple series of peaks are observed for 
each impingement length. While the peaks generally become higher with increasing jet speed, the 
amplification is not necessarily monotonic. When the ring tone is compared with the hole tone, the 
peaks are much lower and the frequency distribution is broader. Regarding the variation of the dominant 
ring-tone and hole-tone peak frequencies with jet speed, differences between the ring tone and hole 
tone appear at the locations of mode jumps. In the computations, the onset of self-sustained feedback 
oscillations in the ring tone is clarified from the view point of the throttling mechanism originally 
proposed for the hole tone, i.e., the coupling between the mass flow through the ring, vortex 
impingement and global pressure fluctuation. 
Keywords:  ring tone, hole tone, aeroacoustics, direct sound computation, wind tunnel. 

1  INTRODUCTION 
Ring tone is a kind of feedback sound emitted from a system in which pressure waves 
generated when vortices from a nozzle collide with a downstream obstacle, propagate 
upstream, and regulate the timing of further vortex ejection from the nozzle [1]–[4]. We 
encounter feedback tones in many practical situations such as solid propellant rocket motors, 
automobile intake and exhaust systems, ventilation systems, gas distribution systems, and 
whistling kettles. 

Ring tone is a dipole sound with an efficiency scaling of the third power of the jet Mach 
number; the dipole strength is equal to the unsteady force on the ring [4]. These dipoles 
radiate in the direction of the jet axis [3]. Chanaud and Powell [5] investigated ring tone with 
a torus with an inner diameter of 5 mm formed from copper wire with a diameter of 1.5 mm. 
Data were taken by varying the edge distance at constant Reynolds number and by varying 
the Reynolds number at constant edge distance. They found that at large spacing ratios, the 
hole- and ring-tone minimum-edge-distance contours have similar shapes and are distinct 
from an edge-tone contour. At small spacing ratios, the minimum-edge-distance contour for 
the ring-tone system deviates markedly from other contours, there being folds in the contours. 
The folds are seen to be related to jumps at higher Reynolds numbers. Obata et al. [6] 
experimentally investigated the ring tone. They found that multiple frequency components 
have substantial amplitudes compared to the fundamental frequency component, and showed 
that the lowest frequency component can interact with the fundamental component either to 
reinforce itself or to produce an additional frequency component. 

Although edge and hole tones have been investigated relatively in detail [3], [7]–[10] 
among feedback sounds, the details of ring tones, such as flow fields and the difference 
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between the ring and hole tones, are unknown except for the description mentioned above. 
Therefore, in this study, a ring tone system is developed, the frequency spectra of the ring 
tone are measured for various impingement lengths and jet velocities, and the sound 
generation mechanism is investigated through a direct sound computation. In the 
measurements, the ring tone is compared with the hole tone, which is generated when a metal 
plate with a hole with the same diameter as the nozzle outlet is installed instead of the ring 
with the ring tone. To our best knowledge, this study is the first case of applying a direct 
computation to the ring tone. 

In Section 2, the experimental methods are described including the geometries of the ring 
and hole, the wind tunnel, flow conditions, and the measurement system. Section 3 describes 
the numerical methods, computational conditions, grids, and initial and boundary conditions. 
In Section 4, experimental results are shown such as frequency spectra and the variation of 
the dominant peak frequency for various jet speeds and impingement lengths. The 
experimental results for the ring tone are compared with those for the hole tone. Section 5 
discusses the relationship between vortex impingement on the ring, mass flow variation 
through the ring, and global pressure variation in the flow field between the nozzle exit and 
the ring. 

2  EXPERIMENTAL METHODS 
Experiments were conducted to gain an insight into the sound properties of the ring tone. Fig. 
1 shows the experimental system with a ring placed downstream of the nozzle. A jet issued 
from the circular nozzle of a wind tunnel, and the ring was coaxial to the nozzle. The inner 
diameters of the nozzle exit d0 and the ring were both 30 mm. The outer diameter of the ring 
was 40 mm. The distance between the nozzle exit and the ring, the impingement length Lim 
was varied from 20 to 40 mm. Sound pressure was measured at r = 120 mm for z = Lim/2 
with a condenser microphone. Data were passed to an FFT analyser. The ring was 
acoustically compact. The speed of the circular jet was varied from 5 to 15 m/s. At 20°C, 
these velocities correspond to Reynolds numbers (Re = u0d0/ν) of 9.96 × 103–2.98 × 104. Fig. 
2 shows the overview and schematic of the wind tunnel. The circular jets were generated by 
a smooth circular contraction of airflow from the almost axisymmetric wind tunnel. 
 

 

Figure 1:  Experimental system. 
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(a) (b)

Figure 2:  Wind tunnel. (a) Photo; and (b) Schematic; unit: mm. 

     In addition to the experiments on the ring tone, experiments on the hole tone were 
conducted to compare the sound properties of the two tones because the hole tone is similar 
and more details are known about it. Fig. 3 shows the fabricated ring and hole plate and their 
schematics. To fix the ring in the air, the ring was pulled by six piano wires each with a 
diameter of 0.25 mm.
 

 
 

(a) (b)

Figure 3:    Ring and hole plate; unit: mm. The inner and outer diameters of the ring are  
30 mm and 40 mm, respectively. The diameter of the hole is 30 mm, and the 
thickness is 5 mm. (a) Fabricated ring (left: photo; right: schematic); and  
(b) Fabricated hole plate (left: photo; right: schematic). 

3  NUMERICAL METHODS 
A direct sound computation was conducted to clarify the onset of the self-sustained 
oscillation of the ring tone. Only near-field behaviours were considered because the 
interaction of a flow with the ring and the associated feedback propagation of pressure to the 
nozzle exit is the central concern of the computation. 

The governing equations are the unsteady three-dimensional compressible Navier–Stokes 
equations. The ideal gas law closes the system of the equations. The equations were solved 
with the finite-difference method. Spatial derivatives that appear in metrics, convective and 
viscous terms were evaluated with the 6th-order tridiagonal compact scheme [11]. Near the 
boundaries, the 4th-order one-sided classical Padé scheme was used at one point inside the 
boundaries. Time-accurate solutions to the governing equations were obtained using the 3rd-
order Runge–Kutta scheme. In addition to the spatial discretisation and time integration, 
10th-order implicit filtering [12] was introduced to suppress numerical instabilities that arise 
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from the central differencing in the compact scheme. The parameter on the left-hand side, 
which is associated with filtering strength, was set to be 0.492. An implicit 4th-order filter 
was used near the boundaries. This method has been well validated for predicting the original 
hole tone [9], [10]. 

Fig. 4 shows the structured mesh used for the computation. Every five grid lines are drawn 
for clarity. There were a total of approximately 5.2 M grid points. The overall mesh consisted 
of four zones: the inlet nozzle, the exterior domain of the nozzle, the ring zone, and the 
background space. Each zone is shown in a different colour. The ring in the computational 
domains was represented with the overset method. The outer boundaries of the ring zone 
were interpolated from the background space at each time step. The boundaries of the blank 
region of the background space were interpolated from the ring zone. Trilinear interpolation 
was used in this study. The z-axis was defined in the streamwise (axial) direction. Near the 
walls, the first mesh widths in the normal directions were 8.33 × 10−4 d0. The streamwise 
widths of the background mesh around the ring were approximately 3.28 × 10−2 d0. The far 
boundaries in the z and r directions were located at 70.36 d0 and 70.86 d0, respectively. The 
inlet boundary of the inlet nozzle was located at z = −0.6 d0. 

 

 

Figure 4:    Computational mesh for the ring tone (axisymmetric). Zones iz = 1,…,4 are the 
nozzle inlet, the exterior domain of the nozzle, the ring zone, and the background 
space, respectively. Every five grid lines are drawn for clarity. 

4  EXPERIMENTAL RESULTS 
The frequency spectra of the ring tone were measured for various impingement lengths and 
jet velocities [13]. Similar measurements were conducted also for the hole tone to clarify the 
differences between the ring and hole tones. 
     Fig. 5 shows the results. As a general trend, the peak sound intensity shifts to higher 
frequency with increasing jet speed in both tones. Multiple series of peaks are observed for 
Lim in both tones. While the peak sound intensity generally becomes stronger with increasing 
jet speed, the amplification is not monotonic. When the ring tone is compared with the hole 
tone, the peak sound intensities are much lower and the frequency distribution is broader. 
The lower intensity of the ring tone is consistent with [14]. 
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(i) Lim = 20 mm (ii) Lim = 30 mm (iii) Lim = 40 mm 

(a) 

  
(i) Lim = 20 mm (ii) Lim = 30 mm (iii) Lim = 40 mm 

(b)

Figure 5:    Frequency spectra for various impingement lengths and jet speeds. (a) Ring tone; 
and (b) Hole tone. 

Fig. 6 shows the variation of the dominant ring-tone and hole-tone peak frequencies with 
jet speed for Lim = 20, 30 and 40 mm. In the figure, correlations based on Rossiter’s equations 
n/f = Lim/uc + Lim/c0 [15] are also plotted. Here, n, f, Lim, and c0 are the stage index, frequency, 
impingement length, and speed of sound, respectively; uc = 0.6u0 is the convection velocity. 
As with the computational results in Fig. 5, the peak frequencies generally increase linearly. 
Differences between the ring tone and the hole tone appear at the locations of mode jumps, 
i.e., jumps in the stage index. Both integer stage indices (n) and fractional indices appear. 

 

  
(a) (b) (c) 

Figure 6:    Variation of the dominant peak frequency with jet speed for various 
impingement lengths for the ring tone and hole tone. (a) Lim = 20 mm; (b) Lim = 
30 mm; and (c) Lim = 40 mm. 
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     Fig. 7 shows vortex structures and the divergence of velocity at different times. The 
vortical structures are visualised with the iso-surfaces of the second invariance of the velocity 
gradient tensor for Q = 1 × 10−5. t denotes the elapsed time from the initial condition, and td 
is the time corresponding to 2,500 computational time steps. t = 0 corresponds to the initial 
condition with quiescent air in the flow field except for the nozzle inlet, where a Pohlhausen-
type laminar velocity profile is imposed. The boundary layer thickness is assumed to be  
1 mm. Velocities and lengths are non-dimensionalised with reference quantities vref and lref, 
respectively. In this study, vref = 340 m/s and lref = 1 mm. Vortices shed from the nozzle exit 
collide with the ring. When the vortices pass through the ring, new vortices are generated. 
 

 
(a) (b)

 
(c) (d)

Figure 7:    Vortical structures and divergence of velocity. The vortical structures are 
visualised with iso-surfaces of the second invariance of the velocity gradient 
tensor for Q = 1 × 10−5. (a) t/td = 34; (b) t/td = 80; (c) t/td = 126; and (d) t/td = 
174. 

To show the interaction of vortices with the ring more clearly, Fig. 8 shows the 
distribution of y in the y = 0 plane. Here, the y direction is normal to the sheet. At t/td = 34, 

a vortex ring is convected along the circular jet and located between the nozzle exit and the 
ring. At t/td = 80, the initial vortex ring collides with the ring, and secondary vortices, i.e., 
the wakes of the ring, are generated. After the vortices pass through the ring, some vortices 
are convected rapidly, and other vortices stay around the ring for a while and are convected 
afterward. 

The transient process from the initial state to the oscillatory states was analysed to 
investigate the onset of the feedback oscillation. As clarified in [9], the hole tone is governed  
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(a) (b)

 
(c) (d)

Figure 8:    Distribution of y on y = 0 plane. (a) t/td = 34; (b) t/td = 80; (c) t/td = 126; and 

(d) t/td = 174. 

by the axisymmetric throttling mechanism, which links mass flow through the hole, vortex 
impingement and global pressure fluctuation. The ring tone was analysed from the same 
viewpoint. 

Fig. 9 shows the time variation of the mass flow through the ring and gauge pressure 
sampled at P1 [(r,z) = (15,0.126)], P2 [(7.46,0.126)], and P3 [(22.5,0.126)]. The axial position 
of the mass flow evaluation is the centre of the ring. Initially, the mass flow increases 
monotonically until around t/td = 72. Oscillations in the mass flow appear afterwards. Peaks 
are observed at t/td = 72, 119, and 145, and valleys are observed at t/td = 95, 134, and 155. 
Except for the initial peak around t/td = 56, the peaks and valleys of the gauge pressure 
approximately coincide with those of the mass flow variation, which means that mass flow 
variation induces the pressure oscillations. The time for sound propagation over Lim = 30 mm 
is Δt/td = 0.625. Therefore, the time lag of the pressure fluctuation between the ring and the 
nozzle exit is negligible. 

To clarify velocity fields causing the mass flow variation through the ring, Fig. 10 shows 
the distributions at the peaks and valleys of circumferentially-averaged z-directional and r-
directional velocities along the radial position from the rotational axis. The velocity vector v 
at a point is decomposed into the radial (r), axial (z), and circumferential (θ) components 
using cylindrical coordinates: r r z zv v v v   e e e , where er, eθ, and ez are the unit normal 

basis vectors. The downstream direction of the rotational axis is taken as the positive z 
direction, and ez and er are taken in the positive z direction and outward directions, 
respectively. The circumferential direction is then defined according to a right-handed system. 
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Figure 9:    Time variation of mass flow through the ring m and gauge pressure Pg. The 
subscripts of the gauge pressure denote sampling locations. P1: (r,z) = 
(15,0.126); P2: (7.46,0.126); P3: (22.5,0.126). 

 
(a) (b)

Figure 10:    Circumferentially-averaged velocities in the axial (z) and radial (r) directions. r 
is the radial distance from the rotational axis. (a) z-directional velocity; and  
(b) r-directional velocity. 

At the peaks, vz and vr are generally higher than at the valleys. The rapid drops in vz and 
vr near r = d0/2 mean the existence of a wall. Positive vr means that flow vectors point outward 
when the flow passes through the ring, and negative vr means that flow vectors point inward. 
Thus, the periodic variation of flow vectors causes mass flow variation through the ring. Fig. 
11 shows the distribution of ωy when the mass flows are the peaks and valleys. As observed 
in Fig. 11(a), the bulged regions denoted by the black arrows leave the ring when the mass 
flows become peaks. When the mass flows become valleys, the bulged regions collide with 
the ring as found in Fig. 11(b). 
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(i) t/td = 72 (ii) t/td = 119 (iii) t/td = 145 

(a)

  
(i) t/td = 95 (ii) t/td = 134 (iii) t/td = 155 

(b)

Figure 11:    Distribution of ωy when mass flows through the ring are peaks and valleys.  
(a) At peaks; and (b) At valleys. 

     Fig. 12 shows the distributions of Pg/p∞ when the mass flows through the rings are peaks 
and valleys. Although the pressure becomes high in the regions around the jet connecting the 
nozzle exit and the ring at the peaks, it becomes low at the valleys. Jet fluid is pushed and  
 

  
(i) t/td = 72 (ii) t/td = 119 (iii) t/td = 145 

(a)

  
(i) t/td = 95 (ii) t/td = 134 (iii) t/td = 155 

(b)

Figure 12:    Distribution of Pg/p∞ when mass flows through the ring are peaks and valleys. 
(a) At peaks; and (b) At valleys. 
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mass flow through the ring becomes large when the ambient pressure is high, and jet fluid is 
pulled back (decelerated) and mass flow through the ring becomes small when the ambient 
pressure is low. Thus, this mechanism generates a self-sustained feedback oscillation. 

5  CONCLUSIONS 
Ring tone was investigated via experiments and direct sound computation. In the experiments, 
the frequency spectra of the ring tone were measured for various jet velocities and 
impingement lengths. The ring tone was also compared with the hole tone. 

The peak sound intensity generally shifts to higher frequency as the jet speed increases in 
both tones. Multiple series of peaks are observed at a particular Lim in both tones. While the 
peak sound intensity generally becomes stronger as the jet speed increases, the amplification 
is not monotonic. When the ring tone is compared with the hole tone, the peak sound 
intensities are much lower and the frequency distribution is broader. The variations of the 
dominant ring-tone and hole-tone peak frequencies with jet speed reveal differences between 
the ring and hole tones at the mode jumps. Both integer stage indices and fractional indices 
appear. 

The computation investigated the onset of the self-sustained feedback oscillation in the 
ring tone from the view point of the throttling mechanism. The mass flows through the ring 
are regulated by the variation in flow velocity and angle because of the interaction of a vortex 
ring around a sinuously deformed jet with the obstacle ring. This includes flow separation 
and the generation of secondary vortices. The mass flow becomes large when the ambient 
pressure in the region extending from the nozzle exit and the ring is high, and becomes small 
when the ambient pressure is low. Thus, the pressure fluctuation perturbs the nozzle exit 
where discrete vortices are generated. 
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ABSTRACT 
In March 2011, the severe accident of the Fukushima Dai-ichi (1F) nuclear power plant was happened 
by the earth quack and massive tsunami in Tohoku, Japan. And then, fuel debris was generated within 
the primary containment vessels (PCVs) of units 1, 2, and 3, respectively. Recently, the 
decommissioning of 1F is underway to remove the fuel debris, and the inside inspection with robots 
was conducted so far. Optical techniques have been applied for inspecting the PCVs, but information 
of the contaminated water leakage has been not unveiled due to non-clear water causing poor visibility 
of the camera. Therefore, non-optical techniques are required to unveil the leakage location, and we 
focused on the ultrasonic measurement technique. Ultrasonic measurement can be applied to opaque 
liquid, high-radioactive, and dark environments. In this study, we have developed the ultrasonic 
velocity profiler (UVP) system for the investigation of leaking locations. The UVP is based on the 
pulsed Doppler method, and it can measure instantaneous velocity profile along an ultrasonic beam 
path. In the original UVP principle, it can measure only one-dimensional velocity measurement. 
Therefore, we extended the UVP to multi-dimensional measurement. To achieve this, a multi-element 
sensor was used and an algorithm of three-dimensional (3D) velocity vector reconstruction was 
developed. The 3D vector measurement is realized by simultaneous receiving Doppler signal at each 
ultrasonic element. The measurement performance was evaluated by the rigid rotating flow 
measurement, and the relative error of velocity magnitude and vector angle were minimum –1.6% and 
11.2% respectively. In addition, we checked the validity of the system for leakage detection by 
measuring the simulated leakage flow. 
Keywords:  ultrasound, velocity profile, vector measurement, array transducer, multi-dimensional. 

1  INTRODUCTION 
Recently, optical inspections have been implemented for the decommissioning of the 
Fukushima Dai-ichi nuclear power plant (1F). The objective of these inspections is to assess 
the conditions within the primary containment vessels (PCVs) of units 1, 2 and 3 at the site, 
and some achievements has been made so far [1]. However, these inspections have not yet 
unveiled completely the locations of leaks (the repair of which is vital for fuel debris removal) 
and accurate distribution of fuel debris (an important factor in deciding the future fuel 
removal procedure). These inspections are hindered by a high-dose radioactive environment 
and an opaque environment which becomes from the suspended particulates in the coolant 
water. Therefore, methods other than optical methods are required to inspect within the PCVs. 

Ultrasonic measurement is considered as a promising non-optical inspection method. 
Ultrasonic sound can be used in opaque liquids and ultrasonic transducers are generally suited 
to high radiation levels, as used in the decommissioning of Three Mile Island (TMI-2) [2]. 
In our work, an ultrasonic velocity profiler (UVP) [3] and an ultrasonic phased array sensor 
were used in combination to identify leakage points [4]. The combination system of UVP 
and phased array sensor allows for the measurement of two-dimensional (2D) flow velocity 
vector fields using the Doppler frequency shift of echoes scattered by particles in the liquid. 
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Hence, leakage points may be identified by observing behaviour of liquid flow near pipes or 
walls. 

However, real flow is three-dimensional (3D) flow, and measurement system is also 
required to extend to 3D flow measurement. Peronneau et al. [5] proposed a single element 
cross beam system using two transducers as a transceiver (transmitter/receiver) to measure 
2D at the cross point. Further development of a similar measurement system for measuring 
3D by using three transducers was shown in the work of Fox [6]. However, this system is 
time-consuming since the transducers must be operated separately to avoid the interference 
of the sound beam. Later, Dunmire et al. [7] developed a 3D measurement system using five 
transducers (one transmitter and four receivers). With only one transmitter, the measurement 
occurs at the same time and same measurement volume. In fluid engineering, the area of 
investigation is wider, therefore depth varying (profile) measurement is necessary. Like 
Dunmire et al. measurement system, Huther and Lemmin [8] developed three-dimensional 
with varying depth measurement system in open-channel flow. Based on this idea, Obayashi 
et al. [9] investigated this system accuracy in rotating cylinder flow. They found that the 
velocity in receiver line has a relatively high error with the reason of low signal to noise ratio. 

These studies are very important to be continuously improved since the flow in fluid 
engineering often exists with multi-dimensional velocity such as 1F case. Owen et al. 
designed five elements transducer (one transmitter and four receivers) and constructed 3D 
velocity vector measurement system [10]. This system achieved 3D velocity vector profile 
measurement with a compact sensor. However, this system reconstructed 3D velocity vector 
by synthesizing dual 2D velocity vector, and it used large hardware system due to multi 
element using. In principle, 3D velocity vector can be reconstructed at least one transmitter 
and three receivers, and it can be more compact system. Furthermore, measurement hardware 
also can be optimized to the multi elements UVP system.  

The purpose of this study is development of the 3D flow vector measurement system with 
four elements sensor array and optimized hardware system for multi elements UVP 
measurement. In this paper, the vector UVP system is described, and the velocity profile 
measurement performance was validated with a rigid rotating flow. Moreover, this system 
applied to a simulated leakage flow to confirm the validity of 1F investigation.  

2  METHOD 

2.1  Ultrasonic velocity profiler 

An ultrasonic velocity profiler (UVP) can obtain instantaneous velocity profiles of a fluid 
and it is based on a pulsed Doppler method. Fig. 1 shows the schematic diagram of the UVP 
measurement. An ultrasonic transducer emits ultrasonic pulses to a particle mixed in the 
target fluid. The Doppler frequency which depends on the particle velocity can be obtained 
from the reflected echo signals by the frequency analysing. The velocity component of 
ultrasonic propagation direction, v, can be written as follows: 
 

.
2

D

c

cf
v

f
                                                                     (1) 

 
where fD, fc and c represent the Doppler frequency, the ultrasonic basic frequency of the 
transducer and the speed of sound in the fluid, respectively. By detecting the Doppler 
frequency at each measurement position along the beam axis, it realizes to measure the 
velocity distribution of the fluid. The measurement position, x, can be obtained as follows: 
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where τ is the echo time delay from the transmission time. To detect the Doppler frequency, 
the UVP method employs a pulse repetition method. Namely, repetition pulses are emitted 
from the transducer to the particles that be mixed in the target fluid; the Doppler frequency 
is estimated from the reflected echo waves. Each echo signal accompanies the phase shift 
because the particle is moved by the flow during the pulse repetition emitting. The auto-
correlation method [11] is often used to detect the phase shift between the consecutive two 
echo signals. 
 

 
(a)

 
(b) (c) 

Figure 1:    Ultrasonic transducer layout. (a) Overview of vector measurement; (b) Side view 
of a transmitter-receiver pair; and (c) Front view of the transducer array. 

2.2  Three-dimensional velocity vector measurement 

Originally, the UVP method obtains one-dimensional velocity profiles (one velocity 
component on the measurement line) as described at previous section. However, coolant flow 
structures inside the PCVs are complex due to internal structures and fuel debris; it is needed 
to extend the UVP to 3D measurement to enhance the efficiency of leak location detection. 
To extend the velocity component to 3D measurement, some methods have been proposed. 
Fox et al. [6] proposed a crossbeam method by using three transducers to obtain three velocity 
components. However, this method is time-consuming since each transducer measurement 
must be operated separately to avoid the sound beam interference, and it is a spatial point 
measurement. In contrast, Huther et al. [8] developed 3D velocity vector profile measurement 
system along on beam line by using five transducers (one transmitter and four receivers). 
This system obtains the Doppler frequencies from each measurement volume at each receiver 
simultaneously and reconstructs velocity vector profile; the instantaneous velocity vector 
profile measurement can be achieved. Using this principle, Owen et al. [10] manufactured 
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the five elements transducer. They achieved 3D velocity vector measurement by one 
transducer although measurable depth was only approximately 50 mm because the receiver 
element width was smaller, and the echo sensitivity was decreased.  

In this work, to extend the measurable depth and for more compactification of transducer 
system, the four-transducer array was used. The transducer layout is shown in Fig. 1. The 
transducer array consists of one transmitter and three receivers (each transducer has a disk 
shape ultrasonic element). The receivers are equally spaced around the transmitter at 120-
degree intervals, with a gap distance G between the transmitter and each receiver. To receive 
echo signals on the measurement line, each receiver has an angle α between it and the 
transmitter. 

When the tracer particle passing through the n-th measurement volume, three Doppler 
frequencies, fD1n, fD2n and fD3n, can be obtained from the three receivers. Then, the three 
velocity components are reconstructed by following equation: 
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where, c is the speed of sound, f0 is the basic frequency, and αn is the angle between the 
transmitter and receiver at the centre of n-th measurement volume, respectively. The angle 
αn is estimated by measurement position: 
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where, zn is the z direction distance from the centre transmitter. To detect the Doppler 
frequency from each receiver, the auto-correlation method [11] was used. The auto-
correlation method detect the Doppler phase shift generated by particle moving with 
quadrature demodulation. In order to reconstruct the velocity vector using eqn (3), the 
Doppler frequency of the receiver on-axis component should be detected. However, a real 
Doppler frequency includes other velocity components due to an uncertainty of the echo 
receivable angle. To suppress the influence of the angle uncertainty and extract the Doppler 
frequency of on-axis component, beam-axis phase shift was subtracted from detected phase 
shift at each receiver. The beam-axis phase shift was detected by centre transducer. Namely, 
the Doppler phase shift, Δθ0i was obtained by following equation: 
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where, subscript of i and j are the receiver index and pulse repetition index, respectively. 
Character s is the complex signal detected by the quadrature demodulation of the echo signal. 
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And the mark * represents the conjugate. From this equation, the Doppler frequency of each 
receiver is estimated by following equation: 
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                                                        (6) 

 
where, T is the pulse emission interval time. By using eqns (3)–(6), the velocity vector profile 
can be reconstructed. 
 

3  VALIDATION OF MEASUREMENT PERFORMANCE 
To validate the measurement certainty and accuracy, the rigid rotating flow was measured by 
the developed system, and the measurement results were compared with theoretical velocity 
vectors. 

3.1  Experimental apparatus 

The experimental apparatus for the rigid rotating flow measurement is shown in Fig. 2. As 
the fluid, tap water was packed in the acrylic cylinder (inner diameter was 154 mm, and wall 
thickness was 3 mm), and nylon particles were mixed in the water as the tracer particle. The 
cylinder was rotated by the stepping motor to generate rotating flow inside the cylinder. The 
rotation speed was controlled by the personal computer. The transducer array was installed 
at 10 mm from the centre of the cylinder. In the cylinder, the rotating flow is generated, and 
the theoretical flow vector can be calculated by following equations: 
 

theo x

theo z
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                                                             (7) 

 
where, rx and ry are x and y components of distance from the cylinder centre, respectively. 
To evaluate the measurement performance, the measured velocity vectors are compared with 
the theoretical vectors calculated by eqn (7). The detail of experimental conditions and 
measurement conditions are shown in Table 1. In this experiment, the distance between the 
transmitter and cylinder centre was set to 3 position (–1 mm, 2 mm and 8 mm) to validate the 
effect of the velocity vector angle.  

To realize the three-dimensional velocity vector profile measurement, the measurement 
instruments was developed. The photograph of developed instruments is shown in Fig. 3. 
The measurement system consisted of four-transducer array, laboratory made ultrasonic 
pulser/receiver, and signal processing personal computer. The pulser/receiver included the 
ultrasound drive circuit, echo signal amplifier and filter, and A/D converter. In this 
experiment, 150 V and 4 cycle rectangular wave was applied to the transmitter to generate 
pulsed ultrasound. Echo signal amplifier was set to 55 dB in each receiver. And the A/D 
converter recorded the echo signals with a sampling speed of 50 MS/s. The recorded signals 
were transferred to the computer through a USB 3.0 cable. The signal processing was 
performed in the computer based on eqns (3)–(6), with the programming software LabVIEW 
2019 (National Instruments).  
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(a) 

 
(b)

Figure 2:    Experimental setup of the rigid rotating flow measurement. (a) Experimental 
setup; and (b) Schematic diagram of rigid rotating flow measurement. 

Table 1:  Experimental conditions of the rigid rotating flow measurement. 

Condition and parameter Detail
Water temperature 25°C
Speed of sound (c) 1,497 m/s
Rotating speed (ω) 600 rpm
Transducer distance between cylinder center (rx) –1 mm, 2 mm, 8 mm 
Basic frequency (f0)  4 MHz
Active ultrasonic element diameter 5 mm
Angle between transmitter and receiver 8 degrees
Gap distance (G) 8 mm
Spatial resolution 0.75 mm
Time resolution 64 ms
Number of profiles 1,000
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(a) (b)

Figure 3:    Developed measurement system configuration. (a) Overview of the system; and 
(b) Internal hardware. 

3.2  Results and discussion 

The comparison of velocity vector profile between measured and theoretical values are 
shown in Fig. 4. Fig. 4(a) is the result in the condition of rx = –1 mm, (b) is rx = 2 mm, and 
(c) is rx = 8 mm position, respectively. Each vector profile is mean of a 1,000 dataset. The 
horizontal axis is the measurement position from the cylinder centre normalized by cylinder 
radius R. In the region of r/R = –1 to 0, the receivers were difficult to obtain echo signals due 
to receivable angle limitation. Therefore, the measurement results are indicated only r/R = 0 
to 1. Blue arrows mean theoretical vector, and red allows mean measured vector by the 
developed system. Figs 5 and 6 show the comparison of theoretical and measured velocity 
magnitude and vector angle, respectively. These values were calculated by following eqn (8). 
 

(a)

(b)

(c)

Figure 4:    Result of vector profile measurement in the rotating flow. (a) rx = –1 mm;  
(b) rx = 2 mm; and (c) rx = 8 mm. 
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Figure 5:  Comparison of theoretical and measured velocity magnitude. 

 

Figure 6:  Comparison of theoretical and measured vector angle. 

2 2

1
.

tan

V v w

v

w
 

 

   
 

                                                      (8) 

 
     In these figures, error bars represent the relative error from the theoretical values. As for 
the absolute velocity profiles, the spatial averaged relative errors of rx = –1 mm, 2 mm, and 
8 mm were –20%, –31% and –1.6%, respectively. And the spatial averaged errors in the 
vector angle were –24.4%, 16.6%, 11.2%, respectively. Namely, the error increased for 
vectors that the velocity component was dominated by the lateral component. In this work, 
the auto-correlation method was used to detect the Doppler frequency at each receiver, 
however, the method has weakness for very low velocity component. The developed 
algorithm calculates the phase difference between centre transducer and each receiver to 

160  Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



cancel the beam axis Doppler component, but the Doppler component in the beam axis 
direction was close to zero, which may have increased the error. Nevertheless, each measured 
vector profile by developed system was captured the rotating flow characteristic. 

4  SIMULATED LEAKAGE FLOW MEASUREMENT 
To verify the applicability to a leakage detection of the developed system, the simulated 
leakage flow measurement was performed. We verified whether it is possible to identify the 
leakage position by scanning the sensor position mechanically and obtaining a three-
dimensional flow map.  

4.1  Experimental apparatus 

Fig. 7 illustrates the experimental setup of the simulated leakage flow measurement. The tap 
water injected in the water tank (1.2 m × 0.4 m × 0.4 m). The simulated leakage hole was set 
to the bottom of the water tank, and the hole diameter was 20 mm. The tanked water was  
 

 
(a) 

 

 
(b) 

Figure 7:    Experimental apparatus of simulated leakage flow measurement.  
(a) Experimental apparatus; and (b) Schematic diagram of measurement position. 
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Table 2:  Experimental conditions of the simulated leakage flow measurement. 

Condition and parameter Detail
Water temperature 25℃
Speed of sound (c) 1,497 m/s
Leakage hole diameter 20 mm
Leak flowrate 7 L/min
Basic frequency (f0) 4 MHz
Active ultrasonic element diameter 5 mm
Angle between transmitter and receiver 8 degrees
Gap distance (G) 8 mm
Spatial resolution 0.75 mm
Time resolution 128 ms
Number of profiles at each position 100

 

 
(a)

 
(b)

Figure 8:    Result of the three-dimensional flow mapping of the simulated leakage flow 
measurement. (a) 3D view; and (b) xy-plane view. 
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circulated at 7 L/min from the hole. In this experiment, the transducer array was installed at 
300 mm from the bottom of tank, and to obtain the three-dimensional flow map, the 
transducer array was moved to x and y direction. The measurement position was changed in 
50 mm × 70 mm area and the moving pitch distance was set to 10 mm. The centre of leakage 
hole was (x, y, z) = (30, –10, 0), where the z is the distance from the bottom of tank. The 
detail of the experimental condition is shown in Table 2. The measurement instrument and 
conditions were almost same with previous section.  

4.2  Results and discussion 

The experimental result of simulated leakage flow measurement is shown in Fig. 8. Fig. 8(a) 
is the three-dimensional vector map around the leakage hole, and (b) is the xy-plane view of 
it at z = 0 to 10 mm. Where the Fig. 8(b), each velocity vectors are averaged in the region of 
z = 0 to 10 mm. at the far from the leakage hole, the velocity was low. On the other hand, the 
velocity vectors with higher velocities toward the simulated leakage hole were observed by 
developed system. Namely, it was shown that tracking the velocity vector during the flow 
mapping process can be utilized to identify the location of leakages. 

5  CONCLUSION 
To detect the coolant water leak positions of Fukushima-Daiichi nuclear power plant, the 3D 
velocity vector measurement system was developed by using four ultrasonic transducers 
array and the ultrasonic velocity profiler principle. The velocity vectors were reconstructed 
with the simultaneous obtained Doppler frequencies at each receiver by the developed 
algorithm. The measurement performance was evaluated by the rigid rotating flow 
measurement, and the relative error of velocity magnitude and vector angle were minimum 
–1.6% and 11.2% respectively. Moreover, the applicability to detection of leakage position 
was verified by the simulated leakage flow measurement. As the result, it was shown that 
tracking the velocity vector during the flow mapping process can be utilized to identify the 
location of leakages. In future work, we will improve the measurement accuracy and 
contribute to the identification of leakage position in 1F.  
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ACCURATE CONSTITUTIVE RELATIONS FOR
SHOCK WAVE STRUCTURES IN GASES

M. H. LAKSHMINARAYANA REDDY & S. KOKOU DADZIE
School of Engineering and Physical Sciences, Heriot-Watt University, Scotland, UK

ABSTRACT
Predicting accurately shock wave structures in gases using an appropriate hydrodynamic model is still
a challenge in extended hydrodynamic model development in rarefied gases. In this paper, we identified
constitutive equations that provide better agreement for the prediction of shock structure in a monatomic
gas in the Mach number range 1.3–4. The results obtained show an improvement upon those obtained
previously in the bi-velocity hydrodynamics and are more accurate than in the hydrodynamic models
from expansions method solutions to the Boltzmann equation.
Keywords: shock waves, compressible flows, rarefied gas flows, constitutive relations, Navier–Stokes
equations, volume/mass diffusion.

1 INTRODUCTION
Shock wave structure description is one of the best-known example of a simple highly non-
equilibrium compressible flow problem where large gradients of hydrodynamic fields are
present [1]–[8]. Shock structure problem serves as a standard benchmark problem for testing
the capability (validity) and accuracy of different hydrodynamics and extended hydrodynamic
fluid flow models and provides few advantages in its numerical simulations: (i) flow is one-
dimensional and steady state; (ii) no solid boundaries; and (iii) the upstream and downstream
states are in equilibrium and are connected by simple relations (the Rankine–Hugoniot
relations). Theoretical and numerical studies of the shock structure based on the classical
Navier–Stokes (NS) equations are described in the literature [1], [2], [9]–[12]. In addition,
shock density measurements have been carried out and reported for argon and nitrogen gases
with Mach number that ranges from supersonic to hypersonic [13], [14]. Eventually, it has
been recognized that shock structures in monatomic gases are not well described by the
Navier–Stokes theory. The shock thickness predicted is too small compared to experiments
for Mach numbers larger than approximately 1.5 (see. Fig. 1). The failure of the equations in a
shock structure description may be tied up to the basic assumptions such as linear constitutive
relations represented by Newton’s law of viscosity and Fourier’s law of heat conduction used
in closing the system [15] and/or breakdown of continuum assumption as the mean free path
becomes comparable to the characteristic length scale of the system.

The principal parameter which is often used to classify the non-equilibrium state of a gas
flow is the Knudsen number, Kn, and is defined as the ratio of the mean free path of the gas
molecules to the characteristic length of the flow system. Kn characterizes the gas rarefaction
which means that it measures departure from the local equilibrium. Continuum assumption
is valid for vanishing Knudsen numbers where the gas can be assumed to undergo a large
number of collisions over the typical length scale. As Kn increases the notion of the gas as a
continuum fluid becomes less valid and the departure of the gas from the local thermodynamic
equilibrium increases. Therefore, the range of use of the continuum-equilibrium assumption
is limited and confined to Kn . 0.01. Generally, the shock macroscopic parameter called
the inverse shock thickness is related to the Knudsen number and typically falls between
≈ 0.2 and ≈ 0.3 [6] (which is also evident from Fig. 1). Clearly, the range of Kn found in
the shock problem is beyond the classical continuum-Kn regime and falls into the so-called
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‘intermediate-Kn’ regime (0.01 . Kn . 1). Deriving appropriate continuum hydrodynamic
models or improving the range of applicability of the existing ones (the Navier–Stokes
equations) beyond their limits into the so-called ‘intermediate-Kn’ regime (0.01 . Kn . 1)
is still a critical area of research.
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Figure 1: Variation of dimensionless inverse shock thickness (δ) verses upstream Mach
number Ma1 for a monatomic argon gas. Experimental data extracted from
Alsmeyer [13] and DSMC data extracted from Lumpkin and Chapman [16].

Recently, the authors reinterpreted shock structure predictions of the classical Navier–
Stokes equations using a change of velocity variable [17]–[19]. The results on the shock
density profiles and shock thicknesses better agreed with the experimental data. However, the
procedure predicted very less values for density asymmetry factor. The present work expands
on this previous work to identify constitutive relations with a full assessment of the shock
structure problem.

The paper is organized as follows. In Section 2 a brief overview of the classical Navier–
Stokes equations for compressible flows and the modified constitutive relations are presented.
In Section 3 the modified Navier–Stokes equations are considered subject to shock structure
problem in monatomic argon gas. The detail of the formulation of the problem and numerical
procedure are then provided. Section 4 is completely devoted to analysis based on comparison
of shock macroscopic profiles and different shock macroscopic parameters with available
experiments and other simulation data. Finally, conclusions are drawn in Section 5.

2 THE CONTINUUM FLOW EQUATIONS:
MODIFIED CONSTITUTIVE RELATIONS

The standard continuum hydrodynamic equations are a differential form of three classical
conservation laws, namely, mass, momentum and energy conservation laws that govern the

166  Advances in Fluid Dynamics with emphasis on Multiphase and Complex Flow

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 132, © 2021 WIT Press

 EBSCOhost - printed on 2/13/2023 4:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



motion of a fluid. Here, we adopt the classical conservation equations in an Eulerian reference
frame as given by:

mass balance equation
∂ρ

∂t
+∇ · [ρU] = 0, (1)

momentum balance equation

∂ρU
∂t

+ ∇ · [ρU⊗ U + p I + Π] = 0, (2)

energy balance equation

∂

∂t
[
1
2
ρU2 + ρ ein] +∇ · [

1
2
ρU2 U + ρ ein U + (p I + Π) · U + q] = 0, (3)

where ρ is the mass-density of the fluid, U is the flow mass velocity, p is the hydrostatic
pressure, ein is the specific internal energy of the fluid, Π is the shear stress tensor, I is the
identity tensor and q is the heat flux vector. All these hydrodynamic fields are functions of
time t and spatial variable x. Additionally, ∇ and ∇· denote the usual spatial gradient and
divergence operators, respectively, and U⊗U represents the tensor product of two velocity
vectors. Expression for the specific internal energy is given by, ein = p/ρ(γ − 1) with γ
being the isentropic exponent. The constitutive models for the shear stress Π and the heat
flux vector q as due to the Newton’s law and the Fourier’s law, are given respectively by,

Π(NS) = −2µ
[

1
2

(∇U +∇U′) − 1
3
I (∇ · U)

]
= −2µ ∇̊U, q(NS) = −κ∇T, (4)

where ∇U′ represents the transpose of ∇U. Coefficients µ and κ are the dynamic viscosity
and the heat conductivity, respectively.

The eqns (1)–(4) is the well known and widely accepted conventional fluid flow
hydrodynamic model for a viscous and heat conducting fluid. In the limit of vanishing
viscous and heat conducting terms, the model reduced to the simple gas dynamics model
known as Euler equations, which are used to model inviscid and non-diffusive flows. In the
present study, to investigate our shock structure problem we adapt constitutive equations from
previous studies (Dadzie [20], Brenner [21]):

Π = −2µ ∇̊U− 2µ ∇̊JD, q = −κ∇T− γ

(γ − 1)Pr
p JD, (5)

where Pr is the Prandtl number and is a dimensionless number defined as the ratio
of momentum diffusivity to thermal diffusivity, JD = κm∇ ln ρ and κm is an additional
transport coefficient, the molecular diffusivity coefficient and is here related to the kinematic
viscosity coefficient through the following relation:

κm = κm0

µ

ρ
, whereκm0 is a positive constant. (6)

It is note worthy to point here that constitutive relations given in eqn (5) are formally
those proposed in Dadzie [20], Brenner [21] and used in Greenshields and Reese [6]. The
only main difference in the current expression being the additional factor of γ/((γ − 1)Pr)
in the heat flux relation. In the following sections, we reveal that these constitutive relations
show the best prediction of the shock profile in a monatomic argon gas.
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3 THE SHOCK STRUCTURE PROBLEM IN A MONATOMIC GAS:
FORMULATION AND NUMERICAL PROCEDURE

The evolution of a monatomic ideal gas flow is determined by the density ρ, the velocity U
and the temperature T at any point in space and time. Its pressure p obeys the perfect gas law,

p = ρRT, (7)

where R = kB/m is the specific gas constant with kB and m being the Boltzmann constant
and the molecular mass, respectively. In terms of the specific heat at constant pressure, cp,
and constant volume, cv, a monatomic ideal gas is characterized by,

cp =
γ

(γ − 1)
R, cv =

1
(γ − 1)

R, (8)

such that the ratio of cp to cv , called the isentropic constant γ, is equal to 5/3.
We consider a planar shock wave propagating in the positive x-direction which is

established in a flow of a monatomic gas. For this one-dimensional flow problem, all
hydrodynamic variables are functions of a single spatial coordinate x and time t; the system
is assumed to be uniform (having no gradients) and infinite along the y- and z-directions. The
flow velocity and heat flux in the x-direction are denoted by u(x, t) and q(x, t), respectively,
and are zero in the two remaining (y and z) orthogonal directions. It is straightforward to
verify that the stress tensor has only one non-zero component, the longitudinal stress which
can be expressed as,

Πxx = − 4
3
µ
∂u
∂x
− 4

3
µκm

ρ

∂2ρ

∂x2
+

4
3
µκm

ρ2

(
∂ρ

∂x

)2

≡ Π, (9)

and the constitutive relation for the heat flux is,

q = −κ ∂T
∂x
− cp

Pr
κm ρT

∂ ln ρ
∂x

. (10)

With the above definitions, the one-dimensional reduced balance equations for the
modified Navier–Stokes model can be written in ‘conservative’ form:

∂ρ

∂t
+

∂

∂x
( ρ u) = 0, (11)

∂

∂t

(
ρu
)

+
∂

∂x

(
ρ u2 + ρR T + Π

)
= 0, (12)

∂

∂t

(
1
2
ρu2 + cv T

)
+

∂

∂x

(
1
2
ρu3 + cp ρT u + Π u + q

)
= 0. (13)

The one-dimensional classical Navier–Stokes system is obtained by setting κm = 0 in
the constitutive relations of longitudinal stress and heat flux, i.e., in eqns (9) and (10),
respectively. The corresponding Euler system is then obtained by setting Π = 0 and q = 0 in
eqns (11)–(13).

We denote the upstream (x→ −∞) and downstream (x→∞) conditions of a shock,
located at x = 0, by a subscript 1 and 2, respectively. That is the upstream and the down
stream equilibrium states are characterised by (ρ1,u1,T1) and (ρ2,u2,T2), respectively.
Across a shock, the finite jump in each state variable is given by the so-called Rankine–
Hugoniot (RH) relations [1], [2] that connect the upstream and downstream states of a shock.
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These relations can be obtained from the conservation balance laws (11)–(13) by following
the standard procedure given in [1] and employing the ideal gas equation of state. The
standard Rankine–Hugoniot relations can be obtained as:

ρ1 u1 = ρ2 u2,

ρ1 u2
1 + ρ1 R T1 = ρ2 u2

2 + ρ2 R T2,

ρ1 u3
1 + 2 cp ρ1 T1 u1 = ρ2 u3

2 + 2 cp ρ2 T2 u2.

(14)

The modified Navier–Stokes equations, for the one-dimensional stationary shock flow
configuration reduced to:

d
dx

[ρu] = 0,
d
dx
[
ρu2 + p + Π

]
= 0, (15)

d
dx

[
ρu
(

1
2

u2 + cp T
)

+ Π u + q

]
= 0. (16)

Integration of the eqns (15)–(16) leads to:

ρu = m0, ρu + ρR T + Π = p0, (17)

ρu
(

cp T +
u2

2

)
+ Π u + q = m0 h0, (18)

where m0,p0 and h0 are integration constants which represents the mass flow rate, the
stagnation pressure and the stagnation specific enthalpy, respectively, and their values can be
obtained using the well-known Rankine–Hugoniot conditions (14). In order to solve the eqns
(17) and (18), it is convenient to work with its dimensionless form. We use the following set
of dimensionless variables based on the upstream reference states (denoted with subscript 1)
as in Reese et al. [5], Reddy and Dadzie [17], and Dadzie and Reddy [22]:

ρ =
c2
1

p1
ρ =

γ

ρ1
ρ, u =

u
c1
, T =

R
c2
1

T, p =
p
p1
, x =

x
λ1
, µ =

µ

µ1
, (19)

where λ1 is the upstream mean free path which is a natural choice for a characteristic length-
scale as changes through the shock occur due to few collisions and c1 =

√
γR T1 being

the adiabatic sound speed. The upstream mean free path can be expressed as a function of
reference state variables: λ1 = λ0µ1/ρ1 c1, with λ0 = (16/5)

√
2π/γ. Dimensionless forms

of transport coefficients κ and κm are:

κ =
γ

(γ − 1) Pr
µ and κm = κm0

µ

ρ
, (20)

with the Prandtl number, Pr, equals to 2/3 for the case of a monatomic gas.
It is well-known that the viscosity and temperature relation has a noticeable effect on the

shock wave structure. Here we adopt the generally accepted temperature-dependent viscosity
power law [6], [16]: µ ∝ Ts or µ = αTs, where α is a constant of proportionality taken to
be γs and the power s for almost all real gases falling between 0.5 ≤ s ≤ 1, with the limiting
cases, s = 0.5 and s = 1 corresponding to theoretical gases, namely, the hard-sphere and
Maxwellian gases, respectively. In our simulations we use s = 0.75 for a monatomic argon
gas.
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The nondimensionalized form of the integral conservation eqns (17) and (18) can then be
obtained using the dimensionless quantities defined via eqns (19) and (20) as:

ρ u = m0, − 1
λ0 Ma1

Π =
T
u

+ u − p0, (21)

− (γ − 1)
λ0 Ma1

q = T − (γ − 1)
2

u2 + (γ − 1) p0 u − h0, (22)

where Ma1 is the upstream Mach number defined as the ratio of the speed of the gas to the
speed of sound through the gas, Ma1 = u1/c1. Expressions for the quantities m0, p0 and h0

can be then obtained as,

m0 = γMa1, p0 =
1

γMa1

(
1 + γMa2

1

)
, h0 = 1 +

(γ − 1)
2

Ma2
1, (23)

and the expressions for the dimensionless shear stress (π) and the heat flux (q) are given by,

Π = −4
3
µ

du
dx
− 4

3

(
γ

λ0

)
µκm

ρ

d2ρ

dx2 +
4
3

(
γ

λ0

)
µκm

ρ2

(
dρ
dx

)2

, (24)

q = −κ dT
dx
− γ

(γ − 1) Pr
κm T

dρ
dx
. (25)

We solve the final eqns (21) and (22) using a numerical scheme, namely, finite difference
global solution (FDGS) technique developed by Reese et al. [5] with well-posed boundary
conditions. For the specific details of FDGS scheme reader can refer to Reese et al. [5].

4 NUMERICAL RESULTS AND COMPARISON OF HYDRODYNAMIC
FIELDS ACROSS THE SHOCK LAYER

We perform numerical simulations of stationary shock waves located at x = 0 using
FDGS scheme by considering a computational spatial domain of length 100λ1 covering
(−50λ1, 50λ1) with a step size equal to ≈ 0.05λ1. This domain is wide enough to contain
the entire shock profile for weak shocks (Ma1 ∼ 1) without altering its structure in a
monatomic argon gas. We assume the constant κm0 in the molecular mass diffusivity κm

to be 0.5 in all our present simulations and for this value of κm0 the system is linearly
stable. To compare the shock structure profiles among the theoretical and experimental data,
the position x has been scaled such that x = 0 corresponds to a value of the normalized
gas density ρN = (ρ− ρ1)/(ρ2 − ρ1) equals 0.5. Other hydrodynamic field, namely, the
velocity profiles are normalised via: uN = (u− u2)/(u1 − u2). Fig. 2(a) and (b) shows the
comparison of the normalised velocity profiles obtained from the classical and the present
modified Navier–Stokes equations for Ma1 = 1.55 and Ma1 = 4, respectively. As the flow
varies from supersonic to subsonic across the shock, the velocity is maximum/high at the
upstream part of the shock, decreases through the shock and attains its smallest value at the
downstream part of the shock. The velocity profiles obtained from the modified NS model
are more diffusive than the classical NS profile at both upstream and downstream part of the
shock which is evident from Fig. 2.

4.1 Density profiles across the shock

Experimental data exist for monatomic argon gas density variations across shock layer.
We take a detailed comparison of density field across the shock with experimental results
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Figure 2: Variation of normalized velocity (uN) profiles in Ar shock layer: for (a) Ma1 =
1.55; and (b) Ma1 = 4.

of Alsmeyer [13] and also with the classical Navier–Stokes equations. Fig. 3 show the
normalized density ρN profiles through an argon shock wave as predicted by the modified
Navier–Stokes and the classical Navier–Stokes equations compared with the experimentally
measured density data. Panels (a), (b), (c) and (d) of Fig. 3 correspond to upstream Mach
numbers of Ma1 = 1.55, 2.05, 3.38 and 3.8, respectively. In each panel: the dotted black lines
represent solutions of the Navier–Stokes equations and the red lines represent solutions by the
modified Navier–Stokes equations. The filled blue circles represent the experimental data of
Alsmeyer [13]. From panel (a) of Fig. 3 one observes that for the upstream Mach number of
1.55 the classical Navier–Stokes is able to predict well the upstream part of the shock layer
in comparison with the experimental data but completely fails to predicts the downstream
part of the shock layer. The modified Navier–Stokes equations produce good agreement with
the experimental data with a small disparity at the upstream part of the shock layer and
is more diffusive than the experimental data. The modified Navier–Stokes predictions for
the normalized density profiles show excellent agreement with the experimental data for the
upstream Mach number of Ma1 = 2.05, 3.38 and 3.8, which is evident from panels (b)–(d)
of Fig. 3. Overall, an excellent agreement between predictions of the modified Navier–Stokes
equations and the experimental data of Alsmeyer [13] is found for weak shocks (Ma1 ∼ 1)
to moderate strong shocks (Ma1 ∼ 4), which is seen in Fig. 3.

4.2 Shock macroscopic parameters: shock thickness and density asymmetry

We discuss in this section two important parameters, namely, shock thickness Lρ and density
asymmetry factor Qρ which are often used to characterize the shock wave properties instead
of comparing full shock wave profiles. These two shock macroscopic parameters are defined
based on shock density profiles. The usual shock thickness or width Lρ is defined as
(Greenshields and Reese [6], Reddy and Alam [7], [8], Gilbarg and Paolucci [10], Pham-
Van-Diep et al. [12] and Alsmeyer [13]):

Lρ =
ρ2 − ρ1

|max(dρ
dx )|

, (26)
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Figure 3: Variation of normalized density (ρN) profiles in Ar shock layer: for (a) Ma1 =
1.55; (b) Ma1 = 2.05; (c) Ma1 = 3.38; and (d) Ma1 = 3.8.

and is based on the density profile and depends mainly on the central part of the shock wave.
Note that from the definition of L, one can infer that it has a linear dependence on the density
difference between the upstream and downstream states and inversely proportional to a slope
corresponding to the maximum density gradient. In general, the non-dimensional inverse
shock thickness δ = λ1/Lρ is used instead of shock thickness Lρ to compare computational
results with experiments as it possesses an important feature that is, it represents actually the
Knudsen number of the shock structure flow problem.

In Fig. 4, the prediction of the modified Navier–Stokes equations (red line with filled
rhombus ) for reciprocal shock thickness (δ) as a function of upstream Mach number (Ma1)
are compared with the theoretical results from Burnett equations [16] (double dot dashed
line), a second-order continuum equations of Paolucci and Paolucci [23] (dash dot line)
along with the Alsmeyer experimental data (open and filled circles) and also with the DSMC
data (filled squares). Predictions from the classical Navier–Stokes with s = 0.75 (see black
dotted line) are also presented for the sake of completeness. From Fig. 5, one can observe
that the classical Navier–Stokes equations with s = 0.75 predict the higher reciprocal shock
thickness than the measured values over the entire Mach number range presented. In other
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Figure 4: Variation of the dimensionless inverse shock thickness (δ) verses upstream Mach
number Ma1. Line with dot (red) represent modified Navier–Stokes solution with
κm0 = 0.5 and s = 0.75, dashed line (black) shows present solutions of the NS
with s = 0.75 using FDGS technique, results from Burnett theory and DSMC [16],
second-order continuum theory [23] and experiments [13] are superimposed.

words we can say that the classical Navier–Stokes equations predicts very small values for
the shock thickness (Lρ). While the predictions from the modified Navier–Stokes equations
with s = 0.75 is found to follow very closely the experimental results of Alsmeyer [13]
(see filled blue circles). It can be seen that the predictions of the modified NS equations
show a close reasonable agreement with the DSMC results of Lumpkin and Chapman [16]
at all upstream Mach numbers ranging from Ma1 = 1.55 to 4. Some deviations from the
Alsmeyer experimental results are observed in Burnett and second-order continuum model
of Paolucci and Paolucci [23] which is evident from Fig. 4. Overall, judged by the inverse
shock thickness, it has been found from Fig. 4 that the modified Navier–Stokes model gives
good agreement with the experimental results of Alsmeyer [13] and a reasonable good
agreement with the DSMC results [16]. Furthermore, the inverse shock thickness predictions
of the modified NS equations showed improvement over the Burnett and the second-order
continuum models.

A second important shock macroscopic parameter called the density asymmetry factor
Qρ can be used to describe the actual shape of the shock structure as it measures skewness of
the density profile relative to its midpoint [6]. The shock asymmetry, Qρ, is defined based on
the normalized density profile, ρN, with its centre, ρN = 0.5, located at x = 0, as

Qρ =

∫ 0

−∞ ρN(x) dx∫∞
0

[1 − ρN(x)] dx
. (27)
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Figure 5: Variation of density asymmetry or shape factor (Qρ). Line with dot (red) represent
modified Navier–Stokes solution with κm0 = 0.5 and s = 0.75, dashed line
(black) shows present solutions of the NS with s = 0.75 using FDGS technique,
results from Brenner Navier–Stokes [6], second-order continuum theory [23] and
experiments [13], [14] are superimposed.

From eqn (27) it is clear that, a symmetric shock wave profile will have a density asymmetry
quotient of unity, while for realistic shock waves its value is around unity and asymmetric
shock profiles are predicted in experiments for strong hypersonic shock waves for which Qρ

is always grater than unity.
Predictions of the modified Navier–Stokes equations for the density asymmetry quotient

Qρ compared with experimental data of Alsmeyer [13] and Schmidt [14] along with the
other theoretical predictions from the classical Navier–Stokes, a second-order continuum
theory of Paolucci and Paolucci [23] and Brenner Navier–Stokes equations [6] are shown
in Fig. 5. One can observe that the classical Navier–Stokes equations predict an asymmetry
quotient of more than unity (which means that the upstream part of the shock profile is more
skewed than at the downstream) at all upstream Mach numbers and are far away from the
experimental predictions. Brenner Navier–Stokes equations predict Qρ < 1 for all upstream
Mach numbers studied. In contrast to the predictions of classical and Brenner Navier–Stokes,
it is experimentally found and reported that the density profile has a significant asymmetry
(Qρ = 1± 0.15) at all upstream Mach numbers. The modified Navier–Stokes predicts an
asymmetry quotient of around unity at low upstream Mach numbers and its value increases
with shock strength which is evident from Fig. 5. It can be seen that the current modified
Navier–Stokes and second-order continuum theory of Paolucci and Paolucci [23] are better in
predicting reasonable density asymmetry factor at all upstream Mach numbers range studied
here.
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5 CONCLUSIONS
In this work we presented a numerical investigation into shock wave profile description in
a monatomic gas using hydrodynamics models by identifying constitutive equations that
provide better agreement for the parameters involved in the prediction. A detailed comparison
between the predictions of the modified hydrodynamic equations with Alsmeyer’s
experimental data and DSMC data along with classical Navier–Stokes hydrodynamic
solutions presented for upstream Mach number range 1.3 to 4. First, we focused our
comparison for shock density profiles as accurate data from the experiments are available.
Second, we showed the comparison of two well-known shock macroscopic parameters
(inverse shock thickness and density asymmetry factor) with available experimental
and DSMC data. Our analysis showed that the constitutive equations provide excellent
quantitative agreement with experimental data as well as with DSMC data at all Mach
numbers discussed and especially best in reproducing experimental trends for the shock
density and inverse shock thickness profiles. In fact we conclude that the results are
improvement upon those obtained previously in bi-velocity hydrodynamics and showed
improvements over those obtained using equations from the extended hydrodynamic
approach of kinetic theory. Further implications of these results as related to recently
proposed recast Navier–Stokes equations are still to be investigated.
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