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Chapter One

Introduction

1.1 THE EINSTEIN-KLEIN-GORDON COUPLED SYSTEM

The Einstein field equations of General Relativity are a covariant geometric
system that connect the Ricci tensor of a Lorentzian metric g on a manifold M
to the energy-momentum tensor of the matter fields in the spacetime, according
to the equation

Gαβ = 8πTαβ . (1.1.1)

Here Gαβ = Rαβ − (1/2)Rgαβ is the Einstein tensor, where Rαβ is the Ricci
tensor, R is the scalar curvature, and Tαβ is the energy-momentum tensor of
the matter in the spacetime.

In this monograph we are concerned with the Einstein-Klein-Gordon coupled
system, which describes the coupled evolution of an unknown Lorentzian metric
g and a massive scalar field ψ. In this case the associated energy momentum
tensor Tαβ is given by

Tαβ := DαψDβψ −
1

2
gαβ

(
DµψDµψ + ψ2

)
, (1.1.2)

where D denotes covariant derivatives.
Our goal is to prove definitive results on the global stability of the flat space

among solutions of the Einstein-Klein-Gordon system. Our main theorems in
this monograph include:

(1) A proof of global regularity (in wave coordinates) of solutions of the
Einstein-Klein-Gordon coupled system, in the case of small, smooth, and local-
ized perturbations of the stationary Minkowski solution (g, ψ) = (m, 0);

(2) Precise asymptotics of the metric components and the Klein-Gordon field
as the time goes to infinity, including the construction of modified (nonlinear)
scattering profiles and quantitative bounds for convergence;

(3) Classical estimates on the solutions at null and timelike infinity, such as
bounds on the metric components, weak peeling estimates of the Riemann cur-
vature tensor, ADM and Bondi energy identities and estimates, and asymptotic
description of null and timelike geodesics.

The general plan is to work in a standard gauge (the classical wave co-
ordinates) and transform the geometric Einstein-Klein-Gordon system into a
coupled system of quasilinear wave and Klein-Gordon equations. We then an-
alyze this system in a framework inspired by the recent advances in the global
existence theory for quasilinear dispersive models, such as plasma models and
water waves.
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CHAPTER 1

More precisely, we rely on a combination of energy estimates and Fourier
analysis. At a very general level one should think that energy estimates are
used, in combination with vector-fields, to control high regularity norms of the
solutions. The Fourier analysis is used, mostly in connection with normal forms,
analysis of resonant sets, and a special norm, to prove dispersion and decay in
lower regularity norms.

The method we present here incorporates Fourier analysis in a critical way.
Its main advantage over the classical physical space methods is the ability to
identify clearly resonant and non-resonant nonlinear quadratic interactions. We
can then use normal forms to dispose of the non-resonant interactions, and focus
our attention on a small number of resonant quadratic interactions. This leads
to very precise estimates.

In particular, some of our asymptotic results appear to be new even in the
much-studied case of the Einstein-vacuum equations (corresponding to ψ = 0)
mainly because we allow a large class of non-isotropic perturbations. Indeed,
our assumptions on the metric on the initial slice are weak, essentially of the
type

gαβ = mαβ + ε0O(〈x〉−1+), ∂gαβ = ε0O(〈x〉−2+).

These assumptions are consistent with non-isotropic decay, in the sense that we
do not assume that the metric has radial decay of the form M/r up to lower
order terms. Even with these weaker assumptions we are still able to derive
suitable asymptotics of the spacetime, such as weak peeling estimates for the
Riemann tensor, and construct a Bondi energy function.

1.1.1 Wave Coordinates and PDE Formulation of the Problem

The system of equations (1.1.1)–(1.1.2) is a geometric system, written in covari-
ant form. To analyze it quantitatively and state our main theorems we need to
fix a system of coordinates and reformulate our problem as a PDE problem.

We start by recalling some of the basic definitions and formulas of Lorentzian
geometry. At this stage, all the formulas are completely analogous to the Rie-
mannian case, hold in any dimension, and the computations can be performed
in local coordinates. A standard reference is the book of Wald [73]. Assume g
is a sufficiently smooth Lorentzian metric in a 4 dimensional open set O. We
assume that we are working in a system of coordinates x0, x1, x2, x3 in O. We
define the connection coefficients Γ and the covariant derivative D by

Γµαβ := g(∂µ,D∂β∂α) =
1

2
(∂αgβµ + ∂βgαµ − ∂µgαβ), (1.1.3)

where ∂µ := ∂xµ , µ ∈ {0, 1, 2, 3}. Thus

D∂α∂β = D∂β∂α = Γν αβ∂ν , Γν αβ := gµνΓµαβ , (1.1.4)

where gαβ is the inverse of the matrix gαβ , i.e., gαβgµβ = δαµ . For µ, ν ∈
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{0, 1, 2, 3} let

Γµ := gαβΓµαβ = gαβ∂αgβµ −
1

2
gαβ∂µgαβ , Γν := gµνΓµ. (1.1.5)

We record also the useful general identity

∂αgµν = −gµρgνλ∂αgρλ, (1.1.6)

and the Jacobi formula

∂α(log |g|) = gµν∂αgµν , α ∈ {0, 1, 2, 3}, (1.1.7)

where |g| denotes the determinant of the matrix gαβ in local coordinates.
Covariant derivatives can be calculated in local coordinates according to the

general formula

DαTβ1...βn = ∂αTβ1...βn −
n∑
j=1

Γν αβjTβ1...ν...βn , (1.1.8)

for any covariant tensor T . In particular, for any scalar function f

�gf = gαβDαDβf = �̃gf − Γν∂νf, (1.1.9)

where �̃g := gαβ∂α∂β denotes the reduced wave operator.
The Riemann curvature tensor measures commutation of covariant deriva-

tives according to the covariant formula

DαDβωµ −DβDαωµ = R ν
αβµ ων , (1.1.10)

for any form ω. The Riemann tensor R satisfies the symmetry properties

Rαβµν = −Rβαµν = −Rαβνµ = Rµναβ ,

Rαβµν + Rβµαν + Rµαβν = 0,
(1.1.11)

and the covariant Bianchi identities

DρRαβµν + DαRβρµν + DβRραµν = 0. (1.1.12)

Its components can be calculated in local coordinates in terms of the connection
coefficients according to the formula

R ρ
αβµ = −∂αΓρ βµ + ∂βΓραµ − ΓρανΓ

ν
βµ + Γρ βνΓ

ν
αµ. (1.1.13)

Therefore, the Ricci tensor Rαµ = gβρRαβµρ is given by the formula

Rαµ = −∂αΓρ ρµ + ∂ρΓ
ρ
αµ − Γρ ναΓν ρµ + Γρ ρνΓ

ν
αµ.
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Simple calculations using (1.1.3) and (1.1.5) show that the Ricci tensor is given
by

2Rαµ = −�̃ggαµ + ∂αΓµ + ∂µΓα + F≥2
αµ (g, ∂g), (1.1.14)

where F≥2
αβ (g, ∂g) is a quadratic semilinear expression,

F≥2
αβ (g, ∂g) =

1

2
gρµgνλ

{
∂νgρµ∂βgαλ + ∂νgρµ∂αgβλ − ∂νgρµ∂λgαβ

}
+ gρµgνλ

{
− ∂ρgµλ∂αgβν − ∂ρgµλ∂βgαν

+ ∂ρgµλ∂νgαβ + ∂αgρλ∂µgβν + ∂βgρλ∂µgαν
}

− 1

2
gρµgνλ(∂αgνµ + ∂νgαµ − ∂µgαν)(∂βgρλ + ∂ρgβλ − ∂λgβρ).

(1.1.15)

We consider the Einstein field equations (1.1.1)–(1.1.2) for an unknown
spacetime (M,g); for simplicity, we drop the factor of 8π from the energy-
momentum tensor. The covariant Bianchi identities DαGαβ = 0 can be used to
derive an evolution equation for the massive scalar field ψ. The equation is

�gψ − ψ = 0. (1.1.16)

Therefore the main unknowns in the problem are the metric tensor g and the
scalar field ψ, which satisfy the covariant coupled equations (1.1.1) and (1.1.16).

To construct solutions we need to fix a system of coordinates. In this paper
we work in wave coordinates, which is the condition

Γα = −�gx
α ≡ 0 for α ∈ {0, 1, 2, 3}. (1.1.17)

Wave coordinates are known to be a good system of coordinates to prove global
stability at least in the Einstein-vacuum equations due to the work of Lindblad-
Rodnianski [63]. Our construction of global solutions of the Einstein-Klein-
Gordon system is based on the following proposition, which can be proved by
straightforward calculations.

Proposition 1.1. Assume g is a Lorentzian metric in a 4 dimensional open set
O, with induced covariant derivative D and Ricci curvature Rαβ, and ψ : O → R
is a scalar. Let x0, x1, x2, x3 denote a system of coordinates in O and let Γν be
defined as in (1.1.5).

(i) Assume that (g, ψ) satisfies the Einstein-Klein-Gordon system

Rαβ −DαψDβψ −
ψ2

2
gαβ = 0, �gψ − ψ = 0, (1.1.18)

in O. Assume also that Γµ ≡ 0 in O, µ ∈ {0, 1, 2, 3} (the harmonic gauge
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condition). Then

�̃ggαβ + 2∂αψ∂βψ + ψ2gαβ − F≥2
αβ (g, ∂g) = 0,

�̃gψ − ψ = 0,
(1.1.19)

where the quadratic semilinear terms F≥2
αβ (g, ∂g) are defined in (1.1.15) and

�̃g := gαβ∂α∂β denotes the reduced wave operator .
(ii) Conversely, assume that the equations (1.1.19) (the reduced Einstein-

Klein-Gordon system) hold in O. Then

Rαβ − ∂αψ∂βψ −
ψ2

2
gαβ −

1

2
(∂αΓβ + ∂βΓα) = 0,

�gψ − ψ + Γµ∂µψ = 0,

(1.1.20)

and the functions Γβ = gβνΓ
ν satisfy the reduced wave equations

�̃gΓβ = 2Γν∂νψ∂βψ + gρα[Γν ρα(∂νΓβ + ∂βΓν)

+ Γν ρβ(∂αΓν + ∂νΓα)] + ∂µΓν∂βgµν .
(1.1.21)

In particular, the pair (g, ψ) solves the Einstein-Klein-Gordon system (1.1.18)
if Γµ ≡ 0 in O.

Our basic strategy to construct global solutions of the Einstein-Klein-Gordon
system is to use Proposition 1.1. We construct first the pair (g, ψ) by solving
the reduced Einstein-Klein-Gordon system (1.1.19) (regarded as a quasilinear
Wave-Klein-Gordon system) in the domain R3× [0,∞). In addition, we arrange
that Γµ, ∂tΓµ vanish on the initial hypersurface, so they vanish in the entire
open domain, as a consequence of the wave equations (1.1.21). Therefore the
pair (g, ψ) solves the Einstein-Klein-Gordon system as desired.

In other words, the problem is reduced to constructing global solutions of the
quasilinear system (1.1.19) for initial data compatible with the wave coordinates
condition.

1.2 THE GLOBAL REGULARITY THEOREM

To state our global regularity theorem we introduce first several spaces of func-
tions on R3.

Definition 1.2. For a ≥ 0 let Ha denote the usual Sobolev spaces of index a
on R3. We define the Banach spaces Ha,b

Ω , a, b ∈ Z+, by the norms

‖f‖Ha,bΩ
:=

∑
|α|≤b

‖Ωαf‖Ha , (1.2.1)
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where Ωα = Ωα1
23 Ωα2

31 Ωα3
12 and Ωjk = xj∂k − xk∂j are the rotation vector-fields of

R3. We also define the weighted Sobolev spaces Ha,b
S,wa and Ha,b

S,kg by the norms

‖f‖Ha,bS,wa :=
∑

|β′|≤|β|≤b

‖xβ
′
∂βf‖Ha , ‖f‖Ha,bS,kg :=

∑
|β|,|β′|≤b

‖xβ
′
∂βf‖Ha ,

(1.2.2)

where xβ
′

= x
β′1
1 x

β′2
2 x

β′3
3 and ∂β := ∂β1

1 ∂β2

2 ∂β3

3 . Notice that Ha,b
S,kg ↪→ Ha,b

S,wa ↪→
Ha,b

Ω ↪→ Ha.

To implement the strategy described above and use Proposition 1.1 we need
to prescribe suitable initial data. Let Σ0 = {(x, t) ∈ R3 × [0,∞) : t = x0 =
0}. We assume that g, k are given symmetric tensors on Σ0, such that g is a
Riemannian metric on Σ0. We assume also that ψ0, ψ1 : Σ0 → R are given
initial data for the scalar field ψ.

We start by prescribing the metric components on Σ0,

gij = gij , g0i = 0, g00 = −1.

The conditions g00 = −1 and g0i = 0 hold only on the initial hypersurface
and are not propagated by the flow. They are imposed mostly for convenience
and do not play a significant role in the analysis. We also prescribe the time
derivative of the metric tensor,

∂tgij = −2kij ,

in such a way that k is the second fundamental form of the surface Σ0, k(X,Y ) =
−g(DXn, Y ), where n = ∂0 is the future-oriented unit normal vector-field on
Σ0. The conditions Γα = 0, α ∈ {0, 1, 2, 3}, can be used to determine the other
components of the initial data for the pair (g, ψ) on the hypersurface Σ0, which
are

gij = gij , g0i = gi0 = 0, g00 = −1,

∂tgij = −2kij , ∂tg00 = 2gijkij , ∂tgn0 = gij∂igjn −
1

2
gij∂ngij ,

ψ = ψ0, ∂tψ = ψ1.

(1.2.3)

The remaining restrictions ∂tΓα = 0 lead to the constraint equations. In
view of (1.1.20) the constraint equations are equivalent to the conditions Rα0−
(1/2)Rgα0 = Tα0, α ∈ {0, 1, 2, 3}, where Tαβ is as in (1.1.2). This leads to four
constraint equations

Dn(gijkij)− gijDjkin = ψ1Dnψ0, n ∈ {1, 2, 3},
R+ gijgmn(kijkmn − kimkjn) = ψ2

1 + gijDiψ0Djψ0 + ψ2
0 ,

(1.2.4)

where D denotes the covariant derivative induced by the metric g on Σ0, and R
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is the scalar curvature of the metric g on Σ0.
We are now ready to state our first main theorem, which concerns global

regularity of the system (1.1.19) for small initial data (gij , kij , ψ0, ψ1).

Theorem 1.3. Let Σ0 := {(x, t) ∈ R4 : t = 0} and assume that (gij , kij , ψ0, ψ1)
is an initial data set on Σ0, satisfying the constraint equations (1.2.4) and the
smallness conditions

3∑
n=0

3∑
i,j=1

{∥∥ |∇|1/2+δ/4(gij − δij)
∥∥
H
N(n),n
S,wa

+ ‖ |∇|−1/2+δ/4kij‖HN(n),n
S,wa

}
+

3∑
n=0

{
‖〈∇〉ψ0‖HN(n),n

S,kg

+ ‖ψ1‖HN(n),n
S,kg

}
≤ ε0 ≤ ε.

(1.2.5)

Here N0 := 40, d := 10, δ := 10−10, N(0) := N0 + 16d, N(n) = N0 − nd for
n ≥ 1, ε is a small constant, and the operators |∇| and 〈∇〉 are defined by the
multipliers |ξ| and 〈ξ〉.

(i) Then the reduced Einstein-Klein-Gordon system

�̃ggαβ + 2∂αψ∂βψ + ψ2gαβ − F≥2
αβ (g, ∂g) = 0,

�̃gψ − ψ = 0,
(1.2.6)

admits a unique global solution (g, ψ) in M := {(x, t) ∈ R4 : t ≥ 0}, with

initial data (gij , kij , ψ0, ψ1) on Σ0 (as described in (1.2.3)). Here F≥2
αβ (g, ∂g)

are as in (1.1.15) and �̃g = gµν∂µ∂ν . The solution satisfies the harmonic
gauge conditions

0 = Γµ = gαβ∂αgβµ −
1

2
gαβ∂µgαβ , µ ∈ {0, 1, 2, 3} (1.2.7)

in M . Moreover, the metric g stays close and converges to the Minkowski metric
and ψ stays small and converges to 0 as t→∞ (in suitable norms).

(ii) In view of Proposition 1.1, the pair (g, ψ) is a global solution in M of
the Einstein-Klein-Gordon coupled system

Rαβ −DαψDβψ −
ψ2

2
gαβ = 0, �gψ − ψ = 0, (1.2.8)

with the prescribed initial data (gij , kij , ψ0, ψ1) on Σ0. In our geometric context,
globality means that all future directed timelike and null geodesics starting from
points in M extend forever with respect to their affine parametrization.

The proof of Theorem 1.3 is based on a complex bootstrap argument, involv-
ing energy estimates, vector-fields, Fourier analysis, and nonlinear scattering.
We summarize some of its main elements in subsection 1.3.1 below, and then
provide a more extensive outline of its proof in section 2.2.
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The global regularity conclusion of Theorem 1.3 is essentially a qualitative
statement, which can only be proved by a precise quantitative analysis of the
spacetime. In Chapter 7 we state and prove more precise theorems describing
our spacetime. These theorems include global quantitative control and nonlin-
ear scattering of the metric tensor and the Klein-Gordon field (Theorem 7.1),
pointwise decay estimates in the physical space (Theorem 7.2 and Lemma 7.4),
global control of timelike and null geodesics (Theorem 7.6), weak peeling es-
timates for the Riemann curvature tensor (Theorem 7.7 and Proposition 7.9),
and ADM and Bondi energy formulas (Proposition 7.11, Proposition 7.13, The-
orem 7.23, and Proposition 7.24). We will discuss some of these more precise
conclusions in section 1.3 below.

In the rest of this section we discuss previous related work and motivate
some of the assumptions on the initial data.

1.2.1 Global Stability Results in General Relativity

Global stability of physical solutions is an important topic in General Relativity.
For example, the global nonlinear stability of the Minkowski spacetime among
solutions of the Einstein-vacuum equation is a central theorem in the field,
due to Christodoulou-Klainerman [12]. See also the more recent extensions of
Klainerman-Nicolò [52], Lindblad-Rodnianski [62], Bieri and Zipser [6], Speck
[72], and Hintz-Vasy [33].

More recently, small data global regularity theorems have also been proved
for other coupled Einstein field equations. The Einstein-Klein-Gordon system
(the same system we analyze here) was considered recently by LeFloch-Ma [58],
who proved small data global regularity for restricted data, which agrees with a
Schwarzschild solution with small mass outside a compact set. A similar result
was announced by Wang [74].

Our main goals in this monograph are (1) to prove global nonlinear stability
for general unrestricted small initial data, and (2) to develop the full asymptotic
analysis of the spacetime. In particular, we answer the natural question, raised
in the physics literature by Okawa-Cardoso-Pani [66], of whether the Minkowski
solution is stable or unstable for small massive scalar field perturbations. A
similar global regularity result for general small data was announced recently
by LeFloch-Ma [59].

We also refer to the work by Fajman-Joudioux-Smulevici [19], Lindblad-
Taylor [64], and, more recently, Bigorgne-Fajman-Joudioux-Smulevici-Thalleron
[7] on the global stability of Einstein-Vlasov systems.

In a different direction, one can also raise the question of linear and nonlinear
stability of other physical solutions of the Einstein equations. Stability of the
Kerr family of solutions has been under intense study in recent years, first at
the linearized level (see, for example, [13, 30] and the references therein) and
more recently at the full nonlinear level (see [26, 32, 54]).

The stability of Kerr in the presence of a massive scalar field seems interesting
as well. Solutions to the Klein-Gordon equation in Kerr can grow exponentially
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even from smooth initial data, as shown in [70], and this phenomenon was used
by Chodosh and Shlapentokh-Rothman [10] to construct a curve of time-periodic
solutions of the Einstein-Klein-Gordon system bifurcating from (empty) Kerr
(see [31] for a prior numerical construction). Therefore a result on stability of
Kerr similar to our main theorem could only be possible, if at all, in a stronger
topology where this curve is not continuous (see also the discussion on the mini-
bosons in subsection 1.2.5 below).

1.2.1.1 Restricted initial data

One can often simplify considerably the global analysis of wave and Klein-
Gordon equations by considering initial data of compact support. The point
is that the solutions have the finite speed of propagation, thus remain sup-
ported inside a light cone, and one can use the hyperbolic foliation method and
its refinements (see [56] for a recent account) to analyze the evolution.

However, to implement this method one needs to first control the solution on
an initial hyperboloid (the “initial data”), so the method is restricted to the case
when one can establish such control. Due to the finite speed of propagation,
this is possible for compactly supported data (for systems of wave or Klein-
Gordon equations), or data that agrees with the Schwarzschild solution outside
a compact set (in the case of the Einstein equations).

The use of “restricted initial data” coupled with the hyperbolic foliation
method leads to significant simplifications of the global analysis, particularly at
the level of proving decay. In the context of the Einstein equations these ideas
have been used by many authors, such as Friedrich [21], Lindblad-Rodnianski
[62], Fajman-Joudioux-Smulevici [19], Lindblad-Taylor [64], LeFloch-Ma [58],
and Wang [74].

1.2.2 Simplified Wave-Klein-Gordon Models

Our system (1.2.6) is complicated, but one can gain intuition by looking at
simpler models. For example, one can consider the simplified system

−�u = Aαβ∂αv∂βv +Dv2,

(−�+ 1)v = uBαβ∂α∂βv + Euv,
(1.2.9)

where u, v are real-valued functions, and Aαβ , Bαβ , D, and E are real constants.
This system was introduced by LeFloch-Ma [57] as a model for the full Einstein-
Klein-Gordon system (1.2.6). Intuitively, the deviation of the Lorentzian metric
g from the Minkowski metric is replaced by a scalar function u, and the massive
scalar field ψ is replaced by v. The system (1.2.9) has the same linear struc-
ture as the Einstein-Klein-Gordon system (1.2.6), but only keeps, schematically,
quadratic interactions that involve the massive scalar field; for simplicity, all the
quadratic interactions of the wave component with itself are neglected in this
model.
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Small data global regularity for the system (1.2.9) was proved by LeFloch-Ma
[57] in the case of compactly supported initial data (the restricted data case),
using the hyperbolic foliation method. For general small initial data, global
regularity was proved by the authors [38].

Global regularity of Wave-Klein-Gordon coupled systems in 3 dimensions is
a natural topic, motivated by physical models such as the Dirac-Klein-Gordon
equations, and had been investigated earlier by Georgiev [22] and Katayama
[44]. A similar system, the massive Maxwell-Klein-Gordon system, was analyzed
recently by Klainerman-Wang-Yang [55], who also proved global regularity for
general small initial data.

Coupled Wave-Klein-Gordon systems have also been considered in 2 dimen-
sions, where the decay is slower and the global analysis requires nonlinearities
with much more favorable structure (see, for example, Ifrim-Stingo [34] and the
references therein).

1.2.3 Small Data Global Regularity Results

The system (1.2.6) can be easily transformed into a quasilinear coupled system
of wave and Klein-Gordon equations. Indeed, let m denote the Minkowski metric
and write

gαβ = mαβ + hαβ , gαβ = mαβ + gαβ≥1, α, β ∈ {0, 1, 2, 3}.

It follows from (1.2.6) that the metric components hαβ satisfy the nonlinear
wave equations

(∂2
0 −∆)hαβ = N h

αβ := KGαβ + gµν≥1∂µ∂νhαβ − F
≥2
αβ (g, ∂g) (1.2.10)

where F≥2
αβ (g, ∂g) are the semilinear terms in (1.1.15) and KGαβ := 2∂αψ∂βψ+

ψ2(mαβ + hαβ). Moreover, the field ψ satisfies the quasilinear Klein-Gordon
equation

(∂2
0 −∆ + 1)ψ = Nψ := gµν≥1∂µ∂νψ. (1.2.11)

Therefore Theorem 1.3 can be regarded as a small data global regularity re-
sult for a quasilinear evolution system. Several important techniques have been
developed over the years in the study of such problems, starting with seminal
contributions of John, Klainerman, Shatah, Simon, Christodoulou, Alinhac, and
Delort [1, 2, 11, 12, 14, 15, 42, 43, 48, 49, 50, 51, 69, 71]. These include the
vector-field method, normal forms, and the isolation of null structures.

In the case of Einstein equations and other hyperbolic systems, most global
results have been proved mostly using the “physical space” framework, based on
pointwise spacetime estimates. This is well adapted to geometric backgrounds
with non-constant coefficients. The analysis is naturally carried out through
weighted estimates and relies heavily on the presence of symmetries (vector-
fields) that can be used to extract information about solutions. This is the
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main framework for many works on General Relativity, especially away from
Minkowski space and in vacuum or with electromagnetic and massless scalar-
fields, such as [6, 7, 12, 13, 19, 26, 52, 54, 58, 59, 62, 63, 64, 72].

1.2.3.1 Fourier analysis and the Z-norm method

In the last few years new ideas have emerged in the study of global solutions
of quasilinear evolutions, inspired mainly by the advances in semilinear theory.
The basic goal is to combine the classical energy and vector-fields methods with
refined analysis of the Duhamel formula, using the Fourier transform. This
starts by decomposing an unknown U into a superposition of elementary waves

U(x, t) =
1

(2π)d

∫
Rd
V̂ (ξ, t)ei[〈x,ξ〉−tΛ(ξ)]dξ, (1.2.12)

for some appropriate dispersion relation Λ. The main objective is then to un-
derstand quantitatively properties of the “linear profile” V during the evolution.

The main advantage of the Fourier transform method over physical space
methods is the ability to identify clearly resonant and non-resonant nonlinear
interactions, by decomposing the various waves as in (1.2.12) and examining
their interactions. One can then dispose of the non-resonant interactions (us-
ing, for example, normal forms), and concentrate on a small number of resonant
interactions. This is particularly important in low dimensions (like 1 or 2 di-
mension), when decay by itself cannot be enough to lead to global control of
solutions.

In semilinear dispersive and hyperbolic equations Fourier analysis is a central
tool that has led to major progress in the entire field. On the other hand,
in the context of quasilinear evolutions, Fourier analysis has only been used
more recently, starting essentially with the “method of spacetime resonances”
of Germain-Masmoudi-Shatah [24, 25] and Gustafson-Nakanishi-Tsai [29]. The
main difficulty in the quasilinear case is that the Duhamel formula cannot be
used exclusively to study the evolution, due to derivative loss, and one has to
rely also on energy estimates.

Our general philosophy, which we use in this monograph to prove Theorem
1.3, is to work both in the physical space, mainly to prove energy estimates (in-
cluding vector-fields), and in the Fourier space, mainly to investigate resonances
using the Duhamel formula and prove decay of the solutions in time. At the
implementation level, the analysis in the Fourier space is based on a choice of
a “Z-norm” to measure the size of the linear profiles dynamically in time. This
choice is very important, and one should think of it as analogous to the choice of
the “resolution norm” in the case of semilinear evolutions (the classical choices
being Strichartz norms or Xs,b norms). The key point is that the Z-norm has
to complement well the information coming from energy estimates.

The Z-norm method, with different choices of the norm itself, depending on
the problem, was used recently by the authors and their collaborators in several
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small data global regularity problems, for water waves and plasmas, such as
[16, 17, 27, 28, 35, 36, 37, 39, 40, 41, 46]. It is particularly well suited to the
study of systems with multiple characteristics, in which different components of
the system evolve according to different dispersion relations and have different
speeds of propagation, such as plasma models or the Einstein-Klein-Gordon
system (1.2.10)–(1.2.11). The point is that such systems tend to have fewer
joint symmetries, which complicates significantly the analysis in the physical
space, but the Fourier analysis method is much less sensitive to the presence of
symmetries.

1.2.4 Assumptions on the Initial Data

The precise form of the smallness assumptions (1.2.5) on the metric initial data
gij and kij is important. Indeed, in view of the positive mass theorem of Schoen-
Yau [68], one expects the metric components gij − δij to decay no faster than
M/〈x〉 and the second fundamental form k to decay no faster than M/〈x〉2,
where M � 1 is the mass. Capturing this type of decay, using L2-based norms,
is precisely the role of the homogeneous multipliers |∇|1/2+δ/4 and |∇|−1/2+δ/4

in (1.2.5). Notice that these multipliers are sharp, up to the δ/4 power.
Our assumptions on the metric are essentially of the type

gij = δij + ε0O(〈x〉−1+δ/4), kij = ε0O(〈x〉−2+δ/4) (1.2.13)

at time t = 0. These are less restrictive than the assumptions used sometimes
even in the vacuum case ψ ≡ 0—see, for example, [12, 52, 63]—in the sense that
the initial data is not assumed to agree with the Schwarzschild initial data up to
lower order terms. For maximal time foliations, our assumptions are, however,
more restrictive than the ones in Bieri’s work [6], but we are able to prove more
precise asymptotic bounds on the metric and the Riemann curvature tensor; see
section 1.3 below.

We remark also that our assumptions (1.2.5) allow for non-isotropic initial
data, possibly with different “masses” in different directions. For the vacuum
case, initial data of this type, satisfying the constraint equations, have been
constructed recently by Carlotto-Schoen [9].

1.2.5 The Mini-bosons

A serious potential obstruction to small data global stability theorems is the
presence of non-decaying “small” solutions, such as small solitons. A remark-
able fact is that there are such small non-decaying solutions for the Einstein-
Klein-Gordon system, namely the so-called mini-boson stars. These are time-
periodic (therefore non-decaying) and spherically symmetric exact solutions of
the Einstein-Klein-Gordon system. They were discovered numerically by physi-
cists, such as Kaup [47], Friedberg-Lee-Pang [20] (see also [60]), and then con-
structed rigorously by Bizon-Wasserman [8].
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These mini-bosons can be thought of as arbitrarily small (hence the name) in
certain topologies, as explained in [8]. However, the mini-bosons (in particular
the Klein-Gordon component) are not small in the stronger topology we use
here, as described by (1.2.5), so we can thankfully avoid them in our analysis.

1.3 MAIN IDEAS AND FURTHER ASYMPTOTIC RESULTS

In this section we provide first a brief summary of some of the main ingredients
in the proof of the global nonlinear stability result in Theorem 1.3. Then, in
subsections 1.3.2–1.3.6 we present some of the additional theorems we prove in
Chapter 7, concerning the global geometry of our spacetime.

1.3.1 Global Nonlinear Stability

The classical mechanism to establish small data global regularity for quasilinear
dispersive and hyperbolic systems has two main components:

(1) Propagate control of energy functionals (high order Sobolev norms and
vector-fields);

(2) Prove dispersion/decay of the solution over time.
These are our basic goals here as well, as we investigate solutions of the

coupled Wave-Klein-Gordon system (1.2.10)–(1.2.11) in the variables hαβ and
ψ. As expected, our analysis also involves vector-fields, corresponding to the
natural symmetries of the linearized equations, namely the Lorentz vector-fields
Γa and the rotation vector-fields Ωab,

Γa := xa∂t + t∂a, Ωab := xa∂b − xb∂a, (1.3.1)

for a, b ∈ {1, 2, 3}. These vector-fields commute with both the wave operator
and the Klein-Gordon operator in the flat Minkowski space. We note that the
scaling vector-field S = t∂t+x ·∇x does not satisfy nice commutation properties
with the linearized system (due to the Klein-Gordon field), so we cannot use it
in our analysis.

The main objects we analyze in the proof of nonlinear stability are the nor-
malized solutions ULhαβ and ULψ and the associated linear profiles V Lhαβ and
V Lψ, defined by

ULhαβ (t) := ∂t(Lhαβ)(t)− iΛwa(Lhαβ)(t), V Lhαβ (t) := eitΛwaULhαβ (t),

ULψ(t) := ∂t(Lψ)(t)− iΛkg(Lψ)(t), V Lψ(t) := eitΛkgULψ(t),

(1.3.2)

where Λwa = |∇|, Λkg = 〈∇〉 =
√
|∇|2 + 1. Here L denotes differential opera-

tors obtained by applying up to three vector-fields Γa or Ωab, and these operators
are applied to the metric components hαβ and the field ψ.
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The complex-valued normalized solutions ULhαβ and ULψ capture both the
time derivatives (as the real part) and the spatial derivatives (as the imaginary
part) of the variables hαβ and ψ. The linear profiles V Lhαβ and V Lψ, which are
constructed by going forward in time along the nonlinear evolution, and then
going backwards in time along the linear flow, capture the cumulative effect of
the nonlinearity over time.

Our proof of global stability relies on controlling simultaneously three types
of norms, as part of a bootstrap argument:

(1) High order energy norms, involving Sobolev derivatives and the vector-
fields Γa and Ωab, with slow growth in time;

(2) Matching weighted estimates on the profiles V Lhαβ and V Lψ in Sobolev
spaces, again with slow growth in time;

(3) Sharp uniform in time estimates on the Klein-Gordon profile V ψ and on
some parts of the metric profiles V hαβ , in a suitable Z-norm to be defined.

We discuss these estimates in more detail in the rest of this subsection.

1.3.1.1 Energy estimates and weighted estimates on the profiles

The main energy estimates we prove as part of our bootstrap argument are∥∥(〈t〉|∇|≤1)δ/4|∇|−1/2ULhαβ (t)
∥∥
Hn(L) +

∥∥ULψ(t)
∥∥
Hn(L) . ε0〈t〉H(L)δ, (1.3.3)

for a suitable hierarchy of parameters n(L) and H(L) that depend on the dif-
ferential operator L. We remark that the energy estimates we prove for the
metric variables ULhαβ also contain significant information at low frequencies,
due to the operators |∇|−1/2 and |∇|≤1, which are connected to the natural
|x|−1+ decay of the metric components hαβ . The nonlinear propagation of the
low-frequency energy bounds is, in fact, the more subtle part of the argument.

The second component of our bootstrap argument consists of compatible
weighted estimates on the profiles V Lhαβ and V Lψ, of the form

2k/2(2k
−
〈t〉)δ/4‖Pk(xlV

Lhαβ )(t)‖L2

+ 2k
+

‖Pk(xlV
Lψ)(t)‖L2 . ε0〈t〉H

′(L)δ2−n
′(L)k+

,
(1.3.4)

for any k ∈ Z, l ∈ {1, 2, 3}, and differential operator L containing at most
two vector-fields Γa or Ωab. Here Pk denote Littlewood-Paley projections to
frequencies ≈ 2k and x+ = max(x, 0) and x− = min(x, 0) for any x ∈ R.

The energy estimates (1.3.3) and the weighted estimates (1.3.4) are com-
patible, at the level of the important parameters H(L), n(L), H ′(L), and n′(L)
that measure the slow growth in time and the Sobolev smoothness of the various
components.

The weighted estimates (1.3.4) imply almost optimal pointwise decay esti-
mates on the metric components and the Klein-Gordon field, with improved
decay at low and high frequencies, due to Lemma 3.9. We emphasize, however,
that weighted estimates on linear profiles are a lot stronger than pointwise de-
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cay estimates on solutions, and serve many other purposes. For example, space
localization of the linear profiles allows us to decompose the main variables both
in frequency and space, which leads to precise control in nonlinear estimates.

1.3.1.2 Weak null structure and decomposition of the metric tensor

The proof of the global stability theorem is involved, mainly because the non-
linearities N h

αβ and Nψ have complicated structure, both at the semilinear level

(for N h
αβ) and at the quasilinear level.

In particular, it is well known that the semilinear terms F≥2
αβ (g, ∂g) do not

have the classical null structure. They have, however, a remarkable weak null
structure in harmonic coordinates, which is still suitable for global analysis as
discovered by Lindblad-Rodnianski [62]. To identify and use this weak null
structure we need to decompose the tensor hαβ .

The standard way to decompose the metric tensor in General Relativity
is based on null frames (see, for instance, [12] or [62]). Here we use a different
decomposition of the metric tensor, reminiscent of the div-curl decomposition of
vector-fields in fluid models, which is connected to the classical work of Arnowitt-
Deser-Misner [3] on the Hamiltonian formulation of General Relativity. For us,
this decomposition has the advantage of being more compatible with the Fourier
transform and the vector-fields Ωab and Γa.

More precisely, let Rj = |∇|−1∂j , j ∈ {1, 2, 3}, denote the Riesz transforms
on R3, and let

F := (1/2)[h00 +RjRkhjk], F := (1/2)[h00 −RjRkhjk],

ρ := Rjh0j , ωj :=∈jkl Rkh0l,

Ωj :=∈jkl RkRmhlm, ϑjk :=∈jmp∈knq RmRnhpq.
(1.3.5)

Geometrically, the variables F +F , ρ, and ω are linked to the lapse and the shift
vector, F − F and Ω are gauge components associated to spatial coordinates,
while ϑ corresponds to the (linearized) coordinate-free component of the spatial
metric (see Proposition 7.14). The metric tensor h can be recovered linearly
from the components F, F , ρ, ωj ,Ωj , ϑjk.

Our analysis shows that the components F, ωj ,Ωj , ϑjk satisfy good wave
equations, with all the quadratic semilinear terms having suitable null structure.
On the other hand, the components F and ρ (which are related elliptically due
to the harmonic gauge conditions) satisfy wave equations with some quadratic
semilinear terms with no null structure. However, these non-null quadratic
semilinear terms have the redeeming feature that they can be expressed only in
terms of the good components ϑjk.

This algebraic structure suggests that we should aim to prove that the good
components F, ωj ,Ωj , ϑjk do not grow during the evolution, in suitable norms
to be made precise. On the other hand, the components F , ρ, as well as all the
components Lhαβ and Lψ which contain some weighted vector-fields Ωab or Γa,
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should be allowed to grow in time slowly, at suitable rates to be determined. We
note that our vector-fields are adapted to the Minkowski geometry, containing
the coordinate functions xa and t, not to the true geometry of the spacetime;
thus it is expected that they can only be useful only up to 〈t〉0+ losses. At a
qualitative level, this is precisely what our final conclusions are.

1.3.1.3 Uniform bounds and the Z-norm

To prove uniform control on the good metric components F, ωj ,Ωj , ϑjk and the
field ψ we use what we call the Z-norm method : we define the special norms

‖f‖Zwa := sup
k∈Z

2N0k
+

2k
−(1+κ)‖P̂kf‖L∞ ,

‖f‖Zkg := sup
k∈Z

2N0k
+

2k
−(1/2−κ)‖P̂kf‖L∞ ,

(1.3.6)

where N0 = 40 and κ = 10−3. The last component of our bootstrap construction
involves uniform bounds of the form

‖V F (t)‖Zwa + ‖V ωa(t)‖Zwa + ‖V ϑab(t)‖Zwa + ‖V ψ(t)‖Zkg . ε0, (1.3.7)

for any t ∈ [0,∞) and a, b ∈ {1, 2, 3}, where the profiles V G are defined in as
(1.3.2),

UG(t) := ∂tG(t)− iΛwaG(t), V G(t) := eitΛwaUG(t), (1.3.8)

for G ∈ {F, ωa, ϑab}. The main point of the estimates (1.3.7) is the uniformity in
time, in particular allowing us to prove sharp ε0〈t〉−1 pointwise decay on some
components of the metric tensor.

The Z-norms defined in (1.3.6) measure the L∞ norm of solutions in the
Fourier space, with weights that are particularly important at low frequencies.
They cannot be propagated using energy estimates, since they are not L2-based
norms. We use instead the Duhamel formula, in the Fourier space, which leads
to derivative loss. Because of this the Z-norm bounds (1.3.7) are weaker than
the energy bounds (1.3.3) at very high frequencies. One should think of the
Z-norm bounds as effective at middle frequencies, say 〈t〉−1/2 . 2k . 〈t〉1/2.

1.3.2 Nonlinear Scattering

The global dynamics of solutions is complicated mainly because they do not
scatter linearly as t → ∞. This is due to the low frequencies of the metric
tensor in the quasilinear terms gµν≥1∂µ∂νhαβ and gµν≥1∂µ∂νψ, which create a long-
range perturbation.

To understand the asymptotic behavior of our spacetime we need to renor-
malize the profiles. More precisely, we define the wave phase correction (related
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to optical functions)

Θwa(ξ, t) :=

∫ t

0

{
hlow00 (sξ/Λwa(ξ), s)

Λwa(ξ)

2

+ hlow0j (sξ/Λwa(ξ), s)ξj + hlowjk (sξ/Λwa(ξ), s)
ξjξk

2Λwa(ξ)

}
ds

(1.3.9)

and the Klein-Gordon phase correction

Θkg(ξ, t) :=

∫ t

0

{
hlow00 (sξ/Λkg(ξ), s)

Λkg(ξ)

2

+ hlow0j (sξ/Λkg(ξ), s)ξj + hlowjk (sξ/Λkg(ξ), s)
ξjξk

2Λkg(ξ)

}
ds,

(1.3.10)

where hlowαβ are low frequency components of the metric tensor,

ĥlowαβ (ρ, s) := ϕ≤0(〈s〉p0ρ)ĥαβ(ρ, s), p0 := 0.68. (1.3.11)

The choice of p0, slightly bigger than 2/3, is important in the proof to justify the
correction. Geometrically, the two phase corrections Θwa and Θkg are obtained
by integrating suitable low frequency components of the metric tensor along the
characteristics of the wave and the Klein-Gordon linear flows.

The nonlinear profiles are obtained by multiplication in the Fourier space,

V̂ G∗ (ξ, t) := e−iΘwa(ξ,t)V̂ G(ξ, t), V̂ ψ∗ (ξ, t) := e−iΘkg(ξ,t)V̂ ψ(ξ, t), (1.3.12)

for G ∈ {F, ωa, ϑab}. Notice that ‖V G∗ ‖Zwa = ‖V G‖Zwa and ‖V ψ∗ ‖Zkg =

‖V ψ‖Zkg , since the phases Θwa and Θkg are real-valued. The point of this

construction is that the new nonlinear profiles V F∗ , V ωa∗ , V ϑab∗ , and V ψ∗ converge
as the time goes to infinity, i.e.,

‖V F∗ (t)− V F∞‖Zwa + ‖V ωa∗ (t)− V ωa∞ ‖Zwa + ‖V ϑab∗ (t)− V ϑab∞ ‖Zwa . ε0〈t〉−δ/2,
‖V ψ∗ (t)− V ψ∞‖Zkg . ε0〈t〉−δ/2,

(1.3.13)

where V F∞ , V
ωa
∞ , V ϑab∞ ∈ Zwa and V ψ∞ ∈ Zkg are the nonlinear scattering data.

These functions, in particular the components V ϑab∞ and V ψ∞, are important in
the asymptotic analysis of our spacetime. Chapter 5 is mainly concerned with
the proofs of the bounds (1.3.13).

1.3.3 Asymptotic Bounds and Causal Geodesics

Our core bootstrap argument relies on controlling the solution both in the phys-
ical space and in the Fourier space, as summarized above. However, after closing
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the main bootstrap argument, we can derive classical bounds on the solutions
in the physical space, without explicit use of the Fourier transform.

We start with decay estimates in the physical space. Let

L := ∂t + ∂r, L := ∂t − ∂r, (1.3.14)

where r := |x| and ∂r := |x|−1xj∂j . Let

T := {L, r−1Ω12, r
−1Ω23, r

−1Ω31} (1.3.15)

denote the set of “good” vector-fields, tangential to the (Minkowski) light cones.
In Theorem 7.2 we prove that the metric components satisfy the bounds

|h(x, t)|+ 〈t+ r〉|∂V h(x, t)|+ 〈t− r〉|∂Lh(x, t)| . ε0〈t+ r〉2δ
′−1, (1.3.16)

in the manifold M := {(x, t) ∈ R3 × [0,∞)}, where r = |x|, V ∈ T , h ∈ {hαβ},
∂W := Wα∂α, and δ′ = 2000δ. The scalar field decays faster but with no
derivative improvement,

|ψ(x, t)|+ |∂0ψ(x, t)| . ε0〈t+ r〉δ
′/2−1〈r〉−1/2,

|∂bψ(x, t)| . ε0〈t+ r〉δ
′/2−3/2, b ∈ {1, 2, 3}.

(1.3.17)

Also, in Lemma 7.4 we show that the second order derivatives to the metric
satisfy the bounds

〈r〉2|∂V1
∂V2

h(x, t)|+ 〈t− r〉2|∂2
Lh(x, t)|

+ 〈t− r〉〈r〉|∂L∂V1
h(x, t)| . ε0〈r〉3δ

′−1,
(1.3.18)

in the region M ′ := {(x, t) ∈M : t ≥ 1, |x| ≥ 2−8t}, where V1, V2 ∈ T are good
vector-fields.

The pointwise bounds (1.3.16)–(1.3.18) are as expected, including the small
δ′ losses that are due to our weak assumptions (1.2.13) on the initial data. These
bounds follow mainly from the profile bounds (1.3.4) and linear estimates.

As an application, we can describe precisely the future-directed causal geo-
desics in our spacetime M . Indeed, in Theorem 7.6 we show that if p =
(p0, p1, p2, p3) is a point in M and v = vα∂α is a null or timelike vector at
p, normalized with v0 = 1, then there is a unique affinely parametrized global
geodesic curve γ : [0,∞)→M with

γ(0) = p = (p0, p1, p2, p3), γ̇(0) = v = (v0, v1, v2, v3).

Moreover, the geodesic curve γ becomes asymptotically parallel to a geodesic
line of the Minkowski space, i.e., there is a vector v∞ = (v0

∞, v
1
∞, v

2
∞, v

3
∞) such

that, for any s ∈ [0,∞),

|γ̇(s)− v∞| . ε0(1 + s)−1+6δ′ and |γ(s)− v∞s− p| . ε0(1 + s)6δ′ .
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1.3.4 Weak Peeling Estimates

These are classical estimates on asymptotically flat spacetimes, which assert,
essentially, that certain components of the Riemann curvature tensor have im-
proved decay compared to the general estimate |R| . ε0〈t + r〉−1+〈t − r〉−2.
The rate of decay is mainly determined by the signature of the component.

More precisely, we use the Minkowski frames (L,L, ea), where L,L are as in
(1.3.14) and ea ∈ Th := {r−1Ω12, r

−1Ω23, r
−1Ω31}, and assign signature +1 to

the vector-field L, −1 to the vector-field L, and 0 to the horizontal vector-fields
in Th. With e1, e2, e3, e4 ∈ Th, we define Sig(a) as the set of components of the
Riemann tensor of total signature a, so

Sig(−2) := {R(L, e1, L, e2)},
Sig(2) := {R(L, e1, L, e2)},

Sig(−1) := {R(L, e1, e2, e3),R(L,L,L, e1)},
Sig(1) := {R(L, e1, e2, e3),R(L,L, L, e1)},
Sig(0) := {R(e1, e2, e3, e4),R(L,L, e1, e2),R(L, e1, L, e2),R(L,L, L, L)}.

(1.3.19)

These components capture the entire curvature tensor, due to the symmetries
(1.1.11).

In Theorem 7.7 we prove that if Ψ(a) ∈ Sig(a), a ∈ {−2,−1, 1, 2}, then

|Ψ(−2)(x, t)| . ε0〈r〉7δ
′−1〈t− r〉−2,

|Ψ(−1)(x, t)| . ε0〈r〉7δ
′−2〈t− r〉−1,

|Ψ(2)(x, t)|+ |Ψ(1)(x, t)|+ |Ψ(0)(x, t)| . ε0〈r〉7δ
′−3,

(1.3.20)

in the region M ′ = {(x, t) ∈ M : t ≥ 1 and |x| ≥ 2−8t}. This holds in all cases
except if Ψ(0) is of the form R(L, e1, L, e2) ∈ Sig(0), in which case we can only
prove the weaker bounds

|R(L, e1, L, e2)(x, t)| . ε0〈r〉7δ
′−2〈t− r〉−1. (1.3.21)

Notice that we define our decomposition in terms of the Minkowski null pair
(L,L) instead of more canonical null frames (or tetrads) adapted to the metric
g (see, for example, [12], [52], [53]). This is not important however, since the
weak peeling estimates are invariant under natural changes of the frame of the
form (L,L, ea)→ (L′, L′, e′a), satisfying

|(L− L′)(x, t)|+ |(L− L′)(x, t)|+ |(ea − e′a)(x, t)| . r−1+2δ′ in M ′.

As we show in Proposition 7.9, one can in fact restore the full ε0〈r〉7δ
′−3 de-

cay of the component R(L′, e′1, L
′, e′2), provided that L′ is almost null, i.e.,

|g(L′, L′)(x, t)| . 〈r〉−2+4δ′ in M ′.
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The almost cubic decay we prove in (1.3.20)–(1.3.21) seems optimal in our
problem, for two reasons. First, the Ricci components themselves involve squares
of the massive field, and cannot decay better than 〈r〉−3+ in M ′. Moreover, the
almost cubic decay is also formally consistent with the weak peeling estimates
of Klainerman-Nicolò [53, Theorem 1.2 (b)] in the setting of our more general
metrics (formally, one would take γ = −1/2− and δ = 2+ with the notation in
[53], to match our decay assumptions (1.2.13) on the initial data; this range of
parameters is not allowed, however, in [53] as δ is assumed to be < 3/2).

1.3.5 The ADM Energy and the Linear Momentum

The ADM energy (or the ADM mass) measures the total deviation of our space-
time from the Minkowski solution. It is calculated according to the standard
formula (see, for example, [4])

EADM (t) :=
1

16π
lim
R→∞

∫
SR,t

(∂jgnj − ∂ngjj)
xn

|x|
dx, (1.3.22)

where the integration is over large (Euclidean) spheres SR,t ⊆ Σt = {(x, t) :
x ∈ R3} of radius R. In our case we show in Proposition 7.11 that the energy
EADM (t) = EADM is well defined and constant in time. Moreover, it is non-
negative and can be expressed in terms of the scattering profiles V ψ∞ and V ϑmn∞
(see (1.3.13)) according to the formula

EADM =
1

16π
‖V ψ∞‖2L2 +

1

64π

∑
m,n∈{1,2,3}

‖V ϑmn∞ ‖2L2 . (1.3.23)

We can also prove conservation of one other natural quantity, namely the
linear momentum. Let N denote the future unit normal vector-field to the
hypersurface Σt, let gab = gab denote the induced (Riemannian) metric on Σt,
and define the second fundamental form

kab := −g(D∂aN, ∂b) = g(N,D∂a∂b) = NαΓαab, a, b ∈ {1, 2, 3}.

Then we define the linear momentum pa, a ∈ {1, 2, 3},

pa(t) :=
1

8π
lim
R→∞

∫
SR,t

πab
xb

|x|
dx, πab := kab − (trk)gab,

In Proposition 7.13 we prove that the functions pa are well defined and constant
in time. Moreover, we show that

∑
a∈{1,2,3} p2

a ≤ E2
ADM , so the ADM mass

MADM :=
(
E2
ADM −

∑
a∈{1,2,3} p2

a

)1/2 ≥ 0 is well defined.
We remark that the momentum pa vanishes in the case of metrics g that

agree with the Schwarzschild metric (including time derivatives) up to lower
order terms. In particular, it vanishes in the case of metrics considered in earlier
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work on the stability for the Einstein vacuum equations, such as [12, 52, 62].
However, in our non-isotropic case the linear momentum does not necessarily
vanish, and the quantities pa defined above are natural conserved quantities of
the evolution.

1.3.6 The Bondi Energy

To define a Bondi energy we have to be more careful. We would like to compute
integrals over large spheres as in (1.3.22), and then take the limit along outgoing
null cones towards null infinity. But the limit exists only if we account properly
for the geometry of the problem.

First we need to understand the bending of the light cones caused by the
long-range effect of the nonlinearity (i.e., the modified scattering). For this we
construct (in Lemma 7.19) an almost optical function u : M ′ → R, satisfying
the properties

u(x, t) = |x| − t+ ucor(x, t), gαβ∂αu∂βu = O(ε0〈r〉−2+6δ′). (1.3.24)

In addition, the correction ucor = O(ε0〈r〉3δ
′
) is close to Θwa/|x| (see (1.3.9))

near the light cone,∣∣∣ucor(x, t)− Θwa(x, t)

|x|

∣∣∣ . ε0〈r〉−1+3δ′(〈r〉0.68 + 〈t− |x|〉), (1.3.25)

if (x, t) ∈M ′,
∣∣t−|x|∣∣ ≤ t/10. Notice that we work with an approximate optical

condition gαβ∂αu∂βu = O(ε0〈r〉−2+6δ′) instead of the classical optical condition
gαβ∂αu∂βu = 0. This is mostly for convenience, since the weaker condition is
still good enough for our analysis and almost optical functions are much easier
to construct than exact optical functions.

For any t ≥ 1 we define the hypersurface Σt := {(x, t) ∈ M : x ∈ R3},
and let gjk = gjk denote the induced (Riemannian) metric on Σt. With u as
above, we define the modified spheres SuR,t := {x ∈ Σt : u(x, t) = R} and let

nj := ∂ju(gab∂au∂bu)−1/2 denote the unit vector-field normal to the spheres
SuR,t. For R ∈ R and t large (say t ≥ 2|R|+ 10) we define

EBondi(R) :=
1

16π
lim
t→∞

∫
SuR,t

gab(∂ahjb − ∂jhab)nj dσ, (1.3.26)

where dσ = dσ(g) is the surface measure induced by the metric g. Notice that
this definition is a more geometric version of the definition (1.3.22), in the sense
that the integration is with respect to the metric g. Geometrically, we fix R and
integrate on surfaces SuR,t that live on the “light cone” {u(x, t) = R}

In Theorem 7.23 we prove our main result: the limit in (1.3.26) exists, and
EBondi : R→ R is a well-defined increasing and continuous function on R, which
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increases from the Klein-Gordon energy EKG to the ADM energy EADM , i.e.,

lim
R→−∞

EBondi(R) = EKG :=
1

16π
‖V ψ∞‖2L2 , lim

R→∞
EBondi(R) = EADM .

(1.3.27)
The definition (1.3.26) of the Bondi energy is consistent with the general

heuristics in [73, Chapter 11] and with the definition in [67, Section 4.3.4].
It also has expected properties, like monotonicity, continuity, and satisfies the
limits (1.3.27).

However, it is not clear to us if this definition is identical to the definition
used by Klainerman-Nicolò [52, Chapter 8.5], starting from the Hawking mass.
In fact, at the level of generality of our metrics (1.2.13), it not even clear that
one can prove sharp r−3 pointwise decay on some of the signature 0 components
of the curvature tensor, which is one of the ingredients of the argument in [52].

We notice that the Klein-Gordon energy EKG is part of EBondi(R), for all
R ∈ R. This is consistent with the geometric intuition, since the matter travels
at speeds lower than the speed of light and accumulates at timelike infinity, not
at null infinity. We can further measure its radiation by taking limits along
timelike cones. Indeed, for α ∈ (0, 1) let

Ei+(α) :=
1

16π
lim
t→∞

∫
Sαt,t

(∂jhnj − ∂nhjj)
xn

|x|
dx, (1.3.28)

where the integration is over the Euclidean spheres Sαt,t ⊆ Σt of radius αt. In
Proposition 7.24 we prove that the limit in (1.3.28) exists, and Ei+ : (0, 1)→ R
is a well-defined continuous and increasing function, satisfying

lim
α→0

Ei+(α) = 0, lim
α→1

Ei+(α) = EKG. (1.3.29)

1.3.7 Organization

The rest of this monograph is organized as follows:
In Chapter 2 we introduce our main notations and definitions and state

precisely our main bootstrap Proposition 2.3. This proposition is the key quan-
titative result leading to global nonlinear stability, and its proof covers Chapters
3, 4, 5, and 6. Then we provide a detailed outline of the proof of this proposition,
describing at a conceptual level the entire construction and the main ingredients
of the proof.

In Chapter 3 we prove several important lemmas that are being used in
the rest of the analysis, such as Lemmas 3.4 and 3.6 on the structure and
bounds on quadratic resonances, Lemma 3.9 concerning linear estimates for
wave and Klein-Gordon evolutions, and Lemmas 3.10–3.12 concerning bilinear
estimates. Finally, we use these lemmas and the bootstrap hypothesis to prove
linear estimates on the solutions and the profiles, such as Lemmas 3.15 (localized
L2 bounds) and Lemma 3.16 (pointwise decay).
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In Chapter 4 we analyze our main nonlinearities LN h
αβ and LNψ at a fixed

time t. The main results in this chapter are Proposition 4.7 (localized L2, L∞,
and weighted L2 bounds on these nonlinearities), Lemmas 4.19–4.20 (identifi-
cation of the energy disposable nonlinear components), and Proposition 4.22
(decomposition of the main nonlinearities).

In Chapter 5 we prove the main bootstrap bounds (2.1.50) on the energy
functionals. We start from the decomposition in Proposition 4.22, perform ener-
gy estimates, and prove bounds on all the resulting spacetime integrals. The
main spacetime bounds are stated in Proposition 5.2, and are proved in the rest
of the chapter, using normal forms, null structures, angular decompositions, and
paradifferential calculus in some of the harder cases.

In Chapter 6 we first prove the main bootstrap bounds (2.1.51) (weighted
estimates on profiles) in Proposition 6.2, as a consequence of the improved energy
estimates and the nonlinear bounds in Proposition 4.7. Then we prove the main
bootstrap bounds (2.1.52) (the Z-norm estimates). This proof has several steps,
such as the renormalization procedures in (6.2.4)–(6.2.6) and (6.3.3)–(6.3.4), and
the estimates (6.2.14) and (6.3.16) showing boundedness and convergence of the
nonlinear profiles in suitable norms in the Fourier space.

In Chapter 7 we prove a full, quantitative version of our main global regular-
ity result (Theorem 7.1) as well as all the other consequences on the asymptotic
structure of our spacetimes, as described in detail in subsections 1.3.3–1.3.6
above.
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Chapter Two

The Main Construction and Outline of the Proof

2.1 SETUP AND THE MAIN BOOTSTRAP PROPOSITION

In this section we introduce most of our notations and definitions and state our
main bootstrap proposition.

2.1.1 The Nonlinearities N h
αβ and Nψ

Let m denote the Minkowski metric and write

gαβ = mαβ + hαβ , gαβ = mαβ + gαβ≥1. (2.1.1)

We start by rewriting our system as a Wave-Klein-Gordon coupled system:

Proposition 2.1. Assume (g, ψ) in a solution in R3 × [0, T ] of the reduced
Einstein-Klein-Gordon system in harmonic gauge (1.2.6)–(1.2.7). For α, β ∈
{0, 1, 2, 3} we have

(∂2
0 −∆)hαβ = N h

αβ := KGαβ + gµν≥1∂µ∂νhαβ − F
≥2
αβ (g, ∂g), (2.1.2)

where
KGαβ := 2∂αψ∂βψ + ψ2(mαβ + hαβ). (2.1.3)

Moreover,
(∂2

0 −∆ + 1)ψ = Nψ := gµν≥1∂µ∂νψ. (2.1.4)

In addition, the nonlinearities F≥2
αβ (g, ∂g) admit the decompositions

F≥2
αβ (g, ∂g) = Qαβ + Pαβ , (2.1.5)

where

Qαβ := gρρ
′
gλλ

′
(∂αhρ′λ′∂ρhβλ − ∂ρhρ′λ′∂αhβλ)

+ gρρ
′
gλλ

′
(∂βhρ′λ′∂ρhαλ − ∂ρhρ′λ′∂βhαλ)

+ (1/2)gρρ
′
gλλ

′
(∂λ′hρρ′∂βhαλ − ∂βhρρ′∂λ′hαλ)

+ (1/2)gρρ
′
gλλ

′
(∂λ′hρρ′∂αhβλ − ∂αhρρ′∂λ′hβλ)

− gρρ
′
gλλ

′
(∂λhαρ′∂ρhβλ′ − ∂ρhαρ′∂λhβλ′) + gρρ

′
gλλ

′
∂ρ′hαλ′∂ρhβλ

(2.1.6)
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and

Pαβ := −1

2
gρρ

′
gλλ

′
∂αhρ′λ′∂βhρλ +

1

4
gρρ

′
gλλ

′
∂αhρρ′∂βhλλ′ . (2.1.7)

Proof. The identities (2.1.2) and (2.1.4) follow directly from the system (1.2.6).
The identities (2.1.5), which allow us to extract the null components of the semi-
linear nonlinearities, follow by explicit calculations from the identities (1.1.15);
see, for example, [58, Lemma 4.1] and notice that ∂ρhµν = ∂ρgµν .

We often need to extract the linear part of the matrix gαβ≥1. So we write

gαβ≥1 = gαβ1 + gαβ≥2 and use the identity

δαβ = gαρgβρ = (mαρ + gαρ1 + gαρ≥2)(mβρ + hβρ)

= δαβ + (mαρhβρ + gαρ1 mβρ) + (gαρ1 hβρ + gαρ≥2mβρ + gαρ≥2hβρ).

Therefore, we can define gαβ1 and gαβ≥2 by

g00
1 = −h00, g0j

1 = gj01 = h0j , gjk1 = −hjk,
gαρ≥2mβρ + gαρ≥2hβρ + gαρ1 hβρ = 0.

(2.1.8)

2.1.1.1 The quadratic nonlinearities

We identify now the quadratic components of the nonlinearities N h
αβ and Nψ,

which play a key role in the nonlinear evolution. We start from the identities
(2.1.2) and rewrite them in the form

N h
αβ = g00

≥1∂
2
0hαβ +

∑
(µ,ν) 6=(0,0)

gµν≥1∂µ∂νhαβ +KGαβ − F≥2
αβ (g, ∂g).

We would like to eliminate the terms that contain two time derivatives, in order
to express the nonlinearities in terms of the normalized solutions Uhαβ and Uψ

(defined in (2.1.32) below). Indeed, since ∂2
0hαβ = ∆hαβ +N h

αβ , we have

N h
αβ = (1− g00

≥1)−1
[ ∑

(µ,ν)6=(0,0)

gµν≥1∂µ∂νhαβ + g00
≥1∆hαβ +KGαβ − F≥2

αβ (g, ∂g)
]
.

(2.1.9)
Recall the decomposition of the metric components,

gαβ = mαβ + gαβ≥1 = mαβ + gαβ1 + gαβ≥2, (2.1.10)

into the Minkowski metric, a linearized metric, and a quadratic metric. Using
this decomposition we extract the quadratic components of the nonlinearity

N h,2
αβ := KG2

αβ +Q2
αβ + S2

αβ , (2.1.11)
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where KG2
αβ are semilinear quadratic terms that involve the Klein-Gordon field,

KG2
αβ := 2∂αψ∂βψ + ψ2mαβ , (2.1.12)

Q2
αβ are quasilinear quadratic terms,

Q2
αβ :=

∑
(µ,ν)6=(0,0)

gµν1 ∂µ∂νhαβ + g00
1 ∆hαβ

= −h00∆hαβ + 2h0j∂0∂jhαβ − hjk∂j∂khαβ ,
(2.1.13)

(compare with the formulas (2.1.9)), and

S2
αβ := −(Q2

αβ + P 2
αβ)

are semilinear quadratic terms that involve the metric components, where

Q2
αβ := mρρ′mλλ′(∂αhρ′λ′∂ρhβλ − ∂ρhρ′λ′∂αhβλ)

+mρρ′mλλ′(∂βhρ′λ′∂ρhαλ − ∂ρhρ′λ′∂βhαλ)

+ (1/2)mρρ′mλλ′(∂λ′hρρ′∂βhαλ − ∂βhρρ′∂λ′hαλ)

+ (1/2)mρρ′mλλ′(∂λ′hρρ′∂αhβλ − ∂αhρρ′∂λ′hβλ)

−mρρ′mλλ′(∂λhαρ′∂ρhβλ′ − ∂ρhαρ′∂λhβλ′ − ∂ρ′hαλ′∂ρhβλ)

(2.1.14)

and

P 2
αβ := −1

2
mρρ′mλλ′∂αhρ′λ′∂βhρλ +

1

4
mρρ′mλλ′∂αhρρ′∂βhλλ′ . (2.1.15)

Compare with the formulas (2.1.6)–(2.1.7). Let N h,≥3
αβ := N h

αβ − N
h,2
αβ denote

the cubic and higher order components of N h
αβ .

Similarly, Klein-Gordon nonlinearities defined in (2.1.4) can be written as

Nψ =
∑

(µ,ν)6=(0,0)

gµν≥1∂µ∂νψ+g00
≥1∂

2
0ψ =

∑
(µ,ν) 6=(0,0)

gµν≥1∂µ∂νψ+g00
≥1(∆ψ−ψ+Nψ).

Therefore

Nψ = (1− g00
≥1)−1

[ ∑
(µ,ν) 6=(0,0)

gµν≥1∂µ∂νψ + g00
≥1(∆ψ − ψ)

]
. (2.1.16)

Using also the identities (2.1.8) we extract the quadratic component of Nψ,

Nψ,2 :=
∑

(µ,ν) 6=(0,0)

gµν1 ∂µ∂νψ + g00
1 (∆ψ − ψ)

= −h00(∆ψ − ψ) + 2h0j∂0∂jψ − hjk∂j∂kψ,
(2.1.17)
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and let Nψ,≥3 := Nψ −Nψ,2 denote its cubic and higher order component.

2.1.2 The Fourier Transform and Frequency Projections

We will use extensively the Fourier transform and the Fourier inversion formula
on R3,

f̂(ξ) = F(f)(ξ) :=

∫
R3

f(x)e−ix·ξ dx, f(x) =
1

(2π)3

∫
R3

f̂(ξ)e−ix·ξ dξ,

(2.1.18)
defined for suitable functions f : R3 → C. We fix ϕ : R→ [0, 1] an even smooth
function supported in [−8/5, 8/5] and equal to 1 in [−5/4, 5/4]. For simplicity
of notation, we also let ϕ : R3 → [0, 1] denote the corresponding radial function
on R3. For any k ∈ Z and I ⊆ R let

ϕk(x) := ϕ(|x|/2k)− ϕ(|x|/2k−1), ϕI :=
∑

m∈I∩Z
ϕm.

For any B ∈ R let

ϕ≤B := ϕ(−∞,B], ϕ≥B := ϕ[B,∞), ϕ<B := ϕ(−∞,B), ϕ>B := ϕ(B,∞).

For any a < b ∈ Z and j ∈ [a, b] ∩ Z let

ϕ
[a,b]
j :=


ϕj if a < j < b,

ϕ≤a if j = a,

ϕ≥b if j = b.

(2.1.19)

Let Pk, k ∈ Z, (respectively PI , I ⊆ R) denote the operators on R3 defined
by the Fourier multipliers ξ → ϕk(ξ) (respectively ξ → ϕI(ξ)). For simplicity of
notation let P ′k = P[k−2,k+2].

For any x ∈ Z let x+ = max(x, 0) and x− := min(x, 0). Let

J := {(k, j) ∈ Z× Z+ : k + j ≥ 0}.

For any (k, j) ∈ J let

ϕ̃
(k)
j (x) :=


ϕ≤−k(x) if k + j = 0 and k ≤ 0,

ϕ≤0(x) if j = 0 and k ≥ 0,

ϕj(x) if k + j ≥ 1 and j ≥ 1,

and notice that, for any k ∈ Z fixed,
∑
j≥−min(k,0) ϕ̃

(k)
j = 1.

For (k, j) ∈ J let Qj,k denote the operator

(Qj,kf)(x) := ϕ̃
(k)
j (x) · Pkf(x). (2.1.20)
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In view of the uncertainty principle the operators Qj,k are relevant only when
2j2k & 1, which explains the definitions above.

We will often estimate bilinear interactions, like products of two functions.
For k ∈ Z let

Xk := {(k1, k2) ∈ Z2 : |max(k, k1, k2)−med(k, k1, k2)| ≤ 4}. (2.1.21)

Notice that Pk(Pk1
f · Pk2

g) ≡ 0 if (k1, k2) /∈ Xk.

2.1.3 Vector-fields

Recall the vector-fields Γj and Ωjk defined in (1.3.1),

Γj := xj∂t + t∂j , Ωjk := xj∂k − xk∂j ,

for j, k ∈ {1, 2, 3}. These vector-fields satisfy simple commutation relations,
which can be written schematically in the form

[∂, ∂] = 0, [∂,Ω] = ∂, [∂,Γ] = ∂,

[Ω,Ω] = Ω, [Ω,Γ] = Γ, [Γ,Γ] = Ω,
(2.1.22)

where ∂ denotes generic coordinate vector-fields, Ω denotes generic rotation
vector-fields, and Γ denotes generic Lorentz vector-fields. For α = (α1, α2, α3) ∈
(Z+)3 we define

∂α := ∂α1
1 ∂α2

2 ∂α3
3 , Ωα := Ωα1

23 Ωα2
31 Ωα3

12 , Γα := Γα1
1 Γα2

2 Γα3
3 . (2.1.23)

For any n, q ∈ Z+ we define Vqn as the set of differential operators of the form

Vqn :=
{
L = ΓaΩb : |a|+ |b| ≤ n, q(L) := |a| ≤ q

}
. (2.1.24)

Here q(L) denotes the number of vector-fields transversal to the surfaces Σa :=
{(x, t) ∈ R3 × R : t = a}. We remark that in our proof we distinguish between
the Lorentz vector-fields Γ (which lead to slightly faster growth rates; see the
definition (2.1.49)) and the rotational vector-fields Ω. Notice that, for any α ∈
{0, 1, 2, 3} and any L1 ∈ Vq1n1

, L2 ∈ Vq2n2
, we have

L1L2 = sum of operators in Vq1+q2
n1+n2

,

[∂α,L1] = sum of operators of the form ∂βL′, β ∈ {0, 1, 2, 3}, L′ ∈ Vq1n1−1.

(2.1.25)

2.1.4 Decomposition of the Metric Tensor

Let Rj = |∇|−1∂j , j ∈ {1, 2, 3}, denote the Riesz transforms on R3, and notice
that δjkRjRk = −I. To identify null structures we use a double Hodge de-
composition for the metric tensor, which is connected to the work of Arnowitt-
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Deser-Misner [3] on the Hamiltonian formulation of General Relativity.
Recall the variables F, F , ρ, ωj ,Ωj , ϑjk defined in (1.3.5). To include vector-

fields we need to expand this definition. More precisely, given a symmetric
covariant 2-tensor Hαβ we define

F = F [H] := (1/2)[H00 +RjRkHjk],

F = F [H] := (1/2)[H00 −RjRkHjk],

ρ = ρ[H] := RjH0j ,

ωj = ωj [H] :=∈jkl RkH0l,

Ωj = Ωj [H] :=∈jkl RkRmHlm,

ϑjk = ϑjk[H] :=∈jmp∈knq RmRnHpq.

(2.1.26)

Notice that ω[H] and Ω[H] are divergence-free vector-fields,

Rjωj [H] = 0, RjΩj [H] = 0, (2.1.27)

and ϑ[H] is a symmetric and divergence-free tensor-field,

ϑjk[H] = ϑkj [H], Rjϑjk[H] = 0, Rkϑjk[H] = 0. (2.1.28)

This provides an orthogonal decomposition of hαβ in terms of {F, F , ρ, ω,Ω, ϑ}
(see Lemma 7.16). Using the general formula ∈mnk∈pqk= δmpδnq − δmqδnp we
notice that we can recover the tensor H according to the identities

H00 = F [H] + F [H],

H0j = −Rjρ[H]+ ∈jkl Rkωl[H],

Hjk = RjRk(F [H]− F [H])− (∈klm Rj+ ∈jlm Rk)RlΩm[H]

+ ∈jpm∈kqn RpRqϑmn[H].

(2.1.29)

We often apply this decomposition to the tensor Hαβ = Lhαβ , L ∈ V3
3 . As a

general rule, here and in other places, we first apply all the vector-fields to the
components hαβ , and then take the Riesz transforms. So we define the variables

GL := G[Lh], G ∈ {F, F , ρ, ωj ,Ωj , ϑjk}. (2.1.30)

For simplicity of notation, let G = GId, G ∈ {F, F , ρ, ωj ,Ωj , ϑjk}, corresponding
to the identity operator L = Id. As a consequence of the harmonic gauge
condition, we will show in Lemma 4.15 that the main dynamical variables are
F, F , ωj and the traceless part of ϑjk, while the variables ρ and Ωj , can be
expressed elliptically in terms of these variables, up to quadratic remainders.
This is important in identifying suitable null structures of the nonlinearities
N h
αβ in section 4.3.

This 3 + 1 formalism, where the spacetime is foliated by time slices Σt,
is commonly used in general relativity, and is connected to the Hamiltonian
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formulation of Einstein’s equations (see e.g. [3, 65]). In this context, one can
think of the unknowns being evolved as the spatial metric g and the second
fundamental form k. The foliation defines two kinematic objects: the lapse N
and shift vector-field Nj , which in our setting determine F+F and ρ, ω through
the Hodge decomposition on Σt:

N = (−g00)−1/2 = 1− h00/2 +O(h2) = −(F + F )/2 +O(h2),

Nj = h0j = −∂j(|∇|−1ρ)+ ∈jkl ∂k(|∇|−1ω)l.
(2.1.31)

Two other gauge components (F − F ) and Ω are associated to choices of coor-
dinates on Σt through the Lie-derivative of the Euclidean metric δEucl:

gjk = gjk = (LXδEucl)jk+ ∈jpm∈kqn RpRqϑmn,

Xa :=
1

2
∂a|∇|−2(F − F )− ∈abc ∂b(|∇|−2Ω)c, (LXδEucl)jk = ∂jXk + ∂kXj .

Finally, the last component ϑ is (to first order) coordinate-independent on Σt.
Proposition 7.14 shows that it can be understood as the expression of the Rie-
mannian metric on Σt in spatially harmonic coordinates. This quantity plays a
central role in our analysis.

2.1.5 Linear Profiles and the Z-norms

We define the normalized solutions Uhαβ , UF , UF , Uρ, Uωa , UΩa , Uϑab , Uψ

and their associated linear profiles V hαβ , V F , V F , V ρ, V ωa , V Ωa , V ϑab , V ψ,
α, β ∈ {0, 1, 2, 3}, a, b ∈ {1, 2, 3}, by

UG(t) := ∂tG(t)− iΛwaG(t), V G(t) := eitΛwaUG(t),

Uψ(t) := ∂tψ(t)− iΛkgψ(t), V ψ(t) := eitΛkgUψ(t),
(2.1.32)

where G ∈ {hαβ , F, F , ρ, ωa,Ωa, ϑab} and

Λwa := |∇|, Λkg := 〈∇〉 =
√
|∇|2 + 1. (2.1.33)

More generally, for L ∈ V3
3 (see definition (2.1.24)) we define the weighted nor-

malized solutions U∗ and the weighted linear profiles V ∗ by the formulas

ULhαβ (t) := (∂t − iΛwa)(Lhαβ)(t), V Lhαβ (t) := eitΛwaULhαβ (t),

UG
L

(t) := (∂t − iΛwa)(GL)(t), V G
L

(t) := eitΛwaUG
L

(t),

ULψ(t) := (∂t − iΛkg)(Lψ)(t), V Lψ(t) := eitΛkgULψ(t),

(2.1.34)

for GL ∈ {FL, FL, ρL, ωLa ,ΩLa , ϑLab}. Finally, let

U∗,+ := U∗, U∗,− := U∗, V ∗,+ := V ∗, V ∗,− := V ∗. (2.1.35)
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for any ∗ ∈ {FL, FL, ρL, ωLa ,ΩLa , ϑLab,Lhαβ ,Lψ}.
The functions FL, FL, ρL, ωLa ,Ω

L
a , ϑ

L
ab,Lhαβ ,Lψ can be recovered linearly

from the normalized variables UF
L

, UF
L

, Uρ
L

, Uω
L
a , UΩLa , Uϑ

L
ab , ULhαβ , ULψ

by the formulas

∂0G = (UG + UG)/2, ΛwaG = i(UG − UG)/2,

∂0Lψ = (ULψ + ULψ)/2, ΛkgLψ = i(ULψ − ULψ)/2,
(2.1.36)

where G ∈ {FL, FL, ρL, ωLa ,ΩLa , ϑLab,Lhαβ}.
The identities (2.1.2) and (2.1.4) show that

(∂2
t + Λ2

wa)(Lhαβ) = LN h
αβ , (∂2

t + Λ2
kg)(Lψ) = LNψ, (2.1.37)

for any α, β ∈ {0, 1, 2, 3} and L ∈ V3
3 . Using the definitions (2.1.34), we have

(∂t + iΛwa)ULhαβ = LN h
αβ , (∂t + iΛkg)U

Lψ = LNψ. (2.1.38)

In terms of the linear profiles, these basic identities become

∂tV
Lhαβ (t) = eitΛwaLN h

αβ(t), ∂tV
Lψ(t) = eitΛkgLNψ(t), (2.1.39)

for any t ∈ [0, T ], α, β ∈ {0, 1, 2, 3}, and L ∈ V3
3 .

Let
P := {(wa,+), (wa,−), (kg,+), (kg,−)}. (2.1.40)

Let Λwa,+(ξ) = Λwa(ξ) = |ξ|, Λwa,−(ξ) = −Λwa,+(ξ), Λkg,+(ξ) = Λkg(ξ) =√
|ξ|2 + 1, Λkg,−(ξ) = −Λkg,+(ξ). For any σ, µ, ν ∈ P we define the quadratic

phase function

Φσµν : R3 × R3 → R, Φσµν(ξ, η) := Λσ(ξ)− Λµ(ξ − η)− Λν(η). (2.1.41)

In our analysis we will need a few parameters:

N0 := 40, d := 10, κ := 10−3, δ := 10−10, δ′ := 2000δ, γ := δ/4.

(2.1.42)

We define also the numbers N(n) (which measure the number of Sobolev deriva-
tives under control at the level of n vector-fields),

N(0) := N0 + 16d, N(n) := N0 − dn for n ∈ {1, 2, 3}. (2.1.43)

Let |ξ|≤1 denote a smooth increasing radial function on R3 equal to |ξ| if |ξ| ≤
1/2 and equal to 1 if |ξ| ≥ 2. Let |∇|γ≤1 denote the associated operator defined

by the multiplier ξ → |ξ|γ≤1.
We are now ready to define the main Z-norms.

Definition 2.2. For any x ∈ R let x+ = max(x, 0) and x− = min(x, 0). We
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define the spaces Zwa and Zkg by the norms

‖f‖Zwa := sup
k∈Z

2N0k
+

2k
−(1+κ)‖P̂kf‖L∞ (2.1.44)

and
‖f‖Zkg := sup

k∈Z
2N0k

+

2k
−(1/2−κ)‖P̂kf‖L∞ . (2.1.45)

2.1.6 The Main Bootstrap Proposition

Our main result is the following proposition:

Proposition 2.3. Assume that (g, ψ) is a solution of the system (1.2.6)–(1.2.7)
on the time interval [0, T ], T ≥ 1, with an initial data set (gij , kij , ψ0, ψ1) that
satisfies the smallness conditions (1.2.5) and the constraint equations (1.2.4).

Define UG, ULhαβ , ULψ as in (2.1.32)–(2.1.34) and recall (2.1.24). Assume
that, for any t ∈ [0, T ], the solution satisfies the bootstrap hypothesis

sup
q≤n≤3,L∈Vqn

〈t〉−H(q,n)δ
{
‖(〈t〉|∇|≤1)γ |∇|−1/2ULhαβ (t)‖HN(n)

+ ‖ULψ(t)‖HN(n)

}
≤ ε1,

(2.1.46)

sup
q≤n≤2,L∈Vqn

sup
k∈Z, l∈{1,2,3}

2N(n+1)k+

〈t〉−H(q+1,n+1)δ

{
2k/2(2k

−
〈t〉)γ‖Pk(xlV

Lhαβ )(t)‖L2 + 2k
+

‖Pk(xlV
Lψ)(t)‖L2

}
≤ ε1,

(2.1.47)

and

‖V F (t)‖Zwa + ‖V ωa(t)‖Zwa + ‖V ϑab(t)‖Zwa
+ 〈t〉−δ‖V hαβ (t)‖Zwa + ‖V ψ(t)‖Zkg ≤ ε1,

(2.1.48)

for any α, β ∈ {0, 1, 2, 3} and a, b ∈ {1, 2, 3}. Here 〈t〉 :=
√

1 + t2,

H(q, n) :=


1 if q = 0 and n = 0,

60(n− 1) + 20 if q = 0 and n ≥ 1,

200(n− 1) + 30 if q = 1 and n ≥ 1,

100(q + 1)(n− 1) if q ≥ 2,

(2.1.49)

and ε1 := ε
2/3
0 . Then, for any t ∈ [0, T ], α, β ∈ {0, 1, 2, 3}, and a, b ∈ {1, 2, 3},
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one has the improved bounds

sup
q≤n≤3,L∈Vqn

〈t〉−H(q,n)δ
{
‖(〈t〉|∇|≤1)γ |∇|−1/2ULhαβ (t)‖HN(n)

+ ‖ULψ(t)‖HN(n)

}
. ε0,

(2.1.50)

sup
q≤n≤2,L∈Vqn

sup
k∈Z, l∈{1,2,3}

2N(n+1)k+

〈t〉−H(q+1,n+1)δ

{
2k/2(2k

−
〈t〉)γ‖Pk(xlV

Lhαβ )(t)‖L2 + 2k
+

‖Pk(xlV
Lψ)(t)‖L2

}
. ε0,

(2.1.51)

and

‖V F (t)‖Zwa + ‖V ωa(t)‖Zwa + ‖V ϑab(t)‖Zwa
+ 〈t〉−δ‖V hαβ (t)‖Zwa + ‖V ψ(t)‖Zkg . ε0.

(2.1.52)

We will show in section 7.1 below that the smallness assumptions (1.2.5) on
the initial data imply the bounds (2.1.50)–(2.1.52) at time t = 0, and for all
t ∈ [0, 2]. Then we will show that Proposition 2.3 implies our main conclusions,
in the quantitative form of Theorem 7.1, and use it to derive some additional
asymptotic information about the solutions (in Chapter 7).

Most of the work in this monograph, Chapters 3, 4, 5, and 6, is concerned
with the proof of Proposition 2.3. As summarized in section 1.3.1, our goal is to
control simultaneously three types of norms: (i) energy norms involving up to
three vector-fields Γa and Ωab, (ii) weighted norms on the linear profiles V Lhαβ

and V Lψ, and (iii) the Z-norms on the undifferentiated profiles.

Remark 2.4. The function H defined in (2.1.49) is important, as it establishes
a hierarchy of growth of the various energy norms. At the conceptual level
this is needed because we define the weighted vector-fields Γa,Ωab in terms
of the Minkowski coordinate functions xa and t, and thus we expect (at least
logarithmic) losses as we apply these vector-fields.

At the technical level, the function H satisfies superlinear inequalities like

H(q1, n1) +H(q2, n2) ≤ H(q1 + q2, n1 + n2)− 40, (2.1.53)

if n1, n2 ≥ 1 and n1 + n2 ≤ 3, and more refined versions. Such inequalities are
helpful to estimate nonlinear interactions when the vector-fields split among the
different components.

We notice also that we treat differently the two types of weighted vector-
fields Γa and Ωab, in the sense that the application of the non-tangential vector-
fields Γa leads to more loss in terms of time growth than the application of the
tangential vector-fields Ωab (for example, H(0, 1) = 20 < H(1, 1) = 30). This is
a subtle technical point to keep in mind, connected to a more general difficulty
of estimating the effect of non-tangential vector-fields.
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2.2 OUTLINE OF THE PROOF

The proof of Proposition 2.3 is involved and covers Chapters 3, 4, 5, and 6 of
this monograph. In this section we provide an expanded outline of this proof.

2.2.1 Chapter 3: Preliminary Estimates

In this chapter we start by proving a few lemmas, such as estimates on mul-
tilinear operators, lower bounds on the phases of bilinear interactions, parad-
ifferential inequalities, linear and bilinear estimates on solutions of wave and
Klein-Gordon operators, and interpolation inequalities. Then we use the boot-
strap assumptions (2.1.46)–(2.1.48) to prove several linear estimates concerning
the main variables ULhαβ and ULψ and the associated profiles V Lhαβ and V Lψ.

We provide now some details on some of the main results of this chapter.

2.2.1.1 Normal forms and the bilinear phases Φσµν

Our goal is to set up the application of normal forms. Indeed, in many of the
estimates in Chapters 5 and 6 we need to control integrals of the form

J(ξ) =

∫
R

∫
R3

q(s)eisΦσµν(ξ,η)V̂ µ(ξ − η, s)V̂ ν(η, s)m(ξ − η, η) dηds, (2.2.1)

where σ, µ, ν ∈ {(wa,+), (wa,−), (kg,+), (kg,−)}, and Φσµν(ξ, η) = Λσ(ξ) −
Λµ(ξ−η)−Λν(η) as in (2.1.40)-(2.1.41). Here V µ, V ν are associated profiles, i.e.,
V ρ ∈ {V Lhαβ ,±} if ρ = (wa,±) and V ρ ∈ {V Lψ,±} if ρ = (kg,±). Integrals of
this type arise, for example, when using the Duhamel formula starting from the
identities (2.1.39), with various multipliers m. Slightly different integrals arise
in energy estimates—see Proposition 5.2—or could include the phase corrections
Θkg(ξ, s) and Θwa(ξ, s), as in sections 6.2 and 6.3.

The basic idea to estimate such integrals is to integrate by parts in time, so

J(ξ) = i

∫
R

∫
R3

m(ξ − η, η)

Φσµν(ξ, η)
eisΦσµν(ξ,η) · ∂sq(s)V̂ µ(ξ − η, s)V̂ ν(η, s) dηds

+ i

∫
R

∫
R3

m(ξ − η, η)

Φσµν(ξ, η)
eisΦσµν(ξ,η) · q(s)(∂sV̂ µ)(ξ − η, s)V̂ ν(η, s) dηds

+ i

∫
R

∫
R3

m(ξ − η, η)

Φσµν(ξ, η)
eisΦσµν(ξ,η) · q(s)V̂ µ(ξ − η, s)(∂sV̂ ν)(η, s) dηds.

(2.2.2)

The point of this procedure is to gain integrability. Indeed, if q is localized to
an interval of times s ≈ 2m � 1 then the integrands in the three integrals in
(2.2.2) all gain a factor of almost 2−m compared to the integrand in (2.2.1),
upon application of the formulas (2.1.39).

The main obstruction is the potential presence of “small denominators”
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in the integrals in (2.2.2), coming from the resonant frequencies (ξ, η) where
Φσµν(ξ, η) = 0. In our problem we have two types of phases: mixed Wave-
Klein-Gordon phases of the form

Λwa,ι(ξ)− Λkg,ι1(ξ − η)− Λkg,ι2(η) or Λkg,ι(ξ)− Λkg,ι1(ξ − η)− Λwa,ι2(η),
(2.2.3)

containing two Klein-Gordon dispersions and one wave dispersion, or pure wave
phases of the form

Λwa,ι(ξ)− Λwa,ι1(ξ − η)− Λwa,ι2(η). (2.2.4)

Thus, to apply normal forms we need to understand the multipliers (ξ, η)→
Φσµν(ξ, η)−1. We show that the mixed Wave-Klein-Gordon phases can only
vanish when the frequency of the wave component is 0, and in fact satisfy the
quantitative bounds∣∣Λwa,ι(ξ)− Λkg,ι1(ξ − η)− Λkg,ι2(η)

∣∣−1
. (1 + |ξ|2 + |ξ − η|2 + |η|2)/|ξ|,∣∣Λkg,ι(ξ)− Λkg,ι1(ξ − η)− Λwa,ι2(η)

∣∣−1
. (1 + |ξ|2 + |ξ − η|2 + |η|2)/|η|,

(2.2.5)

for any ξ, η ∈ R3. On the other hand, the pure wave phases can vanish on
much larger sets, corresponding to parallel and anti-parallel interactions, in the
quantitative form

∣∣Λwa,ι(ξ)− Λwa,ι1(ξ − η)− Λwa,ι2(η)
∣∣−1
.
|η|−1 + |ξ − η|−1

|Ξι1ι2(ξ − η, η)|2
, (2.2.6)

where Ξι1ι2(v, w) denotes the angle between the vectors v and w,

Ξι1ι2(v, w) = ι1v/|v| − ι2w/|w|.

In fact, in order to bound multilinear integrals such as those in (2.2.2), in
Lemmas 3.4 and 3.6 we prove stronger estimates on the multipliers Φσµν(ξ, η)−1,
involving suitable frequency localizations and the L1 norms of the inverse Fourier
transforms of the localized multipliers. These estimates are consistent with the
pointwise bounds (2.2.5) and (2.2.6), and are also compatible with multilinear
estimates such as those in Lemma 3.2.

2.2.1.2 Linear estimates

Estimates on solutions of linear wave and Klein-Gordon equations are the main
building blocks of our nonlinear analysis. To prove efficient estimates we de-
compose functions f : R3 → C both in frequency and space,

f =
∑
k∈Z

Pkf =
∑

(k,j)∈J

P ′kQj,kf,
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where the operators Qj,k are defined in (2.1.20) and P ′k = P[k−2,k+2]. In our

case the functions f we decompose are the linear profiles V Lhαβ and V Lψ.
Our linear estimates are stated and proved in Lemma 3.9. For example, we

prove general dispersive estimates of the form

‖e−itΛwafj,k‖L∞ . 23k/2 min(1, 2j〈t〉−1)‖Qj,kf‖L2 ,

where fj,k = P ′kQj,kf , |t| ≥ 1, and j ≥ max(−k, 0). We also prove more
specialized dispersive estimates, like

‖e−itΛwaf≤j,k‖L∞ . 22k〈t〉−1‖Q̂≤j,kf‖L∞ if 2j . 〈t〉1/22−k/2,

which give sharp decay of the linear solutions in terms of the L∞ norms of the
profiles in the Fourier space, thus connecting to our Z-norms. For the Klein-
Gordon components we prove similar bounds, such as

‖e−itΛkgfj,k‖L∞ . min
{

23k/2, 23k+

〈t〉−3/223j/2
}
‖Qj,kf‖L2 ,

if |t| ≥ 1 and j ≥ max(−k, 0), as well as the stronger bounds

‖e−itΛkgf≤j,k‖L∞ . 25k+

〈t〉−3/2‖Q̂≤j,kf‖L∞ if 2j . 〈t〉1/2.

Notice that these bounds are expressed in terms of three basic parameters: the
frequency parameter k, the spatial location parameter j, and the length of the
time of evolution |t|.

Our linear estimates also include super-localized dispersive bounds such as
(3.2.16)–(3.2.18), which are useful in High × High → Low estimates, as well as
non-dispersive bounds such as

‖f̂j,k‖L∞ . min
{

23j/2‖Qj,kf‖L2 , 2j/2−k2δ
3(j+k)‖Qj,kf‖H0,1

Ω

}
and

‖f̂j,k(rθ)‖L2(r2dr)Lpθ
.p ‖Qj,kf‖H0,1

Ω
, p ∈ [2,∞),

which provide additional control on the profiles.

2.2.1.3 Bilinear estimates

The linear estimates in Lemma 3.9 are sufficient to control most nonlinear in-
teractions, at least after suitable decompositions in frequency and space. In a
small number of cases, however, these estimates are not sufficient, and we need
to prove bilinear estimates directly. Our bilinear estimates are stated and proved
in Lemma 3.10–3.12. For example, we prove sharp bilinear estimates such as

‖PkIm[e−itΛwaf≤j1,k1
, Pk2

g]‖L2

. 2min(k,k2)/2〈t〉−123k1/2‖ ̂Q≤j1,k1
f‖L∞‖Pk2

g‖L2 ,
(2.2.7)
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if |t| ≥ 1 and 2j1 ≤ 〈t〉1/22−k1/2 + 2−min(k,k1,k2), where f, g ∈ L2(R3) and Im
denotes a suitable paraproduct. The proof of (2.2.7) relies on a TT ∗ argument,
thus going beyond the conclusions one could prove by using linear estimates on
each component.

2.2.1.4 Bounds on the functions ULhαβ , ULψ, V Lhαβ , and V Lψ

We combine the bootstrap assumptions (2.1.46)–(2.1.48) and linear estimates
to derive bounds on our solutions. For example, in section 3.3 we prove global
L2 bounds on the profiles V Lh and V Lψ of the form

‖(〈t〉|∇|≤1)γ |∇|−1/2V Lh(t)‖HN(n) + ‖V Lψ(t)‖HN(n) . ε1〈t〉H(q,n)δ,

for any L ∈ Vqn and h ∈ {hαβ}, as well as localized L2 bounds like

2k/2(2k
−
〈t〉)γ2j‖Qj,kV Lh(t)‖L2 + 2k

+

2j‖Qj,kV Lψ(t)‖L2

. ε1〈t〉H(q+1,n+1)δ2−N(n+1)k+

,

for any (k, j) ∈ J and L ∈ Vqn, n ≤ 2. We prove also general pointwise decay
bounds on the normalized solutions ULh and ULψ of the form

‖PkULh(t)‖L∞ . ε1〈t〉−1+H(q+1,n+1)δ2k
−

2−N(n+1)k++2k+

min{1, 〈t〉2k
−
}1−δ

and

‖PkULψ(t)‖L∞ . ε1〈t〉−1+H(q+1,n+1)δ2k
−/22−N(n+1)k++2k+

min{1, 22k−〈t〉},

for any k ∈ Z, t ∈ [0, T ], and L ∈ Vqn, n ≤ 2.
The Z-norm assumptions (2.1.48) lead to estimates on the L∞ norms of the

unweighted profiles V̂ h and V̂ ψ corresponding to L = Id, as in (3.3.7). They
also lead to sharp pointwise decay bounds on certain parts of the unweighted
normalized solutions Uh and Uψ, with no 〈t〉Cδ loss, as discussed in Lemma
3.16 (ii). All these estimates are stated and proved in section 3.3 and are used
extensively in the nonlinear analysis.

2.2.2 Chapter 4: the Nonlinearities N h
αβ and Nψ

The goal in this chapter is to investigate the structure of the nonlinearities N h
αβ

and Nψ. We decompose these nonlinearities into quadratic and cubic and higher
order components, as in subsection 2.1.1, and then decompose these components
dyadically in the Fourier space along every time-slice Σt = {(x, t) : x ∈ R3},
using the Littlewood-Paley projections Pk.
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Ideally, we would like to prove that the nonlinearities satisfy bounds like∑
α,β∈{0,1,2,3}

‖LN h
αβ(t)‖ . ε1〈t〉−1

∑
α,β∈{0,1,2,3}

‖∇x,tLhαβ(t)‖,

‖LNψ(t)‖ . ε1〈t〉−1‖(〈∇〉x, ∂t)Lψ(t)‖,
(2.2.8)

in suitable norms, as if N h and Nψ were of the size of ε1〈t〉−1(|∇x|h, ∂th) and
ε1〈t〉−1(〈∇x〉h, ∂th) respectively. Such optimal bounds are, of course, not true,
as we have both derivative loss, due to the quasilinear nature of the system, and
loss of decay in time, due to the slower decay of the metric components hαβ .
But the bounds (2.2.8) can still serve as a guideline for the type of control we
are looking for, and we are able to prove such bounds up to small losses, both
at the level of time decay and at the level of smoothness.

We summarize now the main conclusions of this chapter.

2.2.2.1 Weighted bounds on the nonlinearities N h
αβ and Nψ

As part of our analysis, we prove two weighted bounds on the full nonlinearities
N h
αβ and Nψ,

2−k/2(2k
−
〈t〉)γ‖Pk(xlLN h

αβ)(t)‖L2 . ε2
1〈t〉H(q+1,n+1)δ2−N(n+1)k+

,

‖Pk(xlLNψ)(t)‖L2 . ε2
1〈t〉H(q+1,n+1)δ2−N(n+1)k+

,
(2.2.9)

for any k ∈ Z, t ∈ [0, T ], l ∈ {1, 2, 3}, and operators L ∈ Vqn, n ≤ 2. These
bounds, which follow from the stronger bounds in Proposition 4.7, play a crucial
role in our bootstrap scheme, as they allow us to prove the main bootstrap
estimates (2.1.51) in section 6.1.

The polynomial factors xl in (2.2.9) correspond to ∂ξl derivatives in the
Fourier space. These derivatives can hit the various factors of the nonlin-
ear terms, including the oscillatory factors e±itΛ∗(ξ) and the frequency cutoffs.
Therefore, at the analytical level, the polynomial factors xl are essentially equiv-
alent to multiplication by 〈t〉+ 2−k, and the weighted bounds (2.2.9) essentially
follow from the L2 bounds

2−k/2(2k
−
〈t〉)γ‖PkLN h

αβ(t)‖L2 . ε2
1〈t〉H(q+1,n+1)δ2−N(n+1)k+

min{2k, 〈t〉−1},

‖PkLNψ(t)‖L2 . ε2
1〈t〉H(q+1,n+1)δ2−N(n+1)k+

min{2k, 〈t〉−1},
(2.2.10)

for any k ∈ Z, t ∈ [0, T ], and operators L ∈ Vqn, n ≤ 2. These L2 bounds are
consequences of the stronger bounds (4.2.3)–(4.2.4) in Proposition 4.7, and are
consistent with the heuristics that ideal bounds like (2.2.8) hold up to small loss
of time decay and derivative loss.
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2.2.2.2 Energy disposable nonlinear terms

Some of the nonlinear terms can be treated perturbatively in energy estimates, as
they have sufficient time decay and do not lose derivatives. More precisely, wave-
disposable remainders of order (q, n) are defined as functions L : R3× [0, T ]→ C
that satisfy the bounds∥∥|∇|−1/2L(t)

∥∥
HN(n) . ε

2
1〈t〉−1+H(q,n)δ−δ/2

for any t ∈ [0, T ]. Similarly, KG-disposable remainders of order (q, n) are func-
tions L : R3 × [0, T ]→ C that satisfy the bounds∥∥L(t)

∥∥
HN(n) . ε

2
1〈t〉−1+H(q,n)δ−δ/2.

Our analysis shows that most cubic and higher order nonlinear terms and
all of the commutator terms arising from commuting Sobolev derivatives and
the vector-fields Ω and Γ are energy disposable. See Lemmas 4.19 and 4.20 for
precise statements.

As a consequence, for the purpose of proving energy estimates we can con-
centrate on the quadratic components of the nonlinearities N h

αβ and Nψ (as
expressed in terms of the variables hαβ and ψ) and on the quasilinear terms of
the form g≥1∂

2h and g≥1∂
2ψ.

2.2.2.3 Elliptic consequences of the harmonic gauge condition

The harmonic gauge conditions gαβ∂αhβµ = (1/2)gαβ∂µhαβ can be used to
derive approximate identities for some of the metric components. Indeed, in
terms of the functions FL, FL, ρL, ωLj ,Ω

L
j , ϑ

L
jk defined in section 2.1.4, we have

the approximate identities

|∇|ρL ∼ ∂0F
L, |∇|ΩLj ∼ ∂0ω

L
j , δjkϑ

L
jk ∼ 0, (2.2.11)

up to suitable quadratic errors (which only lead to energy disposable terms).
Precise identities of this type are derived in Lemma 4.15 and play an important
role in identifying the null structures of the metric nonlinearities N h

αβ .

2.2.2.4 Null structures and decompositions of the nonlinearities N h
αβ and Nψ

The presence of null structures is an important feature of many nonlinear hy-
perbolic equations. In our case we define the class of “semilinear null forms of
order (q, n)” as the set of finite sums of paraproducts Inullnι1ι2

[UL1h1,ι1 , UL2h2,ι2 ]
of the form

F
{
Inullnι1ι2

[UL1h1,ι1 , UL2h2,ι2 ]
}

(ξ)

=
1

8π3

∫
R3

nι1ι2(ξ − η, η) ̂UL1h1,ι1(ξ − η) ̂UL2h2,ι2(η) dη,
(2.2.12)
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where ι1, ι2 ∈ {+,−}, h1, h2 ∈ {hαβ}, L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, (q1, n1) + (q2, n2) ≤
(q, n). The multipliers nι1ι2 belong to the set of null multipliers

Mnull
ι1ι2 =

{
n : (R3 \ 0)2 → C : n(x, y) = (ι1xi/|x| − ι2yi/|y|)m(x, y)

for some m ∈M and i ∈ {1, 2, 3}
}
.

(2.2.13)

HereM denotes a general class of acceptable multipliers, as defined in (3.2.41).
Our class of semilinear null forms contains the classical null forms

∂αh1∂βh2 − ∂βh1∂αh2 and mαβ∂αh1∂βh2,

but is more flexible, i.e., we allow Fourier multipliers and bilinear paraproducts.
We are now finally ready to decompose the nonlinearities LN h

αβ and LNψ.
More precisely, in Proposition 4.22 we show that if α, β ∈ {0, 1, 2, 3} and L ∈ Vqn,
n ≤ 3, then

LN h
αβ =

∑
µ,ν∈{0,1,2,3}

g̃µν≥1∂µ∂ν(Lhαβ) +QLwa(hαβ)

+SL,1αβ + SL,2αβ +KGLαβ +RLhαβ

(2.2.14)

and

LNψ =
∑

µ,ν∈{0,1,2,3}

g̃µν≥1∂µ∂ν(Lψ) + h00Lψ +QLkg(ψ) +RLψ, (2.2.15)

where the remainders RLhαβ and RLψ are wave-disposable and KG-disposable of

order (q, n). The reduced metric components g̃µν≥1 are defined by

g̃00
≥1 := 0, g̃0j

≥1 := (1− g00
≥1)−1g0j

≥1, g̃jk≥1 := (1− g00
≥1)−1

[
gjk≥1 + g00

≥1δ
jk
]
.

The origin of most of the terms in (2.2.14)–(2.2.15) can be traced back by
examining the formulas (2.1.9) and (2.1.16). The terms g̃µν≥1∂µ∂ν(Lhαβ) and

g̃µν≥1∂µ∂ν(Lψ) come from the main quasilinear terms in the nonlinearities N h
αβ

and Nψ, when the entire differential operator L hits the functions hαβ and ψ
respectively (recall that commutators between derivatives and the operators L
are energy disposable).

The quadratic terms QLwa(hαβ) (which have a certain type of quasilinear null
structure) and h00Lψ + QLkg(ψ) also come from the main quasilinear terms in

the nonlinearities N h
αβ and Nψ, after distributing the operator L between the

factors and noticing that all cubic and higher order terms are energy dispos-
able remainders. Similarly, the semilinear quadratic terms KGLαβ come from
the Klein-Gordon terms KGαβ in (2.1.9), after distributing the operator L and
removing energy disposable remainders.
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Finally, the semilinear quadratic terms SL,1αβ and SL,2αβ can be written as

SL,1αβ =
∑

h1,h2∈{hµν}

∑
ι1,ι2∈{+,−}

∑
L1+L2=L

Inullnι1ι2
[UL1h1,ι1 , UL2h2,ι2 ],

SL,2αβ =
∑

L1+L2=L
(1/2)cL1,L2RpRq∂αϑ

L1
mn ·RpRq∂βϑL2

mn,
(2.2.16)

for suitable null multipliers nι1ι2 ∈ Mnull
ι1ι2 , and suitable constants cL1,L2 . The

point of this decomposition is that semilinear Wave×Wave interactions are ei-
ther null, as in SL,1αβ , or involve only the good components ϑ of the metric tensor.
This is a key weak null structure property of the Einstein equations in harmonic
gauge, as identified by Linblad-Rodnianski [63]. The formulas (2.2.16) are de-
rived using the identities (2.1.14), (2.1.15), and (2.1.29), and the approximate
identities (2.2.11).

2.2.3 Chapter 5: Improved Energy Estimates

In this chapter we prove the main energy estimates (2.1.50). We define the
operators Pnwa := 〈∇〉N(n)|∇|−1/2|∇|γ≤1 and Pnkg := 〈∇〉N(n), apply the opera-
tors PnwaL and PnkgL to the equations (2.1.2) and (2.1.4) respectively, construct
suitable energy functionals, and perform energy estimates. The main issue is to
estimate the spacetime cubic (and higher order) bulk terms generated by the
nonlinearities.

After eliminating the contributions of the energy disposable remainders, we
are left with eight main spacetime integrals that need to be estimated. The
required bounds are stated in Proposition 5.2. These integrals involve either
Wave ×Wave ×Wave interactions (coming from the metric nonlinearities) or
Wave × KG × KG interactions (coming from both the metric and the Klein-
Gordon nonlinearities). Our main tool to estimate these integrals is the method
of normal forms (integration by parts in time).

We discuss below some of the main bounds we prove.

2.2.3.1 Semilinear wave interactions

There are two types of semilinear Wave×Wave×Wave spacetime contributions,
coming from the terms SL,1αβ and SL,2αβ in (2.2.14). In particular, we need to prove

that if nι1ι2 ∈Mnull
ι1ι2 then∣∣∣ ∫

Jm

∫
R3

qm(s)F{PnwaInι1ι2 [UL1h1,ι1 , UL2h2,ι2 ]}(ξ, s)

× ̂PnwaULh,ι(ξ, s) dξds
∣∣∣ . ε3

12−δm,

(2.2.17)
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where ι1, ι2, ι3 ∈ {+,−}, h1, h2, h ∈ {hαβ}, L ∈ Vqn, L1 ∈ Vq1n1
, L1 ∈ Vq1n1

,
(q1, n1) + (q2, n2) ≤ (q, n). We also prove that if m ∈M and ϑ ∈ {ϑmn} then∣∣∣ ∫

Jm

∫
R3

qm(s)F{PnwaIm[Uϑ
L1 ,ι1 , Uϑ

L2 ,ι2 ]}(ξ, s) · ̂PnwaULh,ι(ξ, s) dξds
∣∣∣

. ε3
122H(q,n)δm−2γm.

(2.2.18)

The cutoff function qm in (2.2.17)–(2.2.18) restricts to times s ≈ 2m � 1.
To illustrate the main ideas we discuss only the simpler bounds (2.2.17), in

the main case L1 = Id and L2 = L. After dyadic decompositions in frequency
it suffices to prove that∑

k,k1,k2∈Z
22N(n)k+−k

∣∣∣ ∫
Jm

qm(s)

× Gnι1ι2
[
Pk1

Uh1,ι1(s), Pk2
ULh2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣ . ε3

12−δm,

(2.2.19)

where, for suitable multipliers m, the trilinear operators Gm are defined by

Gm[f, g, h] =

∫
R3×R3

m(ξ − η, η)f̂(ξ − η)ĝ(η)ĥ(ξ) dξdη.

To prove (2.2.19) we fix m (the parameter connected to the size of the time)
and analyze the contributions of the various frequency parameters (k, k1, k2).

In some cases, for example, if min(k, k1, k2) ≤ −m−δ′m or if max(k, k1, k2) ≥
δ′m, we can simply use L2 or L∞ estimates on every factor in the trilinear
expressions, and bound the corresponding contributions.

In the more complicated cases, for example, if k, k1, k2 ∈ [−δ′m, δ′m], we
need to exploit the null structure of the multiplier. For this we insert angular
cutoffs of the form ϕ≤q0(Ξι1ι2(ξ−η, η)) and ϕ>q0(Ξι1ι2(ξ−η, η)) in the definition
of the trilinear operator Gm, where q0 = −8δ′m. The point is that the multiplier
nι1ι2 is small in the region where the angle |Ξι1ι2(ξ − η, η)| is small, due to the
null structure assumption. On the other hand, if the angle |Ξι1ι2(ξ − η, η)| is
large then we are in the non-resonant region (due to (2.2.6)) and we can use
normal forms, as described in subsection 2.2.1.1 to gain time integrability.

There is one more issue that comes up in the analysis of semilinear cubic
terms, in the case when 2k1 ≈ 1 and 2k ≈ 2k2 � 1. We can still insert the
angular decomposition and try to use normal forms to bound the non-resonant
contributions, but this leads to a loss of derivative. This is a well-known issue
that comes up when using normal forms in the context of energy estimates in
quasilinear problems, and we deal with it as in some of our earlier work [16, 17]
using paradifferential calculus and a second symmetrization.
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2.2.3.2 Low frequencies and the quasilinear terms

The most difficult contributions come from the quasilinear terms g̃µν≥1∂µ∂νhαβ
and g̃µν≥1∂µ∂νψ, when the entire operator L hits the undifferentiated metric com-

ponents g̃µν≥1, i.e., the terms

L(g̃µν≥1) · ∂µ∂νhαβ and L(g̃µν≥1) · ∂µ∂νψ. (2.2.20)

These terms have their own quasilinear null structure, which helps with the
analysis of medium frequencies, but the difficulty is to bound the contributions
of very low frequencies of the factor L(g̃µν≥1), which does not have a spatial
derivative. When L = Id, we can symmetrize the system and obtain improved
estimates, but no algebraic symmetrization is possible when L 6= Id.

After dyadic decompositions in time and frequency, we need to prove bounds
of the form∑
k,k1,k2∈Z

22N(n)k+−k+k1−k222γ(m+k−)
∣∣∣ ∫
Jm

qm(s)

× Gqι1ι2
[
Pk1

Uh1,ι1(s), Pk2
ULh2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣ . ε3

122H(q,n)δm,

(2.2.21)

where qι1ι2 is a null multiplier and L ∈ Vqn, n ≥ 1. This looks similar to the
semilinear bounds (2.2.19), but with an additional factor of 2k1−k2 in the sum
in the left-hand side.

We can still exploit the null structure of the multipliers and use normal
forms (with paradifferential calculus again to set up a second symmetrization)
to deal with the contribution of frequencies that are not too small. But a
different idea is needed to deal with the contribution of triples (k1, k2, k) for
which 2k1 ≈ 2k ≈ 1 and 2k2 ≈ 2−m, due to the large additional factor 2k1−k2 . In
this case we “trivialize” one vector-field, in the sense that we notice that a vector-
field essentially contributes a factor of about 2m2k2 at such low frequencies, in
the context of multilinear estimates (the precise statement is in Lemma 4.13).
Then we can close the desired estimates (2.2.21) provided that the hierarchy
function H(q, n) allows for sufficiently large gaps between the growth rates of
different differential operators.

This is the most difficult case of the energy analysis. Some of the main
choices we make in the proof, like the precise choice of the function H(q, n) in
(2.1.49) that determines the hierarchy of energy growth, are motivated by the
energy analysis of the terms in (2.2.21).

2.2.3.3 Wave-Klein-Gordon undifferentiated interactions

At the conceptual level, the new difficulty in the analysis of interactions of the
metric tensor and the massive field is the presence of terms that do not contain
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derivatives. There are two such quadratic interactions,

terms like ψ2 in N h
αβ and terms like hψ in Nψ, (2.2.22)

as one can see from the formulas (2.1.12) and (2.1.17). These undifferentiated
terms do not have null structure, of course, but the situation is worse mainly
because the low frequencies of the Klein-Gordon field ψ disperse slowly and lead
to slow decay. The Klein-Gordon Z-norm defined in (2.1.45) is designed as a
very strong norm at low frequencies mainly to be able to capture these terms.

As before, our main tool to analyze these interactions is the method of
normal forms. The point is that the resonant structure of these interactions
is determined by the Wave-Klein-Gordon quadratic phases Φ(ξ, η) = Λkg(ξ) ±
Λkg(η) ± Λwa(ξ + η). As we have seen earlier, in (2.2.4)–(2.2.5), these phases
are resonant only when the wave component has frequency 0. This means that
the normal forms lead to stronger bounds, which are able to compensate for the
fact that the factors themselves are undifferentiated at low frequencies.

2.2.4 Chapter 6: Improved Profile Bounds

In this chapter we prove the main profile bounds (2.1.51) and (2.1.52), thus
completing the proof of the bootstrap. We accomplish this in three main steps.

2.2.4.1 The weighted bounds (2.1.51)

These bounds follow from the main energy estimates (2.1.50), already proved
in Chapter 5, the main weighted estimates (2.2.10) on the nonlinearities LN h

αβ

and LNψ, proved in Proposition 4.7, and the general identities

e−itΛµ(ξ)∂ξl [Λµ(ξ)V̂ (ξ, t)] = Γ̂lU(ξ, t)− i(∂ξlN̂ )(ξ, t),

which hold if µ ∈ {wa, kg}, (∂t+iΛµ)U = N and V (t) = eitΛµU(t) on R3×[0, T ].
These identities, which are proved in Lemma 6.1, show explicitly that application
of Lorentz vector-fields on linear solutions of wave and Klein-Gordon equations
is connected to differentiation of the associated profiles in the Fourier space.

2.2.4.2 The Z-norm bounds on the Klein-Gordon profile

We would like to use the formula ∂tV
ψ(t) = eitΛkgNψ(t) in (2.1.39) and integrate

in time to prove the desired uniform bounds ‖V ψ(t)‖Zkg . ε0. However, this

does not work directly since the profile V ψ(t) itself does not converge as t→∞,
due to a long-range effect.

Our solution is to renormalize the profile V ψ, and this can be done efficiently
in the Fourier space. We start from the quadratic nonlinearity Nψ,2 in (2.1.17)
and use the identities (2.1.36) and (2.1.32) to rewrite it in the Fourier space in
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the form

eitΛkg(ξ)N̂ψ,2(ξ, t)

=
1

8π3

∑
±

∫
R3

ieitΛkg(ξ)e∓itΛkg(ξ−η)V̂ ψ,±(ξ − η, t)qkg,±(ξ − η, η, t) dη,
(2.2.23)

where

qkg,±(ρ, η, t) := ±ĥ00(η, t)
Λkg(ρ)

2
+ ĥ0j(η, t)ρj ± ĥjk(η, t)

ρjρk
2Λkg(ρ)

. (2.2.24)

We would like to eliminate the resonant bilinear interaction between hαβ and
V ψ,+ in (2.2.23) corresponding to |η| � 1. To identify the main term we ap-
proximate, heuristically,

1

(2π)3

∫
|η|�〈t〉−1/2

ieitΛkg(ξ)e−itΛkg(ξ−η)V̂ ψ,+(ξ − η, t)qkg,+(ξ − η, η, t) dη

≈ i V̂
ψ,+(ξ, t)

(2π)3

∫
|η|�〈t〉−1/2

eitη·∇Λkg(ξ)

×
{
ĥ00(η, t)

Λkg(ξ)

2
+ ĥ0j(η, t)ξj + ĥjk(η, t)

ξjξk
2Λkg(ξ)

}
dη

≈ iV̂ ψ(ξ, t)
{
hlow00

( tξ

Λkg(ξ)
, t
)Λkg(ξ)

2

+ hlow0j

( tξ

Λkg(ξ)
, t
)
ξj + hlowjk

( tξ

Λkg(ξ)
, t
) ξjξk

2Λkg(ξ)

}
,

(2.2.25)

where hlowαβ are suitable low-frequency components of hαβ .
To eliminate this term, we define the nonlinear (modified) Klein-Gordon

profile V ψ∗ by

V̂ ψ∗ (ξ, t) := e−iΘkg(ξ,t)V̂ ψ(ξ, t), (2.2.26)

where the Klein-Gordon phase correction Θkg is defined by

Θkg(ξ, t) =

∫ t

0

{
hlow00 (sξ/Λkg(ξ), s)

Λkg(ξ)

2

+ hlow0j (sξ/Λkg(ξ), s)ξj + hlowjk (sξ/Λkg(ξ), s)
ξjξk

2Λkg(ξ)

}
ds,

(2.2.27)

and the low frequency components hlowαβ are given by

ĥlowαβ (ρ, s) := ϕ≤0(〈s〉p0ρ)ĥαβ(ρ, s), p0 := 0.68. (2.2.28)
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The choice of p0, slightly larger than 2/3, is important in the proof, to justify the
validity of the approximation in (2.2.25). The phase correction Θkg is defined
such that (∂tΘkg)(ξ, t) matches the factor in the last line of (2.2.25), and has
a simple geometric interpretation: it is obtained by integrating low frequency
components of the metric tensor along the characteristics of the Klein-Gordon
linear flow given by ∇Λkg(ξ) = ξ/Λkg(ξ).

Since Θkg is real-valued we have |V̂ ψ∗ (ξ, t)| = |V̂ ψ(ξ, t)| for any (ξ, t) ∈ R3 ×
[0, T ], therefore ‖V ψ∗ (t)‖Zkg = ‖V ψ(t)‖Zkg . The modified profile V ψ∗ satisfies the
better equation

∂tV̂
ψ
∗ (ξ, t) = e−iΘkg(ξ,t){∂tV̂ ψ(ξ, t)− iV̂ ψ(ξ, t)Θ̇kg(ξ, t)}, (2.2.29)

which allows us to replace the resonant long-range interaction between V ψ,+

and the metric tensor by a perturbative term of the form

Rψ2 (ξ, t) =
e−iΘkg(ξ,t)

(2π)3

∫
R3

i
{
eit(Λkg(ξ)−Λkg(ξ−η))V̂ ψ(ξ − η, t)

× qlowkg,+(ξ − η, η, t)− eit(ξ·η)/Λkg(ξ)V̂ ψ(ξ, t)qlowkg,+(ξ, η, t)
}
dη.

(2.2.30)

We would like to prove that the nonlinear profile V ψ∗ (t) is uniformly bounded
and converges in the Zkg norm as t→∞. For this it suffices to prove that

‖ϕk(ξ){V̂ ψ∗ (ξ, t2)− V̂ ψ∗ (ξ, t1)}‖L∞ξ . ε02−δm/22−k
−/2+κk−2−N0k

+

(2.2.31)

for any k ∈ Z, m ≥ 1, and t1, t2 ∈ [2m − 2, 2m+1] ∩ [0, T ].
This is proved in subsection 6.2.2, in several steps. First we dispose of very

low or very high frequency parameters k, in which case the energy norms already
provide suitable control. In the intermediate range k ∈ [−κm, δ′m], m ≥ 100,
we integrate the identity (2.2.29) between times t1 and t2, use the formula

∂tV̂ ψ(ξ, t) = eitΛkg(ξ)N̂ψ(ξ, t), and expand the nonlinearity N̂ψ. This produces
four terms Rψa , a ∈ {1, 2, 3, 4}, one of them being the integral in (2.2.30).

To prove (2.2.31) we need to bound spacetime oscillatory integrals, involving
the Wave-Klein-Gordon phases Λkg(ξ) − Λkg,ι1(ξ − η) − Λwa,ι2(η), which are
similar to the integral in (2.2.1). The point is that the relevant interactions are
all non-resonant, due to the bounds (2.2.5) and the renormalization procedure
that removed the low frequencies of the wave component. We can therefore
integrate by parts in time, as in (2.2.2), and gain sufficient decay to prove the
desired bounds (2.2.31).

2.2.4.3 The Z-norm bounds on the metric profiles

These bounds are similar to the Z-norm bounds for the Klein-Gordon profile,
at least at the conceptual level. For G ∈ {hαβ , F, ωa, ϑab} we define the renor-
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malized nonlinear profiles V G∗ by

V̂ G∗ (ξ, t) := e−iΘwa(ξ,t)V̂ G(ξ, t), (2.2.32)

where the wave phase correction Θwa is defined by

Θwa(ξ, t) =

∫ t

0

{
hlow00 (sξ/Λwa(ξ), s)

Λwa(ξ)

2

+ hlow0j (sξ/Λwa(ξ), s)ξj + hlowjk (sξ/Λwa(ξ), s)
ξjξk

2Λwa(ξ)

}
ds,

(2.2.33)

and the low frequency components hlowαβ are as in (2.2.28). The phase correction
Θwa is designed to eliminate the long-range effect of the quasilinear component
Q2
αβ defined in (2.1.13). As in the Klein-Gordon case, it is obtained by integrat-

ing low frequency components of the metric tensor along the characteristics of
the wave linear flow. It is also connected to the construction of optical functions,
as we discuss later in section 7.3

To prove the bootstrap bounds (2.1.52) it suffices to show that

‖ϕk(ξ){V̂ hαβ∗ (ξ, t2)− V̂ hαβ∗ (ξ, t1)}‖L∞ξ . ε02δm2−k
−−κk−2−N0k

+

,

‖ϕk(ξ){V̂ H∗ (ξ, t2)− V̂ H∗ (ξ, t1)}‖L∞ξ . ε02−δm/22−k
−−κk−2−N0k

+

,
(2.2.34)

for any H ∈ {F, ωa, ϑab}, k ∈ Z, m ≥ 1, and t1, t2 ∈ [2m − 2, 2m+1] ∩ [0, T ].
We may also assume that k is in the intermediate range k ∈ [−κm/4, δ′m],
since in the other cases the energy estimates are already stronger. The bounds
(2.2.34) are conceptually similar to the bounds (2.2.31), but more involved at
the technical level.

Starting from the formula ∂tV
hαβ = eitΛwaN h

αβ in (2.1.39) and expanding

N h
αβ = KG2

αβ + Q2
αβ + S2

αβ + N h,≥3
αβ , we can express ∂tV̂

hαβ
∗ as a sum of six

terms Rhαβa , a ∈ {1, . . . , 6}. Most of these terms lead to non-resonant or cubic
contributions that can be bounded using normal forms as in the Klein-Gordon
case. However, the term S2

αβ leads to a more difficult contribution,

Rhαβ5 (ξ, t) = e−iΘwa(ξ,t)eitΛwa(ξ)Ŝ2
αβ(ξ, t).

The contribution of the term Rhαβ5 is analyzed in subsections 6.3.3 and 6.3.5.
It requires not only angular decompositions and normal forms, but also careful
Fourier analysis of the resulting cubic nonlinearities, to show that the three
interacting factors are not coherent (in the spirit of the spacetime resonances
method). Finally, we also need to use again the weak null structure of the
semilinear term S2

αβ , in order to be able to distinguish between the good and
the bad components of the metric, and prove the bounds (2.2.34).
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Chapter Three

Preliminary Estimates

3.1 SOME LEMMAS

We are now ready to start the proof of the main bootstrap proposition 2.3. In
this section we prove several results that are used in the rest of the monograph.

3.1.1 General Lemmas

We start with a lemma that is used often in integration by parts arguments.

Lemma 3.1. Assume that 0 < ε ≤ 1/ε ≤ K, N ≥ 1 is an integer, and f, g ∈
CN+1(R3). Then∣∣∣ ∫

R3

eiKfg dx
∣∣∣ .N (Kε)−N

[ ∑
|α|≤N

ε|α|‖Dα
x g‖L1

]
, (3.1.1)

provided that f is real-valued,

|∇xf | ≥ 1supp g, and ‖Dα
xf · 1supp g‖L∞ .N ε1−|α|, 2 ≤ |α| ≤ N + 1. (3.1.2)

Proof. We localize first to balls of size ≈ ε. Using the assumptions in (3.1.2) we
may assume that inside each small ball, one of the directional derivatives of f
is bounded away from 0, say |∂1f | &N 1. Then we integrate by parts N times
in x1, gaining a factor of K and losing a factor of 1/ε at every step, and the
desired bounds (3.1.1) follow.

To bound multilinear operators, we often use the following simple lemma.

Lemma 3.2. (i) Assume that l ≥ 2, f1, . . . , fl, fl+1 ∈ L2(R3), and M : (R3)l →
C is a continuous compactly supported function. Then∣∣∣ ∫

(R3)l
M(ξ1, . . . , ξl) · f̂1(ξ1) · . . . · f̂l(ξl) · f̂l+1(−ξ1 − . . .− ξl) dξ1 . . . dξl

∣∣∣
.
∥∥F−1M

∥∥
L1((R3)l)

‖f1‖Lp1 · . . . · ‖fl+1‖Lpl+1 ,

(3.1.3)

for any exponents p1, . . . , pl+1 ∈ [1,∞] satisfying 1/p1 + . . .+ 1/pl+1 = 1.
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(ii) As a consequence, if q, p2, p3 ∈ [1,∞] satisfy 1/p2 + 1/p3 = 1/q then∥∥∥F−1
ξ

{∫
R3

M(ξ, η)f̂(η)ĝ(−ξ − η) dη
}∥∥∥

Lq
.
∥∥F−1M

∥∥
L1‖f‖Lp2‖g‖Lp3 . (3.1.4)

Proof. Let K := F−1M . The integral in the left-hand side of (3.1.3) is equal to

C

∫
(R3)l+1

K(y1, . . . , yl) · f1(x− y1) · . . . · fl(x− yl) dxdy1 . . . dyl,

as a consequence of the Fourier inversion formula. The desired bounds (3.1.3)
follow using the Hölder inequality in the variable x and the L1 integrability of
the kernel K.

The bounds (3.1.4) can be proved in a similar way, using duality.

We will use also a Hardy-type estimate.

Lemma 3.3. (i) For f ∈ L2(R3) and k ∈ Z let

Ak := ‖Pkf‖L2 +

3∑
l=1

‖ϕk(ξ)(∂ξl f̂)(ξ)‖L2
ξ
,

Bk :=
[ ∑
j≥max(−k,0)

22j‖Qj,kf‖2L2

]1/2
.

(3.1.5)

Then, for any k ∈ Z,

Ak .
∑

|k′−k|≤4

Bk′ (3.1.6)

and

Bk .

{∑
|k′−k|≤4Ak′ if k ≥ 0,∑
k′∈ZAk′2

−|k−k′|/2 min(1, 2k
′−k) if k ≤ 0.

(3.1.7)

(ii) If m ∈M0—see (3.2.40)—then, for any (k, j) ∈ J ,

‖Qj,k{F−1(mf̂ )}‖L2 .
∑

j′≥max(−k,0)

‖Qj′,kf‖L22−4|j−j′|. (3.1.8)

Proof. (i) The bounds (3.1.6)–(3.1.7) were proved in [38, Lemma 3.5]. For con-
venience we reproduce the proofs here. Clearly, by almost orthogonality,

Bk ≈ 2max(−k,0)‖Pkf‖L2 + ‖|x| · Pkf‖L2

≈ 2max(−k,0)‖Pkf‖L2 +

3∑
l=1

‖∂ξl(ϕk(ξ)f̂(ξ))‖L2
ξ
.

(3.1.9)

The bound (3.1.6) follows. The bound in (3.1.7) also follows when k ≥ 0. On
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the other hand, if k ≤ 0 then it suffices to prove that

2−k‖Pkf‖L2 .
∑
k′∈Z

Ak′2
−|k−k′|/2 min(1, 2k

′−k). (3.1.10)

For this we let fl := xlf , l ∈ {1, 2, 3}, so

f =
1

|x|2 + 1
f +

3∑
l=1

xl
|x|2 + 1

fl

and, for any k′ ∈ Z,

‖Pk′f‖L2 +

3∑
l=1

‖Pk′fl‖L2 . Ak′ .

Since |F{(x2 + 1)−1}(ξ)| . |ξ|−2 and |F{xl(x2 + 1)−1}(ξ)| . |ξ|−2 for l ∈
{1, 2, 3}, for (3.1.10) it suffices to prove that

2−k‖ϕk(ξ)(g ∗K)(ξ)‖L2 .
∑
k′∈Z

Ak′2
−|k−k′|/2 min(1, 2k

′−k), (3.1.11)

provided that ‖ϕk′ ·g‖L2 . Ak′ and K(η) = |η|−2. With gk′ = ϕk′ ·g we estimate

‖ϕk(ξ)(gk′ ∗K)(ξ)‖L2 . ‖gk′‖L2‖K · ϕ≤k+10‖L1 . 2k‖gk′‖L2 if |k − k′| ≤ 6;

‖ϕk(ξ)(gk′ ∗K)(ξ)‖L2 . 23k/2‖gk′‖L2‖K · ϕ[k′−4,k′+4]‖L2

. 23k/22−k
′/2‖gk′‖L2 if k′ ≥ k + 6;

‖ϕk(ξ)(gk′ ∗K)(ξ)‖L2 . ‖gk′‖L1‖K · ϕ[k−4,k+4]‖L2

. 23k′/22−k/2‖gk′‖L2 if k′ ≤ k − 6.

The desired bound (3.1.11) follows, which completes the proof of the lemma.

3.1.2 The Phases Φσµν

Our normal form analysis relies on precise bounds on the phases Φσµν defined
in (2.1.41). We summarize the results we need in this subsection.

We consider first Wave × KG → KG and KG × KG → Wave interactions.
These interactions are weakly elliptic, in the sense that the corresponding phases
Φσµν do not vanish, except when the wave frequency vanishes. More precisely,
we have the following quantitative estimates.

Lemma 3.4. (i) Assume that Φσµν is as in (2.1.41). If |ξ|, |ξ − η|, |η| ∈ [0, b],
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1 ≤ b, then

|Φσµν(ξ, η)| ≥ |ξ|/(4b2) if (σ, µ, ν) = ((wa, ι), (kg, ι1), (kg, ι2)),

|Φσµν(ξ, η)| ≥ |η|/(4b2) if (σ, µ, ν) = ((kg, ι), (kg, ι1), (wa, ι2)).
(3.1.12)

(ii) Assume that k, k1, k2 ∈ Z and n satisfies ‖F−1n‖L1(R3×R3) ≤ 1. Let

k = max(k, k1, k2). If (σ, µ, ν) = ((wa, ι), (kg, ι1), (kg, ι2)) then∥∥F−1{Φσµν(ξ, η)−1n(ξ, η) · ϕk(ξ)ϕk1
(ξ − η)ϕk2

(η)}
∥∥
L1(R3×R3)

. 2−k24k
+

.

(3.1.13)
Moreover, if (σ, µ, ν) = ((kg, ι), (kg, ι1), (wa, ι2)) then∥∥F−1{Φσµν(ξ, η)−1n(ξ, η) · ϕk(ξ)ϕk1(ξ − η)ϕk2(η)}

∥∥
L1(R3×R3)

. 2−k224k
+

.

(3.1.14)

Proof. The conclusions were all proved in Lemma 3.3 in [38]. For convenience
we reproduce the proof here.

(i) The bounds follow from the elementary inequalities√
1 + x2 +

√
1 + y2 − (x+ y) ≥ 1/(2b),

x+
√

1 + y2 −
√

1 + (x+ y)2 ≥ x/(4b2),
(3.1.15)

which hold if x, y, x+ y ∈ [0, b]. The second inequality can be proved by setting

F (x) := x+
√

1 + y2−
√

1 + (x+ y)2 and noticing that F ′(x) ≥ 1/(4b2) as long
as y, x+ y ∈ [0, b].

(ii) By symmetry, it suffices to prove (3.1.13). Also, since

‖F−1(fg)‖L1 . ‖F−1f‖L1‖F−1g‖L1 , (3.1.16)

without loss of generality we may assume that n ≡ 1 and ι = +. Let

m(v, η) := 2−kΦσµν(2kv, η)−1 =
1

|v| − 2−kΛkg,ι1(η − 2kv)− 2−kΛkg,ι2(η)
.

(3.1.17)
For (3.1.13) it suffices to prove that∥∥F−1{m(v, η) · ϕ0(v)ϕk1

(η − 2kv)ϕk2
(η)}

∥∥
L1(R3×R3)

. 24k
+

. (3.1.18)

We consider two cases, depending on the signs ι1 and ι2.
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Case 1. ι1 6= ι2. By symmetry we may assume that ι2 = −, ι1 = +, so

m(v, η) =
1

|v| − 2−k
√

1 + |η − 2kv|2 + 2−k
√

1 + |η|2

=
2k|v|+

√
1 + |η|2 +

√
1 + |η − 2kv|2

2(|v|
√

1 + |η|2 + v · η)

=

[
2k|v|+

√
1 + |η|2 +

√
1 + |η − 2kv|2

][
|v|
√

1 + |η|2 − v · η
]

2[|v|2 + |v|2|η|2 − (v · η)2]
.

(3.1.19)

The first identity follows by algebraic simplifications, after multiplying both the
numerator and the denominator by |v| + 2−k

√
1 + |η − 2kv|2 + 2−k

√
1 + |η|2.

The second identity follows by multiplying both the numerator and the denom-
inator by |v|

√
1 + |η|2 − v · η. The numerator in the formula above is a sum of

simple products and its contribution is a factor of 22k
+

. In view of the general
bound (3.1.16), for (3.1.18) it suffices to prove that, for l ≥ 0,∥∥∥∫

R3×R3

eix·veiy·η
1

|v|2 + |v|2|η|2 − (v · η)2
ϕ0(v)ϕ≤l(η) dvdη

∥∥∥
L1
x,y

. 22l.

(3.1.20)
We insert thin angular cutoffs in v. Due to rotation invariance it suffices to

prove that∥∥∥∫
R3×R3

eix·veiy·η
ϕ≤−l−10(v2)ϕ≤−l−10(v3)

|v|2 + |v|2|η|2 − (v · η)2
ϕ0(v)ϕ≤l(η) dvdη

∥∥∥
L1
x,y

. 1.

We make the changes of variables v1 ↔ w1, v2 ↔ 2−lw2, v3 ↔ 2−lw3, η1 ↔
2lρ1, η2 ↔ ρ2, η3 ↔ ρ3. After rescaling the spatial variables appropriately, it
suffices to prove that∥∥∥∫

R3×R3

eix·weiy·ρm′(w, ρ)ϕ[−4,4](w1)ϕ≤−10(w2)ϕ≤−10(w3)

× ϕ≤4(ρ1)ϕ≤l+4(ρ2)ϕ≤l+4(ρ3) dwdρ
∥∥∥
L1
x,y

. 1,
(3.1.21)

where

m′(w, ρ) :=
{
w2

1(1 + ρ2
2 + ρ2

3) + ρ2
1(w2

2 + w2
3)

+ 2−2l(w2
2 + w2

3 + (w2ρ3 − w3ρ2)2)− 2ρ1w1(w2ρ2 + w3ρ3)
}−1

.

It is easy to see that |m′(w, ρ)| ≈ (1 + |ρ|2)−1 and |Dα
wD

β
ρm
′(w, ρ)| . (1 +

|ρ|2)−1−|β|/2 in the support of the integral, for all multi-indices α and β with
|α| ≤ 4, |β| ≤ 4. The bound (3.1.21) follows by a standard integration by parts
argument, which completes the proof of (3.1.18).
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Case 2. ι1 = ι2. If ι1 = ι2 = + then we write, as in (3.1.19),

m(v, η) =
1

|v| − 2−k
√

1 + |η − 2kv|2 − 2−k
√

1 + |η|2

=
−
[
2k|v| −

√
1 + |η|2 +

√
1 + |η − 2kv|2

][
|v|
√

1 + |η|2 + v · η
]

2[|v|2 + |v|2|η|2 − (v · η)2]
.

On the other hand, if ι1 = ι2 = − then we write, as in (3.1.19),

m(v, η) =
1

|v|+ 2−k
√

1 + |η − 2kv|2 + 2−k
√

1 + |η|2

=

[
2k|v|+

√
1 + |η|2 −

√
1 + |η − 2kv|2

][
|v|
√

1 + |η|2 − v · η
]

2[|v|2 + |v|2|η|2 − (v · η)2]
.

The desired conclusion follows in both cases using (3.1.20) and (3.1.16). Since
‖F−1{ϕ0(v)(2k|v| ±

√
1 + |η|2 ∓

√
1 + |η − 2kv|2)}‖L1(R3×R3) . 2k, we get in

fact a stronger bound when σ = (wa, ι) and µ = ν ∈ {(kg,+), (kg,−)},∥∥F−1{Φσµν(ξ, η)−1n(ξ, η) ·ϕk(ξ)ϕk1(ξ− η)ϕk2(η)}
∥∥
L1(R3×R3)

. 23k
+

, (3.1.22)

as desired.

We will also consider Wave ×Wave → Wave interactions. In this case the
corresponding bilinear phases Φσµν can vanish on large sets, when the frequen-
cies are parallel, and the strength of these interactions depends significantly on
the angle between the frequencies of the inputs. To measure this angle, for
ι1, ι2 ∈ {+,−} we define the functions

Ξι1ι2 : (R3 \ {0})2 → B2, Ξι1ι2(θ, η) := ι1
θ

|θ|
− ι2

η

|η|
, (3.1.23)

where BR := {x ∈ R3 : |x| ≤ R}. Let Ξι1ι2,k(θ, η) := ι1θk/|θ| − ι2ηk/|η|,
k ∈ {1, 2, 3}. We will often use the following elementary lemma:

Lemma 3.5. (i) By convention, let ++ = −− = + and +− = −+ = −. Then

|Ξι1ι2(θ, η)| =

√
2(|θ||η| − ι1ι2θ · η)

|θ||η|
. (3.1.24)

(ii) We define the functions Ξ̃ : (R3 \ {0})2 → [0, 2],

Ξ̃(θ, η) :=
∣∣∣ θ|θ| − η

|η|

∣∣∣∣∣∣ θ|θ| +
η

|η|

∣∣∣ = 2

√
1− |θ · η|

2

|θ|2|η|2
. (3.1.25)
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Then, for any θ, η ∈ R3 \ {0} we have

min{|Ξ+(θ, η)|, |Ξ−(θ, η)|} ≤ Ξ̃(θ, η) ≤ 2 min{|Ξ+(θ, η)|, |Ξ−(θ, η)|}. (3.1.26)

Moreover, for any x, y, z ∈ R3 \ {0} we have

Ξ̃(x, z) ≤ 2[Ξ̃(x, y) + Ξ̃(y, z)]. (3.1.27)

In addition, if y + z 6= 0 then

Ξ̃(x, y + z)|y + z| ≤ Ξ̃(x, y)|y|+ Ξ̃(x, z)|z|. (3.1.28)

Proof. The identities (3.1.24) follow directly from definitions. The inequalities

(3.1.26) follow from definitions as well, once we notice that Ξ̃(θ, η) = |Ξ+(θ, η)| ·
|Ξ−(θ, η)| and |Ξ+(θ, η)|+ |Ξ−(θ, η)| ≥ 2. For (3.1.27) we notice that

min{|Ξ+(x, z)|, |Ξ−(x, z)|}
≤ min{|Ξ+(x, y)|, |Ξ−(x, y)|}+ min{|Ξ+(y, z)|, |Ξ−(y, z)|},

and then use (3.1.26). Finally, to prove (3.1.28) we may assume that x =
(1, 0, 0), y = (y1, y

′), z = (z1, z
′), and estimate, using just (3.1.25),

Ξ̃(x, y + z)|y + z| = 2|y′ + z′| ≤ 2|y′|+ 2|z′| = Ξ̃(x, y)|y|+ Ξ̃(x, z)|z|,

which gives the desired conclusion.

We consider now trilinear expressions localized with respect to angular sep-
aration, as well as expressions resulting from normal form transformations.

Lemma 3.6. (i) Assume χ1 : R3 → [0, 1] is a smooth function supported in the
ball B2, ι1, ι2 ∈ {+,−}, b ≤ 2, f, f1, f2 ∈ L2(R3), and k, k1, k2 ∈ Z. Let

Lbk,k1,k2
:=

∫
R3×R3

m(ξ − η, η)χ1(2−bΞι1ι2(ξ − η, η))

× P̂k1f1(ξ − η)P̂k2f2(η)P̂kf(ξ) dξdη,

(3.1.29)

where m is a symbol satisfying ‖F−1(m)‖L1(R6) ≤ 1. Then

|Lbk,k1,k2
| . min{2−b, 2k1−k + 1}‖Pk1

f1‖L∞‖Pk2
f2‖L2‖Pkf‖L2 . (3.1.30)

(ii) Let χ2 : R3 → [0, 1] be a smooth function supported in B2 \ B1/2,
(σ, µ, ν) = ((wa, ι), (wa, ι1), (wa, ι2)), ι, ι1, ι2 ∈ {+,−}. Then for any k, k1, k2 ∈
Z,

|Φσµν(ξ, η)−1 · ϕk(ξ)ϕk1
(ξ − η)ϕk2

(η)χ2(2−bΞι1ι2(ξ − η, η))|
. 2−2b2−min(k1,k2),

(3.1.31)
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where Φσµν(ξ, η) = Λσ(ξ)− Λµ(ξ − η)− Λν(η) as in (2.1.41). In addition, if

M b
k,k1,k2

:=

∫
R3×R3

m(ξ − η, η)
χ2(2−bΞι1ι2(ξ − η, η))

Φσµν(ξ, η)

× P̂k1
f1(ξ − η)P̂k2

f2(η)P̂kf(ξ) dξdη,

(3.1.32)

and ‖F−1(m)‖L1(R6) ≤ 1, then

|M b
k,k1,k2

| . 2−2b2−min(k1,k2) min{2−b, 2k1−k + 1}
× ‖Pk1

f1‖L∞‖Pk2
f2‖L2‖Pkf‖L2 .

(3.1.33)

(iii) If χ3 : R→ [0, 1] is a smooth function supported in [−2, 2] \ [−1/2, 1/2]
and Φσ,µ,ν is as above then, for any k, k1, k2 ∈ Z,

sup
ξ∈R3

∥∥∥ ∫
R3

eiy·η
χ3(2−2b|Ξι1ι2(ξ − η, η)|2)

Φσµν(ξ, η)
ϕk(ξ)ϕk1

(ξ − η)ϕk2
(η) dη

∥∥∥
L1
y

. 2−2b2−min(k1,k2).

(3.1.34)

Remark 3.7. All estimates would follow from the “natural” localization bounds∥∥F−1{χ1(2−bΞι1ι2(ξ − η, η))ϕ0(ξ − η)ϕ0(η)}
∥∥
L1(R6)

. 1 (3.1.35)

and the identities (3.1.48). We are not able to prove these bounds, but we
prove the weaker bounds (3.1.36) and (3.1.44), which still allow us to derive the
conclusions of the lemma.

Proof. Step 1. We show first that, for any k1, k2 ∈ Z and ι1, ι2 ∈ {+,−},∥∥F−1{χ1(2−bΞι1ι2(ξ − η, η))ϕk1(ξ − η)ϕk2(η)}
∥∥
L1(R6)

. 2−b. (3.1.36)

After changes of variables we may assume that ι1 = ι2 = +, k1 = k2 = 0. We
have to prove that

∥∥Fb∥∥L1 . 2−b for any b ≤ 2, where

Fb(x, y) :=

∫
R6

eix·θeiy·ηχ1(2−bΞ++(θ, η))ϕ0(θ)ϕ0(η) dθdη. (3.1.37)

In fact, we will prove the stronger pointwise bounds

|Fb(x, y)| . 1[
1 + 22b|x|2 + 22b|y|2

]8
× 1[

1 + min{|x|, |y|}Ξ̃(x, y)
]8 22b

(1 + |x|2 + |y|2)1/2
,

(3.1.38)

for any x, y ∈ R3, which would imply the desired conclusion
∥∥Fb∥∥L1 . 2−b.
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In proving (3.1.38), we may assume that |y| ≤ |x|, x = (x1, 0, 0), x1 ≥ 0,
y = (y1, y2, y3), |y2| ≥ |y3|. The desired bounds (3.1.38) are then equivalent to

|Fb(x, y)| . 1

[1 + 22bx2
1]8

1

[1 + |y2|]8
22b

(1 + x2
1)1/2

, (3.1.39)

where y = (y1, y
′). Notice that this follows easily if x1 . 1, since the θ, η

integration is taken over a set of volume ≈ 22b.
We will integrate by parts in θ and η using the operators

22b∆θ, 22b∆η, Lθ := θj∂θj , Lη := ηj∂ηj , Sij := θi∂θj + ηi∂ηj . (3.1.40)

The main point is that the vector-fields Lθ, Lη, Sij act well on Ξ++(θ, η), i.e.,

(LθΞ++,k)(θ, η) = 0, (LηΞ++,k)(θ, η) = 0,

(SijΞ++,k)(θ, η) = δjk
[
θi/|θ| − ηi/|η|

]
−
[
θiθjθk/|θ|3 − ηiηjηk/|η|3

]
.

(3.1.41)

In particular, if O is any combination of the operators Lθ, Lη, Sij , 2
2b∆θ then

O
{
χ1(2−bΞ++(θ, η))ϕ0(θ)ϕ0(η)

}
is a function of the form χ̃[2−bΞ++(θ, η), θ, η],

where χ̃ = χ̃O is a smooth function supported in the set B2 × (B2 \B1/2)2.
We notice now that

Sj1
{
eix·θeiyη

}
= i
(
θjx1 + ηjy1

)
{eix·θeiyη}.

Therefore, if |y1| ≤ 2−20x1 then we can integrate by parts using only the vector-
fields Sj1 and gain a factor of x1 at every iteration. It follows that |Fb(x, y)| .
22b(1 + x2

1)−20, which is better than the desired bounds (3.1.39).
On the other hand, if |y1| ≥ 2−20x1 then we first integrate by parts using

22b∆θ and Sj2, j ∈ {1, 2, 3}, to gain the factors (1 + 22bx2
1)−10 and (1 + |y2|)−10

in (3.1.39). Letting

F ′b(x, y) :=

∫
R6

eix·θeiy·ηχ̃[2−bΞ++(θ, η), θ, η] dθdη, (3.1.42)

where χ̃ is a smooth function supported in the set B2× (B2 \B1/2)2, it remains
to prove that

|F ′b(x, y)| . 22b(1 + |x1|)−1. (3.1.43)

For this we use the scaling vector-field Lθ. For integers n ≥ 0 we define F ′b;n

by inserting cutoff functions of the form ϕ
[0,∞)
n (x · θ) in the integral in (3.1.42).

Clearly, |F ′b;0(x, y)| . 22b(1 + |x1|)−1. We integrate by parts twice using the

scaling vector-field Lθ to show that |F ′b;n(x, y)| . 2−n22b(1 + |x1|)−1, and the
desired bounds (3.1.43) follow.
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Step 2. With χ1 as in (i), we show now that∥∥F−1{χ1(2−bΞι1ι2(ξ − η, η))χ′(2−b(η/|η| − e))ϕk1
(ξ − η)ϕk2

(η)}
∥∥
L1(R6)

. 1,

(3.1.44)
for any smooth function χ′ : R3 → [0, 1] supported in the ball B2 and any vector
e ∈ S2. Indeed, to prove this we can rescale to k1 = k2 = 0. Then we define

Gb(x, y) :=

∫
R6

eix·θeiy·ηχ1(2−bΞ++(θ, η))χ′(2−b(η/|η| − e))ϕ0(θ)ϕ0(η) dθdη,

(3.1.45)
and notice that it suffices to prove the pointwise bounds

|Gb(x, y)| . 1[
1 + 22b|x|2 + 22b|y|2

]8 24b

(1 + |x · e|2 + |y · e|2)8
, (3.1.46)

for any x, y ∈ R3. These bounds follow by integration by parts as before, using
(3.1.41) and the operators 22b∆θ, 22b∆η, Lθ, Lη, and Sij defined in (3.1.40).

Step 3. We prove now the bounds (3.1.30). The estimates with the factor
2−b follow from (3.1.36) and (3.1.3). To prove the estimates with the factor
2k1−k + 1 we need to introduce an angular decomposition. Given q ∈ Z, q ≤ 2,
we fix a 2q-net Nq on S2 and define

ϕk;q,e(ξ) := ϕk(ξ)
ϕ≤0(2−2q|ξ/|ξ| − e|2)∑

e′∈Nq
ϕ≤0(2−2q|ξ/|ξ| − e′|2)

,

Pk;q,ef := F−1{ϕk;q,ef̂},
(3.1.47)

for any k ∈ Z and e ∈ Nq. We insert the partition of unity {ϕk2;b,e(η)}e∈Nb
in the

integrals in (3.1.29). Notice also that if |Ξι1ι2(ξ−η, η)| . 2b and |η/|η|− e| . 2b

then Ξ̃(ξ, e) . 2b(2k1−k + 1) in the support of the integral, as a consequence of
(3.1.27)–(3.1.28). Thus

Lbk,k1,k2
=
∑
e∈Nb

Lb,ek,k1,k2
,

Lb,ek,k1,k2
:=

∫
R3×R3

m(ξ − η, η)χ1(2−bΞι1ι2(ξ − η, η))

× P̂k1
f1(ξ − η) ̂Pk2;b,ef2(η) ̂PkAb′,ef(ξ) dξdη,

where b′ := b+ max{k1−k, 0}+C, and Âb′,ef(ξ) = f̂(ξ)ϕ≤0(2−b
′
Ξ̃(ξ, e)). Thus

|Lbk,k1,k2
|2 . ‖Pk1

f1‖2L∞
{ ∑
e∈Nb

‖Pk2;b,ef2‖2L2

}{ ∑
e∈Nb

‖PkAb′,ef‖2L2

}
. ‖Pk1

f1‖2L∞‖Pk2
f2‖2L2 · 22(b′−b)‖Pkf‖2L2 ,

using (3.1.44), (3.1.3), and orthogonality. The desired bounds (3.1.30) follow.
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Step 4. We prove now the bounds in (ii). With θ = ξ − η we write

1

Φσµν(ξ, η)
=

1

ι|ξ| − ι1|ξ − η| − ι2|η|
=
ι|θ + η|+ ι1|θ|+ ι2|η|

2(θ · η − ι1ι2|θ||η|)

=
ι|θ + η|+ ι1|θ|+ ι2|η|
−ι1ι2|θ||η||Ξι1ι2(θ, η)|2

.

(3.1.48)

The bounds (3.1.31) and (3.1.33) follow, using also (3.1.30).
Step 5. Since ‖F−1(m · m′)‖L1 . ‖F−1m‖L1‖F−1m′‖L1 , for (3.1.34) it

suffices to prove that, for any ξ ∈ R3,∥∥∥ϕk(ξ)

∫
R3

eiy·ηχ3

(
2−2b|Ξι1ι2(ξ−η, η)|2

)
·ϕk1(ξ−η)ϕk2(η) dη

∥∥∥
L1
y

. 1. (3.1.49)

By symmetry and rotation, we may assume that k2 ≤ k1 and ξ = (ξ1, 0, 0),
ξ1 > 0. The bounds (3.1.49) follow by standard integration by parts if b ≥ −20,
since the function

Hb,ξ(η) := 2−2b|Ξι1ι2(ξ − η, η)|2

satisfies differential bounds of the form |Dα
ηHb;ξ(η)| .|α| 2−|α|k2 in the support

of the integral, for all multi-indices α ∈ Z3
+.

When b ≤ −20 we have to be slightly more careful. Notice that if b ≤ −20
then the function χ3(2−2b|Ξι1ι2(ξ − η, η)|2) ·ϕk(ξ)ϕk1(ξ − η)ϕk2(η) is nontrivial
only if b ≤ k −max(k1, k2) + 10. This can be verified easily by considering the
two cases ι1 = ι2 and ι1 = −ι2, and examining the definitions. Notice also that

Hb;ξ(η) = 2−2b+1 |ξ − η||η| − ι1ι2(ξ − η) · η
|ξ − η||η|

=
2−2b+1[|ξ − η|2|η|2 − ((ξ − η) · η)2]

|ξ − η||η|[|ξ − η||η|+ ι1ι2(ξ − η) · η]

=
2−2b+1ξ2

1(η2
2 + η2

3)

|ξ − η||η|[|ξ − η||η|+ ι1ι2(ξ − η) · η]
,

(3.1.50)

using (3.1.24). Notice that the denominator of fraction in the right-hand side
above is ≈ 22k1+2k2 in the support of the integral. Thus the η integral in
(3.1.49) is supported in the set Rb;ξ :=

{
|η| ≈ 2k2 , |ξ − η| ≈ 2k1 ,

√
η2

2 + η2
3 ≈

2b+k1+k2−k
}

(according to the remark above, we may assume that 2b+k1+k2−k .
2min(k1,k2) = 2k2). Moreover, it is easy to see that

|∂αη1
Hb;ξ(η)| . 2−k2|α|, |∂αηlHb;ξ(η)| . 2−|α|(b+k1+k2−k),

for η ∈ Rb;ξ, l ∈ {2, 3}, and α ∈ [0, 10]. The bounds (3.1.49) follow by integra-
tion by parts in η.
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3.1.3 Elements of Paradifferential Calculus

In quasilinear equations the application of normal forms to prove energy esti-
mates leads to loss of derivative. As in some of our earlier work [16, 17], we deal
with this issue using paradifferential calculus.

In this subsection we summarize some basic tools of paradifferential calculus.
We recall first the definition of paradifferential operators (Weyl quantization):
given a symbol a = a(x, ζ) : R3 × R3 → C, we define the operator Ta by

F {Taf} (ξ) =
1

8π3

∫
R3

χ0

( |ξ − η|
|ξ + η|

)
ã(ξ − η, (ξ + η)/2)f̂(η)dη, (3.1.51)

where ã denotes the Fourier transform of a in the first variable and χ0 = ϕ≤−40.
We will use a simple norm to estimate symbols: we define

‖a‖Lql := sup
ζ∈R3

(1 + |ζ|2)−l/2‖ |a|(., ζ)‖Lqx ,

|a|(x, ζ) :=
∑

|β|≤20, |α|≤3

|ζ||β||(Dβ
ζD

α
xa)(x, ζ)|,

(3.1.52)

for q ∈ [1,∞] and l ∈ R. The index l is called the order of the symbol, and it
measures the contribution of the symbol in terms of derivatives on f . Notice
that we have the simple product rule

‖ab ‖Lpl1+l2
. ‖a‖Lql1 ‖b‖L

r
l2
, 1/p = 1/q + 1/r. (3.1.53)

Our main result in this subsection is the following lemma.

Lemma 3.8. (i) If 1/p = 1/q + 1/r and k ∈ Z, and l ∈ [−10, 10] then

‖PkTaf‖Lp . 2lk+‖a‖Lql ‖P[k−2,k+2]f‖Lr . (3.1.54)

(ii) For any symbols a, b let E(a, b) := TaTb−Tab. If 1/p = 1/q1 +1/q2 +1/r,
k ∈ Z, and l1, l2 ∈ [−4, 4] then

2k+‖PkE(a, b)f‖Lp . (2l1k+‖a‖Lq1l1 )(2l2k+‖b‖Lq2l2 ) · ‖P[k−4,k+4]f‖Lr . (3.1.55)

(iii) If ‖a‖L∞0 <∞ is real-valued then Ta is a bounded self-adjoint operator
on L2. Moreover, we have

Taf = Ta′f, where a′(y, ζ) := a(y,−ζ). (3.1.56)

Proof. The conclusions were all proved in Appendix A in [17]. For convenience
we provide complete proofs here as well.
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(i) Using the definition (3.1.51) we write

〈PkTaf, g〉 = C

∫
R6

g(x)f(y)I(x, y)dxdy,

I(x, y) :=

∫
R9

a(z, (ξ + η)/2)eiξ·(x−z)eiη·(z−y)χ0

( |ξ − η|
|ξ + η|

)
ϕk(ξ) dηdξdz

=

∫
R9

a(z, ξ + θ/2)eiθ·(z−y)eiξ·(x−y)χ0

( |θ|
|2ξ + θ|

)
ϕk(ξ)ϕ≤k−10(θ) dξdθdz.

(3.1.57)

We observe that

(1 + 22k|x− y|2)2I(x, y) =

∫
R9

a(z, ξ + θ/2)

(1 + 22k|z − y|2)2
χ0

( |θ|
|2ξ + θ|

)
ϕk(ξ)ϕ≤k−10(θ)

×
[
(1− 22k∆θ)

2(1− 22k∆ξ)
2{eiθ·(z−y)eiξ·(x−y)}

]
dξdθdz.

By integration by parts in ξ and θ it follows that

(1 + 22k|x− y|2)2|I(x, y)| .
∫
R9

|a|(z, ξ + θ/2)ϕ[k−2,k+2](ξ)ϕ≤k−8(θ)

(1 + 22k|z − y|2)2
dξdθdz,

where |a| is defined as in (3.1.52). Notice that 23k‖(1 + 22k|y|2)−2‖L1(R3) . 1.
The bounds (3.1.54) follow using (3.1.57).

(ii) The point is the gain of one derivative in the left-hand side for the
operator TaTb − Tab. In view of part (i) we may assume that k ≥ 0 and replace
the symbols a and b with P≤k−50a and P≤k−50b respectively. As before,

〈PkE(a, b)f, g〉 = C

∫
R6

g(x)(P[k−4,k+4]f)(y)J(x, y)dxdy, (3.1.58)

where

J(x, y) :=

∫
R9

ϕk(ξ)ϕ≤k−50(ξ − ρ)ϕ≤k−50(ρ− η)eix·ξe−iy·η

×
[
ã
(
ξ − ρ, ξ + ρ

2

)
b̃
(
ρ− η, ρ+ η

2

)
− ã
(
ξ − ρ, ξ + η

2

)
b̃
(
ρ− η, ξ + η

2

)]
dηdρdξ.

We decompose

ã
(
ξ − ρ, ξ + ρ

2

)
b̃
(
ρ− η, ρ+ η

2

)
− ã
(
ξ − ρ, ξ + η

2

)
b̃
(
ρ− η, ξ + η

2

)
= m1(ξ, η, ρ) +m2(ξ, η, ρ),
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where, for any ξ, η, ρ ∈ R3,

m1(ξ, η, ρ) := ã
(
ξ − ρ, ξ + ρ

2

)
b̃
(
ρ− η, ρ+ η

2

)
− ã
(
ξ − ρ, ξ + ρ

2

)
b̃
(
ρ− η, ξ + η

2

)
= ã

(
ξ − ρ, ξ + ρ

2

) ∫ 1

0

(ρ− ξ)j
2

(∂ζj b̃)
(
ρ− η, ξ + η + s(ρ− ξ)

2

)
ds

(3.1.59)

and

m2(ξ, η, ρ) := ã
(
ξ − ρ, ξ + ρ

2

)
b̃
(
ρ− η, ξ + η

2

)
− ã
(
ξ − ρ, ξ + η

2

)
b̃
(
ρ− η, ξ + η

2

)
= b̃
(
ρ− η, ξ + η

2

) ∫ 1

0

(ρ− η)j
2

(∂ζj ã)
(
ξ − ρ, ξ + η + s(ρ− η)

2

)
ds.

(3.1.60)

Then we decompose J = J1 + J2 where

Jn(x, y) :=

∫
R9

ϕk(ξ)ϕ≤k−50(ξ − ρ)ϕ≤k−50(ρ− η)eix·ξe−iy·ηmn(ξ, η, ρ) dηdρdξ.

As before we would like to estimate |Jn(x, y)|. We rewrite

m1(ξ, η, ρ) = C

∫ 1

0

∫
R6

(∂zja)
(
z,
ξ + ρ

2

)
(∂ζj b)

(
w,

ξ + η + s(ρ− ξ)
2

)
× e−iz·(ξ−ρ)e−iw·(ρ−η) dzdwds.

Therefore

J1(x, y) = C

∫ 1

0

∫
R6

∫
R9

ϕk(ξ)ϕ≤k−50(ξ − ρ)ϕ≤k−50(ρ− η)

× (∂zja)
(
z,
ξ + ρ

2

)
(∂ζj b)

(
w,

ξ + η + s(ρ− ξ)
2

) [1− 22k∆ξ]
2ei(x−z)·ξ

[1 + 22k|x− z|2]2

× [1− 22k∆η]2ei(w−y)·η

[1 + 22k|w − y|2]2
[1− 22k∆ρ]

2ei(z−w)·ρ

[1 + 22k|z − w|2]2
dηdρdξdzdwds.

We integrate by parts in ξ, η, ρ and use the definition (3.1.52) to bound

2k|J1(x, y)| .
∫ 1

0

∫
R6

∫
R9

∣∣ϕ[k−4,k+4](ξ)ϕ≤k−40(ξ − ρ)ϕ≤k−40(ρ− η)
∣∣

×
|a|
(
z, ξ+ρ2

)
|b|
(
w, ξ+η+s(ρ−ξ)

2

)
[1 + 22k|x− z|2]2[1 + 22k|w − y|2]2[1 + 22k|z − w|2]2

dηdρdξdzdwds.
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Notice that ‖(1+22k|y|2)−2‖L1(R3) . 2−3k. Using the Hölder inequality we have∫
R6

2k|J1(x, y)||g(x)(P[k−4,k+4]f)(y)| dxdy

. ‖P[k−4,k+4]f‖Lr‖g‖Lp′ (2
l1k+‖a‖Lq1l1 )(2l2k+‖b‖Lq2l2 )

if f ∈ Lr, g ∈ Lp′ , and 1/p′ + 1/q1 + 1/q2 + 1/r = 1.
The contribution of the kernel J2 defined by the multiplier m2 in (3.1.60)

can be estimated in a similar way, and the desired bounds (3.1.55) follow.
(iii) The operators Ta associated to symbols a ∈ L∞0 are bounded on L2 due

to (3.1.54). Self-adjointness and the identities (3.1.56) follow easily from the
definition (3.1.51).

We remark that the operators E(a, b) = TaTb − Tab gain one derivative,
compared to the individual operators TaTb and Tab, as shown in (3.1.55). One
could gain two derivatives by subtracting also the contribution of the Poisson
bracket of the symbols a and b, defined by

{a, b} := ∇xa∇ζb−∇ζa∇xb,

but we do not need a refinement of this type in our applications.

3.2 LINEAR AND BILINEAR ESTIMATES

Localized linear and bilinear estimates, localized in both frequency and space,
are the main building blocks to prove nonlinear estimates. In this section we
state and prove several such estimates that are used in the nonlinear analysis.

3.2.1 Linear Estimates

We start with our main linear estimates, which are localized in both frequency
and space. In fact, in some estimates we need to localize in the Fourier space
to rotational invariant sets that are thinner than dyadic. For this we fix a
smooth function χ : R → [0, 1] supported in [−2, 2] with the property that∑
n∈Z χ(x − n) = 1 for all x ∈ R. Then we define the operators Cn,l, n ≥ 4,

l ∈ Z, by

Ĉn,lg(ξ) := χ(|ξ|2−l − n)ĝ(ξ). (3.2.1)

We prove now several linear dispersive estimates.
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Lemma 3.9. For any f ∈ L2(R3) and (k, j) ∈ J let

fj,k := P ′kQj,kf, Q≤j,kf :=
∑

j′∈[max(−k,0),j]

Qj′,kf, f≤j,k := P ′kQ≤j,kf,

(3.2.2)
where P ′k = P[k−2,k+2]. For simplicity of notation, let

f∗j,k := Qj,kf, f∗≤j,k := Q≤j,kf. (3.2.3)

(i) Then, for any α ∈ (Z+)3,

‖Dα
ξ f̂j,k‖L2 . 2|α|j‖f̂∗j,k‖L2 , ‖Dα

ξ f̂j,k‖L∞ . 2|α|j‖f̂∗j,k‖L∞ . (3.2.4)

Moreover, we have

‖f̂j,k‖L∞ . min
{

23j/2‖f∗j,k‖L2 , 2j/2−k2δ
3(j+k)‖f∗j,k‖H0,1

Ω

}
, (3.2.5)

‖f̂j,k(rθ)‖L2(r2dr)L∞θ
. 2j+k‖f∗j,k‖L2 , (3.2.6)

‖f̂j,k(rθ)‖L2(r2dr)Lpθ
.p ‖f∗j,k‖H0,1

Ω
, p ∈ [2,∞), (3.2.7)

and
‖f̂∗j,k − f̂j,k‖L∞ . 23j/22−4(j+k)‖Pkf‖L2 . (3.2.8)

(ii) For any t ∈ R, (k, j) ∈ J , and f ∈ L2(R3) we have

‖e−itΛwafj,k‖L∞ . 23k/2 min(1, 2j〈t〉−1)‖f∗j,k‖L2 . (3.2.9)

In addition, if |t| ≥ 1 and j ≥ max(−k, 0), then we have the stronger bounds

‖ϕ[−80,80](〈t〉−1x)(e−itΛwafj,k)(x)‖L∞x . 〈t〉
−12k/2(1 + 〈t〉2k)δ

3

‖f∗j,k‖H0,1
Ω

;

(3.2.10)

‖e−itΛwafj,k‖L∞ . 〈t〉−12k/2(1 + 〈t〉2k)δ
3

‖f∗j,k‖H0,1
Ω

if 2j ≤ 2−10〈t〉;
(3.2.11)

‖e−itΛwaf≤j,k‖L∞ . 22k〈t〉−1‖f̂∗≤j,k‖L∞ if 2j . 〈t〉1/22−k/2. (3.2.12)

(iii) For any t ∈ R, (k, j) ∈ J , and f ∈ L2(R3) we have

‖e−itΛkgfj,k‖L∞ . min
{

23k/2, 23k+

〈t〉−3/223j/2
}
‖f∗j,k‖L2 . (3.2.13)
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Moreover, if |t| ≥ 1 and j ≥ max(−k, 0), then we have the stronger bounds

‖e−itΛkgfj,k‖L∞ . 25k+

〈t〉−3/22j/2−k
−

(1 + 〈t〉22k−)δ
3

‖f∗j,k‖H0,1
Ω

if 2j ≤ 2k
−−20〈t〉;

(3.2.14)

‖e−itΛkgf≤j,k‖L∞ . 25k+

〈t〉−3/2‖f̂∗≤j,k‖L∞ if 2j . 〈t〉1/2. (3.2.15)

(iv) The bounds (3.2.11), (3.2.12), (3.2.14) can be improved by using the
super-localization operators Cn,l defined in (3.2.1). Indeed, assume that |t| ≥ 1,
j ≥ max(−k, 0), and l ≤ k − 6. Then{∑

n≥4

‖e−itΛwaCn,lfj,k‖2L∞
}1/2

. 〈t〉−12l/2(1 + 〈t〉2k)δ
3

‖f∗j,k‖H0,1
Ω

(3.2.16)

provided that 2j + 2−l . 〈t〉(1 + 〈t〉2k)−δ
3

. Moreover, if 2j + 2−l . 〈t〉1/22−k/2

then
sup
n≥4
‖e−itΛwaCn,lf≤j,k‖L∞ . 2k2l〈t〉−1‖f̂∗≤j,k‖L∞ . (3.2.17)

Finally, if 2j + 2−l . 〈t〉2k−(1 + 〈t〉22k−)−δ
3

then{∑
n≥4

‖e−itΛkgCn,lfj,k‖2L∞
}1/2

. 25k+

〈t〉−12l/22−k
−

(1 + 〈t〉22k−)δ
3

‖f∗j,k‖H0,1
Ω
.

(3.2.18)

Proof. The conclusions were all proved in Lemma 3.4 in [38]. For convenience
we reproduce the proof here.

(i) The bound (3.2.4) follows from definitions, since every ξ derivative cor-
responds to multiplication by x in the physical space. Similarly,

‖f̂j,k‖L∞ . ‖f̂∗j,k ∗ ϕ̂≤j+4‖L∞ . 23j/2‖f̂∗j,k‖L2 ,

which gives the first inequality in (3.2.5). A similar argument also gives (3.2.8).
Using the Sobolev embedding along the spheres S2, for any g ∈ H0,1

Ω we have

∥∥ĝ(rθ)
∥∥
L2(r2dr)Lpθ

.p
∑

m1+m2+m3≤1

‖Ωm1
23 Ωm2

31 Ωm3
12 ĝ‖L2 .p ‖ĝ‖H0,1

Ω
, (3.2.19)

for any p ∈ [2,∞). This gives (3.2.7). Moreover, for ξ ∈ R3 with |ξ| ≈ 2k we
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estimate

|f̂j,k(ξ)| .
∫
R3

|f̂∗j,k(rθ)||ϕ̂≤j+4(ξ − rθ)|r2drdθ

. ‖f̂∗j,k(rθ)‖L2(r2dr)Lpθ
‖23j(1 + 2j |ξ − rθ|)−8‖

L2(r2dr)Lp
′
θ

.p ‖f̂∗j,k‖H0,1
Ω
· 23j2−j/22k2−2(j+k)/p′ .

The second bound in (3.2.5) follows. The proof of (3.2.6) is similar.
We prove the remaining bounds (3.2.9)–(3.2.18) in several steps.
Step 1: proof of (3.2.16) and (3.2.17). Let

fj,k;n := Cn,lfj,k, ĝj,k;n(ξ) := f̂∗j,k(ξ)ϕ≤4(2−l|ξ| − n). (3.2.20)

By orthogonality, {∑
n≥4

‖gj,k;n‖2H0,1
Ω

}1/2

. ‖f∗j,k‖H0,1
Ω
.

For (3.2.16) it suffices to prove that, for any n ≥ 4 and x ∈ R3,∣∣∣ ∫
R3

e−it|ξ|eix·ξ ĝj,k;n(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n) dξ
∣∣∣

. 〈t〉−12l/2(〈t〉2k)δ
3

‖gj,k;n‖H0,1
Ω
.

(3.2.21)

This follows easily if 2k〈t〉 . 1. Recall that 2j + 2−l . 〈t〉(1 + 〈t〉2k)−δ
3

and
k ≥ l+ 6. The bounds (3.2.21) also follow directly from Lemma 3.1 (integration
by parts in ξ) if |x| /∈ [2−40〈t〉, 240〈t〉].

It remains to prove (3.2.21) when

2k〈t〉 ≥ 250, |x| ∈ [2−50〈t〉, 250〈t〉]. (3.2.22)

By rotation invariance we may assume x = (x1, 0, 0). Then we decompose
e−itΛwafj,k;n(x) =

∑
b,c≥0 Jb,c, where

Jb,c := C

∫
R3

ĝj,k;n(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n)eix1ξ1−it|ξ|ψb,c(ξ) dξ,

ψb,c(ξ) := ϕ
[0,∞)
b (ξ2/2

λ)ϕ[0,∞)
c (ξ3/2

λ), 2λ := 〈t〉−1/22k/2.

(3.2.23)

We estimate first |J0,0|. For any p ∈ [2,∞), using also (3.2.19) we have

|J0,0| . ‖ĝj,k;n(rθ)‖L2(r2dr)Lpθ
(2λ−k)2/p′ · 2k2l/2

.p ‖gj,k;n‖H0,1
Ω
· 〈t〉−12l/2(〈t〉2k)1/p.

(3.2.24)

This is consistent with the desired bound (3.2.21), by taking p large enough.
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To estimate |Jb,c| when (b, c) 6= (0, 0) we may assume without loss of gener-
ality that b ≥ c. It suffices to show that if b ≥ max(c, 1) then

|Jb,c| . 〈t〉−12l/2(〈t〉2k)δ
3/8‖gj,k;n‖H0,1

Ω
. (3.2.25)

We integrate by parts in the integral in (3.2.23), up to three times, using the
rotation vector-field Ω12 = ξ1∂ξ2 − ξ2∂ξ1 . Since Ω12{x1ξ1− t|ξ|} = −ξ2x1, every
integration by parts gains a factor of |t|2λ+b ≈ 〈t〉1/22k/2+b and loses a factor
. 〈t〉1/22k/2. If Ω12 hits the function ĝj,k;n then we stop integrating by parts
and bound the integral by estimating Ω12ĝj,k;n in L2. As in (3.2.24), we have

|Jb,c| . ‖ĝj,k;n(rθ)‖L2(r2dr)Lpθ
(2λ−k)2/p′2k2l/22−b

+ ‖Ω12ĝj,k;n‖L2(2λ+b2l/2)(〈t〉1/22k/2+b)−1,

which gives the desired bound (3.2.25). This completes the proof of the main
bounds (3.2.21).

The proof of (3.2.17) is easier. We define f≤j,k;n := Cn,lf≤j,k. For (3.2.17)
it suffices to prove that, for any n ≥ 4 and x ∈ R3,∣∣∣ ∫

R3

e−it|ξ|eix·ξ f̂∗≤j,k(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n) dξ
∣∣∣ . 2k2l〈t〉−1‖f̂∗≤j,k‖L∞ .

(3.2.26)
As before, we may assume x = (x1, 0, 0) and decompose e−itΛwaf≤j,k;n(x) =∑
b,c≥0 J

′
b,c, where

J ′b,c := C

∫
R3

f̂∗≤j,k(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n)eix1ξ1−it|ξ|ψb,c(ξ) dξ,

ψb,c(ξ) := ϕ
[0,∞)
b (ξ2/2

λ)ϕ[0,∞)
c (ξ3/2

λ), 2λ := 〈t〉−1/22k/2.

(3.2.27)

Using polar coordinates, it is easy to see that |J ′0,0| . 2k2l〈t〉−1‖f̂∗≤j,k‖L∞ . Then

we integrate by parts in ξ2 or ξ3 (using the assumption 2j + 2−l . 〈t〉2λ2−k) to
show that

|J ′b,c| . 2−max(b,c)2k2l〈t〉−1‖f̂∗≤j,k‖L∞

for any b, c ≥ 0. The desired conclusion (3.2.26) follows.
Step 2: proof of (3.2.9) and (3.2.10). We start with (3.2.10). By rotation

invariance we may assume x = (x1, 0, 0), |x1| ≈ 〈t〉. We may also assume that
2k〈t〉 ≥ 240. As before we decompose e−itΛwafj,k(x) =

∑
b,c≥0 J

′′
b,c, where

J ′′b,c :=

∫
R3

f̂j,k(ξ)ϕ[k−4,k+4](ξ)e
ix1ξ1−it|ξ|ψb,c(ξ) dξ,

ψb,c(ξ) := ϕ
[0,∞)
b (ξ2/2

λ)ϕ[0,∞)
c (ξ3/2

λ), 2λ := 〈t〉−1/22k/2.

(3.2.28)

This is similar to the decomposition (3.2.23) with l = k− 6, once we notice that
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super-localization is not important if 2l ≈ 2k. As in (3.2.24)–(3.2.25), we have

|J ′′0,0| .p ‖fj,k‖H0,1
Ω
· 〈t〉−12k/2(〈t〉2k)δ

3/8,

and, if b ≥ max(c, 1),

|J ′′b,c| . 〈t〉−12k/2(〈t〉2k)δ
3/8‖f∗j,k‖H0,1

Ω
.

The proof of this second bound uses integration by parts with the rotation
vector-field Ω12 = ξ1∂ξ2 − ξ2∂ξ1 , and relies on the assumption |x1| ≈ 〈t〉. The
desired conclusion (3.2.10) follows from these two bounds.

The bounds (3.2.9) follow by the same argument, using the decomposition
(3.2.28), but using (3.2.6) instead of (3.2.7) in the estimate of |J0,0|. Also, we
integrate by parts in ξ2 or ξ3 to bound |Jb,c| when 2λ+max(b,c) & 2j+k〈t〉−1.

Step 3: proof of (3.2.11) and (3.2.12). The bounds (3.2.12) follow directly
from (3.2.17) by taking 2l ≈ 2k. To prove (3.2.11) we may assume that x =
(x1, 0, 0) and 〈t〉2k ≥ 240. If |x1| ∈ [2−10|t|, 210|t|] then the desired bounds follow
from (3.2.10). On the other hand, if |x1| ≤ 2−10|t| or |x1| ≥ 210|t| then we write

[e−itΛwafj,k](x) = C

∫
R3×R3

f∗j,k(y)e−iy·ξeix1ξ1e−it|ξ|ϕ[k−2,k+2](ξ) dξdy.

(3.2.29)
Here we use the fact that 2j ≤ 〈t〉2−10 and integrate by parts in ξ sufficiently
many times (using Lemma 3.1) to see that

|e−itΛwafj,k(x)| . (〈t〉2k)−423k23j/2‖f∗j,k‖L2 . (〈t〉2k)−423k〈t〉3/2‖f∗j,k‖L2 ,

which is better than what we need.
Step 4: proof of (3.2.18). This is similar to the proof of (3.2.16). It

suffices to show that for any n ≥ 4 and x ∈ R3,∣∣∣ ∫
R3

e−it〈ξ〉eix·ξ ĝj,k;n(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n) dξ
∣∣∣

. 25k+

〈t〉−12l/22−k
−

(1 + 〈t〉22k−)δ
3

‖gj,k;n‖H0,1
Ω
.

(3.2.30)

This follows easily if 22k−〈t〉 . 1. Recall that 2j + 2−l . 〈t〉2k−(1 + 〈t〉22k−)−δ
3

and k ≥ l + 6. The bounds (3.2.30) also follow directly from Lemma 3.1 if

|x| /∈ [2−402k
−〈t〉, 2402k

−〈t〉].
It remains to prove (3.2.30) when

22k−〈t〉 ≥ 250, |x| ∈ [2−502k
−
〈t〉, 2502k

−
〈t〉]. (3.2.31)

We may assume x = (x1, 0, 0) and decompose e−itΛkgfj,k;n(x) =
∑
b,c≥0 J

′′′
b,c,
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where

J ′′′b,c := C

∫
R3

ĝj,k;n(ξ)ϕ[k−2,k+2](ξ)χ(|ξ|2−l − n)eix1ξ1−it〈ξ〉ψ′b,c(ξ) dξ,

ψ′b,c(ξ) := ϕ
[0,∞)
b (ξ2/2

λ′)ϕ[0,∞)
c (ξ3/2

λ′), 2λ
′

:= 〈t〉−1/22k
+

.

(3.2.32)

As in the proof of (3.2.16), we estimate first |J ′′′0,0|, using (3.2.19). Thus, for any
p ∈ [2,∞),

|J ′′′0,0| . ‖ĝj,k;n(rθ)‖L2(r2dr)Lpθ
(2λ

′−k)2/p′2k2l/2

.p ‖gj,k;n‖H0,1
Ω
· 25k+

2−k
−
〈t〉−12l/2(〈t〉22k−)1/p.

Moreover, if b ≥ max(c, 1) then we show that

|J ′′′b,c| . 25k+

〈t〉−12l/22−k
−

(〈t〉22k−)δ
3/8‖gj,k;n‖H0,1

Ω
. (3.2.33)

These two bounds clearly suffice to prove (3.2.30).
To prove (3.2.33) we integrate by parts in the integral in (3.2.32), up to three

times, using the rotation vector-field Ω12 = ξ1∂ξ2 − ξ2∂ξ1 . Since Ω12{x1ξ1 −
t〈ξ〉} = −ξ2x1, every integration by parts gains a factor of 2k

− |t|2λ′+b ≈
〈t〉1/22k+b (see (3.2.31)) and loses a factor . 〈t〉1/22k. If Ω12 hits the function
ĝj,k;n then we stop integrating by parts and bound the integral by estimating
Ω12ĝj,k;n in L2. As before it follows that

|J ′′′b,c| . ‖ĝj,k;n(rθ)‖L2(r2dr)Lpθ
(2λ

′−k)2/p′2k2l/22−b

+ ‖Ω12ĝj,k;n‖L2(2λ
′+b2l/2)(〈t〉1/22k+b)−1,

which gives the desired bound (3.2.33). This completes the proof of the main
bounds (3.2.30).

Step 5: proof of (3.2.13)–(3.2.15). Clearly ‖e−itΛkgfj,k‖L∞ . ‖f̂j,k‖L1 .
23k/2‖fj,k‖L2 . Moreover, the standard dispersive bounds

‖e−itΛkgP≤k‖L1→L∞ . (1 + |t|)−3/223k+

can then be used to prove (3.2.13), i.e.,

‖e−itΛkgfj,k‖L∞ . (1 + |t|)−3/223k+

‖f∗j,k‖L1 . (1 + |t|)−3/223k+

23j/2‖f∗j,k‖L2 .

To prove (3.2.14) we consider first the harder case 2j ≥ 〈t〉1/2. By rotation
invariance we may assume x = (x1, 0, 0), x1/t > 0. We may also assume that

2j+k ≥ 23k++10 (otherwise the desired conclusion follows from (3.2.13)) and
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〈t〉2−3k+ � 1. If |x1| ≤ 2−100|t|2k− or |x1| ≥ 2100|t|2k− then we write

[e−itΛkgfj,k](x) = C

∫
R3×R3

f∗j,k(y)e−iy·ξeix1ξ1e−it
√
|ξ|2+1ϕ[k−2,k+2](ξ) dξdy.

(3.2.34)
We integrate by parts in ξ sufficiently many times (using Lemma 3.1 and recall-

ing that |y| ≤ 2j+1 ≤ 2k
−−19〈t〉) to see that

|e−itΛkgfj,k(x)| . (〈t〉22k−)−423k23j/2‖f∗j,k‖L2 .

This is better than what we need.
It remains to consider the main case |x1| ≈ |t|2k

−
. Let ρ ∈ (0,∞) denote

the unique number with the property that tρ/
√
ρ2 + 1 = x1, such that (ρ, 0, 0)

is the stationary point of the phase ξ → x1ξ1 − t
√
|ξ|2 + 1 and ρ & 2k

−
. Using

integration by parts (Lemma 3.1), we may assume that ξ1, ξ2, ξ3 are restricted
to |ξ2|, |ξ3| ≤ 2k−10 and ξ1 ∈ [2k−10, 2k+10] (for the other contributions we use
(3.2.34) and get stronger bounds as before). Then we let

Ja,b,c :=

∫
R3

f̂j,k(ξ)ϕ[k−4,k+4](ξ)1+(ξ1)ϕ≤k−9(ξ2)ϕ≤k−9(ξ3)

× eix1ξ1−it
√
|ξ|2+1ψa,b,c(ξ) dξ,

ψa,b,c(ξ) := ϕ[0,∞)
a ((ξ1 − ρ)/2λ1)ϕ

[0,∞)
b (ξ2/2

λ2)ϕ[0,∞)
c (ξ3/2

λ2),

(3.2.35)

where, for some sufficiently large constant C,

2λ1 := 2j〈t〉−123k++C(〈t〉22k−)δ
3/4, 2λ2 := 〈t〉−1/22k

+

. (3.2.36)

Compared to the earlier decompositions, such as (7.1.66), we insert an additional
decomposition in the variable ξ1 around the stationary point (ρ, 0, 0).

Recall that 2j ≥ 〈t〉1/2. We estimate first |J0,0,0|, using (3.2.7), for any
p ∈ [2,∞),

|J0,0,0| .p ‖f̂j,k(rθ)‖L2(r2dr)Lpθ
(2λ2−k)2/p′2k2λ1/2

.p ‖fj,k‖H0,1
Ω
〈t〉−3/22j/22−k

−
24k+

(〈t〉22k−)1/p+δ3/8.
(3.2.37)

This is consistent with the desired bound (3.2.14), by taking p large enough.
To estimate |Ja,b,c| when (a, b, c) 6= (0, 0, 0) we may assume without loss of

generality that b ≥ c. If 2λ2+b ≥ 2j〈t〉−12k
+

(〈t〉22k−)δ
3/40 then we integrate by

parts in ξ2 many times, using Lemma 3.1, to show that

|Ja,b,c| . ‖fj,k‖L2(〈t〉22k−)−423k/2,

which is better than what we need. This also holds, using integration by parts
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in ξ1, if 2λ2+b ≤ 2j〈t〉−12k
+

(〈t〉22k−)δ
3/40 and a ≥ 1. It remains to prove that

|J0,b,c| . 25k+

〈t〉−3/22j/2−k
−

(〈t〉22k−)δ
3/2‖f∗j,k‖H0,1

Ω
(3.2.38)

provided that

b ≥ max(c, 1) and 2λ2+b ≤ 2j〈t〉−12k
+

(〈t〉22k−)δ
3/40. (3.2.39)

To prove (3.2.38) we integrate by parts in (3.2.35), up to three times, using
the rotation vector-field Ω12 = ξ1∂ξ2 − ξ2∂ξ1 . Since Ω12{x1ξ1 − t

√
|ξ|2 + 1} =

−ξ2x1, every integration by parts gains a factor of |t|2k−2λ2+b ≈ 〈t〉1/22k+b and

loses a factor . 〈t〉1/22k. If Ω12 hits the function f̂j,k then we stop integrating

by parts and bound the integral by estimating Ω12f̂j,k in L2. As in (3.2.37) it
follows that

|J0,b,c| .p ‖f̂j,k(rθ)‖L2(r2dr)Lpθ
(2λ2−k)2/p′2k2λ1/22−b

+ ‖Ω12f̂j,k‖L22λ22λ1/2(〈t〉1/22k)−1,

which gives the desired bound (3.2.38). This completes the proof of (3.2.14)
when 2j ≥ 〈t〉1/2.

The bound (3.2.15) follows by a similar argument. We decompose the in-
tegral dyadically around the critical point (ρ, 0, 0), as in (3.2.35), with 2λ1 =

〈t〉−1/223k++C and 2λ2 = 〈t〉−1/22k
+

, and integrate by parts in ξ1, ξ2, or ξ3.
The bound (3.2.14) when 2j ≤ 〈t〉1/2 follows from (3.2.15) and (3.2.5).

3.2.2 Multipliers and Bilinear Operators

We define two classes of multipliers M0 and M by

M0 := {m : R3 → C : |x||α| |Dα
xm(x)| .|α| 1

for any α ∈ Z3
+ and x ∈ R3 \ {0}},

(3.2.40)

and

M := {m : R6 → C : m(x, y) = m1(x, y)m′(x+ y), m′ ∈M0,

|x||α||y|β |Dα
xD

β
ym1(x, y)| .|α|,|β| 1 for any α, β ∈ Z3

+ and x, y ∈ R3 \ {0}}.
(3.2.41)

In most of our applications the multipliers inM will be of the form m1(x)m2(y),
where m1,m2 ∈M0. We will also need to allow sums of such multipliers in order
to be able to define the important classes of null multipliers Mnull

± ⊆ M; see
Definition 4.21.

In some of our constructions, in particular connected to the application of
normal forms and associated angular cutoffs, the class of multipliers M is too
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restrictive. To treat such situations we define a more general class of multipliers

M∗ := {m ∈ L∞(R6) : ‖F−1{m · ϕk1
(x)ϕk2

(y)ϕk(x+ y)}‖L1(R6) . 1

for any k1, k2, k ∈ Z}.
(3.2.42)

Given a bounded multiplier m let I = Im denote the bilinear operator

Î[f, g](ξ) = ̂Im[f, g](ξ) :=
1

8π3

∫
R3

m(ξ − η, η)f̂(ξ − η)ĝ(η) dη. (3.2.43)

We will often use the simple L2 bounds

‖PkIm[Pk1f, Pk2g]‖L2 . 23 min{k,k1,k2}/2‖Pk1f‖L2‖Pk2g‖L2 (3.2.44)

for any multiplier m satisfying ‖m‖L∞ ≤ 1, f, g ∈ L2(R3), and k, k1, k2 ∈ Z.

3.2.3 Bilinear Estimates

Linear estimates are insufficient to bound some of the quadratic terms in our
nonlinearities. In this subsection we use TT ∗ arguments to prove several addi-
tional bilinear estimates involving solutions of wave and Klein-Gordon equations:

Lemma 3.10. Assume k, k2 ∈ Z, (k1, j1) ∈ J , t ∈ R, and f, g ∈ L2(R3).
Define fj1,k1

, f≤j1,k1
, f∗j,k, f∗≤j,k as in (3.2.2)–(3.2.3). Assume that m ∈ M∗

and Im is a bilinear operator as in (3.2.43). If |t| ≥ 1 and

2j1 ≤ 〈t〉1/22−k1/2 + 2−min(k,k1,k2) (3.2.45)

then

‖PkIm[e−itΛwaf≤j1,k1
, Pk2

g]‖L2 . 2min(k,k2)/2〈t〉−123k1/2‖f̂∗≤j1,k1
‖L∞‖Pk2

g‖L2 .
(3.2.46)

Proof. By duality we may assume that k ≤ k2, and the point is to gain both
factors 〈t〉−1 and 2k/2 in the right-hand side of (3.2.46). We write

m(ξ − η, η)ϕ[k−4,k+4](ξ)ϕ[k1−4,k1+4](ξ − η)ϕ[k2−4,k2+4](η)

= C

∫
R6

K(x, y)e−ix·ξe−i(y−x)·η dxdy,

for some kernel K satisfying ‖K‖L1 ≤ 1. Combining the factors e−ix·ξ and
e−i(y−x)·η with the L2 functions, we may also assume m ≡ 1 and write, for
simplicity, I = Im.
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We estimate first

‖PkI[e−itΛwaf≤j1,k1
, Pk2

g]‖L2 . 23k/2‖f≤j1,k1
‖L2‖Pk2

g‖L2

. 23k/223k1/2‖f̂≤j1,k1
‖L∞‖Pk2

g‖L2 .

This suffices if 〈t〉2k . 1. On the other hand, if 〈t〉2k ≥ 240 and 〈t〉2k1 ≤ 240

then we estimate

‖PkI[e−itΛwaf≤j1,k1 , Pk2g]‖L2 . 23k1‖f̂≤j1,k1‖L∞‖Pk2g‖L2 ,

which suffices. If 〈t〉2k ≥ 240, 〈t〉2k1 ≥ 240, and k1 ≤ k + 10 then 2−k ≤
2−k1+10 ≤ 〈t〉1/22−k1/2. Therefore 2j1 ≤ 〈t〉1/22−k1/2+1 and (3.2.12) gives

‖PkI[e−itΛwaf≤j1,k1
, Pk2

g]‖L2 . ‖e−itΛwaf≤j1,k1
‖L∞‖Pk2

g‖L2

. 22k1〈t〉−1‖f̂∗≤j1,k1
‖L∞‖Pk2

g‖L2 ,

which suffices. It remains to prove (3.2.46) when

k ≤ k1 − 10, 〈t〉2k ≥ 240, 2j1 ≤ 2−k + 〈t〉1/22−k1/2. (3.2.47)

Case 1. Assume first that (3.2.47) holds and, in addition,

2−k ≥ 〈t〉1/22−k1/2. (3.2.48)

In particular, 2j1 ≤ 2−k+1 and k ≤ 1. We pass to the Fourier space and write

‖PkI[e−itΛwaf≤j1,k1
, Pk2

g]‖2L2 = C

∫
R3×R3

P̂k2
g(η)P̂k2

g(ρ)L(η, ρ) dηdρ

where

L(η, ρ) :=

∫
R3

ϕ2
k(ξ)e−itΛwa(ξ−η)f̂≤j1,k1

(ξ − η)eitΛwa(ξ−ρ)f̂≤j1,k1
(ξ − ρ) dξ.

(3.2.49)
Using Schur’s lemma, for (3.2.46) it suffices to prove that

sup
ρ∈R3

∫
R3

ϕ[k1−4,k1+4](η)ϕ[k1−4,k1+4](ρ)|L(η, ρ)| dη . 2k〈t〉−223k1‖f̂∗≤j1,k1
‖2L∞ ,

sup
η∈R3

∫
R3

ϕ[k1−4,k1+4](η)ϕ[k1−2,k1+4](ρ)|L(η, ρ)| dρ . 2k〈t〉−223k1‖f̂∗≤j1,k1
‖2L∞ .

(3.2.50)

Since L(ρ, η) = L(η, ρ), it suffices to prove the first bound in (3.2.50).
We would like to integrate by parts in ξ in the integral definition of the kernel
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L. Let n0 denote the smallest integer satisfying 2n0 ≥ (2k〈t〉)−1 and let

Ln(η,ρ) :=

∫
R3

ϕ[n0,∞)
n (Λ′wa(ξ − η)− Λ′wa(ξ − ρ))ϕ2

k(ξ)

× e−it(Λwa(ξ−η)−Λwa(ξ−ρ))f̂≤j1,k1
(ξ − η)f̂≤j1,k1

(ξ − ρ) dξ.

(3.2.51)

We may assume that ‖f̂∗≤j1,k1
‖L∞ = 1. Assume n = n0 +p, p ≥ 0. If p ≥ 1 then

we integrate by parts in ξ, using Lemma 3.1 with K ≈ 〈t〉2n and ε ≈ 2k (recall
that 2j1 . ε−1 and 2−n−k1 . 2−k1〈t〉2k . ε−1, due to (3.2.48)). It follows that,
for all p ≥ 0,

|Ln(η, ρ)| . 2−4p

∫
R3

ϕ≤n+4(Λ′wa(ξ − η)− Λ′wa(ξ − ρ))ϕ[k−4,k+4](ξ)

× ϕ[k1−4,k1+4](ξ − η)ϕ[k1−4,k1+4](ξ − ρ) dξ.

Therefore, after changes of variables,∫
R3

ϕ[k1−4,k1+4](η)|Ln(η, ρ)| dη

. 2−4p

∫
R3×R3

ϕ≤n+4(Λ′wa(y)− Λ′wa(x))ϕ[k−4,k+4](ρ+ x)

× ϕ[k1−4,k1+4](ρ+ x− y)ϕ[k1−4,k1+4](y)ϕ[k1−4,k1+4](x) dxdy,

for any ρ ∈ R3 with |ρ| ∈ [2k1−6, 2k1+6]. Since Λ′wa(z) = z/|z|, the integration
in y in the expression above is essentially in a rectangle of sides smaller than
C2n2k1 × C2n2k1 × C2k1 . Thus∫

R3

ϕ[k1−4,k1+4](η)|Ln(η, ρ)| dη . 2−4p22n23k123k . 2−2p〈t〉−223k12k.

The desired conclusion (3.2.50) follows.
Case 2. Assume now that (3.2.47) holds and, in addition,

2−k ≤ 〈t〉1/22−k1/2. (3.2.52)

We fix a smooth function χ : R → [0, 1] supported in [−2, 2] with the property
that

∑
n∈Z χ(x− n) = 1 for all x ∈ R. Then we decompose

f≤j1,k1
=
∑
n

f≤j1,k1;n, ̂f≤j1,k1;n(ξ) := f̂≤j1,k1
(ξ)χ(2−k|ξ| − n).

Let ĝk2;n(ξ) := P̂k2
g(ξ)ϕ≤4(2−k|ξ| − n). Clearly

PkI[e−itΛwaf≤j1,k1
, Pk2

g] =
∑
n

PkI[e−itΛwaf≤j1,k1;n, gk2;n].
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The sum in n has at most C2k1−k nontrivial terms, so, by orthogonality,

‖PkI[e−itΛwaf≤j1,k1
,Pk2

g]‖L2 .
∑
n

‖I[e−itΛwaf≤j1,k1;n, gk2;n]‖L2

. 2(k1−k)/2
{∑

n

‖e−itΛwaf≤j1,k1;n‖2L∞‖gk2;n‖2L2

}1/2

. 2(k1−k)/2‖Pk2
g‖L2 sup

n
‖e−itΛwaf≤j1,k1;n‖L∞ .

For (3.2.46) it suffices to prove that, for any n ≈ 2k1−k,

‖e−itΛwaf≤j1,k1;n‖L∞ . 2k2k1〈t〉−1‖f̂∗≤j1,k1
‖L∞ ,

which follows from (3.2.17).

We also have some variants using only rotational derivatives:

Lemma 3.11. Assume k, k1, k2 ∈ Z, (k1, j1), (k2, j2) ∈ J , t ∈ R, |t| ≥ 1, and
f, g ∈ L2(R3). Define fj1,k1

, f∗j1,k1
, gj2,k2

, g∗j2,k2
as in (3.2.2)–(3.2.3).

(i) If m ∈M∗, Im is the associated bilinear operator as in (3.2.43), and

2j1 . 〈t〉(1 + 2k1〈t〉)−δ/20 + 2−min(k,k1,k2) (3.2.53)

then

‖PkIm[e−itΛwafj1,k1 , Pk2g]‖L2

. 2min(k,k2)/2〈t〉−1(1 + 〈t〉2k1)δ/20‖f∗j1,k1
‖H0,1

Ω
‖Pk2

g‖L2 .
(3.2.54)

(ii) If m ∈ M and Im is the associated bilinear operator as in (3.2.41)–
(3.2.43), ι2 ∈ {+,−},

2k1 , 2k2 ∈ [〈t〉−1+δ/2, 〈t〉2/δ] and 2j2 ≤ 〈t〉1−δ/2, (3.2.55)

then, with g+
j2,k2

:= gj2,k2
and g−j2,k2

:= gj2,k2
,

‖Im[e−itΛwafj1,k1
, e−itΛwa,ι2 gι2j2,k2

]‖L2 . 2k1/2〈t〉−1+δ/2‖g∗j2,k2
‖L2‖f∗j1,k1

‖H0,1
Ω
.

(3.2.56)

Proof. (i) As before, by duality we may assume that k ≤ k2 and the point is to
gain both factors 〈t〉−1 and 2k/2. We may assume that m ≡ 1 and write I = Im.

We estimate first, using just the Cauchy-Schwarz inequality,

‖PkI[e−itΛwafj1,k1
, Pk2

g]‖L2 . 23 min(k,k1)/2‖fj1,k1
‖L2‖Pk2

g‖L2 .

This suffices to prove (3.2.54) if 2min(k,k1) . 〈t〉−1(1 + 〈t〉2k1)δ/20. On the other
hand, if 2min(k,k1) � 〈t〉−1(1 + 〈t〉2k1)δ/20 and k1 ≤ k + 20 then we use (3.2.11)
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to estimate

‖PkI[e−itΛwafj1,k1
,Pk2

g]‖L2 . ‖e−itΛwafj1,k1
‖L∞‖Pk2

g]‖L2

. 〈t〉−12k1/2(1 + 〈t〉2k1)δ/20‖f∗j1,k1
‖H0,1

Ω
‖Pk2g‖L2 ,

which suffices. It remains to prove (3.2.54) when

k ≤ k1−20, 〈t〉2k ≥ (1+〈t〉2k1)δ/20, 2j1 . 〈t〉(1+2k1〈t〉)−δ/20. (3.2.57)

We decompose

fj1,k1
=
∑
n≥4

fj1,k1;n, fj1,k1;n := Cn,kfj1,k1
.

Let ĝk2;n(ξ) := P̂k2g(ξ)ϕ≤4(2−k|ξ| − n). Clearly

PkI[e−itΛwafj1,k1
, Pk2

g] =
∑
n≥4

PkI[e−itΛwafj1,k1;n, gk2;n].

Therefore

‖PkI[e−itΛwafj1,k1
,Pk2

g]‖L2 .
∑
n≥4

∥∥e−itΛwafj1,k1;n‖L∞
∥∥gk2;n

∥∥
L2

.
{∑
n≥4

‖e−itΛwafj1,k1;n‖2L∞
}1/2{∑

n≥4

‖gk2;n‖2L2

}1/2

. 〈t〉−12k/2(1 + 〈t〉2k1)δ/20‖f∗j1,k1
‖H0,1

Ω
· ‖Pk2g‖L2 ,

where we used (3.2.16) (see the restrictions (3.2.57)) and orthogonality in the
last inequality. This completes the proof of (3.2.54).

(ii) We decompose e−itΛwafj1,k1
= P[k1−4,k1+4]H

1
k1

+P[k1−4,k1+4]H
2
k1

, where

H1
k1

(x) := ϕ[−40,40](x/〈t〉)e−itΛwafj1,k1(x),

H2
k1

(x) := (1− ϕ[−40,40](x/〈t〉))e−itΛwafj1,k1
(x),

for x ∈ R3. In view of (3.2.10), we have

‖H1
k1
‖L∞ . 2k1/2〈t〉−1+δ/2‖f∗j1,k1

‖H0,1
Ω
,

so the contribution of H1
k1

is bounded as claimed.
On the other hand, we claim that the contribution of H2

k1
is negligible,

‖Im[P[k1−4,k1+4]H
2
k1
, e−itΛwa,ι2 gι2j2,k2

]‖L2 . 〈t〉−2‖g∗j2,k2
‖L2‖f∗j1,k1

‖L2 . (3.2.58)
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Indeed, the definitions (3.2.41) and (3.2.43) show that

|Im[Pl1F, Pl2G](x)| .N (|F | ∗KN
l1 )(x) · (|G| ∗KN

l2 )(x),

for any l1, l2 ∈ Z and N ≥ 10, where KN
l (y) := 23l(1 + 2l

− |y|)−N . Moreover,

‖ϕ[−30,30](x/〈t〉) · (|H2
k1
| ∗KN

l1 )(x)‖L∞ . 〈t〉−8/δ‖f∗j1,k1
‖L2 ,

for l1 ∈ [k1 − 4, k1 + 4], in view of the support restriction on H2
k1

and the

assumption 2k
−
1 〈t〉 & 〈t〉δ/2. Also, using Lemma 3.1 and the assumption 2j2 ≤

〈t〉1−δ/2, we have

‖(1− ϕ[−30,30](x/〈t〉)) · (|e−itΛwagj2,k2 | ∗KN
l2 )(x)‖L2 . 〈t〉−8/δ‖g∗j2,k2

‖L2 ,

for l2 ∈ [k2−4, k2 + 4]. The desired estimates (3.2.58) follow from the last three
bounds.

We also need some bilinear estimates involving the Klein-Gordon flow:

Lemma 3.12. Assume k, k1, k2 ∈ Z, (k1, j1) ∈ J , t ∈ R, |t| ≥ 1, and f, g ∈
L2(R3). Define fj1,k1

, f∗j1,k1
as in (3.2.2)–(3.2.3). If ‖F−1m‖L1 ≤ 1, Im is the

bilinear operator as in (3.2.43),

k ≤ k−1 − 10 and 2j1 . 〈t〉2k
−
1 (1 + 22k−1 〈t〉)−δ/20, (3.2.59)

then

‖PkIm[e−itΛkgfj1,k1
, Pk2

g]‖L2

. 2k/2〈t〉−125k+
1 2−k

−
1 (1 + 〈t〉22k−1 )δ/20‖f∗j1,k1

‖H0,1
Ω
‖Pk2g‖L2 .

(3.2.60)

Proof. This is similar to the proof of Lemma 3.11 (i). We may assume m ≡ 1
and write I = Im. We estimate first, using just the Cauchy-Schwarz inequality,

‖PkI[e−itΛkgfj1,k1 , Pk2g]‖L2 . 23k/2‖fj1,k1‖L2‖Pk2g‖L2 ,

which suffices if 2k+k−1 . 〈t〉−1(1 + 〈t〉22k−1 )δ/20. On the other hand, if 2k+k−1 �
〈t〉−1(1 + 〈t〉22k−1 )δ/20 and k ≤ k−1 − 10 then 22k−1 � 〈t〉−1 and we decompose

fj1,k1 =
∑
n≥4

fj1,k1;n, fj1,k1;n := Cn,kfj1,k1(ξ).

Let ĝk2;n(ξ) := P̂k2
g(ξ)ϕ≤4(2−k|ξ| − n). Clearly

PkI[e−itΛkgfj1,k1
, Pk2

g] =
∑
n≥4

PkI[e−itΛwafj1,k1;n, gk2;n].
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Therefore, as in the proof of Lemma 3.11 (i),

‖PkI[e−itΛkgfj1,k1
, Pk2

g]‖L2 .
∑
n≥4

∥∥e−itΛkgfj1,k1;n‖L∞
∥∥gk2;n

∥∥
L2

.
{∑
n≥4

‖e−itΛkgfj1,k1;n‖2L∞
}1/2{∑

n≥4

‖gk2;n‖2L2

}1/2

. 〈t〉−12k/225k+
1 2−k

−
1 (1 + 〈t〉22k−1 )δ/20‖f∗j1,k1

‖H0,1
Ω
‖Pk2g‖L2 ,

using (3.2.18) (see (3.2.59) and recall that 2k+k−1 � 〈t〉−1(1 + 〈t〉22k−1 )δ/20) and
orthogonality in the last inequality. This completes the proof of (3.2.60).

3.2.4 Interpolation Inequalities

Finally, we need some interpolation bounds involving Lp spaces and rotation
vector-fields.

Lemma 3.13. (i) Assume that f ∈ H0,1
Ω , k ∈ Z, and 0 ≤ A0 . A1 . B. If

‖Qj,kf‖L2 ≤ A0, ‖Qj,kf‖H0,1
Ω
≤ A1, 2j+k‖Qj,kf‖H0,1

Ω
≤ B (3.2.61)

for all j ≥ −k−, then

‖P̂kf‖L∞ . 2−3k/2A
(1−δ)/4
0 B(3+δ)/4 (3.2.62)

and
‖P̂kf‖L∞ . 2−3k/2A

(1−δ)/2
1 B(1+δ)/2. (3.2.63)

(ii) If f ∈ H0,2
Ω , Ω ∈ {Ω23, Ω31, Ω12}, and k ∈ Z then

‖PkΩf‖L4 . ‖Pkf‖1/2L∞‖Pkf‖
1/2

H0,2
Ω

. (3.2.64)

Similarly, if f ∈ H0,3
Ω and Ω2 ∈ {Ωa1

23Ωa2
31Ωa3

12 : a1 + a2 + a3 = 2} then

‖PkΩf‖L6 . ‖Pkf‖2/3L∞‖Pkf‖
1/3

H0,3
Ω

,

‖PkΩ2f‖L3 . ‖Pkf‖1/3L∞‖Pkf‖
2/3

H0,3
Ω

.
(3.2.65)

Finally, we have the L2 interpolation estimates

‖PkΩf‖L2 . ‖Pkf‖1/2L2 ‖Pkf‖1/2H0,2
Ω

(3.2.66)
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and

‖PkΩf‖L2 . ‖Pkf‖2/3L2 ‖Pkf‖1/3H0,3
Ω

,

‖PkΩ2f‖L2 . ‖Pkf‖1/3L2 ‖Pkf‖2/3H0,3
Ω

.
(3.2.67)

Proof. (i) The bounds follow from (3.2.5): with fj,k = Pk′Qj,kf we have

‖f̂j,k‖L∞ . min{23j/2‖Qj,kf‖L2 , 2j/2−k2δ
3(j+k)‖Qj,kf‖H0,1

Ω
}

. 2−3k/2 min{23(j+k)/2A0, 2
−(j+k)/22δ

3(j+k)B}.

The desired bounds (3.2.62) follow by summing over j and considering the two
cases 2j+k ≤ (B/A0)1/2 and 2j+k ≥ (B/A0)1/2. Similarly,

‖f̂j,k‖L∞ . 2j/2−k2δ
3(j+k)‖Qj,kf‖H0,1

Ω

. 2−3k/22(j+k)(1/2+δ3) min{A1, B2−(j+k)}.

The desired bounds (3.2.63) follow again by summing over j.
(ii) For (3.2.64) we let g := Pkf and use integration by parts to write

‖Ωg‖4L4 =

∫
R3

ΩgΩgΩgΩg dx = −
∫
R3

g · Ω{ΩgΩgΩg} dx.

Therefore we can estimate

‖Ωg‖4L4 .
∫
R3

|g| |Ωg|2 |Ω2g| dx . ‖g‖L∞‖Ω2g‖L2‖Ωg‖2L4 ,

which gives (3.2.64).
Similarly, to prove (3.2.65) we estimate as above

‖Ωg‖6L6 .
∫
R3

|g| |Ωg|4 |Ω2g| dx . ‖g‖L∞‖Ω2g‖L3‖Ωg‖4L6 (3.2.68)

and

‖Ω2g‖3L3 =
∣∣∣ ∫

R3

Ω2gΩ2g(Ω2gΩ2g)1/2 dx
∣∣∣ . ∫

R3

|Ωg| |Ω2g| |Ω3g| dx

. ‖g‖H0,3
Ω
‖Ω2g‖L3‖Ωg‖L6 ,

where Ω3g denotes vector-fields of the form Ωa1
23Ωa2

31Ωa3
12 with a1 + a2 + a3 = 3.

Therefore, using also (3.2.68) and simplifying,

‖Ω2g‖2L3 . ‖g‖H0,3
Ω
‖Ωg‖L6 . ‖g‖H0,3

Ω

(
‖g‖L∞‖Ω2g‖L3

)1/2
,
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which gives the bounds in the second line of (3.2.65). The bounds in the first
line now follow from (3.2.68).

The L2 bounds (3.2.66) and (3.2.67) follow by similar arguments.

We need also a bilinear interpolation lemma:

Lemma 3.14. Assume k, k1, k2 ∈ Z, k + 4 ≤ K := min(k1, k2), t ∈ R, and
f, g ∈ L2(R3). Assume J ≥ max(−K, 0) satisfies

2J ≤ 〈t〉1/22−K/2−2 + 2−k, (3.2.69)

and define f≤J,k1 and g≤J,k2 as in (3.2.2). Then

‖PkI[e−itΛwaf≤J,k1
, e−itΛwag≤J,k2

]‖L2 . 2k/223K/2〈t〉−1‖P̂k1
f‖La‖P̂k2

g‖Lb ,
(3.2.70)

for all exponents a, b ∈ [2,∞] satisfying 1/a+ 1/b = 1/2.

Proof. The conclusion follows directly from Lemma 3.10 (which corresponds to
the cases (a, b) = (∞, 2) and (a, b) = (2,∞)) and bilinear interpolation.

3.3 ANALYSIS OF THE LINEAR PROFILES

In this section we use the main bootstrap assumptions (2.1.46)–(2.1.48) to derive
many linear bounds on the profiles V ∗ and the normalized solutions U∗.

For t ∈ [0, T ], (j, k) ∈ J , J ≥ max(−k, 0), and

X ∈
{
F, F , ρ, ωa,Ωa, ϑab,Lhαβ ,Lψ : L ∈ V3

3

}
,

we define the profiles V X,± as in (2.1.35). If L ∈ V2
2 we define also the space-

localized profiles

V X,±j,k (t) := P ′kQj,kV
X,±(t),

V X,±≤J,k(t) :=
∑
j≤J

V X,±j,k (t), V X,±>J,k(t) :=
∑
j>J

V X,±j,k (t) (3.3.1)

and the associated localized solutions

UX,±j,k (t) := e−itΛµ,±V X,±j,k (t),

UX,±≤J,k(t) :=
∑
j≤J

UX,±j,k (t), UX,±>J,k(t) :=
∑
j>J

UX,±j,k (t), (3.3.2)

where µ = kg if X = Lψ and µ = wa otherwise. For simplicity of notation, we
sometimes let V X∗ := V X,+∗ and UX∗ := UX,+∗ , and notice that V X,−∗ = V X∗ and

UX,−∗ = UX∗ .

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



80

EKGRevised6x9 October 26, 2021 6.125x9.25

CHAPTER 3

Given two pairs (q, n), (q′, n′) ∈ Z2
+ we write (q, n) ≤ (q′, n′) if q ≤ q′

and n ≤ n′. In the lemmas below we let h denote generic components of the
linearized metric, i.e., h ∈

{
hαβ : α, β ∈ {0, 1, 2, 3}

}
.

Lemma 3.15. Assume that (g, ψ) is a solution of the system (1.2.6)–(1.2.7) on
the interval [0, T ], T ≥ 1, satisfying the bootstrap hypothesis (2.1.46)–(2.1.48).

(i) For any t ∈ [0, T ] and L ∈ Vqn, n ≤ 3, we have

‖(〈t〉|∇|≤1)γ |∇|−1/2V Lh(t)‖HN(n) + ‖V Lψ(t)‖HN(n) . ε1〈t〉H(q,n)δ. (3.3.3)

In addition, if (k, j) ∈ J and L ∈ Vqn, n ≤ 2, then

2k/2(2k
−
〈t〉)γ2j‖Qj,kV Lh(t)‖L2 + 2k

+

2j‖Qj,kV Lψ(t)‖L2 . ε1Y (k, t; q, n)
(3.3.4)

and

2k
+

‖PkV Lψ(t)‖L2 + ‖PkV Lψ(t)‖H0,1
Ω
. ε12k

−
Y (k, t; q, n), (3.3.5)

where, for q, n ∈ {0, 1, 2},

Y (k, t; q, n) := 〈t〉H(q+1,n+1)δ2−N(n+1)k+

. (3.3.6)

(ii) For any H ∈
{
F, ωa, ϑab : a, b ∈ {1, 2, 3}

}
and k ∈ Z

‖P̂kV H(t)‖L∞ + 〈t〉−δ‖P̂kV h(t)‖L∞ . ε12−k
−−κk−2−N0k

+

‖P̂kV ψ(t)‖L∞ . ε12−k
−/2+κk−2−N0k

+

.
(3.3.7)

Moreover, if (k, j) ∈ J and H ′ ∈
{
F, F , ρ, ωa,Ωa, ϑab} then

‖PkV H
′
(t)‖H0,a

Ω
. ε1〈t〉H(0,a)δ2−N(a)k+

2k/2(〈t〉2k
−

)−γ , if a ≤ 3,

2j‖Qj,kV H
′
(t)‖H0,a

Ω
. ε1〈t〉H(1,a+1)δ2−N(a+1)k+

2−k/2(〈t〉2k
−

)−γ , if a ≤ 2.

(3.3.8)

Proof. The bounds (3.3.3) follow directly from (2.1.46), and the bounds (3.3.7)
follow from (2.1.48) and Definition 2.2.

It follows from (2.1.47) that

2k/2(2k
−
〈t〉)γ‖ϕk(ξ)(∂ξl V̂

Lh)(ξ, t)‖L2
ξ

+ 2k
+

‖ϕk(ξ)(∂ξl V̂
Lψ)(ξ, t)‖L2

ξ

. ε1Y (k, t; q, n),
(3.3.9)

for any k ∈ Z, l ∈ {1, 2, 3}, and L ∈ Vqn, (q, n) ≤ (2, 2). The bounds in (3.3.4)
follow using also (3.3.3) and Lemma 3.3 (i). The bounds (3.3.5) follow from
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(3.3.9) and the estimates

‖PkV Lψ(t)‖H0,1
Ω
. 2k‖ϕk(ξ)∇ξ(V̂ Lψ)(ξ, t)‖L2

ξ
. ε12k

−
Y (k, t; q, n).

To prove (3.3.8) we notice first that if Ω ∈ {Ω23,Ω31,Ω12} then

ΩQj,kV
X = Qj,kΩV X = Qj,kV

ΩX and ΩPkV
X = PkΩV X = PkV

ΩX ,
(3.3.10)

for suitable profiles X. Recall that the functions H ′ are defined by taking Riesz
transforms of the metric components hαβ (see (2.1.26)). The bounds in the first
line of (3.3.8) follow from (3.3.3), while the bounds in the second line follow
from (3.3.4) and Lemma 3.3 (ii).

We prove now several pointwise decay bounds on the normalized solutions.

Lemma 3.16. (i) For any k ∈ Z, t ∈ [0, T ], and L ∈ Vqn, n ≤ 2, we have∑
j≥−k−

‖ULhj,k (t)‖L∞

. ε1〈t〉−1+H(q+1,n+1)δ2k
−

2−N(n+1)k++2k+

min{1, 〈t〉2k
−
}1−δ,

(3.3.11)

where h ∈
{
hαβ : α, β ∈ {0, 1, 2, 3}

}
as before. In addition, if 2k

−〈t〉 ≥ 220 then

∑
2j∈[2−k− ,2−20〈t〉]

‖ULhj,k (t)‖L∞ . ε1〈t〉−1+H(q,n+1)δ2k
−

2−N(n+1)k++2k+

. (3.3.12)

Moreover,∑
j≥−k−

‖ULψj,k (t)‖L∞

. ε1〈t〉−1+H(q+1,n+1)δ2k
−/22−N(n+1)k++2k+

min{1, 22k−〈t〉}
(3.3.13)

and, if j ≥ −k−,

‖ULψj,k (t)‖L∞ . ε1〈t〉−3/2+H(q+1,n+1)δ2j/22−N(n+1)k++2k+

. (3.3.14)

Finally, if 22k−−20〈t〉 ≥ 1 and L ∈ Vqn, n ≤ 1, then∑
2j∈[2−k− ,2k−−20〈t〉]

‖ULψj,k (t)‖L∞

. ε1〈t〉−3/2+H(q+1,n+2)δ2−k
−/22−N(n+2)k++5k+

(〈t〉22k−)δ/4.

(3.3.15)

(ii) In the case n = 0 (L = Id) these bounds can be improved slightly. More
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precisely, assume k, J ∈ Z, t ∈ [0, T ], 2k
−〈t〉 ≥ 220, and 2J ∈ [2−k

−
, 2−10〈t〉].

Then for any H ∈
{
F, ωa, ϑab : a, b ∈ {1, 2, 3}

}
and h ∈ {hαβ},

‖UH≤J,k(t)‖L∞ + 〈t〉−δ‖Uh≤J,k(t)‖L∞ . ε1〈t〉−12k
−−κk−2−N0k

++5k+

. (3.3.16)

Moreover, if k, J ∈ Z, t ∈ [0, T ], 22k−〈t〉 ≥ 220, and 2J ∈ [2−k
−
, 2k

−−20〈t〉],
then

‖Uψ≤J,k(t)‖L∞ . ε1〈t〉−3/22−k
−/2+κk−/202−N0k

++5k+

. (3.3.17)

Proof. (i) We prove first (3.3.11). We estimate, using just (3.3.4),

‖e−itΛwaV Lhj,k (t)‖L∞ . 23k/2‖V Lhj,k (t)‖L2 . ε1Y (k, t; q, n)2k2−j(2k
−
〈t〉)−γ .

(3.3.18)
This suffices to prove (3.3.11) if 2k . 〈t〉−1, by summing over j ≥ −k. On the
other hand, if 2k ≥ 220〈t〉−1 then (3.3.18) still suffices to control the sum over
j with 2j ≥ 2−10〈t〉. Finally, if 2k ≥ 〈t〉−1 and 2j ≤ 2−10〈t〉 then we use (3.2.9)
and (3.3.4) to estimate

‖e−itΛwaV Lhj,k (t)‖L∞ . 23k/2〈t〉−12j‖Qj,kV Lh(t)‖L2

. 〈t〉−12kε1Y (k, t; q, n)(〈t〉2k
−

)−γ .

The desired conclusion follows by summation over j with 2j ∈ [2−k
−
, 2−10〈t〉].

For (3.3.12) we use (3.3.3) and (3.2.11). Recalling (3.3.10) we estimate the
left-hand side by

C
∑

2j∈[2−k− ,2−20〈t〉]

2k
+

〈t〉−12k
−/2(〈t〉2k

−
)δ/8‖Qj,kV Lh(t)‖H0,1

Ω

.
∑

2j∈[2−k− ,2−20〈t〉]

2k
+

〈t〉−12k
−/2(〈t〉2k

−
)δ/20

× ε1〈t〉H(q,n+1)δ2−N(n+1)k+

2k/2(〈t〉2k
−

)−γ .

The desired bound (3.3.12) follows.
We prove now (3.3.13). As in (3.3.18) we have

‖e−itΛkgV Lψj,k (t)‖L∞ . 23k/2‖V Lψj,k (t)‖L2 . ε1Y (k, t; q, n)23k/22−k
+

2−j .
(3.3.19)

This suffices to prove the desired bound when 22k ≤ 〈t〉−1. This bound also

suffices to control the sum over j with 2j ≥ 〈t〉2k−2−k
+

when 22k ≥ 〈t〉−1. On

the other hand, if 2j ≤ 〈t〉2k−2−k
+

then we use (3.2.13) and (3.3.4) to estimate

‖e−itΛkgV Lψj,k (t)‖L∞ . 23k+

〈t〉−3/223j/2‖Qj,kV Lψ(t)‖L2

. ε1Y (k, t; q, n)22k+

〈t〉−3/22j/2.
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The desired bound (3.3.13) follows by summation over j with 2j ≤ 〈t〉2k−2−k
+

.
The bounds (3.3.14) follow from (3.2.13) and (3.3.4). The bounds (3.3.15)

follow from (3.2.14) and (3.3.4), once we notice that ΩabQj,kV
Lψ = Qj,kV

ΩabLψ,
for any rotation vector-field Ωab.

(ii) To prove (3.3.16) we define J0 by 2J0 = 210〈t〉1/22−k/2 and estimate

‖e−itΛwaV H≤J,k(t)‖L∞ . 22k〈t〉−1‖ ̂Q≤JkV H‖L∞ . 22k〈t〉−1ε12−k
−−κk−2−N0k

+

,

if J ≤ J0, using (3.2.12) and (3.3.7). If J ≥ J0 then we estimate the remaining
contribution by

C
∑

j∈[J0,J]

‖e−itΛwaV Hj,k(t)‖L∞ .
∑
j≥J0

2k
+

〈t〉−12k
−/2(〈t〉2k

−
)δ/20‖Qj,kV H(t)‖H0,1

Ω

. 2−N(2)k++3k+

〈t〉−3/2+(H(1,2)+1)δ2k
−/2,

where we used (3.2.11) and (3.3.8). These two bounds suffice to prove the
estimates (3.3.16) for H when 2k . 〈t〉1/(5d); if 2k ≥ 〈t〉1/(5d) then the desired
estimates for H follow by Sobolev embedding from (3.3.3). The bounds for the
metric components h follow by a similar argument.

The bounds (3.3.17) follow in a similar way, using just (3.3.3) if 2k &
〈t〉1/(10d) and (3.3.7) if 2k . 〈t〉−1/2+κ/8. If 2k ∈ [〈t〉−1/2+κ/8, 〈t〉1/(10d)] then we
use (3.2.15) and (3.3.7) if 2J ≤ 210〈t〉1/2, and (3.2.14) and (3.3.4) to estimate
the remaining contribution if 2J ≥ 210〈t〉1/2.

Remark 3.17. We notice that the last two bounds (3.3.16) and (3.3.17) provide
sharp pointwise decay at the rate of 〈t〉−1 and 〈t〉−3/2 for some parts of the
metric tensor and of the Klein-Gordon field. In all the other pointwise bounds
in Lemma 3.16 we allow small 〈t〉Cδ losses relative to these sharp decay rates.

We prove now several linear bounds on the profiles V Ωah and V Ωaψ. These
bounds are slight improvements in certain ranges of the bounds one could derive
directly from the bootstrap assumptions. These improvements are important
in several nonlinear estimates, and are possible because we use interpolation
(Lemma 3.13) to take advantage of the stronger assumptions (3.3.7) we have on
the functions V h and V ψ.

Lemma 3.18. (i) For a ∈ [0, 3] we let Ωa denote generic vector-fields of the
form Ωa1

23Ωa2
31Ωa3

12 with a1 + a2 + a3 ≤ a. If t ∈ [0, T ] and 2k & 〈t〉−1 then

‖PkV Ω1h(t)‖L2 . ε12k/22−N(1)k+

〈t〉H(0,1)δ · 〈t〉20δ2−6dk+

,

‖PkV Ω2h(t)‖L2 . ε12k/22−N(2)k+

〈t〉H(0,2)δ · 〈t〉20δ2−4dk+

,
(3.3.20)
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where h ∈
{
hαβ : α, β ∈ {0, 1, 2, 3}

}
as before. Moreover,

‖PkV Ω1ψ(t)‖L2 . ε12−N(1)k+

〈t〉H(0,1)δ · 2k
−
〈t〉10δ2−dk

+

,

‖PkV Ω2ψ(t)‖L2 . ε12−N(2)k+

〈t〉H(0,2)δ · 2k
−/3〈t〉15δ2−2dk+

(3.3.21)

and, for any j ≥ −k−,

‖V Ω1h
j,k (t)‖L2 . ε12k/22−N(1)k+

〈t〉H(0,1)δ · 〈t〉50δ2dk
+

2−(2/3)(j+k),

‖V Ω2h
j,k (t)‖L2 . ε12k/22−N(2)k+

〈t〉H(0,2)δ · 〈t〉25δ2dk
+

2−(1/3)(j+k).
(3.3.22)

(ii) In addition, for any J ≥ −k−,

‖UΩ1h
≤J,k(t)‖L4 . ε123k−/42−

N(1)+N(2)
2 k+

〈t〉−1/2+
H(0,1)+H(0,2)

2 δ · 〈t〉6δ22k+

,

‖UΩ1h
≤J,k(t)‖L6 . ε125k−/62−

2N(1)+N(3)
3 k+

〈t〉−2/3+
2H(0,1)+H(0,3)

3 δ · 〈t〉8δ22k+

,

‖UΩ2h
≤J,k(t)‖L3 . ε122k−/32−

N(1)+2N(3)
3 k+

〈t〉−1/3+
H(0,1)+2H(0,3)

3 δ · 〈t〉4δ22k+

.

(3.3.23)

Moreover, if 22k−〈t〉 ≥ 220 and 2J ∈ [2−k
−
, 2k

−−20〈t〉] then

‖UΩ1ψ
≤J,k(t)‖L4 . ε12−

N(1)+N(2)
2 k+

〈t〉−3/4+δH(0,2)/22−k
−/4 · 2κk

−/602−2k+

,

‖UΩ1ψ
≤J,k(t)‖L6 . ε12−

2N(1)+N(3)
3 k+

〈t〉−1+δH(0,3)/32−k
−/3 · 2κk

−/602−2.5k+

,

‖UΩ2ψ
≤J,k(t)‖L3 . ε12−

N(1)+2N(3)
3 k+

〈t〉−1/2+2δH(0,3)/32−k
−/6 · 2κk

−/602−1.5k+

.

(3.3.24)

Proof. (i) We use the interpolation inequalities in (3.2.66)–(3.2.67). The bounds
(3.3.20) (which are relevant only when 2dk+ ≥ 210〈t〉δ) follow from (3.3.3).

The bounds in the first line of (3.3.21) follow directly from (3.3.5) if k ≤ 0
(notice that H(1, 1) − H(0, 1) = 10) and from (3.3.3) and (3.2.66) if k ≥ 0.
Similarly, the bounds in the second line of (3.3.21) follow from (3.2.67), (3.3.7)
(if k ≤ 0), and (3.3.3) (if k ≥ 0).

For the bounds in the first line of (3.3.22) we use (3.2.67) and (3.3.3)–(3.3.4),

‖V Ω1h
j,k (t)‖L2 . ‖V hj,k(t)‖2/3L2 ‖V hj,k(t)‖1/3

H0,3
Ω

. [ε12k/2〈t〉H(1,1)2−N(1)k+

2−(j+k)]2/3[ε12k/2〈t〉H(0,3)2−N(3)k+

]1/3,

which gives the desired bounds. The estimates in the second line follow in a
similar way.

(ii) To prove (3.3.23) we use (3.2.64)–(3.2.65). Indeed, using also (3.3.11)
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and (3.3.3),

‖UΩ1h
≤J,k(t)‖L4 . ‖Uh≤J,k(t)‖1/2L∞‖U

h
≤J,k(t)‖1/2

H0,2
Ω

. ε1

(
〈t〉−1+H(1,1)δ2k

−
2−N(1)k++2k+)1/2(〈t〉H(0,2)δ2k/22−N(2)k+)1/2

,

which gives the bounds in the first line of (3.3.23) (recall thatH(1, 1) = H(0, 1)+
10). Similarly,

‖UΩ1h
≤J,k(t)‖L6 . ‖Uh≤J,k(t)‖2/3L∞‖U

h
≤J,k(t)‖1/3

H0,3
Ω

. ε1

(
〈t〉−1+H(1,1)δ2k

−
2−N(1)k++2k+)2/3(〈t〉H(0,3)δ2k/22−N(3)k+)1/3

and

‖UΩ2h
≤J,k(t)‖L3 . ‖Uh≤J,k(t)‖1/3L∞‖U

h
≤J,k(t)‖2/3

H0,3
Ω

. ε1

(
〈t〉−1+H(1,1)δ2k

−
2−N(1)k++2k+)1/3(〈t〉H(0,3)δ2k/22−N(3)k+)2/3

.

The remaining bounds in (3.3.23) follow. We notice that these bounds can be
improved slightly if 2J ≤ 〈t〉2−20, by using the L∞ bounds (3.3.12) instead of
(3.3.11). This is not useful for us, however, since we will apply these bounds to
estimate the contributions of localized profiles corresponding to large j.

The bounds (3.3.24) follow in a similar way, using (3.2.64)–(3.2.65), (3.3.17),
and (3.3.3):

‖UΩ1ψ
≤J,k(t)‖L4

. ε1

(
〈t〉−3/22−k

−/2+κk−/202−N(1)k+−5k+)1/2(〈t〉H(0,2)δ2−N(2)k+)1/2
,

‖UΩ1ψ
≤J,k(t)‖L6

. ε1

(
〈t〉−3/22−k

−/2+κk−/202−N(1)k+−5k+)2/3(〈t〉H(0,3)δ2−N(3)k+)1/3
,

‖UΩ2ψ
≤J,k(t)‖L3

. ε1

(
〈t〉−3/22−k

−/2+κk−/202−N(1)k+−5k+)1/3(〈t〉H(0,3)δ2−N(3)k+)2/3
.

The bounds in (3.3.24) follow.

We also record a few additional L∞ bounds in the Fourier space.

Lemma 3.19. If k ∈ Z and L ∈ Vqn, n ≤ 1, then

‖ ̂PkV Lhαβ (t)‖L∞

. ε12−k
−−δk−/2〈t〉

H(q,n+1)+H(q+1,n+2)
2 δ2−N0k

++(n+3/2)dk+−3k+/4.
(3.3.25)
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Moreover, if (k, j) ∈ J and L ∈ Vqn, n ≤ 1, then

23k/2
∥∥ ̂Qj,kV Lhαβ (t)

∥∥
L∞

+ 2k
∥∥ ̂Qj,kV Lψ(t)

∥∥
L∞

. ε12−j/2+δj/4Y (k, t; q, n+ 1)2δk
+/4.

(3.3.26)

Proof. The bounds (3.3.26) follow from (3.2.5), (3.3.4), and (3.3.10). To prove
the bounds (3.3.25) we use the estimates

‖Qj,kV Lhαβ (t)‖H0,1
Ω
. ε1〈t〉H(q,n+1)δ2k/22−N(n+1)k+

(2k
−
〈t〉)−γ ,

2j+k‖Qj,kV Lhαβ (t)‖H0,1
Ω
. ε1〈t〉H(q+1,n+2)δ2k/22−N(n+2)k+

(2k
−
〈t〉)−γ ,

which follow from (3.3.3)–(3.3.4), and the bounds (3.2.63).
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Chapter Four

The Nonlinearities N h
αβ and N ψ

4.1 LOCALIZED BILINEAR ESTIMATES

One of our main goals is to prove good bounds on the various components of the
nonlinearities LN h

αβ and LNψ, where L ∈ V3
3 . Ideally, we would like to prove

that these nonlinearities satisfy bounds of the form∑
α,β∈{0,1,2,3}

‖LN h
αβ(t)‖ . ε1〈t〉−1

∑
α,β∈{0,1,2,3}

‖∇x,tLhαβ(t)‖,

‖LNψ(t)‖ . ε1〈t〉−1‖(〈∇〉x, ∂t)Lψ(t)‖,
(4.1.1)

in suitable norms. Unfortunately, such optimal bounds do not hold for most of
the important components of the nonlinearities. As we will see, we have both
derivative loss, due to the quasilinear nature of the system, and loss of decay in
time, due to the slower decay of the metric components hαβ . However, we can
still prove estimates that are somewhat close to (4.1.1), but with certain losses.
To quantify this, we define the acceptable loss function

`(0, 0) := 3, `(0, 1) := 13, `(1, 1) := 23, `(q, n) := 33 if n ≥ 2.
(4.1.2)

Notice that `(q, n) + 7 ≤ H(q, n) if n ≥ 1.

4.1.1 Frequency Localized L2 Estimates

In this subsection we prove several bounds on localized bilinear interactions,
which are the main building blocks for the estimates on the nonlinearities N h

αβ

and Nψ in the next section. Notice that, as a consequence of the definitions
(2.1.49), we have the superlinear inequalities

H(q1, n1 + 1) +H(q2, n2) ≤ H(q1 + q2, n1 + n2) + 20,

H(q1, n1 + 1) +H(q2, n2) ≤ H(q1 + q2, n1 + n2)− 40 if q2 ≥ 1,

H(q1 + 1, n1 + 1) +H(q2, n2) ≤ H(q1 + q2, n1 + n2) + 30 if q2 ≥ 1,

(4.1.3)

which hold when n1 ≥ max(1, q1), n2 ≥ max(1, q2), n1 + n2 ≤ 3.
We start by proving L2 bounds on localized bilinear interactions of the metric

components.

Lemma 4.1. Assume that L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, n1 + n2 ≤ 3, h1, h2 ∈ {hαβ :
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α, β ∈ {0, 1, 2, 3}}, and ι1, ι2 ∈ {+,−}. Assume that m ∈ M (see (3.2.41)),
I = Im is defined as in (3.2.43), and let

Iwa,1k,k1,k2
(t) := 2−k/2

∥∥PkI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ](t)
∥∥
L2 , (4.1.4)

for any t ∈ [0, T ] and k, k1, k2 ∈ Z. Then

Iwa,1k,k1,k2
(t) . ε2

12−k/223 min{k,k1,k2}/2
(
〈t〉22k

−
1 +k−2

)−γ
2k1/2+k2/2

× 〈t〉[H(q1,n1)+H(q2,n2)]δ2−N(n1)k+
1 −N(n2)k+

2 .
(4.1.5)

In addition, assuming n1 ≤ n2 (in particular n1 ≤ 1), we have:
(1) if k = min{k, k1, k2} and n1 = 1 then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2−2k+
2 2k

−
2 /42−N(n2)k+

; (4.1.6)

(2) if k = min{k, k1, k2} and n1 = 0 then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+`(q2,n2)]2−2k+
2 2k

−
2 /42−N(n2)k+

; (4.1.7)

(3) if k1 = min{k, k1, k2} and n1 ∈ {0, 1} then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2k12−2k+
1 2|k|/42−N(n2)k+

; (4.1.8)

(4) if k2 = min{k, k1, k2} and n1 = 1 then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2k22−2k+
2 2|k|/42−N(n1+1)k+

;
(4.1.9)

(5) if k2 = min{k, k1, k2} and (n1, n2) ∈ {(0, 0), (0, 1)} then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+1]2k22−2k+
2 2|k|/42−N0k

++k+

; (4.1.10)

(6) if k2 = min{k, k1, k2} and (n1, n2) ∈ {(0, 2), (0, 3)} then

Iwa,1k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+`(q2,n2)]2k22−2k+
2 2|k|/42−N(1)k+

. (4.1.11)

Proof. We remark first that bilinear Wave ×Wave interactions appear in the
metric nonlinearities N hαβ , both in semilinear and in quasilinear form. Accord-
ing to the general philosophy described in (4.1.1), we would like to have bounds
on the form

Iwa,1k,k1,k2
(t) . ε2

12−|k1−k2|min(2k, 〈t〉−1)2−N(n1+n2)k++k+

. (4.1.12)

The factors 2−|k1−k2| in the right-hand side are critical, in order to be able to
estimate the quasilinear components of the nonlinearities N h

αβ . We notice that
the bounds (4.1.6)–(4.1.11) that we actually prove are variations of the ideal
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bounds (4.1.12), with small 〈t〉Cδ loss of decay and loss of derivative 2k
+

in
some cases. For later use, it is very important to minimize the time decay loss
as much as possible.

The estimates follow from a case by case analysis, using Lemmas 3.15 and
3.16, and the bilinear estimates in Lemmas 3.10 and 3.11. We estimate first,
using just (3.2.44)

Iwa,1k,k1,k2
(t) . 2−k/223 min{k,k1,k2}/2‖Pk1U

L1h1,ι1(t)‖L2‖Pk2U
L2h2,ι2(t)‖L2 ,

(4.1.13)
which gives (4.1.5) in view of (3.3.3). To prove the rest of the bounds, we
consider three cases.

Step 1. We prove first (4.1.6) and (4.1.7). Assume that k = min{k, k1, k2}.
We may also assume that |k1−k2| ≤ 4, 2k & 〈t〉−1, and 2k2 . 〈t〉1/20 (otherwise
the bounds follow from (4.1.5)). Let J1 be the largest integer such that 2J1 ≤
〈t〉(1 + 2k1〈t〉)−δ/20 and decompose

Pk1
UL1h1,ι1(t) = UL1h1,ι1

≤J1,k1
(t) + UL1h1,ι1

>J1,k1
(t)

= e−itΛwa,ι1V L1h1,ι1
≤J1,k1

(t) + e−itΛwa,ι1V L1h1,ι1
>J1,k1

(t);
(4.1.14)

see (3.3.1)–(3.3.2). Using (3.2.54), (3.3.3), and (3.3.4) we estimate

2−k/2
∥∥PkI[UL1h1,ι1

≤J1,k1
(t), Pk2U

L2h2,ι2(t)]
∥∥
L2

. 〈t〉−1(1 + 2k1〈t〉)δ/10
∥∥Q≤J1,k1

V L1h1(t)
∥∥
H0,1

Ω

‖Pk2
UL2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2−N(n2)k+

2 −5k+
2 2k

−
2 /2

(4.1.15)

and, using (3.2.44),

2−k/2
∥∥PkI[UL1h1,ι1

>J1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2k
∥∥UL1h1

>J1,k1
(t)
∥∥
L2‖Pk2

UL2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(q1+1,n1+1)+1]2−N(n2)k+

2 −5k+
2 2k

−/2.

(4.1.16)

Moreover, if n2 ≤ 2 then we can use (3.3.4) and (3.3.11) to estimate

2−k/2
∥∥PkI[UL1h1,ι1

>J1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k/2
∥∥UL1h1

>J1,k1
(t)
∥∥
L2‖Pk2

UL2h2(t)‖L∞

. ε2
12−k/2〈t〉−2+δ′2−N(n1+1)k+

1 −N(n2+1)k+
2 +5k+

2 .

(4.1.17)

Since H(1, 1) = 30, the bounds (4.1.7) follow from (4.1.15) and (4.1.16) if
n1 = 0 and n2 ≥ 2. The bounds (4.1.6) follow from (4.1.15) and (4.1.17) if
n1 ≥ 1 (in this case n2 ≤ 2).

It remains to prove the bounds (4.1.7) when n1 = 0 and n2 ≤ 1. The
estimates (4.1.17) and (4.1.15) still suffice if 2k2 ≤ 〈t〉−δ′ , but are slightly too
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weak when 2k2 ≥ 〈t〉−δ′ . In this case we need a different decomposition: let
J ′1 be the largest integer such that 2J

′
1 ≤ 〈t〉1/22−k1/2 + 2−k and decompose

Pk1U
h1,ι1(t) = Uh1,ι1

≤J′1,k1
(t) + Uh1,ι1

>J′1,k1
(t) as in (4.1.14). Using (3.2.46), (3.3.3),

and (3.3.7) we estimate

2−k/2
∥∥PkI[Uh1,ι1

≤J′1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 〈t〉−123k1/2
∥∥F{Q≤J1,k1V

h1}(t)
∥∥
L∞
‖Pk2U

L2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+1]2−N(n2)k+

2 −5k+
2 2k

−
2 /2.

(4.1.18)

Moreover, using (3.3.4) and (3.3.11) we estimate

2−k/2
∥∥PkI[Uh1,ι1

>J′1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k/2
∥∥Uh1

>J′1,k1
(t)
∥∥
L2‖Pk2

UL2h2(t)‖L∞

. ε2
12−k/2〈t〉−1+δ′2−N(n2+1)k+

2 +5k+
2 2k

−
2 /2 min{2−J

′
12−N(1)k+

1 , 2−N(0)k+
1 }.

(4.1.19)

By analyzing the cases 2k ≥ 〈t〉δ′ , 2k ∈ [〈t〉−1/2, 〈t〉δ′ ], and 2k ≤ 〈t〉−1/2 it is easy
to see that the right-hand side of (4.1.19) is suitably bounded, as claimed in the
right-hand side of (4.1.7). The desired conclusion follows using also (4.1.18).

Step 2. We prove now (4.1.8). Assume that k1 = min{k, k1, k2}. We may
also assume |k − k2| ≤ 4 and 2k1 & 〈t〉−1 (otherwise the bounds follow from
(4.1.5)). We estimate first

2−k/2
∥∥PkI[Pk1

UL1h1,ι1 , Pk2
UL2h2,ι2 ](t)

∥∥
L2

. 2−k2/2
∥∥Pk1

UL1h1(t)
∥∥
L∞
‖Pk2

UL2h2(t)‖L2

. ε2
1〈t〉−1+[H(q2,n2)+H(q1+1,n1+1)+1]δ2−N(n2)k+

2 2k12−5k+
1 ,

(4.1.20)

using (3.3.3) and (3.3.11). This suffices to prove (4.1.8) if 2k2 . 〈t〉−δ′ or 2k2 &
〈t〉δ′ . Also, the desired bounds follow directly from (4.1.5) if 2k1 . 〈t〉−1+10δ.

It remains to consider the case 〈t〉 � 1, 2k2 ∈ [〈t〉−δ′ , 〈t〉δ′ ], 2k1 ≥ 〈t〉−1+10δ.
Let J1 be the largest integer such that 2J1 ≤ 〈t〉2−30 and decompose Pk1U

L1h1,ι1

as in (4.1.14). Let J2 be the largest integer such that 2J2 ≤ 〈t〉1/2 and decompose
Pk2U

L2h2,ι2 in a similar way. Then

2−k/2
∥∥PkI[UL1h1,ι1

≤J1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k2/2
∥∥UL1h1

≤J1,k1
(t)
∥∥
L∞
‖Pk2

UL2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2−N(n2)k+

2 2k12−5k+
1 ,

(4.1.21)

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



THE NONLINEARITIES NH
αβ AND Nψ

EKGRevised6x9 October 26, 2021 6.125x9.25

91

using (3.3.3) and (3.3.12). Moreover,

2−k/2
∥∥PkI[UL1h1,ι1

>J1,k1
(t), UL2h2,ι2

>J2,k2
(t)]
∥∥
L2

. 2−k2/2
∥∥UL1h1

>J1,k1
(t)
∥∥
L∞
‖UL2h2

>J2,k2
(t)‖L2

. ε2
1〈t〉−5/42−k22−N(n2+1)k+

2 2k12−5k+
1 ,

(4.1.22)

using (3.3.4) and (3.3.11). In addition, for any j1 > J1 we use (3.2.56) and
(3.3.3) to estimate

2−k/2
∥∥PkI[UL1h1,ι1

j1,k1
(t), UL2h2,ι2

≤J2,k2
(t)]
∥∥
L2

. 2−k2/22k1/2〈t〉−1+3δ/4
∥∥Qj1,k1V

L1h1(t)
∥∥
H0,1

Ω

‖Q≤J2,k2V
L2h2(t)‖L2

. ε2
1〈t〉−1+3δ/4+H(q1,n1+1)δ+H(q2,n2)δ2k12−5k+

1 2−N(n2)k+
2 .

(4.1.23)

Finally, when 2j1 ≥ 〈t〉4 then we just use (3.3.3) and (3.3.4) to estimate

2−k/2
∥∥PkI[UL1h1,ι1

j1,k1
(t), UL2h2,ι2

≤J2,k2
(t)]
∥∥
L2

. 2−k2/223k1/2
∥∥V L1h1

j1,k1
(t)
∥∥
L2‖V L2h2

≤J2,k2
(t)‖L2

. ε2
12−3j1/42k12−5k+

1 2−N(n2)k+
2 .

(4.1.24)

The desired bounds (4.1.8) follow from (4.1.21)–(4.1.24) if 2k2 ∈ [〈t〉−δ′ , 〈t〉δ′ ].
Step 3. Finally, we prove (4.1.9)–(4.1.11). Assume that k2 = min{k, k1, k2}.

We may also assume |k−k1| ≤ 4, 2k2 & 〈t〉−1, and 2k1 ∈ [〈t〉−4/5, 〈t〉] (otherwise
the bounds follow from (4.1.5)). Let J1 be the largest integer with the property
that 2J1 ≤ 〈t〉(1 + 2k1〈t〉)−δ/20 and decompose Pk1

UL1h1,ι1(t) as in (4.1.14).
Using (3.2.54), (3.3.3), and (3.3.4) we estimate

2−k/2
∥∥PkI[UL1h1,ι1

≤J1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k1/2〈t〉−1+δ/42k2/2
∥∥Q≤J1,k1V

L1h1(t)
∥∥
H0,1

Ω

‖Pk2U
L2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(q1,n1+1)+1]2k22−5k+

2 2−N(n1+1)k+
1

(4.1.25)

and

2−k/2
∥∥PkI[UL1h1,ι1

>J1,k1
(t), Pk2U

L2h2,ι2(t)]
∥∥
L2

. 2−k1/223k2/2
∥∥UL1h1

>J1,k1
(t)
∥∥
L2‖Pk2

UL2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(q1+1,n1+1)+1]2−5k+

2 22k22−k12−N(n1+1)k+
1 .

(4.1.26)

Since H(1, 1) = 30, these bounds clearly suffice to prove (4.1.11) when (n1, n2) ∈
{(0, 2), (0, 3)}.

It remains to consider the cases (n1, n2) ∈ {(0, 0), (0, 1), (1, 1), (1, 2)}. As-
sume first that 2k /∈ [〈t〉−8δ′ , 〈t〉8δ′ ]. Then we estimate, using (3.3.3) and (3.3.11),

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



92

EKGRevised6x9 October 26, 2021 6.125x9.25

CHAPTER 4

2−k/2
∥∥PkI[Pk1

UL1h1,ι1(t), Pk2
UL2h2,ι2(t)]

∥∥
L2

. 2−k1/2
∥∥Pk1

UL1h1(t)
∥∥
L2‖Pk2

UL2h2(t)‖L∞

. ε2
1〈t〉−1+δ′/22k22−5k+

2 2−N(n1)k+
1 ,

(4.1.27)

which suffices to prove (4.1.9)–(4.1.10) when 2|k| ≥ 〈t〉8δ′ .
On the other hand, if

(n1, n2) ∈ {(0, 0), (0, 1)} and 2k ∈ [〈t〉−8δ′ , 〈t〉8δ
′
], (4.1.28)

then we would like to use Lemma 3.10. Let J ′1 be the largest integer such that
2J
′
1 ≤ 〈t〉1/22−k1/2 and decompose Pk1U

h1,ι1(t) as in (4.1.14). Using (3.2.46),
(3.3.3), and (3.3.7) we estimate

2−k/2
∥∥PkI[Uh1,ι1

≤J′1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k1/2+k2/2〈t〉−123k1/2
∥∥F{Q≤J′1,k1

V h1}(t)
∥∥
L∞
‖Pk2

UL2h2(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+1]2k22−5k+

2 2−κk
−
1 2−N0k

+
1 +k+

1 .

(4.1.29)

Moreover, using (3.3.4) and (3.3.11) we estimate

2−k/2
∥∥PkI[Uh1,ι1

>J′1,k1
(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. 2−k1/2
∥∥Q>J′1,k1

V h1(t)
∥∥
L2‖Pk2

UL2h2(t)‖L∞

. ε2
1〈t〉−3/2+δ′2−k1/22k22−N(1)k+

1 −5k+
2 .

(4.1.30)

These two bounds clearly suffice to prove (4.1.10) when 2k ∈ [〈t〉−8δ′ , 〈t〉8δ′ ].
Finally, assume that

(n1, n2) ∈ {(1, 1), (1, 2)} and 2k ∈ [〈t〉−8δ′ , 〈t〉8δ
′
]. (4.1.31)

Let J1 be the largest integer such that 2J1 ≤ 〈t〉(1 + 2k1〈t〉)−δ/20 as before and

notice that (4.1.25) gives suitable bounds for the contributions of UL1h1,ι1
≤J1,k1

(t).
Moreover,

2−k/2
∥∥PkI[UL1h1,ι1

>J1,k1
(t), Pk2U

L2h2,ι2(t)]
∥∥
L2

. 2−k1/2
∥∥Q>J1,k1

V L1h1(t)
∥∥
L2‖Pk2

UL2h2(t)‖L∞

. ε2
1〈t〉−2+δ′2−5k+

2 2k22−k12−N(n1+1)k+
1 ,

(4.1.32)

using (3.3.4) and (3.3.11). This suffices to complete the proof of (4.1.9).

We prove now L2 bounds on localized bilinear interactions of the Klein-
Gordon field.
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Lemma 4.2. Assume that L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, n1 + n2 ≤ 3, n1 ≤ n2. Assume
also that m ∈M (see (3.2.41)), I = Im is defined as in (3.2.43), and let

Iwa,2k,k1,k2
(t) := 2−k/2

∥∥PkI[Pk1
UL1ψ,ι1 , Pk2

UL2ψ,ι2 ](t)
∥∥
L2 , (4.1.33)

for any t ∈ [0, T ], ι1, ι2 ∈ {+,−}, and k, k1, k2 ∈ Z. Then

Iwa,2k,k1,k2
(t) . ε2

12−k/223 min{k,k1,k2}/22−N(n1)k+
1 −N(n2)k+

2

×min
{
〈t〉H(q1,n1)δ, 2k

−
1 〈t〉H(q1+1,n1+1)δ

}
×min

{
〈t〉H(q2,n2)δ, 2k

−
2 〈t〉H(q2+1,n2+1)δ

}
,

(4.1.34)

where the second factor in the right-hand side is, by definition, 〈t〉H(q2,n2)δ if
n2 = 3. Moreover,

Iwa,2k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q1+q2,n1+n2)+`(q1+q2,n1+n2)]2−N(n1+n2)k+

2−k
+/4.

(4.1.35)

Proof. As in the previous lemma, we remark that bilinear KG×KG interactions
appear in the metric nonlinearities N h

αβ , in semilinear form. According to the
general philosophy described in (4.1.1), ideally we would like to have bounds on
the form

Iwa,2k,k1,k2
(t) . ε2

1 min(2k, 〈t〉−1)2−N(n1+n2)k+−k+/2. (4.1.36)

We notice that the estimates (4.1.34)–(4.1.35) we actually prove are variations
of these optimal bounds, with small 〈t〉Cδ loss of decay in some cases.

The estimates (4.1.34) follow using just L2 bounds; see (3.2.44), (3.3.3),
and (3.3.5). To prove (4.1.35), we will have to consider several cases. We will
sometimes use the general bounds

Iwa,2k,k1,k2
(t) . 2−k/2‖Pk1

UL1ψ(t)‖L∞‖Pk2
UL2ψ(t)‖L2

. ε2
1〈t〉−1+δ(H(q1+1,n1+1)+H(q2,n2))

× 2−k/22k
−
1 /22−N(n2)k+

2 2−N(n1+1)k+
1 +2k+

1 ,

(4.1.37)

which follow from (3.3.3) and (3.3.13). Similarly, if n2 ≤ 2,

Iwa,2k,k1,k2
(t) . 2−k/2‖Pk1U

L1ψ(t)‖L2‖Pk2U
L2ψ(t)‖L∞

. ε2
1〈t〉−1+δ(H(q1,n1)+H(q2+1,n2+1))

× 2−k/22k
−
2 /22−N(n1)k+

1 2−N(n2+1)k+
2 +2k+

2 .

(4.1.38)

We can prove one more general bound of this type when n2 ≤ 2 by decom-
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posing the profiles. Indeed, let

Pk1
UL1ψ,ι1 =

∑
j1≥max(−k1,0)

UL1ψ,ι1
j1,k1

, Pk2
UL2ψ,ι2 =

∑
j2≥max(−k2,0)

UL2ψ,ι2
j2,k2

,

(4.1.39)
as in (3.3.1)–(3.3.2). In view of (3.3.4) and (3.3.14), we have

‖ULlψ,ιljl,kl
(t)‖L2 . 2−jlε1Y (kl, t; ql, nl),

‖ULlψ,ιljl,kl
(t)‖L∞ . 23k+

l 〈t〉−3/22jl/2ε1Y (kl, t; ql, nl),
(4.1.40)

for l ∈ {1, 2}, where Y is defined as in (3.3.6). We use the L2×L∞ estimate for
each interaction (as in (4.1.37)–(4.1.38)), and place the factor with the larger j
in L2 (in order to gain 2−max(j1,j2)) and the factor with the smaller j in L∞.
After summation over j1, j2, it follows that

Iwa,2k,k1,k2
(t) . ε2

1Y (k1, t; q1, n1)Y (k2, t; q2, n2)

× 23(k+
1 +k+

2 )2−k/2〈t〉−3/22min(k−1 ,k
−
2 )/2.

(4.1.41)

Step 1. Assume first that n1 = 1, thus (n1, n2) ∈ {(1, 1), (1, 2)}. The

desired bounds (4.1.35) follow from (4.1.34) if 2k
−
1 +k−2 +k− . 〈t〉−1−δ′ . They

also follow if 2max{k1,k2} & 〈t〉δ′ , using (4.1.37)–(4.1.38) if k ≥ 0 and (4.1.41)
if k ≤ 0. If 2max{k1,k2} ≤ 〈t〉δ′ then the bounds (4.1.35) follow from (4.1.41)
if 2k & 〈t〉−1+10δ′ . After these reductions, it remains to prove (4.1.35) when
|t| � 1 and

2k1 , 2k2 ∈ [〈t〉−8δ′ , 〈t〉δ
′
], 2k ≤ 〈t〉−1+10δ′ . (4.1.42)

This is a High × High → Low interaction and loss of derivatives is not
an issue, so we only need to justify the 〈t〉−1+δ[H(q1+q2,n1+n2)+33] time decay.
The bounds still follow from (4.1.34) if 2k . 〈t〉−1+30δ; see (2.1.53). On the
other hand, if 2k ≥ 〈t〉−1+30δ then we let J1 be the largest integer such that
2J1 ≤ 〈t〉3/4. Using (3.2.60), (3.3.3)–(3.3.5), and (3.3.13) we estimate

2−k/2
∥∥PkI[UL1ψ,ι1

≤J1,k1
(t), Pk2U

L2ψ,ι2(t)]
∥∥
L2

. 〈t〉−1+δ25k+
1 2−k

−
1 ‖Q≤J1,k1V

L1ψ(t)‖H0,1
Ω
‖Pk2U

L2ψ(t)‖L2

. ε2
1〈t〉−1+δ[H(q1+1,n1+1)+H(q2,n2)+1]

(4.1.43)

and

2−k/2
∥∥PkI[UL1ψ,ι1

>J1,k1
(t), Pk2

UL2ψ,ι2(t)]
∥∥
L2

. 2−k/2
∥∥Q>J1,k1V

L1ψ(t)
∥∥
L2‖Pk2U

L2ψ(t)‖L∞

. ε2
12−k/2〈t〉−7/4+δ′ .

(4.1.44)

The desired bounds (4.1.35) follow if q2 ≥ 1, using the last inequality in (4.1.3).
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We can also repeat these estimates with the roles of the functions Pk1
UL1ψ,ι1

and Pk2
UL2ψ,ι2 reversed. Thus Iwa,2k,k1,k2

(t) . ε2
1〈t〉−1+δ[H(q2+1,n2+1)+H(q1,n1)+1],

and the desired conclusion follows if q1 ≥ 1.

Finally, 2−k
−
1 ‖Pk1U

L1ψ‖L2 . ε1Y (k1, t; 0, 0) . ε1〈t〉H(1,1)2−N(1)k+
1 if q1 =

q2 = 0, as a consequence of (3.3.5) and the assumption n1 = 1. Then we
estimate, as in (4.1.43),

2−k/2
∥∥PkI[Pk1

UL1ψ,ι1(t), UL2ψ,ι2
≤J2,k2

(t)]
∥∥
L2

. 〈t〉−1+δ25k+
2 2−k

−
2 ‖Pk1

UL1ψ(t)‖L2‖Q≤J2,k2
V L2ψ(t)‖H0,1

Ω

. ε2
1〈t〉−1+δ[H(1,1)+H(0,n2+1)+1],

where J2 is the largest integer such that 2J2 ≤ 〈t〉3/4. Since H(1, 1) = 30, this

is consistent with the desired estimates (4.1.35). The contribution of UL2ψ,ι2
>J2,k2

(t)

can be bounded as in (4.1.44), using an L∞ × L2 estimate and (3.3.4). This
completes the proof of (4.1.35) when n1 = 1.

Step 2. Assume that n1 = 0. It follows from (3.3.7) that ‖Pk1U
ψ,ι1(t)‖L2 .

ε12k
−
1 +κk−1 2−N0k

+
1 +2k+

1 . Therefore

Iwa,2k,k1,k2
(t) . ε2

12−k
+/22min{k−,k−1 ,k

−
2 }2k

−
1 +κk−1 2−N0k

+
1 +4k+

1 2−N(n2)k+
2 〈t〉H(q2,n2)δ,

(4.1.45)
as a consequence of (3.3.3) and (3.2.44). The desired bounds (4.1.35) follow if

2k
−
1 . 〈t〉−1/2+κ/8 or if (2k

−
1 ≥ 〈t〉−1/2+κ/8220 and 2k

−+k−1 . 〈t〉−1).
On the other hand, if 〈t〉 ≥ 21/δ,

2k
−
1 ≥ 〈t〉−1/2+κ/8 and 2k

−+k−1 ≥ 〈t〉−1 (4.1.46)

then we let J1 be the largest integer such that 2J1 ≤ 2k
−
1 −20〈t〉 and decompose

Pk1
Uψ,ι1(t) = e−itΛkg,ι1V ψ,ι1≤J1,k1

(t) + e−itΛkg,ι1V ψ,ι1>J1,k1
(t) as in (4.1.14). Using

(3.3.17), (3.3.3), and (3.3.4) we estimate

2−k/2
∥∥PkI[Uψ,ι1≤J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. 2−k/2‖Uψ≤J1,k1
(t)‖L∞‖Pk2

UL2ψ(t)‖L2

. ε2
1〈t〉−3/2+δ[H(q2,n2)+1]2−k/22−k

−
1 /22−N0k

+
1 +5k+

1 2−N(n2)k+
2

(4.1.47)

and, with k = min{k, k1, k2},

2−k/2
∥∥PkI[Uψ,ι1>J1,k1

(t), Pk2U
L2ψ,ι2(t)]

∥∥
L2

. 2−k/223k/2
∥∥Uψ>J1,k1

(t)
∥∥
L2‖Pk2U

L2ψ(t)‖L2

. ε2
1〈t〉−1+δ[H(q2,n2)+H(1,1)+1]2−k

−
1 −k/223k/22−N(1)k+

1 2−N(n2)k+
2 .

(4.1.48)

Case 2.1. Assume first that k = min(k, k1, k2) and 2k ≥ 〈t〉−1. Then
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|k1 − k2| ≤ 4 and the bounds (4.1.47)–(4.1.48) show that

Iwa,2k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+1]2−N(n2)k+
2 −5k+

2

×
{

2−k/22−k
−
1 /2〈t〉−1/2 + 2k−k1〈t〉H(1,1)δ

}
.

(4.1.49)

Since H(1, 1) = 30 and 2−k/22−k
−
1 /2〈t〉−1/2 . 1 (see (4.1.46)), this suffices when

n2 ≥ 2 or when 2k−k12−4k+
2 ≤ 〈t〉−δ′ . In the remaining case (n2 ∈ {0, 1} and

2k−k12−4k+
2 ∈ [〈t〉−δ′ , 1]) we need to improve the bounds (4.1.48). Using (3.3.4)

and (3.3.13) we estimate

2−k/2
∥∥PkI[Uψ,ι1>J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. 2−k/2
∥∥Uψ>J1,k1

(t)
∥∥
L2‖Pk2

UL2ψ(t)‖L∞

. ε2
1〈t〉−2+δ′2−k

−
1 /2−k/2.

Since 24k+ ≤ 〈t〉δ′ we can use also (4.1.47) to complete the proof of (4.1.35).
Case 2.2. Assume now that k1 = min(k, k1, k2). Then |k− k2| ≤ 4 and the

bounds (4.1.47)–(4.1.48) show that

Iwa,2k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+1]2−N(n2)k+
2 −5k+

1

×
{

2−k/22−k
−
1 /2〈t〉−1/2 + 2(k−1 −k)/2〈t〉H(1,1)δ

}
.

In view of (4.1.46), this suffices when n2 ≥ 2 or when 2(k−1 −k
−)/22−k

+/4 ≤ 〈t〉−δ′ .
In the remaining case (n2 ∈ {0, 1} and 2(k−1 −k

−)/22−k
+/4 ∈ [〈t〉−δ′ , 1]) we can

use (3.3.4) and (3.3.13) to improve the bounds (4.1.48),

2−k/2
∥∥PkI[Uψ,ι1>J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. 2−k/2
∥∥Uψ>J1,k1

(t)
∥∥
L2‖Pk2

UL2ψ(t)‖L∞ . ε2
1〈t〉−2+δ′2−k

−
1 .

(4.1.50)

Since 2k
+

. 〈t〉4δ′ and 2−k
−
1 . 〈t〉1/2, the desired bounds (4.1.35) follow.

Case 2.3. Finally, assume that k2 = min(k, k1, k2). In proving (4.1.35) we
may also assume that n2 ≥ 1, since the case n2 = 0 follows from the analysis
in Case 2.2 by reversing the roles of the functions Pk1U

ψ,ι1 and Pk2U
ψ,ι2 . The

bounds (4.1.47)–(4.1.48) show that

Iwa,2k,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+1]2−4k+
2 −N(1)k+

1{
2−k/22−k

−
1 /2〈t〉−1/22−4k+

1 + 2(k−2 −k)/2〈t〉H(1,1)δ
}
.

In view of (4.1.46), this suffices if n2 ≥ 2 or if (n2 = 1 and 2k
−
2 −k

−
2−k

+/2 ≤
〈t〉−δ′). In the remaining case (n2 = 1 and 2k

−
2 −k

−
2−k

+/2 ∈ [〈t〉−δ′ , 1]) we use

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



THE NONLINEARITIES NH
αβ AND Nψ

EKGRevised6x9 October 26, 2021 6.125x9.25

97

(3.3.4) and (3.3.13) to prove bounds identical to (4.1.50),

2−k/2
∥∥PkI[Uψ,ι1>J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2 . ε

2
1〈t〉−2+δ′2−k

−
1 .

The desired bounds (4.1.35) follow in this last case. This completes the proof
of the lemma.

Finally we prove L2 bounds on localized bilinear interactions of the Klein-
Gordon field and the metric components.

Lemma 4.3. Assume that L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, n1 + n2 ≤ 3. Assume also that
m ∈M (see (3.2.41)), I = Im is defined as in (3.2.43), and let

Ikgk,k1,k2
(t) := 2k

+
2 −k1

∥∥PkI[Pk1U
L1h,ι1 , Pk2U

L2ψ,ι2 ](t)
∥∥
L2 , (4.1.51)

for any t ∈ [0, T ], ι1, ι2 ∈ {+,−}, h ∈ {hαβ}, and k, k1, k2 ∈ Z. Then

Ikgk,k1,k2
(t) . ε2

12−k1/223 min{k,k1,k2}/22−N(n1)k+
1 −N(n2)k+

2 +k+
2

× 〈t〉H(q1,n1)δ(〈t〉2k
−
1 )−γ min

{
〈t〉H(q2,n2)δ, 2k

−
2 〈t〉H(q2+1,n2+1)δ

}
,

(4.1.52)

where the second factor in the right-hand side is, by definition, 〈t〉H(q2,n2)δ when
n2 = 3. In addition, we have:

(1) if n1 = 0 and n2 ≥ 0 then

Ikgk,k1,k2
(t) . ε2

1〈t〉−1+δ[H(q2,n2)+33]2−N(n2)k++5k+/42−2 min{k+
1 ,k

+
2 }; (4.1.53)

(2) if n1 = n2 = 0 then

Ikgk,k1,k2
(t) .

{
ε2

1〈t〉−1+4δ2−2k+
2 2−N(0)k+

1 −k
+
1 /4 if k1 ≥ k2;

ε2
1〈t〉−1+4δ2−2k+

1 2−N0k
+
2 +6k+

2 if k1 ≤ k2;
(4.1.54)

(3) if n1 ≥ 1 and n2 = 0 then

Ikgk,k1,k2
(t) . ε2

1〈t〉−1+δ(H(q1,n1)+`(q1,n1))2−N(n1)k+−k+/42−2 min{k+
1 ,k

+
2 }; (4.1.55)

(4) if n1 ≥ 1 and n2 ≥ 1 then

Ikgk,k1,k2
(t) . ε2

1〈t〉−1+δ(H(q1+q2,n1+n2)+33)2−N(n1+n2)k+−k+/42−2 min{k+
1 ,k

+
2 }.

(4.1.56)

Proof. We notice that bilinear Wave×KG interactions appear in the nonlinear-
ities Nψ, in quasilinear form. As before, ideally we would like to have bounds
on the form

Ikgk,k1,k2
(t) . ε2

1 min(2k, 〈t〉−1)2−N(n1+n2)k++k+

, (4.1.57)
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but we are only able to prove variations of these bounds, with small losses.
The estimates (4.1.52) follow using the L2 bounds (3.2.44), (3.3.3), (3.3.5).
Step 1. We observe that we have the following general bounds, which follow

from (3.3.3), (3.3.11), and (3.3.13): if n1 ≤ 2 then

Ikgk,k1,k2
(t) . 2k

+
2 −k1‖Pk1

UL1h(t)‖L∞‖Pk2
UL2ψ(t)‖L2

. ε2
1〈t〉−1+δ(H(q1+1,n1+1)+H(q2,n2))2−N(n2)k+

2 +k+
2 2−N(n1+1)k+

1 +k+
1 .

(4.1.58)

Similarly, if n2 ≤ 2 and 2k1 & 〈t〉−1 then

Ikgk,k1,k2
(t) . 2k

+
2 −k1‖Pk1

UL1h(t)‖L2‖Pk2
UL2ψ(t)‖L∞

. ε2
1〈t〉−1+δ(H(q1,n1)+H(q2+1,n2+1))2−k1/22k

−
2 /22−N(n1)k+

1 2−N(n2+1)k+
2 +3k+

2 .

(4.1.59)

Since H(1, 1) = 30, the bounds (4.1.53) follow from (4.1.58) if n2 ≥ 1. They
also follow from (4.1.58) if n2 = 0 and k1 ≤ k2 and from the stronger bounds
(4.1.54) if n2 = 0 and k1 ≥ k2.

Step 2. Assume now that n2 = 0 and we prove the bounds (4.1.54)–(4.1.55).
We have

Ikgk,k1,k2
(t) . 2k

+
2 −k123 min{k1,k2}/2‖Pk1U

L1h(t)‖L2‖Pk2U
ψ(t)‖L2

. ε2
1〈t〉δH(q1,n1)2min{k−1 ,k

−
2 }2k

−
2 +κk−2 (〈t〉2k

−
1 )−γ2−N(n1)k+

1 −k
+
1 /22−N0k

+
2 +5k+

2 ,

(4.1.60)

using L2 estimates and the inequality 23 min{k1,k2}/2 . 2k
−
1 /22min{k−1 ,k

−
2 }23k+

2 /2.

This suffices to prove (4.1.54)–(4.1.55) if 2min{k−1 ,k
−
2 }2k

−
2 . 〈t〉−1.

Assume now that 〈t〉−1 ≤ 2min{k−1 ,k
−
2 }2k

−
2 −40. Let J2 denote the largest

integer such that 2J2 ≤ 2k
−
2 −20〈t〉. Using (3.3.17) and (3.3.3) we estimate

2k
+
2 −k1

∥∥PkI[Pk1U
L1h,ι1 , Uψ,ι2≤J2,k2

](t)
∥∥
L2

. 2k
+
2 −k1‖Pk1U

L1h(t)‖L2‖Uψ≤J2,k2
(t)‖L∞

. ε2
1〈t〉−3/2+δH(q1,n1)2−k

−
1 /22−k

−
2 /22−N(n1)k+

1 −k
+
1 /22−N0k

+
2 +6k+

2

. ε2
1〈t〉−1+δH(q1,n1)2−N(n1)k+

1 −k
+
1 /22−N0k

+
2 +6k+

2 .

(4.1.61)

Using also (3.3.4) and L2 estimates, we also have, with k = min{k, k1, k2},

2k
+
2 −k1

∥∥PkI[Pk1U
L1h,ι1 , Uψ,ι2>J2,k2

](t)
∥∥
L2

. 2k
+
2 −k123k/2‖Pk1U

L1h(t)‖L2‖Uψ>J2,k2
(t)‖L2

. ε2
1〈t〉−1+δ(H(q1,n1)+30)2−N(n1)k+

1 −k
+
1 /22−N(1)k+

2 +4k+
2 .

(4.1.62)
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The last two bounds suffice to prove (4.1.55) when n1 ≥ 2.
On the other hand, if n1 ≤ 1 then we can also estimate, using (3.3.11),

2k
+
2 −k1

∥∥PkI[Pk1U
L1h,ι1 , Uψ,ι2>J2,k2

](t)
∥∥
L2

. 2k
+
2 −k1‖Pk1U

L1h(t)‖L∞‖Uψ>J2,k2
(t)‖L2

. ε2
1〈t〉−2+δ′2−k

−
2 2−N(n1+1)k+

1 +2k+
1 2−N(1)k+

2 +2k+
2 .

(4.1.63)

The bounds (4.1.54) and (4.1.55) with n1 = 1 follow from (4.1.61) and (4.1.63)

if 2k
+
1 + 2k

+
2 . 〈t〉4δ′ . On the other hand, if k1 ≥ k2 and 2k

+
1 ≥ 〈t〉4δ′ then

the bounds (4.1.54) and (4.1.55) with n1 = 1 follow from (4.1.61) and (4.1.62).

Finally, if k1 ≤ k2 and 2k
+
2 ≥ 〈t〉4δ′ then the bounds (4.1.54) and (4.1.55) with

n1 = 1 follow from (4.1.58).
This completes the proof of the bounds (4.1.54) and (4.1.55) in all cases.
Step 3. We prove now the bounds (4.1.56) when k2 ≤ k1. The bounds

(4.1.59) give the desired conclusion if 2k1 & 〈t〉δ′ . Also, the bounds (4.1.52) give
the desired conclusion if 2k1 . 〈t〉−1/2−δ′ .

In the remaining case

k2 ≤ k1, 2k1 ∈ [〈t〉−1/2−δ′ , 〈t〉δ
′
], (4.1.64)

we decompose Pk2
UL2ψ,ι2 =

∑
j2≥max(−k2,0) U

L2ψ,ι2
j2,k2

as in (4.1.39). Then we
estimate

2k
+
2 −k1

∥∥PkI[Pk1
UL1h,ι1(t), UL2ψ,ι2

j2,k2
(t)]
∥∥
L2

. 2k
+
2 −k1‖Pk1

UL1h(t)‖L2‖UL2ψ
j2,k2

(t)‖L∞ . ε2
1〈t〉−3/2+2δ′2j2/22−k1/2,

using (3.3.3) and (3.3.14). This suffices to estimate the contribution of the
localized profiles for which 2j2 . 〈t〉1/3. On the other hand, using (3.3.12) and
(3.3.4) we also estimate

2k
+
2 −k1

∥∥PkI[Pk1
UL1h,ι1(t), UL2ψ,ι2

j2,k2
(t)]
∥∥
L2

. 2k
+
2 −k1‖Pk1

UL1h(t)‖L∞‖UL2ψ
j2,k2

(t)‖L2 . ε2
1〈t〉−1+2δ′2−j2 ,

which suffices to estimate the contribution of the localized profiles for which
2j2 ≥ 〈t〉1/3.

Step 4. Finally, we prove the bounds (4.1.56) when k1 ≤ k2. The bounds
(4.1.58) give the desired conclusion if 2k2 & 〈t〉δ′ . Also, the bounds (4.1.52) and
(2.1.53) give the desired conclusion if 2k1 . 〈t〉−1+40δ.

If q2 ≥ 1, the bounds (4.1.56) follow from (4.1.58) and the last inequality in
(4.1.3). If q2 = 0 then we let J1 be the largest integer such that 2J1 ≤ 〈t〉2−30

and decompose Pk1
UL1h,ι1(t) as in (4.1.14). We also decompose Pk2

UL2h,ι2(t) =

UL2h,ι2
≤J2,k2

(t) + UL2h,ι2
>J2,k2

(t), where J2 is the largest integer such that 2J2 ≤ 〈t〉4δ′ .
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Then

2k
+
2 −k1

∥∥PkI[UL1h,ι1
≤J1,k1

(t), Pk2U
L2ψ,ι2(t)]

∥∥
L2

. 2k
+
2 −k1

∥∥UL1h
≤J1,k1

(t)
∥∥
L∞
‖Pk2U

L2ψ(t)‖L2

. ε2
1〈t〉−1+δ[H(0,n2)+H(q1,n1+1)+1]2−N(n2)k+

2 +k+
2 2−5k+

1 ,

using (3.3.3) and (3.3.12). This suffices due to the first inequality in (4.1.3).
Also,

2k
+
2 −k1

∥∥PkI[UL1h,ι1
>J1,k1

(t), UL2ψ,ι2
>J2,k2

(t)]
∥∥
L2 . 2k

+
2 −k1

∥∥UL1h
>J1,k1

(t)
∥∥
L∞
‖UL2ψ

>J2,k2
(t)‖L2

. ε2
1〈t〉−1+δ[H(1,n2+1)+H(q1+1,n1+1)+1]2−J22−N(n2+1)k+

2 +k+
2 2−5k+

1 ,

using (3.3.4) and (3.3.11). For (4.1.56) it remains to prove that

2k
+
2 −k1

∥∥PkI[UL1h,ι1
>J1,k1

(t), UL2ψ,ι2
≤J2,k2

(t)]
∥∥
L2

. ε2
1〈t〉−1+δ(H(q1,n1+n2)+33)2−N(n1+n2)k+−k+/42−2k+

1 ,
(4.1.65)

provided that |t| � 1 and

q2 = 0, 〈t〉−1+40δ ≤ 2k1 ≤ 2k2 ≤ 〈t〉δ
′
, 2J2 ≤ 〈t〉4δ

′
. (4.1.66)

Let X := 2k
+
2 −k1

∥∥PkI[UL1h,ι1
>J1,k1

(t), UL2ψ,ι2
≤J2,k2

(t)]
∥∥
L2 denote the expression in the

left-hand side of (4.1.65).
Case 4.1. Assume first that q1 = 0. We use the bounds in Lemma 3.18.

If n1 = 1 and n2 = 1 then we use the L4 bounds in (3.3.23) and (3.3.24) to
estimate

X . 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L4‖UL2ψ

≤J2,k2
(t)‖L4

. ε2
1〈t〉−5/4+110δ2−k

−
1 /42−k

−
2 /42−N(2)k+

2 −2k+
2 2−4k+

1 .

Alternatively, we could use the L2 bounds in (3.3.21)–(3.3.22) to estimate

X . 2k
+
2 −k123k1/2‖UL1h

>J1,k1
(t)‖L2‖UL2ψ

≤J2,k2
(t)‖L2

. ε2
1〈t〉−2/3+110δ2k

−
1 /32k

−
2 2−N(1)k+

2 2−4k+
1 .

We use the first estimates if 〈t〉2k
−
1 2k

−
2 ≥ 1 and we use the second estimates if

〈t〉2k
−
1 2k

−
2 ≤ 1. The desired bounds (4.1.65) follow if n1 = n2 = 1.

Similarly, if n1 = 1 and n2 = 2 then we use the L6 bounds in (3.3.23) and
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the L3 bounds in (3.3.24) to estimate

X . 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L6‖UL2ψ

≤J2,k2
(t)‖L3

. ε2
1〈t〉−7/6+170δ2−k

−
1 /62−k

−
2 /62−N(3)k+

2 −2k+
2 2−4k+

1 .

Alternatively, using the L2 bounds in (3.3.21)–(3.3.22) we estimate

X . 2k
+
2 −k123k1/2‖UL1h

>J1,k1
(t)‖L2‖UL2ψ

≤J2,k2
(t)‖L2

. ε2
1〈t〉−2/3+170δ2k

−
1 /32k

−
2 /32−N(2)k+

2 2−4k+
1 .

As before, the desired bounds (4.1.65) follow if n1 = 1 and n2 = 2 from these
two estimates.

Finally, if n1 = 2 and n2 = 1 then we use the L3 bounds in (3.3.23) and the
L6 bounds in (3.3.24) to estimate

X . 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L3‖UL2ψ

≤J2,k2
(t)‖L6

. ε2
1〈t〉−4/3+160δ2−k

−
1 /32−k

−
2 /32−N(3)k+

2 −2k+
2 2−4k+

1 .

Using the L2 bounds in (3.3.21)–(3.3.22) we also estimate

X . 2k
+
2 −k123k1/2‖UL1h

>J1,k1
(t)‖L2‖UL2ψ

≤J2,k2
(t)‖L2

. ε2
1〈t〉−1/3+160δ22k−1 /32k

−
2 2−N(2)k+

2 2−4k+
1 .

The desired bounds (4.1.65) follow if n1 = 2 and n2 = 1 from these estimates.
Case 4.2. Assume now that q1 ≥ 1 and q2 = 0. Recall that

‖UL1h
>J1,k1

(t)‖L2 . ε12k1/2 min{〈t〉H(q1,n1)δ, 〈t〉−12−k1〈t〉H(q1+1,n1+1)δ}2−5k+
1 ,

‖UL2ψ
≤J2,k2

(t)‖L2 . ε12k
−
2 〈t〉H(1,n2)δ2−N(n2)k+

2 ,

(4.1.67)

as a consequence of (3.3.3)–(3.3.5). Using just L2 estimates we have

X . 2k
+
2 +k1/2‖UL1h

>J1,k1
(t)‖L2‖UL2ψ

≤J2,k2
(t)‖L2

. ε2
12k

−
1 +k−2 〈t〉δ(H(q1,n1)+H(1,n2))2−N(n2)k+

2 +2k+
2 2−4k+

1 .

Since H(1, n2) + H(q1, n1) ≤ H(q1, n1 + n2) − 150 (due to the last inequality
in (4.1.3) and the assumption q1 ≥ 1), this suffices to prove (4.1.65) when

2k
−
1 +k−2 . 〈t〉−1+180δ.

Finally, assume that 2k
−
1 +k−2 ≥ 〈t〉−1+180δ. If n2 = 1 then we estimate, using
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(4.1.67), Sobolev embedding, and the L6 bounds in (3.3.24),

X . 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L3‖UL2ψ

≤J2,k2
(t)‖L6

. ε2
1 min{〈t〉H(q1,n1)δ, 〈t〉−12−k1〈t〉H(q1+1,n1+1)δ}

× 2−5k+
1 · 〈t〉−1+50δ2−k

−
2 /32−N(2)k+

2 −k
+
2

. ε2
12−k

−
2 /3〈t〉−1/32−k

−
1 /3〈t〉

H(q1+1,n1+1)+2H(q1,n1)
3 δ2−4k+

1 〈t〉−1+50δ2−N(2)k+
2 −k

+
2 .

Since H(q1 + 1, n1 + 1) + 2H(q1, n1) ≤ 3H(q1, n1 + 1) (see (2.1.49)), this suffices
to prove (4.1.65) if n2 = 1.

On the other hand, if n2 = 2 (so necessarily (q1, n1) = (1, 1)) we estimate

X . 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L6‖UL2ψ

≤J2,k2
(t)‖L3

. ε2
12k1/2 min{〈t〉H(q1,n1)δ, 〈t〉−12−k1〈t〉H(q1+1,n1+1)δ}

× 2−5k+
1 · 〈t〉−1/2+100δ2−k

−
2 /62−N(3)k+

2 −k
+
2

. ε2
12−k

−
2 /6〈t〉−2/32−k

−
1 /6〈t〉

2H(q1+1,n1+1)+H(q1,n1)
3 δ

× 2−4k+
1 〈t〉−1/2+100δ2−N(3)k+

2 −k
+
2 ,

using (4.1.67) and the L3 bounds in (3.3.24). Since [2H(2, 2) + H(1, 1)]/3 ≤
H(1, 3) − 100 (see (2.1.49)), this suffices to prove (4.1.65) if n2 = 2. This
completes the proof of the lemma.

4.1.2 The Classes of Functions Ga
In most cases, the cubic and higher order nonlinearities can be treated pertur-
batively, and do not play a significant role in the analysis. To justify this, we
need good bounds on the quadratic metric components gαβ≥2.

The metric components gαβ≥2 satisfy the identities (2.1.8). Therefore they can
be represented as infinite sums of monomials of degree ≥ 2 in the functions hµν .
More generally, for integers a ≥ 1 we define the sets

Ga :=
{
Ga = h1 · . . . · ha : h1, . . . , ha ∈ {hµν}

}
. (4.1.68)

By convention, set G0 := {1}. In this subsection we prove the following bounds:

Lemma 4.4. Assume L ∈ Vqn, t ∈ [0, T ], l ∈ {1, 2, 3}, and Ga ∈ Ga, a ≥ 2.
Then there is a constant C0 ≥ 1 such that

‖PkLGa(t)‖L2 ≤ (C0ε1)a〈t〉−1+δ′2−N(n)k+

2−k/2 min{1, 2k
−
〈t〉}1−δ

′
,

‖PkLGa(t)‖L∞ ≤ (C0ε1)a〈t〉−2+δ′2−N(n+1)k++3k+

min{1, 2k
−
〈t〉}2−δ

′
,

‖Pk(xlLGa)(t)‖L2 ≤ (C0ε1)a(〈t〉+ 2−k
−

)δ
′
2−N(n+1)k+

2−k
−/2,

(4.1.69)
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where δ′ = 2000δ (see (2.1.42)), and the inequality in the first line holds for all
pairs (q, n) with n ≤ 3, while the inequalities in the last two lines hold for pairs
(q, n) with n ≤ 2. Thus

‖PkLgαβ≥2(t)‖L2 . ε2
1〈t〉−1+δ′2−N(n)k+

2−k/2 min{1, 2k
−
〈t〉}1−δ

′
,

‖PkLgαβ≥2(t)‖L∞ . ε2
1〈t〉−2+δ′2−N(n+1)k++3k+

min{1, 2k
−
〈t〉}2−δ

′
,

‖Pk(xlLgαβ≥2)(t)‖L2 . ε2
1(〈t〉+ 2−k

−
)δ
′
2−N(n+1)k+

2−k
−/2.

(4.1.70)

Remark 4.5. We notice that we prove more than just frequency-localized L2

bounds on the functions Lgαβ≥2. In particular, we prove weighted L2 bounds that
are important in our bootstrap scheme; see the key estimates (6.1.5) and (6.1.8)
in Proposition 6.2.

Proof. The bounds (3.3.3), (3.3.11), and (2.1.47) show that

‖PkLhαβ(t)‖L2 . ε1〈t〉H(q,n)δ2−N(n)k+

2−k/2(〈t〉2k
−

)−γ ,

‖PkLhαβ(t)‖L∞ . ε1〈t〉−1+H(q+1,n+1)δ2−N(n+1)k++3k+

min{1, 2k
−
〈t〉}1−δ,

‖Pk(xlLhαβ)(t)‖L2 . ε1〈t〉H(q+1,n+1)δ

× 2−N(n+1)k+

2−k
−/2(2−k

−
+ 〈t〉)(〈t〉2k

−
)−γ ,

(4.1.71)

for any L ∈ Vqn and k ∈ Z, where the first inequality holds for all pairs (q, n) ≤
(3, 3), while the last two inequalities hold for pairs (q, n) ≤ (2, 2). Indeed, for
the last bound we estimate first

‖Pk(xlLhαβ)(t)‖L2 . 2−2k−‖P[k−4,k+4]U
Lhαβ (t)‖L2

+ 2−k
−
‖ϕk(ξ)∂ξlÛ

Lhαβ (ξ, t)‖L2
ξ
.

Then we recall that ÛLhαβ (ξ, t) = e−it|ξ|V̂ Lhαβ (ξ, t). Therefore, the right-hand
side of the inequality above is bounded by

C2−k
−

(2−k
−

+ 〈t〉)‖P[k−4,k+4]U
Lhαβ (t)‖L2 + C2−k

−
‖ϕk(ξ)∂ξl V̂

Lhαβ (ξ, t)‖L2
ξ
.

The estimate in the last line of (4.1.71) follows from (3.3.3) and (3.3.9).
Step 1. We consider first the case a = 2. Assume L1 ∈ Vq1n1

, L2 ∈ Vq2n2
,

(q1, n1) + (q2, n2) ≤ (q, n). Assume also h1, h2 ∈ {hµν}. If 2k
− ≤ 〈t〉−1 then we
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bound, using (4.1.71) and (3.2.44),

‖Pk(L1h1 · L2h2)(t)‖L2

.
∑

(k1,k2)∈Xk

23 min(k,k1,k2)/2‖Pk1L1h1(t)‖L2‖Pk2L2h2(t)‖L2

. ε2
1〈t〉δ

′/22k
−/2−δk− ,

(4.1.72)

where Xk are as in (2.1.21). Moreover, if n1, n2 ≤ 2 and 2k
− ≥ 〈t〉−1 then

‖Pk(L1h1 · L2h2)(t)‖L∞ .
∑

(k1,k2)∈Xk

‖Pk1
L1h1(t)‖L∞‖Pk2

L2h2(t)‖L∞

. ε2
1〈t〉−2+δ′2−N(n+1)k++3k+

.

(4.1.73)

To estimate ‖Pk(xlL1h1 · L2h2)(t)‖L2 we combine the factor xl with the
higher frequency term and estimate it in L2, and estimate the lower frequency
term in L∞. Using (4.1.71) as before, it follows that, for l ∈ {1, 2, 3},

‖Pk(xlL1h1 · L2h2)(t)‖L2

. ε2
1〈t〉−1+δ′2−N(n+1)k+

2−k
−/2 min(1, 2k

−
〈t〉)1−δ′ · (2−k

−
+ 〈t〉).

(4.1.74)

The L∞ bounds in (4.1.69) follow from (4.1.73) if 2k
−〈t〉 & 1 and from

(4.1.72) if 2k
−〈t〉 . 1. The weighted L2 bounds in the last line of (4.1.69) follow

from (4.1.74). The L2 bounds in the first line of (4.1.69) follow from (4.1.72) if

2k
−〈t〉 . 1. It remains to prove that

‖Pk(L1h1 · L2h2)(t)‖L2 . ε2
1〈t〉−1+δ′2−k/22−N(n)k+

, (4.1.75)

for any k ∈ Z with 2k ≥ 〈t〉−1, and any L1 ∈ Vq1n1
, L2 ∈ Vq2n2

with (q1, n1) +
(q2, n2) ≤ (q, n).

To prove (4.1.75), we assume first that n1, n2 ≤ 2 and estimate

‖Pk(L1h1 · L2h2)(t)‖L2 ≤ S1 + S2 + S3, (4.1.76)

where, using (3.3.11) and the inequality in the first line of (4.1.71),

S1 :=
∑

k1≤k−6, |k2−k|≤4

‖Pk1L1h1(t)‖L∞‖Pk2L2h2(t)‖L2

. ε2
1〈t〉−1+δ′/22−k/22−N(n2)k+

,
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S2 :=
∑

k2≤k−6, |k1−k|≤4

‖Pk1L1h1(t)‖L2‖Pk2L2h2(t)‖L∞

. ε2
1〈t〉−1+δ′/22−k/22−N(n1)k+

and

S3 :=
∑

k1,k2≥k−6, |k1−k2|≤10

‖Pk1
L1h1(t)‖L∞‖Pk2

L2h2(t)‖L2

. ε2
1〈t〉−1+δ′/22−k/22−N(n2)k+

.

These bounds clearly suffice to prove (4.1.75).
On the other hand if max(n1, n2) = 3, then we may assume that n2 = 3 and

n1 = 0. The bounds on S1 and S3 above still hold, but the bounds on S2 fail,
because we do not have suitable L∞ bounds on Pk2

L2h2(t). However, we can
still use L2 bounds as in (4.1.72) to control the contribution of small frequencies
k2, i.e., 2k2 . 〈t〉−1. For (4.1.75) it remains to show that

‖Pk(Pk1
h1 · Pk2

L2h2)(t)‖L2 . ε2
1〈t〉−1+2δ′/32−k/22−N(3)k+−k+

, (4.1.77)

provided that |k1 − k| ≤ 4, 〈t〉−1 ≤ 2k2 , k2 ≤ k − 6, and 2k ≤ 〈t〉1/10.
To prove (4.1.77) we would like to use Lemma 3.11 (i) (the simple idea of

directly estimating Pk1
h1 in L∞ and Pk2

L2h2 in L2 does not work when k2 is
small, due to the factor 2−k2/2 coming from (4.1.71)). For this we write first

h1(t) = −|∇|−1=(Uh1(t)) = −|∇|−1=(e−itΛwaV h1(t));

see (2.1.34)). Then we decompose Pk1
V h1,ι1 = V h1,ι1

≤J1,k1
+ V h1,ι1

>J1,k1
, where J1 is

the largest integer such that 2J1 ≤ 〈t〉(1 + 2k1〈t〉)−δ and ι1 ∈ {+,−}. With I
defined as in (3.2.41)–(3.2.43), we estimate

‖PkI[e−itΛwa,ι1V h1,ι1
≤J1,k1

(t), Pk2L2h2)(t)]‖L2

. 2k2/2〈t〉−1(2k1〈t〉)δ‖Pk2
L2h2(t)‖L2‖Pk1

V h1‖H0,1
Ω

. ε2
1〈t〉−1+δ′/22k1/22−N(1)k+

1 +2k+
1 ,

for ι1 ∈ {+,−}, using (3.2.54), (4.1.71), and (3.3.3). We also estimate

‖PkI[e−itΛwa,ι1V h1,ι1
>J1,k1

(t), Pk2
L2h2)(t)]‖L2

. 23k2/2‖Pk2L2h2(t)‖L2‖Q>J1,k1V
h1(t)‖L2

. ε2
1〈t〉−1+δ′/22k1/22−N(1)k+

1 +2k+
1 ,

using (4.1.71) and (3.3.4). The estimates (4.1.77) follow from these two bounds,
which completes the proof of (4.1.75).

Step 2. We prove now the bounds (4.1.69) for a ≥ 3, by induction over a.
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The last two bounds in (4.1.69) follow as in Step 1, since the bounds satisfied
by (Cε1)−aGa in (4.1.69) are stronger than the bounds satisfied by ε−1

1 hαβ in
(4.1.71). As before, it remains to prove that if h ∈ {hαβ} and G ∈ Ga then

‖Pk(L1h · L2G)(t)‖L2 . (C0ε1)aε1〈t〉−1+δ′/22−k/22−N(n)k+

, (4.1.78)

for any k ∈ Z with 2k ≥ 〈t〉−1, and any L1 ∈ Vq1n1
, L2 ∈ Vq2n2

with (q1, n1) +
(q2, n2) ≤ (q, n).

The bounds (4.1.78) are similar to the bounds (4.1.75) if max{n1, n2} ≤ 2,
using L∞ × L2 estimates with the lower frequency measured in L∞. On the
other hand, if (n1, n2) = (0, 3), then we have to prove the analogue of the
bounds (4.1.77), which is

‖Pk(Pk1h · Pk2L2G)(t)‖L2 . ε1(C0ε1)a〈t〉−12−k/22−N(3)k+−k+

,

provided that |k1 − k| ≤ 4, 〈t〉−1 ≤ 2k2 , k2 ≤ k − 6, and 2k ≤ 〈t〉1/10.
This is easier now, since we can just use the L2 estimates ‖Pk2L2G(t)‖L2 .
(C0ε1)a2−k2/2〈t〉−1+δ′ from the induction hypothesis, and combine them with
L∞ estimates on Pk1

h. The loss of the factor 2−k2/2 is mitigated in this case by
the gain of time decay. The proof in the case (n1, n2) = (3, 0) is similar, which
completes the proof of the lemma.

In some estimates in sections 4.2 and 4.3 we need slightly different bounds:

Lemma 4.6. Assume L ∈ Vqn, t ∈ [0, T ], k ∈ Z, and G≥1 =
∑
d≥1 adgd for some

functions gd ∈ Gd (see (4.1.68)) and some coefficients ad ∈ R with |ad| ≤ Cd.
Then

‖Pk|∇|−1L(G≥1∂ρh)(t)‖L2 . ε2
1〈t〉−1+δ′2−N(n)k+

2−k/2 min{1, 2k
−
〈t〉}1−δ

′
,

‖Pk|∇|−1L(G≥1∂ρh)(t)‖L∞ . ε2
1〈t〉−2+δ′2−N(n+1)k++3k+

min{1, 2k
−
〈t〉}2−δ

′
,

(4.1.79)

where h ∈ {hαβ}, ρ ∈ {0, 1, 2, 3}, and the bounds in the second line hold only if
n ≤ 2.

Proof. Notice that the bounds (4.1.79) are slightly stronger than the L2 and
the L∞ bounds in (4.1.69), but we do not prove weighted L2 bounds. Low ×
High→ High interactions can still be estimated in the same way, but some care
is needed to estimate High×High→ Low interactions, due to the factor |∇|−1.
More precisely, we prove that for any k ∈ Z, and L1 ∈ Vq1n1

, L2 ∈ Vq2n2
with
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(q1, n1) + (q2, n2) ≤ (q, n), we have∑
k1,k2≥k

‖Pk(Pk1
L1G≥1 · Pk2

∂ρL2h)(t)‖L2

. ε2
1〈t〉−1+δ′2−N(n)k+

2k/2 min{1, 2k
−
〈t〉}1−δ

′
,∑

k1,k2≥k

‖Pk(Pk1
L1G≥1 · Pk2

∂ρL2h)(t)‖L∞

. ε2
1〈t〉−2+δ′2−N(n+1)k++3k+

2k min{1, 2k
−
〈t〉}2−δ

′
.

(4.1.80)

These bounds follow easily when 2k〈t〉1−2δ . 1 using just L2 estimates as
in (4.1.72). They also follow easily when k ≥ 0, since there is no potential
derivative loss in this case. Finally, if 2k ∈ [210〈t〉2δ−1, 1] then the contribution
of the components adGd, d ≥ 2, in G≥1 can be bounded in the same way, using
(4.1.69). After these reductions, for (4.1.80) it remains to show that∑

k1,k2≥k

2−k1‖PkI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ](t)‖L2 . ε2
1〈t〉−1+δ′2k/2,

∑
k1,k2≥k

2−k1‖PkI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ](t)‖L∞ . ε2
1〈t〉−2+δ′2k,

(4.1.81)

provided that h1, h2 ∈ {hαβ}, ι1, ι2 ∈ {+,−}, I is as in (3.2.43), and 2k ∈
[210〈t〉2δ−1, 1].

To prove (4.1.81), by symmetry, we may assume n1 = min(n1, n2) ≤ 1 and

decompose Pk1
UL1h1,ι1(t) = UL1h1,ι1

≤J1,k1
(t) + UL1h1,ι1

>J1,k1
(t) as in (4.1.14), where J1

is the largest integer such that 2J1 ≤ 〈t〉(1 + 2k1〈t〉)−δ. The L2 bounds in

(4.1.81) follow using (3.2.54) to estimate the contribution of UL1h1,ι1
≤J1,k1

(t), and

using (3.2.44) and (3.3.4) to bound the contribution of UL1h1,ι1
>J1,k1

(t). For the L∞

bounds, it suffices to show that

‖PkI[Pk1U
L1h1,ι1 , Pk2U

L2h2,ι2 ](t)‖L∞ . ε2
12k12k〈t〉−2+3δ′/42−2k+

1 2−2k+
2 ,

(4.1.82)
provided that |k1 − k2| ≤ 4, 2k ∈ [210〈t〉−1, 1], and 2k1 , 2k2 ∈ [2k, 〈t〉].

We decompose Pk2
UL2h2,ι2 = UL2h2,ι2

≤J2,k2
+UL2h2,ι2

>J2,k2
, with J1 = J2, and estimate∥∥PkI[UL1h1,ι1

>J1,k1
,Pk2

UL2h2,ι2 ](t)
∥∥
L∞

+
∥∥PkI[UL1h1,ι1

≤J1,k1
, UL2h2,ι2

>J2,k2
](t)
∥∥
L∞

. ε2
123k/22k1/2〈t〉−2+δ′/22−4k+

1 2−4k+
2 ,
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using (3.3.4) and (3.3.11). Finally, using (3.2.16) with l = k we estimate∥∥PkI[UL1h1,ι1
≤J1,k1

, UL2h2,ι2
≤J2,k2

](t)
∥∥
L∞

.
∑

|n1−n2|≤4

∥∥Cn1,lU
L1h1,ι1
≤J1,k1

∥∥
L∞

∥∥Cn2,lU
L2h2,ι2
≤J2,k2

(t)
∥∥
L∞

. ε2
1〈t〉−2+δ′/22k2k1/22k2/22−4k+

1 2−4k+
2 ,

using also (3.3.3) in the last estimate. This completes the proof of (4.1.82).

4.2 BOUNDS ON THE NONLINEARITIES NH
αβ AND Nψ

Recall the decompositions (see (2.1.9)–(2.1.17))

N h
αβ = KG2

αβ +Q2
αβ + S2

αβ +N h,≥3
αβ ,

Nψ = Nψ,2 +Nψ,≥3.
(4.2.1)

In this subsection we prove several frequency-localized bounds on the nonlinear
terms LKG2

αβ , LQ2
αβ , LS2

αβ , LN h,≥3
αβ , LNψ,2, and LNψ,≥3. One should think

of these as rather general bounds; we could improve some of them slightly, in
terms of both differentiability and time decay, but we do not pursue all the
possible improvements at this stage.

For n ≥ 0 we define ˜̀(n) (a slightly worse loss function) and Ñ(n) by

˜̀(n) := 35 if n ≥ 1, ˜̀(0) := 25, Ñ(n) := N(n) if n ≥ 1, Ñ(0) := N0.
(4.2.2)

The following proposition is our main result in this section.

Proposition 4.7. For any k ∈ Z, t ∈ [0, T ], L ∈ Vqn, q ≤ n ≤ 3, and α, β ∈
{0, 1, 2, 3},

‖Pk(LN h
αβ)(t)‖L2 . ε2

12k/2〈t〉H(q,n)δ2−Ñ(n)k++7k+

min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ)
(4.2.3)

and

‖Pk(LNψ)(t)‖L2 . ε2
1〈t〉H(q,n)δ2−Ñ(n)k++7k+

min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ).
(4.2.4)

Moreover if n ≤ 2 and l ∈ {1, 2, 3} then

‖Pk(LN h
αβ)(t)‖L∞ . ε2

12k〈t〉−1+4δ′2−N(n+1)k++5k+

min(2k, 〈t〉−1),

‖Pk(xlLN h
αβ)(t)‖L2 . ε2

12k/2〈t〉H(q,n)δ+˜̀(n)δ2−N(n+1)k+−2k+
(4.2.5)
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and

‖Pk(LNψ)(t)‖L∞ . ε2
12k/2〈t〉−1+4δ′2−N(n+1)k++5k+

min(2k, 〈t〉−1),

‖Pk(xlLNψ)(t)‖L2 . ε2
1〈t〉H(q,n)δ+˜̀(n)δ2−N(n+1)k+−2k+

.
(4.2.6)

The proposition follows from Lemmas 4.8–4.12 below. We notice again that
we prove weighted L2 bounds on the nonlinearities LN h

αβ and LNψ, which will
play a critical role in our bootstrap scheme in Proposition 6.2.

4.2.1 The Quadratic Nonlinearities

We consider first the nonlinearities KG2
αβ .

Lemma 4.8. Assume that t ∈ [0, T ], L ∈ Vqn, q ≤ n ≤ 3, and k ∈ Z. Then

‖Pk{LKG2
αβ}(t)‖L2 .ε2

12k/22−N(n)k+

〈t〉H(q,n)δ

×min(2k〈t〉3δ/2, 〈t〉−1+`(q,n)δ+δ/2).
(4.2.7)

Moreover, if l ∈ {1, 2, 3} and n ≤ 2 then we also have the bounds

‖Pk{LKG2
αβ}(t)‖L∞ . ε2

12k〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1},

‖Pk{xlLKG2
αβ}(t)‖L2 . ε2

12k/22−N(n+1)k+−5k+

〈t〉δ[H(q,n)+˜̀(n)].
(4.2.8)

Proof. Step 1. Recall the operators I defined in (3.2.43) and the loss function
` defined in (4.1.2). In view of (2.1.36), for (4.2.7) it suffices to prove that∑

(k1,k2)∈Xk

‖PkI[Pk1U
L1ψ,ι1 , Pk2U

L2ψ,ι2 ](t)‖L2

. ε2
12k/22−N(n)k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+`(q,n)δ+δ/2)

(4.2.9)

for any ι1, ι2 ∈ {+,−}, L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, (q1, n1) + (q2, n2) ≤ (q, n). This
follows easily from the bounds (4.1.34)–(4.1.35).

Step 2. To prove the L∞ bounds in (4.2.8) it suffices to show that∑
(k1,k2)∈Xk

‖PkI[Pk1U
L1ψ,ι1 , Pk2U

L2ψ,ι2 ](t)‖L∞

. ε2
12k〈t〉−1+2δ′2−N(n+1)k++3k+

min(2k, 〈t〉−1).

(4.2.10)

This follows from (4.2.9) if 2k ≤ 〈t〉−1, using just the Cauchy-Schwarz inequality.
On the other hand, if 2k ≥ 〈t〉−1 then the contribution of the pairs (k1, k2) for
which min{k1, k2} ≤ k + 10 can be bounded easily, using just (3.3.13). These
bounds also suffice when min{k1, k2} ≥ k + 10, but only if k ≥ 0. Moreover,
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using just (3.3.5) we have

‖PkI[Pk1
UL1ψ,ι1 , Pk2

UL2ψ,ι2 ](t)‖L∞ . 23k‖Pk1
UL1ψ(t)‖L2‖Pk2

UL2ψ(t)‖L2

. ε2
123k2k12k2〈t〉δ

′
2−4k+

1 2−4k+
2 ,

and this suffices to bound the contribution of the pairs (k1, k2) that satisfy the

inequality 22k2k
−
1 2k

−
2 . 〈t〉−2+δ′ .

In the remaining case

2k ∈ [〈t〉−1, 1], min{k1, k2} ≥ k + 10, 2−k ≤ 2k
−
1 〈t〉1−δ

′/2, (4.2.11)

we decompose Pk1U
L1ψ,ι1 = UL1ψ,ι1

≤J1,k1
+ UL1ψ,ι1

>J1,k1
and Pk2U

L2ψ,ι2 = UL2ψ,ι2
≤J2,k2

+

UL2ψ,ι2
>J2,k2

, where 2J1 = 2J2 ≈ 2k
−
1 〈t〉1−δ′/2. Then we estimate

‖PkI[UL1ψ,ι1
>J1,k1

,Pk2U
L2ψ,ι2 ](t)‖L∞ . 23k/2‖UL1ψ,ι1

>J1,k1
(t)‖L2‖Pk2U

L2ψ,ι2(t)‖L∞

. ε2
123k/22−J1〈t〉−1+δ′2k

−
2 /22−4k+

1 2−4k+
2

. ε2
123k/2〈t〉−2+3δ′/22−k

−
2 /22−4k+

1 2−4k+
2 ,

using (3.3.4) and (3.3.13). Similarly,

‖PkI[UL1ψ,ι1
≤J1,k1

,UL2ψ,ι2
>J2,k2

](t)‖L∞ . ε2
123k/2〈t〉−2+3δ′/22−k

−
2 /22−4k+

1 2−4k+
2 .

Finally, using (3.2.18) with l = k and recalling the definition (3.2.1), we estimate∥∥PkI[UL1ψ,ι1
≤J1,k1

, UL2ψ,ι2
≤J2,k2

](t)
∥∥
L∞
.

∑
|n1−n2|≤4

∥∥Cn1,lU
L1ψ,ι1
≤J1,k1

∥∥
L∞

∥∥Cn2,lU
L2ψ,ι2
≤J2,k2

(t)
∥∥
L∞

. ε2
1〈t〉−2+δ′2k2−4k+

1 2−4k+
2 ,

where we also used (3.3.5) in the estimate in the second line. Therefore

‖PkI[Pk1
UL1ψ,ι1 , Pk2

UL2ψ,ι2 ](t)‖L∞ . ε2
12k〈t〉−2+3δ′/22−4k+

1 2−4k+
2 , (4.2.12)

which suffices to bound the contribution of the remaining pairs in (4.2.11).
Step 3. To prove the weighted L2 bounds in (4.2.8) it suffices to show that∑

(k1,k2)∈Xk, k1≥k2

‖Pk{xlI[Pk1
UL1ψ,ι1 , Pk2

UL2ψ,ι2 ]}(t)‖L2

. ε2
12k/22−N(n+1)k+−5k+

〈t〉δ[H(q,n)+˜̀(n)].

(4.2.13)

Notice that we may assume that k1 ≥ k2 in (4.2.13), due to symmetry. We

write ULjψ,ιj (t) = e−itΛkg,ιj V Ljψ,ιj (t), j ∈ {1, 2}. When proving (4.2.13), the
∂ξl derivative can hit the multiplier m(ξ − η, η), or the phase e−itΛkg,ι1 (ξ−η), or
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the profile ̂Pk1
V L1ψ,ι1(ξ − η). In the first two cases, the derivative effectively

corresponds to multiplying by factors . 2−k
−
1 or . 〈t〉, and the desired bounds

are again consequences of Lemma 4.2.

Let Û
Ljψ,ιj
∗l,kj (ξ, t) := e−itΛkg,ιj (ξ)∂ξl{ϕkj ·V̂ Ljψ,ιj}(ξ, t). In view of (3.3.9) and

(3.3.5) we have

‖ULjψ,ιj∗l,kj (t)‖L2 . ε1〈t〉H(qj+1,nj+1)δ2−N(nj+1)k+
j . (4.2.14)

Using also the L∞ bounds (3.3.13) and the L2 bounds (3.3.3) we estimate

‖Pk{I[UL1ψ,ι1
∗l,k1

, Pk2
UL2ψ,ι2 ]}(t)‖L2

. ε2
1〈t〉δ

′
min(〈t〉−1, 2k

−
2 , 2k

−
)2−8k+

2 2−N(n1+1)k+
1 .

(4.2.15)

This suffices to prove (4.2.13), except if there is derivative loss, which happens
when

n1 = n and 2k ≥ 〈t〉1/100210. (4.2.16)

In this case the estimates (4.2.15) still suffice to bound the contribution of the
pairs (k1, k2) as in (4.2.13), unless k2 ∈ [−10k, k−10]. In this last case we make
the change of variables η → ξ− η in order to move the ∂ξl derivative on the low
frequency factor, and estimate

‖Pk{I[Pk1
UL1ψ,ι1 , UL2ψ,ι2

∗l,k2
]}(t)‖L2 . ε2

1〈t〉δ
′
2−N(n)k+

1 23k−2 /2,

for any (k1, k2) ∈ Xk with k2 ≤ k1. We remark that the loss of the factor of 〈t〉δ′

is mitigated by the gain of derivative and the assumption 2k & 〈t〉1/100. This
suffices to bound the remaining contributions as claimed in (4.2.13).

We consider now the quadratic nonlinearities Q2
αβ and S2

αβ .

Lemma 4.9. Assume that t ∈ [0, T ], L ∈ Vqn, q ≤ n ≤ 3, and k ∈ Z. Then

‖Pk{LQ2
αβ}(t)‖L2 + ‖Pk{LS2

αβ}(t)‖L2

. ε2
12k/22−Ñ(n)k++3k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ).
(4.2.17)

Moreover, if n ≤ 2 and l ∈ {1, 2, 3} then we also have the bounds

‖Pk{LQ2
αβ}(t)‖L∞ + ‖Pk{LS2

αβ}(t)‖L∞

. ε2
12k〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1},
‖Pk{xlLQ2

αβ}(t)‖L2 + ‖Pk{xlLS2
αβ}(t)‖L2

. ε2
12k/22−N(n+1)k+−5k+

〈t〉δ[H(q,n)+˜̀(n)].

(4.2.18)

Proof. We notice that S2
αβ is a sum of quadratic expressions of the form ∂µh1 ·
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∂νh2, where h1, h2 ∈ {hαβ}, and Q2
αβ is a sum of quadratic expressions of

the form h1 · ∂µ∂νh2, (µ, ν) 6= (0, 0). The differential operator L can split
between these two factors. Notice that commutation with one vector-field ∂µ
generates similar terms of the form ∂νL′ (see (2.1.25)), while commutation with
two vector-fields ∂µ∂ν (which appear in Q2

αβ) leads to terms of the form ∂α∂βL′.
If α = β = 0 then we have to further replace ∂2

tL′h with ∆L′h + L′N h (as in
(2.1.9)), in order to have access to elliptic estimates.

Step 1. In view of these considerations, for (4.2.17) it suffices to prove that

∑
(k1,k2)∈Xk

2|k2−k1|‖PkI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ](t)‖L2

. ε2
12k/22−Ñ(n)k++3k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ)

(4.2.19)

and ∑
(k1,k2)∈Xk

2−k1‖PkI[Pk1U
L1h1,ι1 , Pk2L′N h](t)‖L2

. ε2
12k/22−Ñ(n)k++3k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ),

(4.2.20)

for any ι1, ι2 ∈ {+,−}, h1, h2 ∈ {hαβ}, N h ∈ {N h
αβ}, L1 ∈ Vq1n1

, L2 ∈ Vq2n2
,

L′ ∈ Vq
′

n′ , (q1, n1) + (q2, n2) ≤ (q, n), (q1, n1) + (q′, n′) ≤ (q, n− 1).
Without loss of generality, in proving (4.2.19) we may assume that n1 ≤ n2.

We use Lemma 4.1. If 2k〈t〉3δ/2 . 〈t〉−1+˜̀(n)δ then the bounds (4.2.19) follow

from (4.1.5) and (2.1.53). On the other hand, if 2k〈t〉3δ/2 ≥ 〈t〉−1+˜̀(n)δ then the
contribution of the pairs (k1, k2) ∈ Xk with min(k1, k2) ≥ k (thus |k1 − k2| ≤
10) is bounded as claimed due to (4.1.6), (4.1.7), and the first inequality in
(4.1.3). The contribution of the pairs (k1, k2) ∈ Xk with k1 = min(k, k1, k2)
(thus |k2−k| ≤ 4) is bounded as claimed due to (4.1.8) (this case gives the worst

contribution to the growth function 〈t〉δ[H(q,n)+˜̀(n)], when n1 = 0). Finally, the
contribution of the pairs (k1, k2) ∈ Xk with k2 = min(k, k1, k2) is bounded as
claimed due to (4.1.9) if n1 = 1 and (4.1.10)–(4.1.11) if n1 = 0.

To prove (4.2.20) we use only L2 bounds. We may assume, by induction over
n (in the case n = 0 the left-hand side of (4.2.20) is trivial), that the bounds
(4.2.3) hold for Pk2

NL′h′(t) and estimate the left-hand side of (4.2.20), using
also (3.3.3), by∑

(k1,k2)∈Xk

2−k123 min{k,k1,k2}/2‖Pk1
UL1h1,ι1(t)‖L2‖Pk2

L′N h(t)‖L2

. ε2
123k/22−Ñ(n)k+

〈t〉−1+δ[H(q1,n1)+H(q′,n′)+˜̀(n′)+2].

(4.2.21)

This suffices to prove (4.2.20), using also (2.1.53).
Step 2. Similarly, to prove the L∞ bounds in (4.2.18) it suffices to show
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that ∑
(k1,k2)∈Xk

2|k2−k1|‖PkI[Pk1U
L1h1,ι1 , Pk2U

L2h2,ι2 ](t)‖L∞

. ε2
12k〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1}
(4.2.22)

and ∑
(k1,k2)∈Xk

2−k1‖PkI[Pk1U
L1h1,ι1 , Pk2L′N h](t)‖L∞

. ε2
12k〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1}.
(4.2.23)

These bounds follow easily from (4.2.19)–(4.2.20) if 2k . 〈t〉−1+δ′ . Also, the
bounds (4.2.23) follow from (3.3.11) and using Proposition 4.7 inductively.

We prove now the bounds (4.2.22). The contribution of the pairs (k1, k2)
with min{k1, k2} ≤ k + 10 or max{k1, k2} ≥ 〈t〉 can be bounded easily using
(3.3.11). This also suffices to bound all the contributions if k ≥ 0. In the
remaining case, the desired bounds follow from (4.1.82).

Step 3. Similarly, to prove the weighted L2 bounds in (4.2.18) it suffices to
show that ∑

(k1,k2)∈Xk, k2≥k1

2k2−k1‖Pk{xlI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ]}(t)‖L2

. ε2
12k/22−N(n+1)k+−5k+

〈t〉δ[H(q,n)+˜̀(n)]

(4.2.24)

and ∑
(k1,k2)∈Xk

2−k1‖Pk{xlI[Pk1U
L1h1,ι1 , Pk2L′N h]}(t)‖L2

. ε2
12k/22−N(n+1)k+−5k+

〈t〉δ[H(q,n)+˜̀(n)].

(4.2.25)

Notice that in (4.2.24) it is more convenient to assume that k1 ≤ k2 instead of
n1 ≤ n2.

To prove the bounds (4.2.24) we write ULjhj ,ιj (t) = e−itΛwa,ιj V Ljhj ,ιj (t),

j ∈ {1, 2} and let
̂
U
Ljhj ,ιj
∗l,kj (ξ, t) := e−itΛwa,ιj (ξ)∂ξl{ϕkj · ̂V Ljhj ,ιj}(ξ, t), as in

Lemma 4.8. In view of (3.3.9) and (3.3.3) it follows that, for j ∈ {1, 2},

‖ULjhj ,ιj∗l,kj (t)‖L2 . ε1〈t〉H(qj+1,nj+1)δ2−kj/22−N(nj+1)k+
j (〈t〉2k

−
j )−γ . (4.2.26)

To prove (4.2.24) we make the change of variables η → ξ− η and notice that
the ∂ξl derivative can hit the multiplier m(η, ξ−η), or the phase e−itΛwa,ι2 (ξ−η),

or the higher frequency profile ̂Pk2V
L2h2,ι2(ξ − η). In the first two cases, the

derivative effectively corresponds to multiplying by factors . 〈t〉+2−k
−
2 , and the
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desired bounds are then consequences of (4.2.19). In the last case we estimate

2k2−k1‖Pk{I[Pk1
UL1h1,ι1 , UL2h2,ι2

∗l,k2
]}(t)‖L2

. ε2
1〈t〉δ

′
min(〈t〉−1, 2k

−
1 , 2k

−
)9/102−8k+

1 2−N(n2+1)k+
2 +k+

2 ,
(4.2.27)

using the L2 bounds (4.2.26) and the bounds (3.3.11) and (3.3.3). As in Lemma
4.8, this suffices except if there is derivative loss, which can happen only when

n2 = n and 2k ≥ 〈t〉1/100210. (4.2.28)

Assuming that (4.2.28) holds, the sum over k1 ≤ −10k or k1 ≥ k−10 can still
be bounded as before, using (4.2.27). To bound the sum over k1 ∈ [−10k, k−10]
we return to the original formula for I (without making the change of variables
η → ξ− η) and notice that the ∂ξl derivative now hits the low frequency factor.
Then we estimate, using just (4.2.26) and (3.3.3),

2k2−k1‖Pk{I[UL1h1,ι1
∗l,k1

, Pk2
UL2h2,ι2 ]}(t)‖L2 . ε2

1〈t〉δ
′
2−N(n)k+

2 +2k+
2 2−δk

−
1 .

As before, the loss of the factor of 〈t〉δ′ is compensated by the gain of derivative
and the assumption 2k & 〈t〉1/100. This suffices to complete the proof of (4.2.24).

The bounds (4.2.25) are easier: as in (4.2.21) we estimate the expression in
the left-hand side by∑

(k1,k2)∈Xk

2−k123 min{k,k1,k2}/2‖Pk1
UL1h1,ι1(t)‖L2

×
[
‖Pk2

{xlL′N h}(t)‖L2 + 2−k
−
2 ‖P ′k2

L′N h(t)‖L2

]
. ε2

12k2−N(n+1)k+−8k+

〈t〉δ[H(q1,n1)+H(q′,n′)+˜̀(n′)+2],

where P ′k2
= P[k−2,k+2], using (3.3.3) and Proposition 4.7 inductively. This

clearly suffices.

Finally, we consider the quadratic nonlinearities Nψ,2.

Lemma 4.10. Assume that t ∈ [0, T ], L ∈ Vqn, n ≤ 3, and k ∈ Z. Then

‖Pk{LNψ,2}(t)‖L2 . ε2
12−Ñ(n)k++7k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ).
(4.2.29)

Moreover, if l ∈ {1, 2, 3} and n ≤ 2 then we also have the bounds

‖Pk{LNψ,2}(t)‖L∞ . ε2
12k/2〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1},

‖Pk{xlLNψ,2}(t)‖L2 . ε2
12−N(n+1)k+−3k+

〈t〉δ[H(q,n)+˜̀(n)].

(4.2.30)

Proof. We examine the definition (2.1.17) and notice thatNψ,2 is a sum of terms
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of the form h · ∂µ∂νψ, (µ, ν) 6= (0, 0), or h · ψ, where h ∈ {hµν}. As in Lemma
4.9, we distribute the vector-field L, commute with the derivatives ∂µ∂ν , and
further replace ∂2

tL′ψ with (∆− 1)L′ψ + L′Nψ.
Step 1. For (4.2.29) it suffices to prove that∑
(k1,k2)∈Xk

2k
+
2 −k1‖PkI[Pk1U

L1h,ι1 , Pk2U
L2ψ,ι2 ](t)‖L2

. ε2
12−Ñ(n)k++7k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ)

(4.2.31)

and ∑
(k1,k2)∈Xk

2−k1‖PkI[Pk1
UL1h,ι1 , Pk2

L′Nψ](t)‖L2

. ε2
12−Ñ(n)k++7k+

〈t〉H(q,n)δ min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ),

(4.2.32)

for any ι1, ι2 ∈ {+,−}, h ∈ {hαβ}, L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, L′ ∈ Vq
′

n′ , (q1, n1) +
(q2, n2) ≤ (q, n), (q1, n1) + (q′, n′) ≤ (q, n− 1).

To prove (4.2.31) we use Lemma 4.3. The bounds follow from (4.1.52) if

2k〈t〉3δ/2 . 〈t〉−1+˜̀(n)δ. If 2k〈t〉3δ/2 ≥ 〈t〉−1+˜̀(n)δ then (4.2.31) follows from
(4.1.54) when n1 = n2 = 0, or from (4.1.53) if n1 = 0 and n2 ≥ 1, or from
(4.1.55) if n1 ≥ 1 and n2 = 0, or from (4.1.56) if n1 ≥ 1 and n2 ≥ 1.

The bounds (4.2.32) follow easily, using just L2 estimates as in (4.2.21).
Step 2. To prove the L∞ bounds in (4.2.30) it suffices to show that∑
(k1,k2)∈Xk

2k
+
2 −k1‖PkI[Pk1

UL1h,ι1 , Pk2
UL2ψ,ι2 ](t)‖L∞

. ε2
12k/2〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1}
(4.2.33)

and ∑
(k1,k2)∈Xk

2−k1‖PkI[Pk1
UL1h,ι1 , Pk2

L′Nψ](t)‖L∞

. ε2
12k/2〈t〉−1+2δ′2−N(n+1)k++3k+

min{2k, 〈t〉−1}.
(4.2.34)

These bounds follow easily from (4.2.31)–(4.2.32) if 2k . 〈t〉−1+δ′ , using the
Cauchy-Schwarz inequality. Also, the bounds (4.2.34) follow from (3.3.11) and
using Proposition 4.7 inductively.

We prove now the bounds (4.2.33). The contribution of the pairs (k1, k2)
with min{k1, k2} ≤ k + 10 or max{k1, k2} ≥ 〈t〉 can be bounded easily, using
just (3.3.11) and (3.3.13). This also suffices to bound all the contributions if
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k ≥ 0. To summarize, it remains to show that

2−k1‖PkI[Pk1
UL1h1,ι1 , Pk2

UL2ψ,ι2 ](t)‖L∞ . ε2
12k/2〈t〉−2+3δ′/22−2k+

1 2−2k+
2 ,

(4.2.35)
provided that 2k ∈ [〈t〉−1+δ′ , 1], |k1 − k2| ≤ 4, and k1, k2 ∈ [k + 10, 〈t〉].

This is similar to the bounds (4.2.12). First we estimate the left-hand side

of (4.2.35) by 23k/2ε2
1〈t〉−1+δ′/22k22−4k+

1 2−4k+
2 , using (3.3.5) and (3.3.11). This

suffices if 2k2k
−
2 . 〈t〉−1+δ′ . On the other hand, if 2k2k

−
2 ∈ [〈t〉−1+δ′ , 1] then

we decompose Pk1
UL1h1,ι1 = UL1h1,ι1

≤J1,k1
+ UL1h1,ι1

>J1,k1
and Pk2

UL2ψ,ι2 = UL2ψ,ι2
≤J2,k2

+

UL2ψ,ι2
>J2,k2

, where 2J1 ≈ 〈t〉1−δ′/2 and 2J2 ≈ 2k
−
2 〈t〉1−δ′/2. Then we estimate

2−k1
∥∥PkI[UL1h1,ι1

>J1,k1
,Pk2

UL2ψ,ι2 ](t)
∥∥
L∞

+ 2−k1
∥∥PkI[UL1h1,ι1

≤J1,k1
, UL2ψ,ι2

>J2,k2
](t)
∥∥
L∞

. ε2
123k/22−k2〈t〉−2+3δ′/22−4k+

1 2−4k+
2 ,

using (3.3.4), (3.3.11), and (3.3.13). Morever, using (3.2.16) and (3.2.18) with
l = k we estimate

2−k1
∥∥PkI[UL1h1,ι1

≤J1,k1
, UL2ψ,ι2
≤J2,k2

](t)
∥∥
L∞

. 2−k1

∑
|n1−n2|≤4

∥∥Cn1,lU
L1h1,ι1
≤J1,k1

∥∥
L∞

∥∥Cn2,lU
L2ψ,ι2
≤J2,k2

(t)
∥∥
L∞

. ε2
1〈t〉−2+δ′2k2−k1/22−4k+

1 2−4k+
2 ,

using also (3.3.3) and (3.3.5) in the estimate in the second line. This completes
the proof of (4.2.35).

Step 3. As before, to prove the weighted L2 bounds in (4.2.30) it suffices
to show that∑

(k1,k2)∈Xk

2k
+
2 −k1‖Pk{xlI[Pk1

UL1h,ι1 , Pk2
UL2ψ,ι2 ]}(t)‖L2

. ε2
12−N(n+1)k+−3k+

〈t〉δ[H(q,n)+˜̀(n)]

(4.2.36)

and ∑
(k1,k2)∈Xk

2−k1‖Pk{xlI[Pk1U
L1h,ι1 , Pk2L′Nψ]}(t)‖L2

. ε2
12−N(n+1)k+−3k+

〈t〉δ[H(q,n)+˜̀(n)].

(4.2.37)

The bounds (4.2.37) are easy. As in the proof of (4.2.25) we estimate the
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left-hand side by∑
(k1,k2)∈Xk

2−k123 min{k,k1,k2}/2‖Pk1
UL1h1,ι1(t)‖L2

×
[
‖Pk2

{xlL′Nψ}(t)‖L2 + 2−k
−
2 ‖P ′k2

L′Nψ(t)‖L2

]
. ε2

12k/22−N(n+1)k+−8k+

〈t〉δ[H(q1,n1)+H(q′,n′)+˜̀(n′)+2],

using (3.3.3) and Proposition 4.7 inductively. This clearly suffices.
To prove (4.2.36) we write UL2ψ,ι2 = e−itΛkg,ι2V L2ψ,ι2 and examine the for-

mula (3.2.43). We make the change of variables η → ξ − η and notice that the
∂ξl derivative can hit the multiplier m(η, ξ − η), or the phase e−itΛkg,ι2 (ξ−η), or

the profile ̂Pk2V
L2ψ,ι2(ξ − η). In the first two cases, the derivative effectively

corresponds to multiplying by factors . 〈t〉 or . 2−k
−
2 , and changing the mul-

tiplier m1, in a way that still satisfies (3.2.41). The desired bounds are then

consequences of the bounds (4.2.31) (in the case 2k
−
2 . 〈t〉−1 we need to apply

(4.1.52) again to control the corresponding contributions).
It remains to consider the case when the ∂ξl derivative hits the profile
̂Pk2
V L2ψ,ι2(ξ − η). It suffices to prove that∑

(k1,k2)∈Xk

2k
+
2 −k1‖PkI[Pk1

UL1h,ι1 , UL2ψ,ι2
∗l,k2

](t)‖L2

. ε2
1〈t〉δ[H(q,n)+˜̀(n)]2−N(n+1)k+−4k+

,

(4.2.38)

where, as in Lemma 4.8, ÛL2ψ,ι2
∗l,k2

(ξ, t) = e−itΛkg,ι2 (ξ)∂ξl{ϕk2 · V̂ L2ψ,ι2}(ξ, t). In
view of (4.2.14) we have

‖UL2ψ,ι2
∗l,k2

(t)‖L2 . ε1〈t〉H(q2+1,n2+1)δ2−N(n2+1)k+
2 . (4.2.39)

Assume first that n1 ≥ 1. The contribution of the pairs (k1, k2) in (4.2.38)
for which k1 ≤ k2 + 10 is bounded as claimed, using the L∞ estimates (3.3.11)
and the L2 bounds (4.2.39). Similarly, the contribution of the pairs (k1, k2) for
which k2 ≤ k1 − 10 (thus |k − k1| ≤ 4) is bounded as claimed if 2k . 〈t〉1/100.
Finally, if 2k ≥ 〈t〉1/100 then the contribution of the pairs (k1, k2) for which
k2 ≤ k1 − 10 is bounded as claimed using (3.3.3) and (4.2.39).

Assume now that

n1 = 0 and n2 = n. (4.2.40)

We need to be slightly more careful than before. If 2k . 〈t〉1/100 then we can
just use the L∞ bounds in (3.3.11) and the L2 bounds (4.2.39) to prove (4.2.38).
On the other hand, if 2k ≥ 〈t〉1/100 then the contribution of the pairs (k1, k2)
with k1 ≥ k − 10 or k1 ≤ −10k can be estimated as before, using just (4.2.39)
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and the L2 bounds in (3.3.3).
To estimate the remaining contributions we need to avoid the derivative loss.

Going back to (4.2.36), it remains to prove that if 2k ≥ 〈t〉1/100 then∑
(k1,k2)∈Xk, k1∈[−10k,k−10]

2k
+
2 −k1‖Pk{∂ξlF{I[Pk1U

L1h,ι1 , Pk2U
L2ψ,ι2 ]}}(t)‖L2

ξ

. ε2
12−N(n+1)k+−3k+

.

(4.2.41)

We do not make the change of variables η → ξ− η now, so the ∂ξl derivative
hits the low frequency factor or the multiplier in the definition of the operator
I. The contribution when the derivative ∂ξl hits the multiplier can be bounded
easily using (3.3.11). Using the L2 bounds (3.3.3) on ψ, and L2×L∞ estimates
as before, for (4.2.41) it suffices to prove that

2−k1
∥∥F−1{∂ξl [ ̂Pk1

UL1h(ξ, t)]}
∥∥
L∞
. ε1〈t〉δ

′
2−2k+

1 2−2δk−1 . (4.2.42)

To prove (4.2.42) we replace UL1h(t) by e−it|∇|V L1h(t) and use either (3.3.11)
when the ∂ξl derivative hits the factor ϕk1

(ξ)e−it|ξ| or (3.3.9) when the derivative
hits the profile. The desired bounds (4.2.42) follow. This completes the proof
of the lemma.

4.2.2 The Cubic and Higher Order Nonlinearities

We now prove bounds on the nonlinearities LN h,≥3 and LNψ,≥3.

Lemma 4.11. Assume that t ∈ [0, T ], L ∈ Vqn, n ≤ 2, l ∈ {1, 2, 3}, and k ∈ Z.
Then

‖Pk(LN h,≥3
αβ )(t)‖L2 . ε2

1〈t〉−1/2+4δ′2−Ñ(n)k++6k+

min(2k, 〈t〉−1)3/2, (4.2.43)

‖Pk(xlLN h,≥3
αβ )(t)‖L2 . ε2

12k/2〈t〉−1/2+4δ′2−N(n+1)k+−3k+

. (4.2.44)

Moreover, if n = 3 and L ∈ Vqn then

‖Pk(LN h,≥3
αβ )(t)‖L2 . ε2

12k/2〈t〉−1/2+4δ′2−Ñ(n)k++6k+

min(2k, 〈t〉−1). (4.2.45)

Proof. We notice that N h,≥3
αβ is a sum of terms of the form G≥1 · N1, where

G≥1 =
∑
d≥1 adgd for some functions gd ∈ Gd (see (4.1.68)) and some coefficients

ad ∈ R with |ad| ≤ Cd, and N1 is a quadratic term similar to those in KG2
αβ ,

Q2
αβ , S2

αβ . It suffices to prove that if L ∈ Vqn then

‖Pk(L(G≥1 · N1))(t)‖L2 . ε2
1〈t〉−1/2+4δ′2−Ñ(n)k++6k+

min(2k, 〈t〉−1)3/2,
(4.2.46)
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‖Pk(xlL(G≥1 · N1))(t)‖L2 . ε2
12k/2〈t〉−1/2+4δ′2−N(n+1)k+−3k+

, (4.2.47)

provided that n ≤ 2. Moreover, if n = 3 then

‖Pk(L(G≥1 · N1))(t)‖L2 . ε2
12k/2〈t〉−1/2+4δ′2−Ñ(n)k++6k+

min(2k, 〈t〉−1).
(4.2.48)

Concerning the functions G≥1 and N1, we may assume that (see (4.1.71)
and (4.1.70))

‖PkDG≥1(t)‖L2 . ε1〈t〉δ
′
2−N(m)k+

2−k/22−γk
−
,

‖PkDG≥1(t)‖L∞ . ε1〈t〉−1+δ′2−N(m+1)k++3k+

min{1, 2k
−
〈t〉}1−δ,

‖Pk(xlDG≥1)(t)‖L2 . ε1〈t〉δ
′
2−N(m+1)k+

2−k
−/2(2−k

−
+ 〈t〉)2−γk

−
,

(4.2.49)

where l ∈ {1, 2, 3} and D ∈ Vqm, where the inequalities in the first line hold for
all pairs (q,m) ≤ (3, 3), while the inequalities in the last two lines hold only
for pairs (q, n) ≤ (2, 2). We may also assume that N1 satisfies the bounds (see
Lemmas 4.8 and 4.9)

‖PkDN1(t)‖L2 . ε2
12k/22−Ñ(m)k++3k+

〈t〉−1+δ′ min{1, 2k〈t〉},

‖PkDN1(t)‖L∞ . ε2
12k〈t〉−2+2δ′2−N(m+1)k++3k+

min{1, 2k〈t〉},

‖Pk(xlDN1)(t)‖L2 . ε2
12k/22−N(m+1)k+−5k+

〈t〉δ
′
.

(4.2.50)

The bounds (4.2.46) follow easily from (4.2.49)–(4.2.50), using L2 × L∞

estimates similar to those in Lemma 4.4, with the higher frequency factor placed
in L2 and the lower frequency factor in L∞. The proof of (4.2.47) also follows
from (4.2.49)–(4.2.50). The case 2k ≤ 〈t〉−1 follows by L2 estimates as before.
If 2k ≥ 〈t〉−1 then we first combine the weight xl with the higher frequency and
place it in L2. Using (4.2.49)–(4.2.50), we have∑

(k1,k2)∈Xk, k1≤k2+10

‖Pk1
L1G≥1(t)‖L∞ · ‖Pk2

(xlL2N1)(t)‖L2

. ε3
1〈t〉−1+3δ′2−N(n+1)k+−4k+

and ∑
(k1,k2)∈Xk, k2≤k1−10

‖Pk1(xlL1G≥1)(t)‖L2 · ‖Pk2(L2N1)(t)‖L∞

. ε3
1〈t〉−1+3δ′2−N(n1+1)k+

2k
−/2.

(4.2.51)

These bounds suffice in most cases, except when (n1 = n and 2k ≥ 〈t〉1/8),
because of the loss of derivative in (4.2.51). In this case, however, we combine
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the weight xl with the lower frequency and use the estimate∑
(k1,k2)∈Xk, k2≤k1−10

‖Pk1
(L1G≥1)(t)‖L2 · 23k2/2‖Pk2

(xlL2N1)(t)‖L2

. ε3
1〈t〉3δ

′
2−N(n)k+

,

which suffices.
The bounds (4.2.48) also follow from (4.2.49)–(4.2.50). We use first L2×L∞

estimates with the lower frequency placed in L∞. This suffices in most cases,
except when all the vector-fields apply to the low frequency factor (so we do not
have L∞ control of this factor). In this case, however, we can reverse the two
norms, and still prove (4.2.48) in a similar way.

Lemma 4.12. Assume that t ∈ [0, T ], L ∈ Vqn, n ≤ 3, and k ∈ Z. Then

‖Pk(LNψ,≥3)(t)‖L2 . ε2
1〈t〉−0.62−Ñ(n)k++6k+

min{2k, 〈t〉−1}. (4.2.52)

Moreover, if l ∈ {1, 2, 3} and n ≤ 2 then we also have the bounds

‖Pk(LNψ,≥3)(t)‖L∞ . ε2
12k/2〈t〉−1.62−N(n+1)k++5k+

min{2k, 〈t〉−1},

‖Pk(xlLNψ,≥3)(t)‖L2 . ε2
1〈t〉−0.62−N(n+1)k+−2k+

.
(4.2.53)

Proof. We examine the identity (2.1.16). It suffices to prove that if Ψ′ ∈
{ψ, ∂µψ, ∂µ∂νψ : µ, ν ∈ {0, 1, 2, 3}, (µ, ν) 6= (0, 0)} and G≥2 is a sum of the
form

∑
d≥2 adgd for some functions gd ∈ Gd (see (4.1.68)) and some coefficients

ad ∈ R with |ad| ≤ Cd, then

‖Pk{L(G≥2 ·Ψ′)}(t)‖L2 . ε2
1〈t〉−0.62−Ñ(n)k++6k+

min{2k, 〈t〉−1} (4.2.54)

and, assuming that n ≤ 2,

‖Pk{L(G≥2 ·Ψ′)}(t)‖L∞ . ε2
12k/2〈t〉−1.62−N(n+1)k++5k+

min{2k, 〈t〉−1},

‖Pk{xlL(G≥2 ·Ψ′)}(t)‖L2 . ε2
1〈t〉−0.62−N(n+1)k+−2k+

.

(4.2.55)

Concerning the functions G≥2 and Ψ′, we may assume that (see (4.1.69))

‖PkDG≥2(t)‖L2 . ε2
1〈t〉−1+δ′2−N(m)k+

2−k/2 min{1, 2k
−
〈t〉}1−δ

′
,

‖PkDG≥2(t)‖L∞ . ε2
1〈t〉−2+δ′2−N(m+1)k++3k+

min{1, 2k
−
〈t〉}2−δ

′
,

‖Pk(xlDG≥2)(t)‖L2 . ε2
1(2−k

−
+ 〈t〉)δ

′
2−N(m+1)k+

2−k
−/2,

(4.2.56)

where l ∈ {1, 2, 3} and D ∈ Vqm, where the inequalities in the first line hold for
all pairs (q,m) ≤ (3, 3), while the inequalities in the last two lines hold only for
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pairs (q,m) ≤ (2, 2). Also, as a consequence of (3.3.3), (3.3.13), and (3.3.9),

‖PkDΨ′(t)‖L2 . ε1〈t〉δ
′
2−N(m)k++k+

,

‖PkDΨ′(t)‖L∞ . ε1〈t〉−1+δ′2−N(m+1)k++3k+

2k
−/2 min{1, 22k−〈t〉},

‖Pk(xlDΨ′)(t)‖L2 . ε1〈t〉δ
′
(1 + 2k

−
〈t〉)2−N(m+1)k++k+

,

(4.2.57)

As before, we start with L2 estimates,

‖Pk(L1G≥2 · L2Ψ′)(t)‖L2

.
∑

(k1,k2)∈Xk

23 min(k,k1,k2)/2‖Pk1
L1G≥2(t)‖L2‖Pk2

L2Ψ′(t)‖L2

. ε3
12k

−
〈t〉−1+3δ′2−N(n)k++2k+

,

(4.2.58)

provided that L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, n1 + n2 = n. This suffices to prove (4.2.54)

if 2k . 〈t〉−2/3 or if 2k & 〈t〉1/5. Moreover, if 2k ∈ [〈t〉−2/3, 〈t〉1/5] then we
use L2 × L∞ estimates and (4.2.56)–(4.2.57), with the lower frequency factor
estimated in L∞ and the higher frequency factor estimated in L2. This suffices
in most cases, except when n = 3 and all the vector-fields apply to the low
frequency factor. In this case, however, we can reverse the two norms, and still
prove the desired conclusion (4.2.54).

The L∞ bounds in (4.2.55) follow from the L2 bounds (4.2.58) if 2k . 〈t〉−0.9.
On the other hand, if 2k ≥ 〈t〉−0.9 then we just use the L2 and the L∞ bounds
in (4.2.56)–(4.2.57).

The proof of the weighted L2 bounds in (4.2.55) is similar. The case 2k ≤
〈t〉−1 follows by L2 estimates as before. As in the proof of Lemma 4.11, if
2k ≥ 〈t〉−1 then we first combine the weight xl with the higher frequency and
place it in L2. This gives the desired bounds (4.2.55) in most cases, except when
2k ≥ 〈t〉1/10 and (n1 = n or n2 = n), because of the loss of derivative. In these
cases, however, we combine the weight xl with the lower frequency factor and
use the L2 estimates in the first and third lines of (4.2.56)–(4.2.57). The desired
bounds (4.2.55) follow in these cases as well.

4.2.3 Additional Low Frequency Bounds

We prove now some additional linear bounds on the solutions PkU
Lh when k is

very small. These bounds are important in some of the energy estimates in the
next sections, when the vector-fields hit very low frequency factors.

Lemma 4.13. Assume that t ∈ [0, T ], k ≤ 0, and J + k ≥ 0. If L = ΓaL′,
a ∈ {1, 2, 3}, L′ ∈ Vqn, n ≤ 2, and h ∈ {hαβ} then

(2k
−
〈t〉)γ2−k/2‖ϕ≤J(x) · PkULh(t)‖L2 . ε12k(2J + 〈t〉) · 〈t〉H(q,n)δ+2δ. (4.2.59)
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In addition, if |α| ≤ 3, L′ ∈ Vqn, n+ |α| ≤ 3, then

(2k
−
〈t〉)γ2−k/2‖ϕ≤J(x) · PkUΩαL′h(t)‖L2 . ε12|α|(J+k) · 〈t〉H(q,n)δ. (4.2.60)

Proof. These bounds, which should be compared with (3.3.3), are used only
when 2k . 〈t〉−1+δ′ . Recall the formula ULh(t) = (∂t − iΛwa)(Lh)(t). To prove
(4.2.59) we write

ULh(t) = (∂t− iΛwa)(ΓaL′h)(t) = ΓaU
L′h(t)+[∂t− iΛwa,Γa](L′h)(t). (4.2.61)

The commutator can be bounded easily, without needing spatial localization,∥∥Pk[∂t − iΛwa,Γa](L′h)(t)
∥∥
L2 .

∥∥PkUL′h(t)
∥∥
L2 . ε1(2k

−
〈t〉)−γ2k/2〈t〉H(q,n)δ;

see (3.3.3). For the main term we write ΓaU
L′h(t) = t∂aU

L′h(t) + xa∂tU
L′h(t),

and estimate∥∥Pkt∂aUL′h(t)
∥∥
L2 . 〈t〉2k

∥∥PkUL′h(t)
∥∥
L2 . ε1(2k

−
〈t〉)−γ2k/2〈t〉H(q,n)δ〈t〉2k.

Using the identity ∂tU
L′h(t) = −iΛwaUL

′h(t)+L′N h(t) and spatial localization,

‖ϕ≤J(x) · Pk(xa∂tU
L′h(t))‖L2 . 2J‖P ′k(∂tU

L′h(t))‖L2

. 2J+k‖P ′kUL
′h(t)‖L2 + 2J‖P ′kL′N h(t)‖L2

. 2J+kε1(2k
−
〈t〉)−γ2k/2〈t〉H(q,n)δ + 2Jε2

123k/2〈t〉H(q,n)δ+3δ/2,

(4.2.62)

where P ′k = P[k−2,k+2] and we use (4.2.3) in the last line. The desired conclusion
(4.2.59) follows from the last three bounds.

The proof of (4.2.60) is easier, since PkU
ΩαL′h(t) = ΩαPkU

L′h(t), and each
Ω vector-field generates a factor of 2J+k, as in (4.2.62) above.

4.2.4 Additional Bounds on Some Quadratic Nonlinearities

We will also need some slightly stronger bounds on some of the components of
the nonlinearities LN h

αβ when L ∈ Vq1 .

Lemma 4.14. For any k ∈ Z, t ∈ [0, T ], L ∈ Vqn, n ≤ 1, and α, β ∈ {0, 1, 2, 3}

‖Pk(LKG2
αβ)(t)‖L2 + ‖Pk(LS2

αβ)(t)‖L2 . ε2
12k/2〈t〉−1+H(q,n)δ+3δ/22−N(n)k++k+

.
(4.2.63)

Moreover, if 2k ≤ 〈t〉−1/10 then

‖Pk(LQ2
αβ)(t)‖L2 . ε2

12k/2〈t〉−1+H(q,n)δ+3δ/2. (4.2.64)

Proof. The quadratic nonlinearities KG2
αβ , S2

αβ , andQ2
αβ are defined in (2.1.12)–
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(2.1.15). The point of the lemma is the slightly better estimates in terms of
powers of 〈t〉, when at most one vector-field acts on nonlinearities. We prove
the desired bounds in several steps.

Step 1. We consider first bilinear interactions of the metric components.
For later use we prove slightly stronger frequency-localized estimates. Assume
k, k1, k2 ∈ Z, t ∈ [0, T ], L2 ∈ Vq2n2

, n2 ≤ 1, h1, h2 ∈ {hαβ}, and ι1, ι2 ∈ {+,−}.
Assume that m is a multiplier satisfying ‖F−1m‖L1(R6) ≤ 1 and define Im as in
(3.2.43). Using just L2 estimates we have∥∥PkIm[Pk1

Uh1,ι1(t), Pk2
UL2h2,ι2(t)]

∥∥
L2

. ε2
123 min{k,k1,k2}/2

(
〈t〉22k

−
1 +k−2

)−γ
2k1/2+k2/2

× 〈t〉[H(q2,n2)+1]δ2−N(0)k+
1 −N(n2)k+

2 .

(4.2.65)

Moreover, if 〈t〉 � 1, 2k ≥ 〈t〉−1, and k = min{k, k1, k2} then we also have the
estimates (see (4.1.18)–(4.1.19))∥∥PkIm[Pk1U

h1,ι1(t), Pk2U
L2h2,ι2(t)]

∥∥
L2

. ε2
12k/2〈t〉−1+δ[H(q2,n2)+1]2−N(n2)k+

2 −5k+
2 2k

−
2 /4.

(4.2.66)

On the other hand, if 〈t〉 � 1, 2k ≥ 〈t〉−1, and k1 = min{k, k1, k2} then
2k ≈ 2k2 and∥∥PkIm[Pk1

Uh1,ι1(t), Pk2
UL2h2,ι2(t)]

∥∥
L2 . ε

2
12−|k1|〈t〉−1+δ′2k/22−N(n2)k+

,
(4.2.67)

using the bounds (3.3.11) and (3.3.3). If, in addition, 〈t〉−8δ′ ≤ 2k1 ≤ 2k2 ≤
〈t〉8δ′ then we let J1 be the largest integer such that 2J1 ≤ 〈t〉2−30, decompose

Pk1
Uh1,ι1(t) = Uh1,ι1

≤J1,k1
(t)+Uh1,ι1

>J1,k1
(t) as in (4.1.14), and use (3.3.4) and (3.3.11),

together with the stronger bounds (3.3.16) on ‖Uh1,ι1
≤J1,k1

(t)‖L∞ , to show that∥∥PkIm[Pk1
Uh1,ι1(t), Pk2

UL2h2,ι2(t)]
∥∥
L2

. ε2
12−|k1|/2〈t〉−1+δ[H(q2,n2)+1]2k/22−N(n2)k+

.
(4.2.68)

Finally, if 〈t〉 � 1, 2k ≥ 〈t〉−1, and k2 = min{k, k1, k2} then 2k ≈ 2k1 and,
using (4.1.10),∥∥PkIm[Pk1

Uh1,ι1(t), Pk2
UL2h2,ι2(t)]

∥∥
L2

. ε2
1〈t〉−1+δ[H(q2,n2)+1]2−|k2|2|k|/42−N0k

++2k+

.
(4.2.69)
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We examine the identities (2.1.14)–(2.1.15) and estimate

‖Pk(LS2
αβ)(t)‖L2

.
∑

k1,k2,ι1,ι2,h1,h2,L2∈Vqn

∥∥PkIm[Pk1
Uh1,ι1(t), Pk2

UL2h2,ι2(t)]
∥∥
L2 .

(4.2.70)

The desired bounds in (4.2.63) follow from (4.2.65) if 〈t〉 . 1 or if 2k . 〈t〉−1.
On the other hand, if 〈t〉 � 1 and 2k ≥ 〈t〉−1 then the High × High → Low
interactions in (4.2.70) can be estimated as claimed using (4.2.66). The Low ×
High→ High interactions in (4.2.70) can be estimated using (4.2.67)–(4.2.68) if
k1 ≤ k2 or if n = 0 (thus L2 = Id); they can also be estimated using (4.2.69) if
k2 ≤ k1 and n = 1. This completes the proof of the bounds on ‖Pk(LS2

αβ)(t)‖L2

in (4.2.63).
Similarly, using the identities (2.1.13) we estimate

‖Pk(LQ2
αβ)(t)‖L2

.
∑

k1,k2,ι1,ι2,h1,h2,L2∈Vqn

2|k1−k2|
∥∥PkIm[Pk1U

h1,ι1(t), Pk2U
L2h2,ι2(t)]

∥∥
L2

+
∑

k1,k2,ι1,h1,Nh2

2−k1
∥∥PkIm[Pk1

Uh1,ι1(t), Pk2
N h

2 (t)]
∥∥
L2 ,

(4.2.71)

where N h
2 ∈

{
N h
αβ , α, β ∈ {0, 1, 2, 3}

}
. The terms in the last line of (4.2.71)

are generated by commuting L and derivatives, and then replacing ∂2
0h with

∆h+N h, as in the proof of Lemma 4.9. The desired bounds (4.2.64) follow as
before, using (4.2.65), (4.2.66), (4.2.67), and (4.2.69) to control the terms in the
second line of (4.2.71) (recall that 2k ≤ 〈t〉−1/10), and the L2 estimates (4.2.3)
and (3.3.3) to control the terms in the last line.

Step 2. We consider now bilinear interactions of the Klein-Gordon field, and
prove again slightly stronger frequency-localized estimates. Assume k, k1, k2 ∈
Z, t ∈ [0, T ], L2 ∈ Vq2n2

, n2 ≤ 1, ι1, ι2 ∈ {+,−}, and m satisfies ‖F−1m‖L1(R6) ≤
1. Using L2 ×L∞ estimates (with the higher frequency in L2), and the bounds
(3.3.13), (3.3.3), and (3.3.5), we have∥∥PkIm[Pk1

Uψ,ι1(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. ε2
1〈t〉−1+δ′2min{k−1 ,k

−
2 }/22max{k−1 ,k

−
2 }2−N(n2) max{k+

1 ,k
+
2 }.

(4.2.72)

Assume that 2k
−
1 ≥ 〈t〉−1/2220. Then we write Pk1

Uψ,ι1(t) = Uψ,ι1≤J1,k1
(t) +

Uψ,ι1>J1,k1
(t) as in (3.3.1)–(3.3.2), where J1 is the largest integer satisfying 2J1 ≤
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2k
−
1 −20〈t〉. Using (3.3.17), (3.3.13), and (3.3.3)–(3.3.4) we estimate∥∥PkIm[Pk1

Uψ,ι1(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. ‖Uψ,ι1≤J1,k1
(t)‖L∞‖Pk2U

L2ψ,ι2(t)‖L2 + ‖Uψ,ι1>J1,k1
(t)‖L2‖Pk2U

L2ψ,ι2(t)‖L∞

. ε2
1〈t〉−3/2+H(q2,n2)δ2−k

−
1 /2+κk−1 /202−N(1)k+

1 2−5k+
2 .

(4.2.73)

Finally, since ‖Pk1
Uψ,ι1(t)‖L2 . 2k

−
1 +κk−1 2−N0k

+
1 +2k+

1 (see (3.3.7)) we can
use just L2 bounds to estimate∥∥PkIm[Pk1

Uψ,ι1(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. ε2
123 min{k−,k−1 ,k

−
2 }/22k

−
1 +κk−1 2−N(1)k+

1 2−N(n2)k+
2 〈t〉H(q2,n2)δ.

(4.2.74)

We can now complete the proof of (4.2.63). We estimate first

‖Pk(LKG2
αβ)(t)‖L2 .

∑
k1,k2,ι1,ι2,L2∈Vqn

∥∥PkIm[Pk1U
ψ,ι1(t), Pk2U

L2ψ,ι2(t)]
∥∥
L2 .

(4.2.75)
The bounds claimed in (4.2.63) follow using only (4.2.72) if 2k & 〈t〉δ′ . If
2k ∈ [1, 〈t〉δ′ ] then the desired bounds follow using (4.2.73) for the contribution

of the pairs (k1, k2) ∈ Xk with 2k
−
1 ≥ 〈t〉−1/2220, and (4.2.74) for the other pairs.

Assume now that 2k ≤ 1. First we use (4.2.74) to bound the contribution

of the pairs (k1, k2) for which 2k
−
1 +k− . 〈t〉−1. On the other hand if 2k

−
1 +k− ≥

〈t〉−12100 then we use (4.2.73) if 2k
−
1 ≥ 〈t〉−1/2220 and (4.2.72) for the remaining

pairs with 2k
−
1 ≤ 〈t〉−1/2220 ≤ 2k

−
. This completes the proof of (4.2.63).

4.3 DECOMPOSITIONS OF THE MAIN NONLINEARITIES

4.3.1 The Variables FL, FL, ρL, ωLj ,Ω
L
j , ϑ

L
jk

Recall that these variables were defined in (2.1.26) and (2.1.30). The harmonic
gauge condition (1.2.7) gives

mαβ∂αhβµ −
1

2
mαβ∂µhαβ = E≥2

µ := −gαβ≥1∂αhβµ +
1

2
gαβ≥1∂µhαβ . (4.3.1)

These identities and the identities (2.1.2) can be used to derive elliptic equations
for the variables F, F , ρ, ωj ,Ωj , ϑjk. More precisely, let R0 := |∇|−1∂t and

τ = τ [H] := (1/2)[δjkHjk +RjRkHjk] = −(1/2)δjkϑ[H]jk. (4.3.2)
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We show below that the variables ρL and ΩLj can be expressed in terms of the

other variables, up to quadratic errors, while the variables τL := τ [Lh] are in
fact quadratic. More precisely:

Lemma 4.15. Assume that L ∈ V3
3 and define

EcomL,µ := mαβ [∂α,L]hβµ −
1

2
mαβ [∂µ,L]hαβ . (4.3.3)

Then the variables ρL,ΩLj (defined in (2.1.30)) satisfy the elliptic-type identities

ρL = R0F
L +R0τ

L + |∇|−1LE≥2
0 + |∇|−1EcomL,0 ,

ΩLj = R0ω
L
j + |∇|−1 ∈jlk RlLE≥2

k + |∇|−1 ∈jlk RlEcomL,k .
(4.3.4)

The variables τL satisfy the identities

2|∇|2τL = ∂αLE≥2
α + ∂αE

com
L,α + F [LN h] + τ [LN h],

2|∇|∂0τ
L = −|∇|LE≥2

0 +Rk∂0LE≥2
k − |∇|E

com
L,0 + ∂0RkE

com
L,k + ρ[LN h].

(4.3.5)

Proof. As a consequence of (4.3.1) we have

mαβ∂αLhβµ −
1

2
mαβ∂µLhαβ = LE≥2

µ +mαβ [∂α,L]hβµ −
1

2
mαβ [∂µ,L]hαβ

= LE≥2
µ + EcomL,µ .

(4.3.6)

Notice that mαβLhαβ = 2τL − 2FL. Therefore (4.3.6) with µ = 0 gives

−∂0(FL + FL) + |∇|ρL − ∂0(τL − FL) = LE≥2
0 + EcomL,0 .

This simplifies to

−∂0F
L + |∇|ρL − ∂0τ

L = LE≥2
0 + EcomL,0 . (4.3.7)

Similarly, using (4.3.6) with µ = k ∈ {1, 2, 3} gives

−∂0Lh0k + ∂jLhjk −
1

2
∂k(mαβLhαβ) = LE≥2

k + EcomL,k .

Taking the divergence and the curl, and using (2.1.26), this gives

−∂0ρ
L − |∇|FL + |∇|τL = RkLE≥2

k +RkE
com
L,k (4.3.8)

and
−∂0ω

L
j + |∇|ΩLj =∈jlk RlLE≥2

k + ∈jlk RlEcomL,k . (4.3.9)
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The identities (4.3.4) follow from (4.3.7) and (4.3.9).
We can now use (4.3.7) and (4.3.8) to derive the identities (4.3.5) for τL.

Indeed, applying ∂0 to the first equation and |∇| to the second equation and
adding up we have

−(∂2
0 + |∇|2)FL − (∂2

0 + |∇|2)τL + 2|∇|2τL

= ∂0LE≥2
0 + |∇|RkE≥2

k + ∂0E
com
L,0 + |∇|RkEcomL,k .

Similarly, applying −|∇| to the first equation and ∂0 to the second equation and
adding up,

−(∂2
0 + |∇|2)ρL+ 2|∇|∂0τ

L = −|∇|LE≥2
0 +Rk∂0LE≥2

k − |∇|E
com
L,0 + ∂0RkE

com
L,k .

The desired identities (4.3.5) follow since (∂2
0 + |∇|2)GL = G[LN h], G ∈

{F , τ, ρ}.

4.3.2 Energy Disposable Nonlinearities

To prove energy estimate in the next section we need to bound the contribution
of spacetime integrals. Many resulting terms can be estimated easily, without
normal form analysis, using just decay properties. In this subsection we identify
these terms. We start with a definition.

Definition 4.16. Assume that (q, n) ≤ (3, 3). A function L : R3 × [0, T ] → C
will be called ”wave-disposable of order (q, n)” if, for any t ∈ [0, T ],∥∥|∇|−1/2L(t)

∥∥
HN(n) . ε

2
1〈t〉−1+H(q,n)δ−δ/2. (4.3.10)

Similarly, a function L : R3 × [0, T ]→ C will be called ”KG-disposable of order
(q, n)” if ∥∥L(t)

∥∥
HN(n) . ε

2
1〈t〉−1+H(q,n)δ−δ/2. (4.3.11)

We identify now suitable classes of cubic terms that are energy disposable.
More precisely:

Definition 4.17. We define two sets of quadratic and higher order expressions
QU0 ⊆ QU

QU :=
{
∂αh1∂βh2, G≥1 · ∂αh1∂βh2, KG2

αβ , G≥1 · KG2
αβ , G≥1 · ∂α∂βh2

}
,

QU0 :=
{
∂αh1∂βh2, G≥1 · ∂αh1∂βh2, KG2

αβ , G≥1 · KG2
αβ

}
,

(4.3.12)

where α, β ∈ {0, 1, 2, 3}, h1, h2 ∈ {hµν}, KG2
αβ are defined in (2.1.12), and

G≥1 =
∑
d≥1 adgd for some functions gd ∈ Gd (see (4.1.68)) and some coeffi-

cients ad ∈ R with |ad| ≤ Cd.
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A “semilinear cubic remainder of order (q, n)” is a finite sum of expressions
of the form

I[|∇|−1L1N , ∂αL2hµν ] or I[|∇|−1L1N , |∇|−1L2N ′] or I[L1N0,L2hµν ],
(4.3.13)

where I = Im, m ∈ M, is as in (3.2.43), N ,N ′ ∈ QU , N0 ∈ QU0, Li ∈ Vqini ,
and (q1, n1) + (q2, n2) ≤ (q, n).

For example, the functions N h
µν , ∂µE

≥2
ν , |∇|∂µτ can be written as sums of

terms of the form RaN for N ∈ QU , where Ra = Ra1
1 Ra2

2 Ra3
3 (see (4.3.1) and

(4.3.5)).
We show that functions in QU satisfy quadratic-type bounds similar to N h

αβ :

Lemma 4.18. If N ∈ QU , L ∈ Vqn, n ≤ 3, t ∈ [0, T ], and k ∈ Z then

‖Pk{LN}(t)‖L2 . ε2
12k/2〈t〉H(q,n)δ2−Ñ(n)k++7k+

min(2k〈t〉3δ/2, 〈t〉−1+˜̀(n)δ).
(4.3.14)

Moreover, if n ≤ 2 and l ∈ {1, 2, 3} then we also have the bounds

‖Pk{LN}(t)‖L∞ . ε2
12k〈t〉−1+4δ′2−N(n+1)k++5k+

min{2k, 〈t〉−1},

‖Pk{xlLN}(t)‖L2 . ε2
12k/2〈t〉δ

′
2−N(n+1)k+−2k+

.
(4.3.15)

Finally, if L ∈ Vqn, n ≤ 3, t ∈ [0, T ], k ∈ Z, and 2k . 〈t〉−δ′ then

‖Pk{LN}(t)‖L2 . ε2
12k/2〈t〉H(q,n)δ〈t〉−1+`(q,n)δ+δ/2. (4.3.16)

Proof. The bounds (4.3.14)–(4.3.15) follow from the proofs of Lemmas 4.8, 4.9,
4.11. The bounds (4.3.16) follow from (4.2.7) if N = KG2

αβ and from (4.2.46) if
N is a cubic term. It remains to prove that

‖Pk{LQ2
αβ}(t)‖L2 + ‖Pk{LS2

αβ}(t)‖L2 . ε2
12k/2〈t〉H(q,n)δ〈t〉−1+`(q,n)δ+δ/2

if 2k . 〈t〉−δ′ , where Q2
αβ and S2

αβ are as in (2.1.13)–(2.1.15). This can be
proved as in Lemma 4.9, using Lemma 4.1. Most of the terms gain a factor of
2k/2, which is more than enough to give the additional time decay. The only
exception are the High × High → Low interactions that are controlled using
(4.1.5)–(4.1.7); however, in these interactions we already have the time decay
factor 〈t〉H(q,n)δ〈t〉−1+`(q,n)δ+δ/2 as claimed.

We show first that most cubic and higher order terms in LN h
αβ and LNψ

are disposable.

Lemma 4.19. If (q, n) ≤ (3, 3) then any semilinear cubic remainder of order
(q, n) (see Definition 4.17) is wave-disposable. In addition, if I = Im, m ∈ M,
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is as in (3.2.43) and h1 ∈ {hµν} then terms of the form

I[|∇|−1L1(G≥1∂ρh1),L2ψ] (4.3.17)

are KG-disposable of order (q, n) for all L1 ∈ Vq1n1
, L2 ∈ Vq2n2

with (q1, n1) +
(q2, n2) ≤ (q, n).

Moreover, if n2 < n, then terms of the form

I[|∇|−1L1(G≥1∂ρh1), ∂α∂βL2h2] (4.3.18)

are wave-disposable of order (q, n), while terms of the form

I[|∇|−1L1(G≥1∂ρh1), ∂α∂βL2ψ] (4.3.19)

are KG-disposable of order (q, n).

Proof. Time decay is not an issue in this lemma, since we are considering cubic
and higher order terms, but we need to be careful to avoid possible derivative
loss. For any (q, n) with (q, n) ≤ (3, 3) and t ∈ [0, T ] we define the frequency
envelopes {bk}k∈Z = {bk(q, n; t)}k∈Z by

b0k(q, n; t) := sup
K∈Vqn, α,β∈{0,1,2,3}

〈t〉−H(q,n)δ

×
{∥∥Pk{(〈t〉|∇|≤1)γ |∇|−1/2UKhαβ}(t)

∥∥
HN(n) + ‖PkUKψ(t)‖HN(n)

}
,

bk(q, n; t) := ε12−γ|k|/4 +
∑
k′∈Z

2−γ|k−k
′|/4b0k′(q, n; t).

(4.3.20)

In view of the bootstrap assumption (2.1.46) we have∑
k∈Z

(bk(q, n; t))2 . ε2
1 and bk(q, n; t) ≤ bk′(q, n; t)2γ|k−k

′|/4 for any k, k′ ∈ Z.

(4.3.21)
The main point of the definition is that we have the slightly better L2 bounds∥∥PkUKhαβ (t)

∥∥
L2 . bk(q, n; t)〈t〉H(q,n)δ2k/22−N(n)k+

(〈t〉2k
−

)−γ ,∥∥PkUKψ(t)
∥∥
L2 . bk(q, n; t)〈t〉H(q,n)δ2−N(n)k+

,
(4.3.22)

for any k ∈ Z, K ∈ Vqn, and α, β ∈ {0, 1, 2, 3} (compare with (3.3.3)).
To prove the conclusions we need two more quadratic bounds: if N0 ∈ QU0

and N ∈ QU (see (4.3.12)), k ≥ 0, t ∈ [0, T ], and K ∈ Vq
′

n′ then

‖Pk{KN0}(t)‖L2 . ε1bk(q′, n′; t)2k/22−N(n′)k〈t〉−1+δ′/2,

‖Pk{KN}(t)‖L2 . ε1bk(q′, n′; t)23k/22−N(n′)k〈t〉−1+δ′/2.
(4.3.23)

Notice that these bounds are improvements over the general bounds (4.3.14)
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when k ≥ 0.
Step 1. We assume first that the bounds (4.3.23) hold and show how to

prove the conclusions of the lemma. Recall also the bounds (4.1.79). In view of
the definitions it suffices to show that

‖PkI[|∇|−1L1N , UL2h2,ι2 ](t)‖L2 . ε1bk(q, n; t)2k/22−N(n)k+

〈t〉−1,

‖PkI[|∇|−1L1N , |∇|−1L2N ′](t)‖L2 . ε1bk(q, n; t)2k/22−N(n)k+

〈t〉−1,

‖PkI[L1N0, |∇|−1UL2h2,ι2 ](t)‖L2 . ε1bk(q, n; t)2k/22−N(n)k+

〈t〉−1,

(4.3.24)

and

‖PkI[|∇|−1L1(G≥1∂ρh1), 〈∇〉−1UL2ψ,ι2 ](t)‖L2 . ε2
12−δ|k|2−N(n)k+

〈t〉−1,
(4.3.25)

for any k ∈ Z, t ∈ [0, T ], N ,N ′ ∈ QU , N0 ∈ QU0, L1 ∈ Vq1n1
, L2 ∈ Vq2n2

,
(q1, n1) + (q2, n2) ≤ (q, n). Moreover, if n2 < n and N h ∈ {N h

αβ}, then we also
have to prove the bounds

‖PkI[|∇|−1L1(G≥1∂ρh1), |∇|UL2h2,ι2 ](t)‖L2 . ε2
12−δ|k|2k/22−N(n)k+

〈t〉−1,

‖PkI[|∇|−1L1(G≥1∂ρh1),L2N h](t)‖L2 . ε2
12−δ|k|2k/22−N(n)k+

〈t〉−1

(4.3.26)

and

‖PkI[|∇|−1L1(G≥1∂ρh1), 〈∇〉UL2ψ,ι2 ](t)‖L2 . ε2
12−δ|k|2−N(n)k+

〈t〉−1,

‖PkI[|∇|−1L1(G≥1∂ρh1),L2Nψ](t)‖L2 . ε2
12−δ|k|2−N(n)k+

〈t〉−1,
(4.3.27)

in order to show that the expressions in (4.3.18)–(4.3.19) are also disposable.
The proofs of (4.3.24)–(4.3.27) rely on L2 × L∞ estimates, as in Lemmas

4.4-4.6. In most cases we place the high frequency factor in L2 and the low
frequency factor in L∞, except when the low frequency factor carries all the
three vector-fields. We provide all the details only for the proof of the harder
estimates in the first line of (4.3.24), which require the frequency envelopes.

The functions |∇|−1L1N and UL2h2,ι2 satisfy the bounds

‖Pk1
(|∇|−1L1N )(t)‖L2 . ε1bk1

(q, n; t)2−N(n1)k+
1 +k+

1 /2 min(2k1 , 〈t〉−1)1/2−δ′ ,

‖Pk1
(|∇|−1L1N )(t)‖L∞ . ε2

1〈t〉−1+4δ′2−N(n1+1)k+
1 +5k+

1 min(2k1 , 〈t〉−1)

(4.3.28)

(see (4.3.23), (4.3.14), and (4.3.15)) and

‖Pk2
(UL2h2,ι2)(t)‖L2 . bk2

(q, n; t)2−N(n2)k+
2 +k+

2 /22k
−
2 /2−δk

−
2 〈t〉δ

′
,

‖Pk2(UL2h2,ι2)(t)‖L∞ . ε1〈t〉−1+δ′2k
−
2 2−N(n2+1)k+

2 +2k+
2

(4.3.29)
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(see (4.3.22) and (3.3.11)). As before, the L∞ bounds in the second lines of
(4.3.28) and (4.3.29) hold only if n1 ≤ 2 and n2 ≤ 2. We estimate first

‖PkI[|∇|−1L1N , UL2h2,ι2 ](t)‖L2

.
∑

(k1,k2)∈Xk

23k/2‖Pk1(|∇|−1L1N )(t)‖L2‖Pk2(UL2h2,ι2)(t)‖L2

. ε3
1〈t〉−1/2+4δ′23k/2,

which suffices to prove (4.3.24) if 2k . 〈t〉−0.51. Moreover, if 2k ≥ 〈t〉−0.51 and
n1, n2 ∈ [0, 2] then we estimate, using also (4.3.21),

‖PkI[|∇|−1L1N , UL2h2,ι2 ](t)‖L2 . S1 + S2,

where

S1 :=
∑

(k1,k2)∈Xk, k1≥k−8

‖Pk1
(|∇|−1L1N )(t)‖L2‖Pk2

(UL2h2,ι2)(t)‖L∞

. ε2
1bk(q, n; t)2−N(n1)k++k+/2〈t〉−3/2+4δ′ ,

S2 :=
∑

(k1,k2)∈Xk, k1≤k−8

‖Pk1(|∇|−1L1N )(t)‖L∞‖Pk2(UL2h2,ι2)(t)‖L2

. ε2
1bk(q, n; t)2−N(n2)k++k+/2〈t〉−5/3.

Finally, if n1 = 3 (thus n2 = 0, n = 3), then we estimate

‖PkI[|∇|−1L1N , UL2h2,ι2 ](t)‖L2

.
∑

(k1,k2)∈Xk

‖Pk1(|∇|−1L1N )(t)‖L2‖Pk2(UL2h2,ι2)(t)‖L∞

. ε2
1bk(q, n; t)2−N(n)k++k+/2〈t〉−3/2+4δ′ ,

while if n2 = 3 (thus n1 = 0, n = 3), then

‖PkI[|∇|−1L1N , UL2h2,ι2 ](t)‖L2

.
∑

(k1,k2)∈Xk

‖Pk1(|∇|−1L1N )(t)‖L∞‖Pk2(UL2h2,ι2)(t)‖L2

. ε2
1bk(q, n; t)2−N(n)k++k+/2〈t〉−5/3.

These bounds suffice to prove (4.3.24) when 2k ≥ 〈t〉−0.51.
The estimates (4.3.26)–(4.3.27) are slightly easier, because we do not need

to carry the frequency envelopes. The functions |∇|−1L1(G≥1∂ρh1) satisfy the
bounds in Lemma 4.6, while the functions NL2h2 and NL2ψ satisfy the bounds
in Proposition 4.7. Since n2 < n there is no derivative loss, and the estimates
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(4.3.26)–(4.3.27) follow in the same way as (4.3.24).
Step 2. We prove now the bounds (4.3.23). We examine the definition

(4.3.12). If N 1
0 := ∂αh1 · ∂βh2 and N 2

0 := G≥1∂αh1 · ∂βh2, α, β ∈ {0, 1, 2, 3},
h1, h2 ∈ {hµν}, then

‖Pk{KN 1
0 }(t)‖L2 + ‖Pk{KN 2

0 }(t)‖L2 . ε1bk(q′, n′; t)2k/22−N(n′)k〈t〉−1+δ′ ,
(4.3.30)

for any k ≥ 0, t ∈ [0, T ], and K ∈ Vq
′

n′ . This is easy to see just using L2 × L∞
estimates and the bounds (4.3.22), (3.3.11), and (4.2.49). Similarly, if N 3

0 :=
KG2

αβ (see (2.1.12)) for some α, β ∈ {0, 1, 2, 3} and N 4
0 := G≥1 · KG2

αβ then

‖Pk{KN 3
0 }(t)‖L2 + ‖Pk{KN 4

0 }(t)‖L2 . ε2
12−N(n′)k〈t〉−1+δ′ , (4.3.31)

for any k ≥ 0, t ∈ [0, T ], and K ∈ Vq
′

n′ . Finally, if (α, β) 6= (0, 0), then

‖Pk{K(G≥1 · ∂α∂βh2)}(t)‖L2 . ε1bk(q′, n′; t)2−N(n′)k+3k/2〈t〉−1+δ′ , (4.3.32)

for any k ≥ 0, t ∈ [0, T ], and K ∈ Vq
′

n′ , using again L2 × L∞ estimates as
before (and Proposition 4.7 to bound the commutator term [K, ∂α∂β ]h2). As
a consequence of the last three bounds and the identitites (2.1.9), the metric
nonlinearities N h

µν satisfy bounds similar to (4.3.32),

‖Pk{KN h
µν}(t)‖L2 . ε1bk(q′, n′, t)2−N(n′)k+3k/2〈t〉−1+δ′ .

Therefore, we can use the equation ∂2
0h = ∆h+N h to prove the bounds (4.3.32)

for α = β = 0 as well. This completes the proof of (4.3.23).

We show now that all the quadratic terms arising as commutators are also
energy disposable.

Lemma 4.20. Assume that (q, n) ≤ (3, 3), L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, (q1, n1) +
(q2, n2) ≤ (q, n−1). If h1, h2 ∈ {hµν}, ρ, α, β ∈ {0, 1, 2, 3} then quadratic terms
of the form

I[UL1ψ,ι1 , UL2ψ,ι2 ] or I[RρL1h1, ∂α∂βL2h2] or I[∂ρL1h1, ∂βL2h2]
(4.3.33)

are wave-disposable of order (q, n), where ι1, ι2 ∈ {+,−}. Moreover, terms of
the form

I[RρL1h1, ∂α∂βL2ψ] (4.3.34)

are KG-disposable of order (q, n).

Terms such as those in (4.3.33) and (4.3.34) will be called “wave (respectively
KG) commutator remainders” of order (q, n).

Proof. Derivative loss is not an issue in this lemma, since n1 + n2 ≤ n− 1, but
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we need to be careful with the time decay. We show first for any k, k1, k2 ∈ Z
and t ∈ [0, T ]

2−k/2‖PkI[Pk1U
L1ψ,ι1 , Pk2U

L2ψ,ι2 ](t)‖L2

. ε2
1〈t〉−1+δ[H(q,n−1)+`(q,n−1)+1]2−N(n−1)k+

2−γ(|k|+|k1|+|k2|)/4.
(4.3.35)

Indeed, these bounds follow from (4.1.34) and (2.1.53) if 2min{k,k1,k2} . 〈t〉−1

(see also the definitions (4.1.2)). On the other hand, if 2min{k,k1,k2} ≥ 〈t〉−1

then (4.3.35) follows from the bounds (4.1.35). Since

H(q, n− 1) + `(q, n− 1) + 12 ≤ H(q, n), (4.3.36)

the bounds (4.3.35) suffice to show that I[UL1ψ,ι1 , UL2ψ,ι2 ] is wave-disposable.
Moreover, we also have

2−k/22|k1−k2|‖PkI[Pk1
UL1h1,ι1 , Pk2

UL2h2,ι2 ](t)‖L2

. ε2
1〈t〉−1+δ[H(q,n)−4]2−N(n)k+−2k+

2−γ(|k|+|k1|+|k2|)/4,
(4.3.37)

for any k, k1, k2 ∈ Z, t ∈ [0, T ], h1, h2 ∈ {hαβ}, ι1, ι2 ∈ {+,−}. These bounds
follow from (4.1.5) if 2min{k,k1,k2} . 〈t〉−1 and from (4.1.6)–(4.1.11) (see also
(4.1.3) and use (4.1.10) instead of (4.1.8) when n1 = n2 = 0) if 2min{k,k1,k2} ≥
〈t〉−1. Thus terms of the form I[RρL1h1, ∂α∂βL2h2] and I[∂ρL1h1, ∂µL2h2] are
also wave-disposable of order (q, n) (in the case (α, β) = (0, 0) we replace first
∂2

0L2h2 with ∆L2h2 +L2N h and use (4.2.3) and (4.2.5) to bound the nonlinear
contribution).

Finally, we can use Lemma 4.3 in a similar way to show that

2k
+
2 −k1‖PkI[Pk1U

L1h1,ι1 , Pk2U
L2ψ,ι2 ](t)‖L2

. ε2
1〈t〉−1+δ[H(q,n)−4]2−N(n)k+−2k+

2−γ(|k|+|k1|+|k2|)/4,
(4.3.38)

for any k, k1, k2 ∈ Z, t ∈ [0, T ], h1 ∈ {hαβ}, ι1, ι2 ∈ {+,−}. Therefore expres-
sions of the form I[RρL1h1, ∂α∂βL2ψ] are KG-disposable of order (q, n). This
completes the proof.

4.3.3 Null Structures

In the analysis of the wave nonlinearities N h it is important to identify null
components, for which we prove better estimates. We start with a definition.

Definition 4.21. We define two classes of null multipliers Mnull
+ and Mnull

− ,

Mnull
± :=

{
n : (R3 \ 0)2 → C : n(x, y) = (xi/|x| ∓ yi/|y|)m(x, y)

for some m ∈M and i ∈ {1, 2, 3}
}
.

(4.3.39)
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For any (q, n) with 0 ≤ q ≤ n ≤ 3 we define the set of “semilinear null forms
of order (q, n)” as the set of finite sums of expressions Inullnι1ι2

[UL1h1,ι1 , UL2h2,ι2 ]
defined by

F
{
Inullnι1ι2

[UL1h1,ι1 , UL2h2,ι2 ]
}

(ξ)

:=
1

8π3

∫
R3

nι1ι2(ξ − η, η) ̂UL1h1,ι1(ξ − η) ̂UL2h2,ι2(η) dη,
(4.3.40)

where ι1, ι2 ∈ {+,−}, h1, h2 ∈ {hαβ}, L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, (q1, n1) + (q2, n2) ≤
(q, n), and nι1ι2 ∈Mnull

ι1ι2 . By convention, ++ = −− = + and +− = −+ = −.

Our definition of semilinear null forms contains the classical null forms

∂αh1∂βh2 − ∂βh1∂αh2 and mαβ∂αh1∂βh2, (4.3.41)

for h1, h2 ∈ {hµν}, α, β, µ, ν ∈ {0, 1, 2, 3}. Indeed, since

∂0h = (1/2)[Uh,+ + Uh,−], ∂jh = (i/2)[RjU
h,+ −RjUh,−],

for any h ∈ {hαβ} (see (2.1.34)), we have, for a, b ∈ {1, 2, 3},

∂ah1∂bh2 − ∂bh1∂ah2 =
∑

ι1,ι2∈{+,−}

Inull
na,bι1ι2

[Uh1,ι1 , Uh2,ι2 ],

na,bι (θ, η) :=
ι

4

θaηb − θbηa
|θ||η|

,

(4.3.42)

∂0h1∂bh2 − ∂bh1∂0h2 =
∑

ι1,ι2∈{+,−}

ι1I
null
n0,b
ι1ι2

[Uh1,ι1 , Uh2,ι2 ],

n0,b
ι (θ, η) :=

1

4

[ θb
|θ|
− ι ηb
|η|

]
,

(4.3.43)

mαβ∂αh1∂βh2 =
∑

ι1,ι2∈{+,−}

Inullñι1ι2
[Uh1,ι1 , Uh2,ι2 ],

ñι(θ, η) :=
1

4

[
− 1 + ι

θ · η
|θ||η|

]
.

(4.3.44)

It is easy to verify that the symbols na,bι , n0,b
ι , ñι are in Mnull

ι , as defined in
(4.3.39) (in fact na,bι ∈ Mnull

+ ∩ Mnull
− ), therefore the classical null forms in

(4.3.41) are all semilinear null forms of order (0, 0). The vector-fields L can be
incorporated as well, without any difficulty.

We remark that our definition (4.21) of semilinear null forms is slightly more
general because we would like to allow forms expressed in terms of the variables
F, F , ρ, ωj ,Ωj , ϑjk, which involve the Riesz transforms. For example, expressions
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of the form
RjfRkg −RkfRjg, fg −RjRkf ·RjRkg (4.3.45)

are semilinear null forms of order (0, 0) if f, g ∈ {Ra1
1 Ra2

2 Ra3
3 ∂αhµν}.

4.3.4 The Main Decomposition

We are now ready to prove an important proposition concerning the decompo-
sition of the nonlinearities NLhαβ and NLψ.

Given three operators L1 = Γa
′
Ωb
′
, L2 = Γa

′′
Ωb
′′
, L = ΓaΩb (see (2.1.23)),

we say that L1 + L2 = L if a′ + a′′ = a and b′ + b′′ = b. Therefore

L(fg) =
∑

L1+L2=L
cL1,L2

L1f · L2g, (4.3.46)

for some coefficients cL1,L2
∈ [0,∞).

Proposition 4.22. If α, β ∈ {0, 1, 2, 3}, (q, n) ≤ (3, 3), and L ∈ Vqn then

LN h
αβ =

∑
µ,ν∈{0,1,2,3}

g̃µν≥1∂µ∂ν(Lhαβ) +QLwa(hαβ)

+ SL,1αβ + SL,2αβ +KGLαβ +RLhαβ

(4.3.47)

and

LNψ =
∑

µ,ν∈{0,1,2,3}

g̃µν≥1∂µ∂ν(Lψ) + h00Lψ +QLkg(ψ) +RLψ. (4.3.48)

The remainders RLhαβ and RLψ are wave-disposable (respectively KG-disposable)

of order (q, n), and the reduced metric components g̃µν≥1 are defined by

g̃00
≥1 := 0, g̃0j

≥1 := (1− g00
≥1)−1g0j

≥1, g̃jk≥1 := (1− g00
≥1)−1

[
gjk≥1 + g00

≥1δ
jk
]
.

(4.3.49)
• The terms QLwa(hαβ) and QLkg(ψ) are given by

QLwa(hαβ) :=
∑

G∈{F,F ,ωn,ϑmn}

∑
ι1,ι2∈{+,−}

∑
L1+L2=L,L2 6=L

cL1,L2IqG,waι1ι2
[|∇|−1UG

L1 ,ι1 , |∇|UL2hαβ ,ι2 ],

(4.3.50)

QLkg(ψ) :=
∑

G∈{F,F ,ωn,ϑmn}

∑
ι1,ι2∈{+,−}

∑
L1+L2=L,L2 6=L

cL1,L2
IqG,kgι1ι2

[|∇|−1UG
L1 ,ι1 , 〈∇〉UL2ψ,ι2 ].

(4.3.51)
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The multipliers qF,waι1ι2 , q
F,wa
ι1ι2 , qωn,waι1ι2 , qϑmn,waι1ι2 ∈Mnull

ι1ι2 (which are in fact double-

null as defined in (5.2.2)) and qF,kgι1ι2 , q
F,kg
ι1ι2 , q

ωn,kg
ι1ι2 , qϑmn,kgι1ι2 ∈ M are given ex-

plicitly in (4.3.59)-(4.3.60).

• The semilinear terms SL,1αβ , SL,2αβ , and KGLαβ are given by

SL,1αβ :=
∑

h1,h2∈{hµν}

∑
ι1,ι2∈{+,−}

∑
L1+L2=L

Inullnι1ι2
[UL1h1,ι1 , UL2h2,ι2 ], (4.3.52)

SL,2αβ :=
∑

L1+L2=L
(1/2)cL1,L2

RpRq∂αϑ
L1
mn ·RpRq∂βϑL2

mn, (4.3.53)

KGLαβ :=
∑

L1+L2=L
cL1,L2

(2∂αL1ψ · ∂βL2ψ +mαβL1ψL2ψ), (4.3.54)

where nι1ι2 = nι1ι2(L1,L2, h1, h2) are null multipliers in M0
ι1ι2 (see (4.3.39)).

Remark 4.23. (1) The nonlinearities LN h
αβ contain five types of components, in

addition to wave-disposable remainders:
(i) The top order terms g̃µν≥1∂µ∂ν(Lhαβ), which lead to derivative loss in

energy estimates and normal form analysis;
(ii) The termsQLwa(hαβ), which are sums of bilinear interactions of the metric

components, with null multipliers qG,waι1ι2 . These interactions are all defined by
null multipliers, but are not of the same type as the semilinear null forms. The

issue is the additional anti-derivative on the first factor |∇|−1UG
L1 ,±, which

leads to significant difficulties at very low frequencies, particularly when these
first factors carry all the vector-fields L1 = L;

(iii) Generic semilinear null terms SL,1αβ ;

(iv) The special terms SL,2αβ , which involve non-null bilinear interactions of
the “good” metric components ϑ;

(v) The Klein-Gordon nonlinearities KGLαβ . These nonlinearities do not have
null structure and, in fact, involve the massive field ψ in undifferentiated form.

(2) The Klein-Gordon nonlinearities LNψ contain two types of quasilinear
components, which are somewhat similar to the first two types of metric non-
linearities described above, and a KG-disposable remainder.

Proof. Step 1. We start with the quasilinear components of the metric nonlin-
earities, which can be written in the form

∑
µ,ν∈{0,1,2,3} g̃

µν
≥1∂µ∂νhαβ (see (2.1.9)

and (4.3.49)). Thus

L
{
g̃µν≥1∂µ∂νhαβ

}
= g̃µν≥1L(∂µ∂νhαβ) +

∑
L1+L2=L,L2 6=L

cL1,L2
L1g̃

µν
≥1L2(∂µ∂νhαβ).

(4.3.55)
The first term in the right-hand side can be replaced by g̃µν≥1∂µ∂ν(Lhαβ), while

the second term can be replaced by
∑
L1+L2=L,L2 6=L cL1,L2

L1g̃
µν
1 ∂µ∂ν(L2hαβ)

up to wave-disposable errors (due to Lemmas 4.19 and 4.20), where g̃µν1 is the
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linear part of g̃µν≥1. In view of the formulas (2.1.8) and (4.3.49), we have

g̃00
1 = 0, g̃0j

1 = h0j , g̃jk1 = −hjk − h00δjk. (4.3.56)

Therefore

L
{
g̃µν≥1∂µ∂νhαβ

}
− g̃µν≥1∂µ∂ν(Lhαβ) =

∑
L1+L2=L,L2 6=L

cL1,L2

×
[
2L1h0j · ∂0∂jL2hαβ − L1(hjk + h00δjk) · ∂j∂kL2hαβ

]
+RLh,1αβ ,

(4.3.57)

where RLh,1αβ is wave-disposable of order (q, n). Using (2.1.29) with H = L1h,
we have

2L1h0j · ∂0∂jL2hαβ − L1(hjk + h00δjk) · ∂j∂kL2hαβ

= [−2Rjρ
L1 + 2 ∈jmn RmωL1

n ] · ∂j∂0L2hαβ

+
[
− δjk(FL1 + FL1)−RjRk(FL1 − FL1)

+ (∈jlm Rk+ ∈klm Rj)RlΩ
L1
m − ∈jpm∈kqn RpRqϑL1

mn

]
· ∂j∂kL2hαβ .

We use now the formulas (4.3.4). After reorganizing the terms, the expression
above becomes

− [δjk +RjRk]FL1 · ∂j∂kL2hαβ

−
{

2RjR0F
L1 · ∂j∂0L2hαβ + (δjk −RjRk)FL1 · ∂j∂kL2hαβ

}
+
{

2 ∈jmn RmωL1
n · ∂j∂0L2hαβ + (∈jln Rk+ ∈kln Rj)RlR0ω

L1
n · ∂j∂kL2hαβ

}
− ∈jpm∈kqn RpRqϑL1

mn · ∂j∂kL2hαβ − 2RjR0τ
L1 · ∂j∂0L2hαβ +RLh,2αβ .

(4.3.58)

Here RLh,2αβ corresponds to the contribution of the error terms in (4.3.4), and
is wave-disposable of order (q, n), in view of Lemma 4.19 (see (4.3.18)) and
Lemma 4.20. The terms −2RjR0τ

L1 · ∂j∂0L2hαβ are wave-disposable errors
(due to Lemma 4.24 below), while the other terms can be rewritten as claimed
in (4.3.50), using the identities

∂0L2hαβ = (1/2)(UL2hαβ ,+ + UL2hαβ ,−),

|∇|L2hαβ = (i/2)(UL2hαβ ,+ − UL2hαβ ,−)

(see (2.1.36)) and similar identities for FL1 , FL1 , ωL1
n , ϑL1

mn. The symbols qG,waι1ι2
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are given by

qF,waι1ι2 :=
−ι1ι2

4

[
1− (θ · η)2

|θ|2|η|2
]
,

qF,waι1ι2 :=
−ι1ι2

4

[
1− ι1ι2

θ · η
|θ||η|

]2
,

qωn,waι1ι2 :=
−iι1

2

∈jpn θpηj
|θ||η|

[
1− ι1ι2

θ · η
|θ||η|

]
,

qϑmn,waι1ι2 :=
ι1ι2
4

∈jpm θpηj
|θ||η|

∈kqn θqηk
|θ||η|

.

(4.3.59)

These multipliers are similar to the classical null multipliers in (4.3.42)–(4.3.44),
and thus belong to Mnull

ι1ι2 as claimed.
Step 2. We consider now the Klein-Gordon nonlinearity Nψ defined in

(2.1.16). The analysis is similar to the analysis of the quasilinear wave nonlin-
earities. One can first place most of the cubic and higher order terms and the
commutator terms in the KG-disposable remainder, due to Lemmas 4.19 and
4.20, thus

LNψ = g̃µν≥1L(∂µ∂νψ)+L(h00ψ)+
∑

L1+L2=L,L2 6=L

cL1,L2L1g̃
µν
1 L2(∂µ∂νψ)+RLψ,1,

where RLψ,1 is KG-disposable, and the additional term L(h00ψ) comes from
the term (1 − g00

≥1)−1g00
≥1ψ in (2.1.16). The first two terms in the right-hand

side are as claimed in (4.3.48), and we can decompose the remaining term as
in (4.3.57)–(4.3.58), with hαβ replaced by ψ. The terms −2RjR0τ

L1 · ∂j∂0L2ψ
are KG-disposable errors (due to Lemma 4.24 below), while all the other terms,
including L(h00ψ), are accounted for in QLkg(ψ). The resulting symbols qG,kgι1ι2
can be calculated as before, and are given explicitly by

qF,kgι1ι2 :=
−ι1ι2

4

[
1− (θ · η)2

|θ|2〈η〉2
]
,

qF,kgι1ι2 :=
−ι1ι2

4

[
1− ι1ι2

θ · η
|θ|〈η〉

]2
,

qωn,kgι1ι2 :=
−iι1

2

∈jpn θpηj
|θ|〈η〉

[
1− ι1ι2

θ · η
|θ|〈η〉

]
,

qϑmn,kgι1ι2 :=
ι1ι2
4

∈jpm θpηj
|θ|〈η〉

∈kqn θqηk
|θ|〈η〉

.

(4.3.60)

Step 3. Finally, we consider the semilinear terms coming from the last
two terms in (2.1.9). The cubic terms and the commutators can be safely
included in the wave-disposable remainders, due to Lemmas 4.19–4.20. The
Klein-Gordon contributions coming from KG2

αβ are included in the terms KGLαβ
in (4.3.54). The null contributions coming from Q2

αβ are included in the terms
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SL,1αβ in (4.3.52) (see (4.3.42)–(4.3.44)). The contributions of the terms P 2
αβ in

(2.1.15) are recovered in the terms SL,1αβ and SL,2αβ , due to Lemma 4.25 below.

In the analysis of the quasilinear terms in Lemma 4.22, we used the fact that
certain quadratic expressions involving τ are energy disposable. We prove this
below:

Lemma 4.24. Assume that (q, n) ≤ (3, 3), L1 ∈ Vq1n1
, L2 ∈ Vq2n2

, (q1, n1) +
(q2, n2) ≤ (q, n), and n2 < n (so n ≥ 1). If I = Im, m ∈ M, is as in (3.2.43),
h ∈ {hµν}, and α ∈ {0, 1, 2, 3} then quadratic terms of the form

I[R0τ
L1 , |∇|∂αL2h] and I[τL1 , |∇|∂αL2h] (4.3.61)

are wave-disposable of order (q, n). Similarly, quadratic terms of the form

I[R0τ
L1 , 〈∇〉∂αL2ψ] and I[τL1 , 〈∇〉∂αL2ψ] (4.3.62)

are KG-disposable of order (q, n).

Proof. The main point is that the metric components τL1 have quadratic char-
acter, up to lower order terms, due to the identities (4.3.5). At low frequencies,
however, the resulting quadratic bounds are not effective, and we need to trivi-
alize one vector-field using Lemma 4.13.

More precisely, with |k| := max{|k|, |k1|, |k2|} it suffices to prove that

2k22−k/2‖PkI[Pk1Rµτ
L1 , Pk2U

L2h,ι2 ](t)‖L2

. ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4
(4.3.63)

and

2k
+
2 ‖PkI[Pk1

Rµτ
L1 , Pk2

UL2ψ,ι2 ](t)‖L2 . ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4,
(4.3.64)

for any µ ∈ {0, 1, 2, 3}, ι2 ∈ {+,−}, k, k1, k2 ∈ Z, and t ∈ [0, T ]. These bounds
follow from (4.1.5) if 2min{k,k1,k2} . 〈t〉−1−4δ or if 2max{k,k1,k2} & 〈t〉2.1. In the
remaining range

〈t〉 ≥ 2δ
−1

and 2k, 2k1 , 2k2 ∈ [〈t〉−1−4δ, 〈t〉2.1] (4.3.65)

we divide the proof into several steps.
Step 1. Assume first that (4.3.65) holds and k2 = min{k, k1, k2}. Then

2k22−k/2‖PkI[Pk1Rµτ
L1 , Pk2U

L2h,ι2 ](t)‖L2

. 2k2−k/2‖Pk1
Rµτ

L1(t)‖L2‖Pk2
UL2h(t)‖L∞

. ε2
12−k/2〈t〉−1+δ′22k−2 2−8k+

2 · 2−k1/22γ|k1|2−N(n1)k+
1

(4.3.66)
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and

2k
+
2 ‖PkI[Pk1Rµτ

L1 , Pk2U
L2ψ,ι2 ](t)‖L2

. 2k
+
2 ‖Pk1

Rµτ
L1(t)‖L2‖Pk2

UL2ψ(t)‖L∞

. ε2
1〈t〉−1+δ′2k

−
2 /2 min{1, 〈t〉22k−2 }2−8k+

2 · 2−k1/22γ|k1|2−N(n1)k+
1 ,

(4.3.67)

using the L∞ estimates (3.3.11) and (3.3.13) on the second factor. The desired
bounds (4.3.63)–(4.3.64) follow unless 〈t〉−1/2−2δ′ . 2k2 ≤ 2k1 . 〈t〉2δ′ .

In this case, however, we use (4.3.5) and replace Rµτ
L1 with lower order line-

ar terms of the form Ra|∇|−2∂µ∂νL′1hαβ (coming from the commutator terms)
and nonlinear terms of the form Ra|∇|−2L′′1N , where N ∈ QU (see (4.3.12)),
L′1 ∈ V

q1
n1−1, L′′1 ∈ Vq1n1

, α, β, µ, ν ∈ {0, 1, 2, 3}, and Ra = Ra1
1 Ra2

2 Ra3
3 .

The contributions of the linear commutators Ra|∇|−2∂µ∂νL′1hαβ are suitably
bounded as claimed, due to the more general estimates (4.3.37) and (4.3.38).
The contributions of the nonlinear terms Ra|∇|−2L′′1N can be bounded using
L2×L∞ estimates, as in (4.3.66)–(4.3.67), and recalling the L2 bounds (4.3.14)
and the assumption 〈t〉−1/2−2δ′ . 2k2 ≤ 2k1 . 〈t〉2δ′ .

Step 2. Assume now that (4.3.65) holds and k = min{k, k1, k2}. The bounds
(4.3.63)–(4.3.64) follow from (4.1.6)–(4.1.7) and (4.3.67) unless 〈t〉−1/2−2δ′ .
2k2 ≈ 2k1 . 〈t〉2δ′ . In this case, however, we can again use the identities (4.3.5).
As before, we estimate the contributions of the linear commutators using (4.3.37)
and (4.3.38), and the contributions of the nonlinear terms Ra|∇|−2L′′1N using
the L2 bounds (4.3.14). The desired bounds (4.3.63)–(4.3.64) follow.

Step 3. Assume now that k1 = min{k, k1, k2} and n1 < n. Recall that
n2 < n, thus H(q1, n1) + H(q2, n2) ≤ H(q, n) − 40 (see (2.1.53)). The desired
bounds follow from (4.1.5) if 2k1 . 〈t〉−1+39δ or 2k2 & 〈t〉. On the other hand,
if 〈t〉−1+39δ ≤ 2k1 ≤ 2k2 ≤ 〈t〉 then we use the identities (4.3.5) as before, and
replace Rµτ

L1 with lower order linear terms of the form Ra|∇|−2∂µ∂νL′1hαβ
and nonlinear terms of the form Ra|∇|−2L′′1N . The contributions of the lower
order linear terms can be suitably controlled using (4.3.37)–(4.3.38). Moreover,
we estimate

2k22−k/2‖PkI[Pk1
Ra|∇|−2L′′1N , Pk2

UL2h,ι2 ](t)‖L2

. 2k/223k1/2‖Pk1 |∇|−2L′′1N (t)‖L2‖Pk2U
L2h(t)‖L2

. ε2
12k〈t〉−1+H(q1,n1)δ+36δ〈t〉H(q2,n2)δ2−N(n2)k+

(4.3.68)

and

2k
+
2 ‖PkI[Pk1R

a|∇|−2L′′1N , Pk2U
L2ψ,ι2 ](t)‖L2

. 2k
+

23k1/2‖Pk1
|∇|−2L′′1N (t)‖L2‖Pk2

UL2ψ(t)‖L2

. ε2
12k

+

〈t〉−1+H(q1,n1)δ+36δ〈t〉H(q2,n2)δ2−N(n2)k+

,

(4.3.69)

using (4.3.14) and (3.3.3). The desired bounds (4.3.63)–(4.3.64) follow.
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Step 4. Finally, assume that k1 = min{k, k1, k2}, (q1, n1) = (q, n), and
(q2, n2) = (0, 0). The proof is harder in this case mainly because the decompo-
sition (4.3.5) is not effective when k1 is very small, say 2k1 ≈ 〈t〉−1. We consider
two cases:

Case 4.1. Let

Y (0, 1) := 15, Y (1, 1) := 25, Y (q, n) := 55 if n ≥ 2. (4.3.70)

If 2k1 ∈ [〈t〉−1−4δ, 〈t〉−1+Y (q,n)δ] then we prove the more general bounds

2k2−k12−k/2‖PkI[Pk1U
L1h1,ι2 , Pk2U

h2,ι2 ](t)‖L2

. ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4
(4.3.71)

and

2k
+
2 −k1‖PkI[Pk1U

L1h1,ι1 , Pk2U
ψ,ι2 ](t)‖L2

. ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4,
(4.3.72)

for any L1 ∈ Vqn, n ≥ 1, ι1, ι2 ∈ {+,−}, h1, h2 ∈ {hαβ}, k, k1, k2 ∈ Z, and
t ∈ [0, T ].

The bounds (4.3.71)–(4.3.72) follow easily using just L2 estimates unless

2|k2| . 〈t〉δ′ and 〈t〉 � 1. In this case we decompose Pk2U
h2,ι2(t) = Uh2,ι2

≤J2,k2
(t)+

Uh2,ι2
>J2,k2

(t) and Pk2U
ψ,ι2(t) = Uψ,ι2≤J2,k2

(t)+Uψ,ι2>J2,k2
(t) as in (3.3.1)–(3.3.2), where

J2 is the largest integer satisfying 2J2 ≤ 〈t〉1/10. The contributions of the

functions Uh2,ι2
>J2,k2

(t) and Uψ,ι2>J2,k2
(t) to (4.3.71) and (4.3.72) respectively can

be bounded easily, using again just L2 estimates.
We now consider the main terms. Let J1 denote the largest integer satisfying

2J1 ≤ (2−k1 + 〈t〉)〈t〉δ/4 and decompose

U∗1,≤J1
:= P ′k1

(ϕ≤J1
·Pk1

UL1h1,ι1), U∗1,>J1
:= P ′k1

(ϕ>J1
·Pk1

UL1h1,ι1). (4.3.73)

Notice that in this case we decompose in the physical space the normalized solu-
tions Pk1

UL1h1,ι1 , not the profiles Pk1
V L1h1,ι1 . The point is that the functions

U∗1,≤J1
satisfy the L2 bounds

‖U∗1,≤J1
(t)‖L2 . ε12k1/2〈t〉H(q,n)δ−7δ/4. (4.3.74)

These bounds are stronger than (3.3.3) (notice the gain of 〈t〉−7δ/4) and follow
from Lemma 4.13. Indeed, if q = 0 then we use (4.2.60) and the assumption
2k1 ∈ [〈t〉−1−4δ, 〈t〉−1+Y (q,n)δ], so

‖U∗1,≤J1
(t)‖L2 . (2k1〈t〉)−γ2k1/2(1 + 2k1〈t〉)〈t〉δ/4〈t〉H(0,n−1)δ.

The desired bounds (4.3.74) follow when q = 0 since H(0, n − 1) + Y (0, n) ≤
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H(0, n) − 3; see (4.3.70). The proof is similar in the case q ≥ 1, using (4.2.59)
instead of (4.2.60).

Using (3.2.46), (4.3.74), and (3.3.7), we find that

2k2/2−k1‖PkI[U∗1,≤J1
, Uh2,ι2
≤J2,k2

](t)‖L2

. 2−k1/2〈t〉−122k2‖U∗1,≤J1
(t)‖L2‖P̂k2V

h2(t)‖L∞

. ε2
1〈t〉−1+H(q,n)δ−3δ/42−N(n)k+

2k
−/22−3k+

.

(4.3.75)

Similarly, using (3.3.17) and (3.3.7) we have

2k
+
2 −k1‖PkI[U∗1,≤J1

, Uψ,ι2≤J2,k2
](t)‖L2

. 2k
+
2 −k1‖U∗1,≤J1

(t)‖L2 min{‖Uψ≤J2,k2
(t)‖L∞ , 23k1/2‖Uψ≤J2,k2

(t)‖L2}

. ε2
1〈t〉−1+H(q,n)δ−7δ/42−N(n)k+

2κk
−/202−3k+

.

(4.3.76)

Finally, we claim that the remaining contributions are negligible,

2k2/2−k1‖PkI[U∗1,>J1
, Uh2,ι2
≤J2,k2

](t)‖L2

+ 2k
+
2 −k1‖PkI[U∗1,>J1

, Uψ,ι2≤J2,k2
](t)‖L2 . ε2

1〈t〉−22−N(n)k+

.
(4.3.77)

To see this we use approximate finite speed of propagation arguments. Indeed,
we observe that

PkI[U∗1,>J1
, Uh2,ι2
≤J2,k2

](x, t)

= C

∫
R6

ϕ>J1
(z)Pk1

ULh1,ι1(z) · ϕ≤J2
(y)Pk2

V h2,ι2(y)K(x− y, x− z) dydz,

where the kernel is given by

K(y′, z′) :=

∫
R6

e−iι2t|η|eiy
′·ηeiz

′·θm(θ, η)

× ϕk(θ + η)ϕ[k1−2,k1+2](θ)ϕ[k2−2,k2+2](η) dθdη.

The point is that |K(y′, z′)| is small when |y′−z′| & 2J1 . Indeed, for any M ≥ 1
we have

|K(y′, z′)| .M 23k123k

[
1 +

|y′|+ |z′|
〈t〉+ 2−k1

]−M
,

using integration by parts either in η or in θ. Since |y − z| & 2J1 ≈ 〈t〉δ/4(〈t〉+
2−k1) in the support of the integral, it follows that the first expression in (4.3.77)
is negligible as claimed. The second expression can be bounded in the same way.
In view of (4.3.75)–(4.3.76), this completes the proof of (4.3.71)–(4.3.72).
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Case 4.2. Finally we prove the bounds (4.3.63)–(4.3.64) when

(q1, n1) = (q, n), (q2, n2) = (0, 0),

k1 = min{k, k1, k2}, 2k1 ≥ 〈t〉−1+Y (q,n)δ.
(4.3.78)

We use the identities (4.3.5). The contributions of the linear commutators
Ra|∇|−2∂µ∂νL′1hαβ are bounded as claimed, due to the estimates (4.3.37)–
(4.3.38). It remains to prove that

2k2/2‖PkI[Pk1
|∇|−2L1N , Pk2

Uh,ι2 ](t)‖L2

. ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4
(4.3.79)

and

2k
+
2 ‖PkI[Pk1 |∇|−2L1N , Pk2U

ψ,ι2 ](t)‖L2

. ε2
1〈t〉−1+H(q,n)δ−δ/22−N(n)k+

2−γ|k|/4,
(4.3.80)

for any N ∈ QU . Using (4.3.14), (3.3.3), (3.3.11), and (3.3.13), these bounds
follow if 2k1 & 〈t〉−1/2 or if 2k2 /∈ [〈t〉−δ′ , 〈t〉δ′ ].

On the other hand, if 2k1 ≤ 〈t〉−1/2 and 2k2 ∈ [〈t〉−δ′ , 〈t〉δ′ ] then we would
like to use (4.3.16) and estimate as in (4.3.75)–(4.3.76). For this we replace first

Pk2
Uh,ι2 with Uh,ι2≤J2,k2

and Pk2
Uψ,ι2 with Uψ,ι2≤J2,k2

at the expense of acceptable

errors, where J2 is the largest integer satisfying 2J2 ≤ 〈t〉1/10. Then we estimate,
using (3.2.46), (4.3.16), and (3.3.7),

2k2/2‖PkI[Pk1 |∇|−2L1N , Uh2,ι2
≤J2,k2

](t)‖L2

. 2k1/2〈t〉−122k2‖Pk1
|∇|−2L1N (t)‖L2‖P̂k2

V h2(t)‖L∞

. ε2
12−k1〈t〉−2+H(q,n)δ+`(q,n)δ+3δ/22−N(n)k+

2k
−−κk−2−3k+

.

Similarly, using (3.3.17) and (3.3.7) we have

2k
+
2 ‖PkI[Pk1

|∇|−2L1N , Uψ,ι2≤J2,k2
](t)‖L2

. 2k
+
2 −2k1‖Pk1L1N (t)‖L2 min{‖Uψ≤J2,k2

(t)‖L∞ , 23k1/2‖Uψ≤J2,k2
(t)‖L2}

. ε2
12−k1〈t〉−2+H(q,n)δ+`(q,n)δ+δ/22−N(n)k+

2κk
−/202−3k+

.

Since 2−k1〈t〉−1 . 〈t〉−Y (q,n)δ (see (4.3.78)) and Y (q, n) ≥ `(q, n) + 2, these
bounds suffice to prove (4.3.79)–(4.3.80). This completes the proof of the lemma.

We show now that the nonlinearities LP 2
αβ can be written as sums of bilinear

expressions involving only the good metric components ϑ, null semilinear forms,
and acceptable errors.
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Lemma 4.25. If L ∈ Vqn then, with SL,2αβ as in (4.3.53),

LP 2
αβ = −SL,2αβ + ΠLαβ +RLαβ , (4.3.81)

where ΠLαβ are semilinear null forms of order (q, n) and RLαβ are wave-disposable
remainders of order (q, n) (sums of semilinear cubic remainders of the first
two types as defined in (4.3.13) and wave commutator remainders as defined in
(4.3.33)).

Proof. Using (2.1.15) we write

LP 2
αβ =

∑
L1+L2=L

cL1,L2

{
− (1/2)∂αL1h00∂βL2h00 + ∂αL1h0j∂βL2h0j

− (1/2)∂αL1hjk∂βL2hjk

+ (1/4)∂αL1(−h00 + δjkhjk)∂βL2(−h00 + δj′k′hj′k′)
}

+ T L,1αβ

for some wave commutator remainders T L,1αβ of order (q, n). Using now (2.1.29)
and assuming Li ∈ Vqini , (q1, n1) + (q2, n2) = (q, n), we rewrite the expression
between the brackets as

− (1/2)∂α(FL1 + FL1)∂β(FL2 + FL2)

+ ∂α(−RjρL1+ ∈jkl RkωL1

l )∂β(−RjρL2+ ∈jk′l′ Rk′ωL2

l′ )

− (1/2)∂α[RjRk(FL1 − FL1)− (∈klm Rj+ ∈jlm Rk)RlΩ
L1
m

+ ∈jpm∈kqn RpRqϑL1
mn]× ∂β [RjRk(FL2 − FL2)

− (∈kl′m′ Rj+ ∈jl′m′ Rk)Rl′Ω
L2

m′+ ∈jp′m′∈kq′n′ Rp′Rq′ϑ
L2

m′n′ ]

+ ∂α(τL1 − FL1)∂β(τL2 − FL2).

We replace also ρLi withR0F
Li+R0τ

Li+|∇|−1LiE≥2
0 +|∇|−1EcomLi,0 and ΩLij with

R0ω
Li
j + |∇|−1 ∈jlk RlLiE≥2

k + |∇|−1 ∈jlk RlEcomLi,k, according to the harmonic
gauge identities (4.3.4). The contributions of the error terms lead to either
semilinear cubic remainders of order (q, n) (of the first type described in (4.3.13))
or wave commutator remainders of order (q, n) (of the last type in (4.3.33)).
Then we regroup and expand the remaining terms, in the form

AFFαβ +A
FF
αβ +AFωαβ +AFϑαβ +A

F F
αβ +A

Fω
αβ +A

Fϑ
αβ +Aωωαβ+Aωϑαβ+Aϑϑαβ+Ãταβ , (4.3.82)

where

AFFαβ = (1/2)(∂αF
L1 · ∂βFL2 −RjRk∂αFL1 ·RjRk∂βFL2),

A
FF
αβ = −(1/2)(∂αF

L1 · ∂βFL2 −RjRk∂αFL1 ·RjRk∂βFL2)

− (1/2)(∂βF
L2 · ∂αFL1 −RjRk∂βFL2 ·RjRk∂αFL1),
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AFωαβ =∈klm RkRj∂αF
L1 ·RlRjR0∂βω

L2
m + ∈klm RkRj∂βF

L2 ·RlRjR0∂αω
L1
m ,

AFϑαβ = −(1/2) ∈jpm RjRk∂αF
L1 ·Rp ∈kqn Rq∂βϑL2

mn

− (1/2) ∈jpm RjRk∂βF
L2 ·Rp ∈kqn Rq∂αϑL1

mn,

A
F F
αβ = −(1/2)(∂αF

L1 · ∂βFL2 +RjRk∂αF
L1 ·RjRk∂βFL2

− 2R0Rk∂αF
L1 ·R0Rk∂βF

L2),

A
F ω
αβ = − ∈jkl RjR0∂αF

L1 ·Rk∂βωL2

l − ∈jkl RjR0∂βF
L2 ·Rk∂αωL1

l

− ∈klm RkRj∂αF
L1 ·RlRjR0∂βω

L2
m − ∈klm RkRj∂βF

L2 ·RlRjR0∂αω
L1
m ,

A
Fϑ
αβ = (1/2) ∈jpm RjRk∂αF

L1 ·Rp ∈kqn Rq∂βϑL2
mn

+ (1/2) ∈jpm RjRk∂βF
L2 ·Rp ∈kqn Rq∂αϑL1

mn,

Aωωαβ = Rl∂αω
L1
m ·Rl∂βωL2

m −RjR0Rl∂αω
L1
m ·RjR0Rl∂βω

L2
m

− (Rl∂αω
L1
m ·Rm∂βω

L2

l −RjR0Rl∂αω
L1
m ·RjR0Rm∂βω

L2

l )

− (1/2) ∈klm∈jl′m′ RlRjR0∂αω
L1
m ·RkRl′R0∂βω

L2

m′

− (1/2) ∈jlm∈kl′m′ RlRkR0∂αω
L1
m ·RjRl′R0∂βω

L2

m′ ,

Aωϑαβ =∈jkq RjRlR0∂αω
L1
m ·RkRl∂βϑL2

qm− ∈jkq RjRlR0∂αω
L1
m ·RkRm∂βϑ

L2

ql

+ ∈jkq RjRlR0∂βω
L2
m ·RkRl∂αϑL1

qm− ∈jkq RjRlR0∂βω
L2
m ·RkRm∂αϑ

L1

ql ,

Aϑϑαβ = RpRq∂αϑ
L1
mn ·RpRn∂βϑL2

mq − (1/2)RpRq∂αϑ
L1
mn ·RpRq∂βϑL2

mn

− (1/2)RpRq∂αϑ
L1
mn ·RmRn∂βϑL2

pq ,

Ãταβ = ∂ατ
L1 · ∂βτL2 +R0Rj∂ατ

L1 ·R0Rj∂βτ
L2 − ∂ατL1 · ∂βFL2

− ∂αFL1 · ∂βτL2 +R0Rj∂ατ
L1 ·R0Rj∂βF

L2 +R0Rj∂αF
L1 ·R0Rj∂βτ

L2

−R0Rj∂ατ
L1 · ∈jpq Rp∂βωL2

q −R0Rj∂βτ
L2 · ∈jpq Rp∂αωL1

q .

All the terms in AFFαβ , A
FF
αβ , AFϑαβ , A

Fϑ
αβ are clearly semilinear null forms (see

also (4.3.45)). Since ϑ is divergence free (see (2.1.28)), the terms RpRq∂αϑ
L1
mn ·

RpRn∂βϑ
L2
mq and RpRq∂αϑ

L1
mn·RmRn∂βϑL2

pq in Aϑϑαβ are also semilinear null forms.

The remaining term in Aϑϑαβ generates the terms SL,2αβ in (4.3.81).
The terms that contain R0 require a little more care. We notice first that if

α 6= 0 then R0∂α = Rα∂0; moreover, if α = 0 then we use the identities

R0∂0G
Li = |∇|−1{∆GLi +G[LiN h]} = Rm∂mG

Li + |∇|−1G[LiN h], (4.3.83)

for any G ∈ {F, F , ωm, ϑmn, τ}. Thus we can express all the terms in AFωαβ , A
Fω
αβ ,

and Aωϑαβ as sums of semilinear null forms and semilinear cubic remainders (of
the first type in (4.3.13)).
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To deal with the remaining terms, we claim that

RaR0∂αG
L1
1 ·RbR0∂βG

L2
2 ≈ RaRj∂αG

L1
1 ·RbRj∂βG

L2
2 (4.3.84)

for any G1, G2 ∈ {F, F , ωm, ϑmn, τ}, α, β ∈ {0, 1, 2, 3}, and Ra = Ra1
1 Ra2

2 Ra3
3 ,

Rb = Rb11 R
b2
2 R

b3
3 , where the identity holds up to sums of semilinear null forms

and semilinear cubic remainders (of the first two types in (4.3.13)). Indeed, if
α, β ∈ {1, 2, 3} then this follows from (4.3.44) and the identities R0∂ρ = Rρ∂0,
Rj∂ρ = Rρ∂j , ρ ∈ {α, β}. If α = 0 or β = 0 then (4.3.84) follows using first
(4.3.83), to extract the cubic remainders, and combining with (4.3.42)–(4.3.44).

We examine now all the terms in A
F F
αβ and Aωωαβ ; as a consequence of (4.3.84)

and (4.3.45), they can all be written as sums of semilinear null forms and semi-
linear cubic remainders.

Similarly, all the terms in Ãταβ are sums of semilinear null forms, semilinear
cubic remainders, and wave commutator remainders of order (q, n). Indeed,
the main point is that ∂µτ

Li can be written as a sum of expressions of the
form Ra|∇|−1L′N and Ra∂ρL′′h, N ∈ QU , h ∈ {hαβ}, L′ ∈ Vqini , L

′′ ∈ Vqini−1,
ρ ∈ {0, 1, 2, 3} (due to (4.3.5)). We replace also R0XR0Y with RkXRkY , at

the expense of acceptable errors, in three of the terms in Ãταβ , and use (4.3.83)

for the terms in the last line of Ãταβ if α = 0 or β = 0. It follows that all terms

in Ãταβ can be written as a sum of acceptable errors, and the lemma follows.
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Chapter Five

Improved Energy Estimates

5.1 SETUP AND PRELIMINARY REDUCTIONS

In this chapter we prove the main energy estimates (2.1.50). More precisely:

Proposition 5.1. With the hypothesis in Proposition 2.3, for any t ∈ [0, T ] and
L ∈ Vqn, n ≤ 3, we have

‖(〈t〉|∇|≤1)γ |∇|−1/2ULhαβ (t)‖HN(n) + ‖ULψ(t)‖HN(n) . ε0〈t〉H(q,n)δ. (5.1.1)

We notice that these bounds hold when t = 0 due to the initial-data assump-
tions (1.2.5) (and, in fact, for all t ∈ [0, 2] due to the stronger bounds (7.1.10)
proved in Chapter 7). Our main goal in this section is to prove these energy
estimates for all t ∈ [0, T ].

5.1.1 Energy Increments

To prove Proposition 5.1 we start by defining suitable energy functionals. We
consider the modified metric g̃µν := mµν + g̃µν≥1, where g̃µν≥1 are as in (4.3.49),

and the modified wave operator �̃g̃ := g̃µν∂µ∂ν . Suppose that λ ∈ {0, 1} and
φ ∈ C([0, T ] : L2) is a real-valued solution of the equation

−�̃g̃φ+ λ(1− h00)φ = N.

We define

Eλ(φ) :=
1

2

∫
R3

{
−g̃00(∂tφ)2 + g̃jk∂jφ∂kφ+ λ(1− h00)(φ)2

}
dx,

B(φ) :=

∫
R3

[
∂j g̃

0j(∂tφ)2 − (1/2)∂tg̃
jk∂jφ∂kφ

+ ∂j g̃
jk∂tφ∂kφ+ (λ/2)∂th00(φ)2

]
dx.

(5.1.2)

Since g̃00 = −1, we have

d

dt
Eλ(φ) = −B(φ) +

∫
R3

∂tφ ·Ndx. (5.1.3)
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Using (3.3.11), it is easy to see that if ε1 is small enough then

E0(φ) ≤ ‖∇x,tφ‖2L2 ≤ 4E0(φ), E1(φ) ≤ ‖∇x,tφ‖2L2 + ‖φ‖2L2 ≤ 4E1(φ).

(5.1.4)

This will form the basis of our energy estimates for both h and ψ, as we apply
these identities to Lhαβ (with λ = 0) and Lψ (with λ = 1), with suitable
multipliers, and use (4.3.47)–(4.3.48).

The bulk terms B have the same regularity as the energy, and additional
“null structure”. Indeed, using the formulas (4.3.56), (2.1.29) (with H = h),
and (4.3.4) (notice that the commutator errors are trivial in this case), we have

∂j g̃
0j(∂tφ)2 − (1/2)∂tg̃

jk∂jφ∂kφ+ ∂j g̃
jk∂tφ∂kφ

= (∂tφ)2∂jh0j + (1/2)∂jφ∂kφ∂t(hjk + δjkh00)

− ∂tφ∂kφ∂j(hjk + δjkh00) + Eαβ≥2∂αφ∂βφ

= (1/2) (∂jφ · ∂jφ · ∂tF + ∂jφ · ∂kφ ·RjRk∂tF )

− ∈klm ∂kφ · [∂jφ ·RjRl∂tΩm + ∂tφ · ∂lΩm]

+
1

2

(
2(∂tφ)2 · ∂tF + ∂jφ · ∂jφ · ∂tF − 4∂tφ · ∂kφ · ∂kF − ∂jφ · ∂kφ ·RjRk∂tF

)
+ (1/2) ∈jpm∈kqn ∂jφ · ∂kφ ·RpRq∂tϑmn + (∂tφ)2 · ∂tτ + Eαβ≥2 · ∂αφ · ∂βφ.

(5.1.5)

The coefficients of the last two terms in the last line above are of the form
Ra|∇|−1N , for some N ∈ QU (see (4.3.5) and Definition 4.17).

We claim now that the main terms in (5.1.5) can be expressed in terms
of semilinear null forms. Indeed, if φ is a wave unknown then we let Uφ,ι :=
(∂t − ιiΛwa)φ and rewrite

1

2

∫
R3

(∂jφ · ∂jφ · ∂tF + ∂jφ · ∂kφ ·RjRk∂tF ) dx

=
∑

ι1,ι2,ι∈{±}

IpF,waι1,ι2,ι
[UF,ι1 , Uφ,ι2 , Uφ,ι]

(5.1.6)

where

Ip[F,G,H] :=
1

(8π3)2

∫
R3×R3

p(ξ, η)F̂ (ξ − η)Ĝ(η)Ĥ(ξ) dξdη, (5.1.7)

and

pF,waι1,ι2,ι(ξ, η) :=
1

16

[
ιι2

η

|η|
· ξ
|ξ|
− ιι2

( ξ − η
|ξ − η|

· η
|η|

)( ξ − η
|ξ − η|

· ξ
|ξ|

)]
. (5.1.8)

The other terms in the right-hand side of (5.1.5) can be written in a similar
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way, as sums of integrals of the form IpG,waι1,ι2,ι
[UG,ι1 , Uφ,ι2 , Uφ,ι], where G ∈

{F ,Ωm, ϑmn}, with symbols

pF,waι1,ι2,ι(ξ, η) :=
1

16

[
2 + ιι2

η

|η|
· ξ
|ξ|
− 2ι1ι2

ξ − η
|ξ − η|

· η
|η|

− 2ι1ι
ξ − η
|ξ − η|

· ξ
|ξ|

+ ιι2

( ξ − η
|ξ − η|

· η
|η|

)( ξ − η
|ξ − η|

· ξ
|ξ|

)]
,

(5.1.9)

pΩm,wa
ι1,ι2,ι (ξ, η) :=

1

8
ι2 ∈klm

(ξ − η)l
|ξ − η|

ηk
|η|

(
ι
ξ − η
|ξ − η|

· ξ
|ξ|
− ι1

)
, (5.1.10)

pϑmn,waι1,ι2,ι (ξ, η) := − 1

16
ιι2

(
∈jpm

(ξ − η)p
|ξ − η|

ηj
|η|

)(
∈kqn

(ξ − η)q
|ξ − η|

ξk
|ξ|

)
. (5.1.11)

The calculation is similar if φ is a Klein-Gordon variable. In this case we
define Uφ,ι := (∂t − ιiΛkg)φ. We add up the term ∂th00φ

2/2 from (5.1.2), and
rewrite the main terms in the right-hand side of (5.1.5) as sums of integrals
of the form IpG,kgι1,ι2,ι

[UG,ι1 , Uφ,ι2 , Uφ,ι], G ∈ {F, F ,Ωm, ϑmn}, ι1, ι2, ι ∈ {+,−}.
The resulting symbols are

pF,kgι1,ι2,ι(ξ, η) :=
1

16

[
ιι2
η · ξ − 1

〈η〉〈ξ〉
− ιι2

( ξ − η
|ξ − η|

· η
〈η〉

)( ξ − η
|ξ − η|

· ξ
〈ξ〉

)]
, (5.1.12)

pF,kgι1,ι2,ι(ξ, η) :=
1

16

[
2 + ιι2

η · ξ − 1

〈η〉〈ξ〉
− 2ι1ι2

ξ − η
|ξ − η|

· η
〈η〉

− 2ι1ι
ξ − η
|ξ − η|

· ξ
〈ξ〉

+ ιι2

( ξ − η
|ξ − η|

· η
〈η〉

)( ξ − η
|ξ − η|

· ξ
〈ξ〉

)]
,

(5.1.13)

pΩm,kg
ι1,ι2,ι (ξ, η) :=

1

8
ι2 ∈klm

(ξ − η)l
|ξ − η|

ηk
〈η〉

(
ι
ξ − η
|ξ − η|

· ξ
〈ξ〉
− ι1

)
, (5.1.14)

pϑmn,kgι1,ι2,ι (ξ, η) := − 1

16
ιι2

(
∈jpm

(ξ − η)p
|ξ − η|

ηj
〈η〉

)(
∈kqn

(ξ − η)q
|ξ − η|

ξk
〈ξ〉

)
. (5.1.15)

5.1.2 The Main Spacetime Bounds

We would like now to use the calculations in the previous subsection to start
the proof of Proposition 5.1. Assume L ∈ Vqn and define

Pnwa := 〈∇〉N(n)|∇|−1/2|∇|γ≤1, Pnkg := 〈∇〉N(n). (5.1.16)
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We define also the associated multipliers Pnwa(ξ) := 〈ξ〉N(n)|ξ|−1/2|ξ|γ≤1 and

Pnkg(ξ) := 〈ξ〉N(n), ξ ∈ R3. We first let φ := Pnwa(Lh), h ∈ {hαβ}, and write

|E0(Pnwa(Lh))(t)| . |E0(Pnwa(Lh))(0)|+
∣∣∣∣∫ t

0

B(Pnwa(Lh))(s)ds

∣∣∣∣
+

∣∣∣∣∫ t

0

∫
R3

∂s(P
n
wa(Lh))(s) · �̃g̃(Pnwa(Lh))(s)ds

∣∣∣∣ ,
for any t ∈ [0, T ], as a consequence of (5.1.3). Since |E0(Pnwa(Lh))(s)| ≈
‖Pnwa(ULh(s))‖2L2 for any s ∈ [0, t] (due to (5.1.4)), to prove the first inequality
in (5.1.1) it suffices to show that∣∣∣ ∫ t

0

B(Pnwa(Lh))(s) ds
∣∣∣+
∣∣∣ ∫ t

0

∫
R3

Pnwa(∂s(Lh))(s)

× �̃g̃(Pnwa(Lh))(s) ds
∣∣∣ . ε3

1〈t〉2H(q,n)δ−2γ ,

(5.1.17)

for any t ∈ [0, T ]. Similarly, to prove the second inequality in (5.1.1) it suffices
to show that∣∣∣ ∫ t

0

B(Pnkg(Lψ))(s) ds
∣∣∣+
∣∣∣ ∫ t

0

∫
R3

Pnkg(∂s(Lψ))(s)

×
{
− �̃g̃(Pnkg(Lψ))(s) + (1− h00)Pnkg(Lψ)(s)

}
ds
∣∣∣ . ε3

1〈t〉2H(q,n)δ.

(5.1.18)

We decompose the time integrals into dyadic pieces. More precisely, given
t ∈ [0, T ], we fix a suitable decomposition of the function 1[0,t], i.e., we fix
functions q0, . . . , qL+1 : R→ [0, 1], |L− log2(2 + t)| ≤ 2, with the properties

supp q0 ⊆ [0, 2], supp qL+1 ⊆ [t− 2, t],

supp qm ⊆ [2m−1, 2m+1] for m ∈ {1, . . . , L},
L+1∑
m=0

qm(s) = 1[0,t](s),

qm ∈ C1(R) and

∫ t

0

|q′m(s)| ds . 1 for m ∈ {1, . . . , L}.

(5.1.19)

We are now ready to state our main estimates on spacetime contributions.

Proposition 5.2. Assume that t ∈ [0, T ], ι, ι1, ι2 ∈ {+,−}, h, h1, h2 ∈ {hαβ},
L ∈ Vqn, Li ∈ Vqini , i ∈ {1, 2}, L1 + L2 ≤ L. For any bounded symbol q let Iq
denote the associated operator as in (3.2.43). Let Jm denote the supports of the
functions qm defined above. Then:

(1) if L2 6= L and q∗,waι1ι2 is a symbol of the form qG,waι1ι2 (θ, η)m0(θ)m1(η)m2(θ+
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η), where G ∈ {F, F , ωn, ϑmn}, qG,waι1ι2 are as in (4.3.59), and m0,m1,m2 ∈M0,
then∣∣∣ ∫

Jm

∫
R3

qm(s)[Pnwa(ξ)]2F{Iq∗,waι1ι2
[|∇|−1UL1h1,ι1 , |∇|UL2h2,ι2 ]}(ξ, s)

×ÛLh,ι(ξ, s) dξds
∣∣∣ . ε3

122H(q,n)δm−2γm;

(5.1.20)

(2) if nι1ι2 ∈Mnull
ι1ι2 then∣∣∣ ∫

Jm

∫
R3

qm(s)F{PnwaInι1ι2 [UL1h1,ι1 , UL2h2,ι2 ]}(ξ, s)

× ̂PnwaULh,ι(ξ, s) dξds
∣∣∣ . ε3

12−δm
(5.1.21)

and ∣∣∣ ∫
Jm

∫
R3

qm(s)F{Inι1ι2 [Uh1,ι1 , PnwaU
Lh2,ι2 ]}(ξ, s)

× ̂PnwaULh,ι(ξ, s) dξds
∣∣∣ . ε3

12−δm;

(5.1.22)

(3) if m ∈M and ϑ ∈ {ϑmn}, then∣∣∣ ∫
Jm

∫
R3

qm(s)[Pnwa(ξ)]2F{Im[Uϑ
L1 ,ι1 , Uϑ

L2 ,ι2 ]}(ξ, s)

× ÛLh,ι(ξ, s) dξds
∣∣∣ . ε3

122H(q,n)δm−2γm;

(5.1.23)

(4) if µ, ν ∈ {0, 1, 2, 3} and g̃µν≥1 are as in (4.3.49), then∣∣∣ ∫
Jm

∫
R3

qm(s)F
{
Pnwa[g̃µν≥1∂µ∂ν(Lh2)]− g̃µν≥1∂µ∂ν(PnwaLh2)

}
(ξ, s)

× ̂PnwaULh,ι(ξ, s) dξds
∣∣∣ . ε3

122H(q,n)δm−2γm;

(5.1.24)

(5) if m ∈M then∣∣∣ ∫
Jm

∫
R3

qm(s)[Pnwa(ξ)]2F{Im[UL1ψ,ι1 , UL2ψ,ι2 ]}(ξ, s)

× ÛLh,ι(ξ, s) dξds
∣∣∣ . ε3

122H(q,n)δm−2γm;

(5.1.25)
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(6) if m ∈M and n2 < n then∣∣∣ ∫
Jm

∫
R3

qm(s)[Pnkg(ξ)]
2F{Im[|∇|−1UL1h1,ι1 , 〈∇〉UL2ψ,ι2 ]}(ξ, s)

× ÛLψ,ι(ξ, s) dξds
∣∣∣ . ε3

122H(q,n)δm;

(5.1.26)

(7) if µ, ν ∈ {0, 1, 2, 3} and g̃µν≥1 are as in (4.3.49), then∣∣∣ ∫
Jm

∫
R3

qm(s)F
{
Pnkg[g̃

µν
≥1∂µ∂ν(Lψ) + h00Lψ]

− [g̃µν≥1∂µ∂ν(PnkgLψ) + h00P
n
kgLψ]

}
(ξ, s) ̂PnkgULψ,ι(ξ, s) dξds

∣∣∣ . ε3
122H(q,n)δm;

(5.1.27)

(8) if p∗,kgι1,ι2,ι is of the form pG,kgι1,ι2,ι(ξ, η)m0(ξ − η)m1(η)m2(ξ), where pG,kgι1,ι2,ι

are as in (5.1.12)–(5.1.15), G ∈ {F, F ,Ωn, ϑmn}, and m0,m1,m2 ∈M0, then∣∣∣ ∫
Jm

∫
R3×R3

qm(s)p∗,kgι1,ι2,ι(ξ, η)Ûh1,ι1(ξ − η, s) ̂PnkgU
Lψ,ι2(η, s)

× ̂PnkgULψ,ι(ξ, s) dξdηds
∣∣∣ . ε3

122H(q,n)δm.

(5.1.28)

Proof of Proposition 5.1. It is easy to see that the bounds (5.1.17)–(5.1.18) fol-
low from Proposition 5.2. Indeed, we start from the identity−�(Lhαβ) = LN h

αβ ,
and use (4.3.47). Thus

−�(PnwaLhαβ)−
∑

µ,ν∈{0,1,2,3}

g̃µν≥1∂µ∂ν(PnwaLhαβ)

=
∑

µ,ν∈{0,1,2,3}

{
Pnwa[g̃µν≥1∂µ∂ν(Lhαβ)]− g̃µν≥1∂µ∂ν(PnwaLhαβ)

}
+ PnwaQLwa(hαβ) + PnwaS

L,1
αβ + PnwaS

L,2
αβ + PnwaKG

L
αβ + PnwaRLhαβ .

(5.1.29)

Therefore the contribution of the second term in the left-hand side of (5.1.17)
can be bounded as claimed, as a consequence of the estimates (5.1.20)–(5.1.25)
and the definitions.

To estimate the contribution of the first term in the left-hand side of (5.1.17)
we examine the formulas (5.1.5)–(5.1.11). The contribution of the last two terms
in (5.1.5) is bounded as claimed, due to the L∞ bounds in (4.3.15). Moreover, we
claim that all the other terms are null forms that can be estimated using (5.1.22).
Indeed, the symbols pΩm,wa

ι1,ι2,ι and pϑmn,waι1,ι2,ι are clearly null in the variables ξ − η
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and η, due to (4.3.42). Moreover, by examining (5.1.8)–(5.1.9) we can write

16pF,waι1,ι2,ι(ξ, η) =
(
ι1
ξ − η
|ξ − η|

− ι2
η

|η|

)
·
(
ι1
ξ − η
|ξ − η|

− ι ξ
|ξ|

)
− 1

4

∣∣∣ι1 ξ − η|ξ − η|
− ι2

η

|η|

∣∣∣2∣∣∣ι1 ξ − η|ξ − η|
− ι ξ
|ξ|

∣∣∣2
and

16pF,waι1,ι2,ι(ξ, η) =
(
ι1
ξ − η
|ξ − η|

− ι2
η

|η|

)
·
(
ι1
ξ − η
|ξ − η|

− ι ξ
|ξ|

)
+

1

4

∣∣∣ι1 ξ − η|ξ − η|
− ι2

η

|η|

∣∣∣2∣∣∣ι1 ξ − η|ξ − η|
− ι ξ
|ξ|

∣∣∣2,
thus pF,waι1,ι2,ι and p

F,wa
ι1,ι2,ι are sums of acceptable null symbols in the variables ξ−η

and η multiplied by symbols of ξ, as desired.
The estimates (5.1.18) follow in a similar way, using (5.1.26)–(5.1.27) to

bound the contributions of the nonlinearities, and using (5.1.28) for the space-
time integral of B(Pnkg(Lψ))(s).

5.1.3 Poincaré Normal Forms

We examine now the bounds in Proposition 5.2, and notice that all the space-
time integrals in the left-hand sides do not have derivative loss. In most cases,
however, the time decay we have is not enough to allow direct estimates. In such
a situation we would like to integrate by parts in time (the method of normal
forms) to prove the desired spacetime estimates.

More precisely, assume that we are given a trilinear form

Gm[f, g, h] =

∫
R3×R3

m(ξ − η, η)f̂(ξ − η)ĝ(η)ĥ(ξ) dξdη, (5.1.30)

for a suitable multiplier m, and consider its associated quadratic phase

Φσµν(ξ, η) = Λσ(ξ)− Λµ(ξ − η)− Λν(η),

where σ, µ, ν ∈ {(wa,+), (wa,−), (kg,+), (kg,−)} as in (2.1.40). Define

Hm[f, g, h] :=

∫
R3×R3

m(ξ − η, η)

Φσµν(ξ, η)
f̂(ξ − η)ĝ(η)ĥ(ξ) dξdη. (5.1.31)

Using integration by parts in time, for m ∈ {1, . . . , L} we have

−i
∫
R
qm(s)Gm[f(s), g(s), h(s)]ds = H1 +H2 +H3 +H4, (5.1.32)
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where the functions qm are defined as in (5.1.19), and

H1 =

∫
R
q′m(s)Hm[f(s), g(s), h(s)]ds,

H2 =

∫
R
qm(s)Hm[(∂s + iΛµ) f(s), g(s), h(s)]ds,

H3 =

∫
R
qm(s)Hm[f(s), (∂s + iΛν) g(s), h(s)]ds,

H4 =

∫
R
qm(s)Hm[f(s), g(s), (∂s + iΛσ)h(s)]ds.

(5.1.33)

In other words, we can estimate integrals like those in the left-hand side
of (5.1.32) in terms of integrals such as those in (5.1.33). The point is to use
the identities (2.1.38) to gain time integrability. The main issue when applying
(5.1.32) is the presence of time-resonances, which are frequencies (ξ, η) for which
Φσµν(ξ, η) = 0, and which lead to significant difficulties in estimating the terms
Hm[f, g, h] in (5.1.31). These resonances are stronger in the case of trilinear wave
interactions, where parallel frequencies (ξ, η) lead to resonances; in the case of
mixed interactions involving two Klein-Gordon fields and one wave component,
resonances only occur when the frequency of the wave component vanishes (see
Lemmas 3.6 and 3.4).

In some cases we can use simple estimates to control trilinear expressions,
such as

|Gm[Pk1
F, Pk2

G,PkH]| . ‖F−1{m · ϕkk1k2
}‖L1‖Pk1

F‖Lp1‖Pk2
G‖Lp2 ‖PkH‖Lp ,

(5.1.34)

provided that k, k1, k2 ∈ Z, p, p1, p2 ∈ [1,∞], 1/p1 + 1/p2 + 1/p = 1, where

ϕkk1k2(θ, η) := ϕ[k−2,k+2](η + θ)ϕ[k1−2,k1+2](θ)ϕ[k2−2,k2+2](η). (5.1.35)

These bounds follow from Lemma 3.2 (i). We also have pure L2 bounds

|Gm[Pk1F, Pk2G,PkH]|
. 23 min{k,k1,k2}/2‖m · ϕkk1k2

‖L∞‖Pk1
F‖L2‖Pk2

G‖L2‖PkH‖L2 .
(5.1.36)

Trilinear expressions like Hm are often estimated using Lemmas 3.6 and 3.4.

5.1.4 Paralinearization of the Reduced Wave Operator

The use of normal forms as in (5.1.32) to bound spacetime integrals leads to
loss of derivative coming from the quasilinear nature of the nonlinearities. To
remove this we use paradifferential calculus, as summarized in section (3.1.3).
In this subsection we prove a proposition about paralinearization of our wave
and Klein-Gordon operators.
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Recall the modified metric g̃µν := mµν + g̃µν≥1, where g̃µν≥1 are as in (4.3.49),

and the modified wave operator �̃g̃ := g̃µν∂µ∂ν . Notice that g̃00 = −1. We first
define the main symbols

Dwa := (g̃0jζj)
2 + g̃jkζjζk, Σwa :=

√
Dwa − g̃0jζj , σwa :=

√
Dwa + g̃0jζj ,

(5.1.37)
and the main symbols for the Klein-Gordon components,

Dkg := (g̃0jζj)
2 + 1 + g̃jkζjζk, Σkg :=

√
Dkg − g̃0jζj , σkg :=

√
Dkg + g̃0jζj .

(5.1.38)
These definitions are related to the paradifferential identities in Proposition 5.3.

Using the formulas (4.3.56) we can extract the linear and higher order com-
ponents of the symbols Σwa and Σkg. Indeed, we have

Dwa = |ζ|2 − h00|ζ|2 − hjkζjζk + |ζ|2D≥2
wa,

where D≥2
wa is a quadratic symbol of order 0. Thus, in view of Lemma 4.4,

Σwa = |ζ|
(
1 + Σ1

wa + Σ≥2
wa

)
,

Σ1
wa := −(1/2)[h00 + 2h0j ζ̂j + hjk ζ̂j ζ̂k

]
,

‖Σ≥2
wa‖L∞0 + ‖∂tΣ≥2

wa‖L∞0 . ε
2
1〈t〉2δ

′−2,

(5.1.39)

where ζ̂j := ζj/|ζ|. Similarly, we have the decomposition of the Klein-Gordon
symbol Σkg,

Σkg = 〈ζ〉
(
1 + Σ1

kg + Σ≥2
kg

)
,

Σ1
kg := −(1/2)

[
h00
|ζ|2

〈ζ〉2
+ 2h0j ζ̂j + hjk

ζjζk
〈ζ〉2

]
,

‖Σ≥2
kg ‖L∞0 + ‖∂tΣ≥2

kg ‖L∞0 . ε
2
1〈t〉2δ

′−2.

(5.1.40)

The main result of this subsection is the following:

Proposition 5.3. For L ∈ Vqn, (q, n) ≤ (3, 3), we define the “quasilinear vari-
ables”

ULhαβ := (∂t − iTσwa) (Lhαβ), ULψ :=
(
∂t − iTσkg

)
(Lψ). (5.1.41)

(i) Then, for any t ∈ [0, T ], k ∈ Z, and f ∈ {Lhαβ ,Lψ},

‖Pk(Uf − Uf )(t)‖L2 . ε1 min{1, 2k〈t〉}1−δ〈t〉−1+31δ · ‖P[k−2,k+2]U
f (t)‖L2 .

(5.1.42)

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



156

EKGRevised6x9 October 26, 2021 6.125x9.25

CHAPTER 5

(ii) Moreover, we have

(∂t + iTΣwa)Uf = −g̃µν∂µ∂νf + Πwa[Uf ], for f ∈ {Lhαβ},(
∂t + iTΣkg

)
Uf = (−g̃µν∂µ∂ν + 1)f + Πkg[U

f ], for f ∈ {Lψ},
(5.1.43)

where the remainder terms Π∗[U
f ] satisfy, for ∗ ∈ {wa, kg},

Π∗[U
f ] =

∑
h∈{hαβ}, ι1,ι2∈{+,−}

Imh,∗ι1ι2
[Uh,ι1 , Uf,ι2 ] + C∗[Uf ]. (5.1.44)

Here mh,∗ι1ι2 are multipliers in M satisfying the additional bounds

‖F−1{mh,∗ι1ι2(θ, η)ϕk1
(θ)ϕk2

(η)}‖L1 . min{1, 2k2−k1} (5.1.45)

for any k1, k2 ∈ Z, and the cubic remainders satisfy

‖PkCwa[Uf ](t)‖L2 . ε2
1〈t〉−5/42k/22−N(n)k+

bk(q, n; t) for f ∈ {Lhαβ},

‖PkCkg[Uf ](t)‖L2 . ε2
1〈t〉−5/42−N(n)k+

bk(q, n; t) for f ∈ {Lψ},
(5.1.46)

where bk(q, n; t) are the frequency envelope coefficients defined in (4.3.20).
(iii) As a consequence, if Y ′(0) = Y ′(1) = 2 and Y ′(2) = Y ′(3) = 35, then∥∥ (∂t + iTΣwa)PkULhαβ (t)

∥∥
L2 . ε1〈t〉−1+δ′2k/22−N(n)k+

bk(q, n; t), (5.1.47)

∥∥ (∂t + iTΣwa)PkULhαβ (t)
∥∥
L2 . ε

2
1〈t〉−1+H(q,n)δ+Y ′(n)δ2k/22−Ñ(n)k++7k+

,

(5.1.48)

∥∥ (∂t + iTΣkg

)
PkULψ(t)

∥∥
L2 . ε1〈t〉−1+δ′2−N(n)k+

bk(q, n; t). (5.1.49)

Proof. The bounds (5.3)–(5.1.49) illustrate the main gains one can expect by
using quasilinear profiles instead of linear profiles: there are no derivative losses
in (5.1.47) and (5.1.49), and a smaller loss in terms of time decay when n ≤
1 in (5.1.48), compared to the bounds on (∂t + iΛwa)PkU

Lhαβ = LN h
αβ and

(∂t + iΛwa)PkU
Lψ = LNψ.

(i) Using (5.1.39) we have

σwa = Σwa + 2g̃0j
≥1ζj = |ζ|+ |ζ|

(
Σ1
wa + Σ≥2

wa + 2g̃0j
≥1ζ̂j

)
.

The bounds (5.1.42) follow using (3.1.54) and (3.3.11) when f ∈ {Lhαβ}. The
proof is similar when f ∈ {Lψ} using (5.1.40) instead of (5.1.39).
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(ii) We compute, using the definitions,

(∂t + iTΣwa) (∂t − iTσwa) f = [∂t∂t + iTΣwa−σwa∂t + TΣwaσwa ] f

− iT∂tσwaf + (TΣwaTσwa − TΣwaσwa) f,
(5.1.50)

and, recalling that g̃00 = −1,

−g̃µν∂µ∂νf =
[
∂t∂t − 2iTg̃0jζj∂t + Tg̃jkζjζk

]
f + E1 + E2, (5.1.51)

where

Ê1(ξ) :=
2i

8π3

∫
R3

[ξj + ηj
2

χ0

( |ξ − η|
|ξ + η|

)
− ηj

]̂̃
g0j
≥1(ξ − η)∂̂tf(η)dη,

Ê2(ξ) :=
−1

8π3

∫
R3

[ (ξj + ηj)(ξk + ηk)

4
χ0

( |ξ − η|
|ξ + η|

)
− ηjηk

]̂̃
gjk≥1(ξ − η)f̂(η)dη.

In view of the definitions (5.1.37), we have Σwa−σwa = −2g̃0jζj and Σwa ·σwa =
g̃jkζjζk. Thus the main terms in (5.1.50)–(5.1.51) are the same, and the iden-
tities in the first line of (5.1.43) follow easily by extracting the quadratic terms
(which do not have derivative loss and can be written as claimed in (5.1.44)).
The cubic and higher order remainders can be bounded as claimed in (5.1.46),
using the bounds in Lemma 4.4.

The analysis of the Klein-Gordon terms is similar, using the identities Σkg−
σkg = −2g̃0jζj and Σkg · σkg = 1 + g̃jkζjζk, see (5.1.38).

We remark that we could obtain more information on the remainder terms,
which consist mostly of null quadratic terms and cubic terms, but this is not
necessary for our purpose.

(iii) In view of (2.1.9) and the definitions (4.3.49) we have

− g̃µν∂µ∂νLhαβ = (∂2
t −∆)Lhαβ − g̃µν≥1∂µ∂νLhαβ

= L(g̃µν≥1∂µ∂νhαβ)− g̃µν≥1∂µ∂νLhαβ + L
{

(1− g00
≥1)−1[KGαβ − F≥2

αβ (g, ∂g)]
}
.

(5.1.52)

To prove the estimate (5.1.47) we use the identity in the first line of (5.1.43).

Notice that the expression (1 − g00
≥1)−1[KGαβ − F≥2

αβ (g, ∂g)] in the right-hand
side or (5.1.52) is a sum of terms in QU0; see (4.3.12). The contribution of
these terms is therefore bounded as claimed, due to (4.3.23). The cubic terms
C[ULhαβ ] also satisfy acceptable estimates, due to (5.1.46). Therefore it remains
to prove that

‖PkI[Uh1,ι1 , ULh2,ι2 ](t)‖L2 . ε1〈t〉−1+δ′2k/22−N(n)k+

bk(q, n; t),

‖PkI[L1g̃
µν
≥1, ∂α∂βL2h2](t)‖L2 . ε2

1〈t〉−1+δ′2k/22−N(n)k+

2−δ|k|,
(5.1.53)

for any h1, h2 ∈ {hαβ}, ι1, ι2 ∈ {+,−}, µ, ν, α, β ∈ {0, 1, 2, 3}, L1 ∈ Vq1n1
, L2 ∈
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Vq2n2
, (q1, n1) + (q2, n2) ≤ (q, n), and n2 < n.
The proofs of the bounds (5.1.53) are similar to some of the proofs in section

4.3, such as the proofs of (4.3.24) and (4.3.26). Indeed, for the bounds in
the first line, we decompose the input functions dyadically in frequency, then
use L2 × L∞ estimates for the Low × High → High interactions and for the
High×High→ Low interactions when k ≥ 0; the remaining High×High→ Low
interactions when k ≤ 0 can be bounded using (4.1.5) and (4.1.7). The proof of
the bounds in the second line of (5.1.53) is similar (compare with (4.3.26)).

For n ≥ 2, the estimates (5.1.48) follow from the formulas (5.1.43), (5.1.52),
and the proofs of the L2 estimates in section 4.2 such as (4.2.9), (4.2.19)–(4.2.20),
and (4.2.46). For n ∈ {0, 1} the estimates (5.1.48) follow from the improved
estimates in Lemma 4.14 and cubic estimates such as (4.2.46). If n = 1 the
term L(g̃µν1 ∂µ∂νhαβ) − g̃µν1 ∂µ∂νLhαβ in (5.1.52) can be estimated using the
bounds (4.2.69) when the undifferentiated factor carries the vector-field and its
frequency is small.

The estimates (5.1.49) are similar. We start from the identities

(−g̃µν∂µ∂ν + 1)Lψ = (∂2
t −∆ + 1)Lψ − g̃µν≥1∂µ∂νLψ

= L(g̃µν≥1∂µ∂νψ)− g̃µν≥1∂µ∂νLψ − L
{

(1− g00
≥1)−1g00

≥1ψ
}
,

which follow from (2.1.16). Then we use the identities in the second line of
(5.1.43), and notice that all the resulting terms that need to be estimated are
quadratic or higher order, and do not lose derivatives. The desired bounds are
similar to some of the bounds we proved in section 4.3, such as (4.3.27) and
(4.3.25), using also the inequalities (5.1.45) when L = Id to compensate for the
lower regularity of Uh compared to Uψ.

5.2 PURE WAVE INTERACTIONS

In this section we consider Wave×Wave×Wave interactions, and prove the
bounds (5.1.20)–(5.1.24) in Proposition 5.2.

5.2.1 Null Interactions

We start with a lemma concerning null interactions:

Lemma 5.4. With the assumptions of Proposition 5.2, we have∑
k,k1,k2∈Z

2N(n)k+−k/2(2N(n)k+
1 −k1/2 + 2N(n)k+

2 −k2/2 + 2N(n)k+−k/2)

×
∣∣∣ ∫
Jm

qm(s)Gnι1ι2
[
Pk1U

L1h1,ι1(s), Pk2U
L2h2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣ . ε3

12−δm

(5.2.1)
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for any m ∈ {0, . . . , L + 1}, where nι1ι2 ∈ Mnull
ι1ι2 is a null symbol and the

operators Gnι1ι2 are defined as in (5.1.30).
Moreover, if qι1ι2 is a double-null symbol of the form

qι1ι2(θ, η) = (ι1θi/|θ| − ι2ηi/|η|)(ι1θj/|θ| − ι2ηj/|η|)m1(θ, η), (5.2.2)

where i, j ∈ {1, 2, 3}, m1 ∈M, and if n2 < n then we also have∑
k,k1,k2∈Z

22N(n)k+−k+k2−k122γ(m+k−)
∣∣∣ ∫
Jm

qm(s)

× Gqι1ι2
[
Pk1

UL1h1,ι1(s), Pk2
UL2h2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣ . ε3

122H(q,n)δm.

(5.2.3)

It is easy to see that this lemma gives four of the bounds in Proposition 5.2:

Corollary 5.5. The estimates (5.1.20), (5.1.21), (5.1.22), and (5.1.24) hold.

Proof of Corollary 5.5. The bounds (5.1.21) and (5.1.22) follow from (5.2.1).
Notice also that all the symbols in (4.3.59), thus all the symbols q∗,waι1ι2 in (1) of
Proposition 5.2, are double-null, so the bounds (5.1.20) follow from (5.2.3).

To prove (5.1.24) we calculate, as in (4.3.57)–(4.3.58),

g̃µν≥1∂µ∂νH = −[δjk +RjRk]F · ∂j∂kH
−
{

2RjR0F · ∂j∂0H + (δjk −RjRk)F · ∂j∂kH
}

+
{

2 ∈jmn Rmωn · ∂j∂0H + (∈jln Rk+ ∈kln Rj)RlR0ωn · ∂j∂kH
}

− ∈jpm∈kqn RpRqϑmn · ∂j∂kH − 2RjR0τ · ∂j∂0H +
∑

(µ,ν)6=(0,0)

G̃µν≥2 · ∂µ∂νH,

where H ∈ {Lh2, P
n
waLh2}. The quadratic coefficients G̃µν≥2 are linear combina-

tions of expressions of the form Ra|∇|−1(G≥1∂ρh), where Ra = Ra1
1 Ra2

2 Ra3
3 and

G≥1 are as in Definition 4.17. Therefore, as in Proposition 4.22, we have

Pnwa[g̃µν≥1∂µ∂νLh2]− g̃µν≥1∂µ∂ν(PnwaLh2) =
∑

G∈{F,F ,ωn,ϑmn}

∑
ι1,ι2∈{+,−}{

PnwaIqG,waι1ι2
[|∇|−1UG,ι1 , |∇|ULh2,ι2 ]− IqG,waι1ι2

[|∇|−1UG,ι1 , Pnwa|∇|ULh2,ι2 ]
}

− 2{Pnwa[RjR0τ · ∂j∂0Lh2]−RjR0τ · ∂j∂0(PnwaLh2)}

+
∑

(µ,ν)6=(0,0)

{Pnwa[G̃µν≥2 · ∂µ∂νLh2]− G̃µν≥2 · ∂µ∂ν(PnwaLh2)},

(5.2.4)
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where the null multipliers qG,waι1ι2 are defined in (4.3.59). We notice that

PnwaIqG,waι1ι2
[|∇|−1UG,ι1 , |∇|ULh2,ι2 ]− IqG,waι1ι2

[|∇|−1UG,ι1 , Pnwa|∇|ULh2,ι2 ]

= PnwaIn1,G
ι1ι2

[UG,ι1 , ULh2,ι2 ] + In2,G
ι1ι2

[UG,ι1 , PnwaU
Lh2,ι2 ],

(5.2.5)

where, for G ∈ {F, F , ωn, ϑmn},

n1,G
ι1ι2(θ, η) := qG,waι1ι2 (θ, η)

{
ϕ≤−4(|θ|/|η|)P

n
wa(η + θ)− Pnwa(η)

Pnwa(η + θ)

|η|
|θ|

+ ϕ>−4(|θ|/|η|) |η|
|θ|

}
,

n2,G
ι1ι2(θ, η) := −qG,waι1ι2 (θ, η)ϕ>−4(|θ|/|η|) |η|

|θ|
.

(5.2.6)

These are null multipliers as in (2) of Proposition 5.2. The resulting integrals
are similar to the integrals (5.1.21)–(5.1.22) and can be bounded using (5.2.1).

We claim now that the remaining terms in (5.2.4) are cubic-type acceptable
errors satisfying∥∥Pnwa[H · ∂µ∂νLh2](s)−H(s) · ∂µ∂ν(PnwaLh2)(s)

∥∥
L2 . ε

2
1〈s〉−1 (5.2.7)

for (µ, ν) 6= (0, 0) and s ∈ [0, T ], where H is either RjR0τ or G̃µν≥2. This would
clearly suffice to complete the proof of (5.1.24). To prove the bounds (5.2.7) we
notice that |∇|H is of the form Ra|∇|−1N , for some N ∈ QU (see (4.3.12) and
use (4.3.5)). We decompose as in (5.2.6). For (5.2.7) it suffices to prove that∥∥PnwaI[|∇|−1N , ULh2,ι2 ](s)

∥∥
L2 +

∥∥I[|∇|−1N , PnwaULh2,ι2 ](s)
∥∥
L2 . ε

2
1〈s〉−1,

(5.2.8)
for any ι2 ∈ {+,−} and bilinear operators I as in (3.2.43). The bound on the
first term follows from the first inequality in (4.3.24), while the second term can
be bounded easily using (4.3.28) and the assumption ‖PnwaULh2(s)‖L2 . ε1〈s〉δ

′
.

This completes the proof of (5.2.7) and (5.1.24).

Proof of Lemma 5.4. We remark first that the two estimates are somewhat simi-
lar, except that the bounds (5.2.3) involve stronger null multipliers (double-null),
but we have to deal with an additional anti-derivative, which causes significant
difficulties at low frequencies.

The contributions of very small frequencies can sometimes be bounded using
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just L2 norms,∣∣∣Gm[Pk1
UL1h1,ι1(s), Pk2

UL2h2,ι2(s), PkU
Lh,ι(s)

]∣∣∣ . 2k2
k+k2+k+k1

2

× 2−
k1
2 ‖Pk1U

L1h1(s)‖L2 · 2−
k2
2 ‖Pk2U

L2h2(s)‖L2 · 2− k2 ‖PkULh(s)‖L2

. ε3
122k+k2−γ(k−1 +k−2 +k−)2−N(n1)k+

1 −N(n2)k+
2 −N(n)k+

× 〈s〉[H(L1)+H(L2)+H(L)]δ−3γ ,

(5.2.9)

provided that ‖m‖L∞ . 1, where k := max{k, k1, k2}, k := min{k, k1, k2}, and
H(L) = H(q, n), H(Li) = H(qi, ni), i ∈ {1, 2}. These bounds suffice to prove
the desired conclusions if 2m . 1, so in the analysis below we may assume that
m ≥ δ−2.

Step 1. We consider first the contribution of the triplets (k, k1, k2) for which
k ≤ k+8. In this case 2k2−k1 . 1 and it suffices to focus on the harder estimates
(5.2.1). In fact, we will prove the stronger bounds, for any k, k1, k2 ∈ Z satisfying
k ≤ k + 8,

2N(n)k+−k/2(2N(n)k+
1 −k1/2 + 2N(n)k+

2 −k2/2 + 2N(n)k+−k/2)

×
∣∣∣ ∫
Jm

qm(s)Gnι1ι2
[
Pk1

UL1h1,ι1(s), Pk2
UL2h2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣

. ε3
12−δm2−δ(|k|+|k1|+|k2|).

(5.2.10)

Without loss of generality, in proving these bounds we may assume that n1 ≤ n2.
Case 1.1. Assume first that ι1 = −ι2. In this case, we notice that

‖F−1{nι1ι2 · ϕkk1k2}‖L1 . 2k−k1 , (5.2.11)

where ϕkk1k2 is as in (5.1.35), since the multiplier nι1ι2 contains a small factor
of the form θ/|θ| + η/|η|. If k ≤ −δ′m or if k ≥ −δ′m and k ≥ δ′m, then we
can just use (5.1.34) with (p1, p2, p) = (∞, 2, 2) (recall that n1 ≤ n2), and the
estimates (3.3.3) and (3.3.11). On the other hand, if k, k1, k2 ∈ [−δ′m, δ′m] then
we may assume m ≤ L (the case m = L + 1 is easier because |Jm| . 1) and
decompose the multiplier into resonant and non-resonant contributions. More
precisely, let q0 = −8δ′m and

nι1ι2 = nrι1ι2 + nnrι1ι2 , nrι1ι2(θ, η) = ϕ≤q0(Ξι1ι2(θ, η))nι1ι2(θ, η), (5.2.12)

where Ξι1ι2 is defined as in (3.1.23).
We bound the contributions of the resonant parts nrι1ι2 using the null struc-

ture, while for the non-resonant parts nnrι1ι2 we use normal forms (the identity
(5.1.32)). It follows from (3.3.3), (3.3.11), (4.2.3) (or (4.3.23) if l ≥ 0), and
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(4.2.5) (recalling also (2.1.38)) that

‖PlUKh(t)‖L2 . ε1〈t〉δ
′/22l/22−γl

−
2−N(n′)l+ ,

‖PlUKh(t)‖L∞ . ε1〈t〉δ
′/2−12l

−
2−N(n′+1)l++2l+ min{1, 2l

−
〈t〉}1−δ

(5.2.13)

and

‖Pl(∂t + iΛwa)UKh(t)‖L2 . ε1〈t〉δ
′/2−12l/22−N(n′)l++l+ min{1, 2l

−
〈t〉},

‖Pl(∂t + iΛwa)UKh(t)‖L∞ . ε1〈t〉4δ
′−22l

−
2−N(n′+1)l++6l+ min{1, 2l

−
〈t〉},
(5.2.14)

for any l ∈ Z, h ∈ {hαβ}, t ∈ [0, T ], and K ∈ Vq
′

n′ , where the inequalities in the
first lines hold for all n′ ≤ 3, while the inequalities in the second lines only hold
for n′ ≤ 2. Thus, using (3.1.30) and (5.2.13), and recalling the null structure of
the symbols nι1ι2 , we have∣∣∣Gnrι1ι2 [Pk1

UL1h1,ι1(s), Pk2
UL2h2,ι2(s), PkU

Lh,ι(s)
]∣∣∣

. 2q02max(k1,k2)−k‖Pk1
UL1h1(s)‖Lp1 ‖Pk2

UL2h2(s)‖Lp2‖PkULh(s)‖L2

. ε3
12q022δ′m〈s〉−1+2δ′2−N(n)k++k/22−N(n)k+

2 +k2/2,

(5.2.15)

assuming that 2−δ
′m . 2k . 2k1 ≈ 2k2 . 2δ

′m, where (p1, p2) = (∞, 2). This
suffices to estimate the resonant contributions as in (5.2.10).

For the non-resonant symbols nnrι1ι2 , we can use the normal form formulas
(5.1.32)-(5.1.33) and the bounds (3.1.33). Using (5.2.13)–(5.2.14) and estimating
as in (5.2.15) we have∣∣∣Hnnrι1ι2

[
Pk1

UL1h1,ι1(s), Pk2
UL2h2,ι2(s), PkU

Lh,ι(s)
]∣∣∣

. ε3
12−3q02−0.9m,∣∣∣Hnnrι1ι2

[
Pk1U

L1h1,ι1(s), Pk2U
L2h2,ι2(s), Pk(∂s + iΛwa,ι)U

Lh,ι(s)
]∣∣∣

+
∣∣∣Hnnrι1ι2

[
Pk1(∂s + iΛwa,ι1)UL1h1,ι1(s), Pk2U

L2h2,ι2(s), PkU
Lh,ι(s)

]∣∣∣
+
∣∣∣Hnnrι1ι2

[
Pk1U

L1h1,ι1(s), Pk2(∂s + iΛwa,ι2)UL2h2,ι2(s), PkU
Lh,ι(s)

]∣∣∣
. ε3

12−3q02−1.9m,

(5.2.16)

for any s ∈ Jm (recall that 2|k| + 2|k1| + 2|k2| . 2δ
′m). This completes the proof

of (5.2.10).
Case 1.2. Assume now that ι1 = ι2. If k ≥ min{k1, k2} − 10 then 2k ≈

2k1 ≈ 2k2 , the bounds (5.2.11) still hold, and the same proof as before gives the
desired bounds (5.2.10).
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On the other hand, if k ≤ min{k1, k2}− 10 then we have no resonant contri-
butions, i.e., Ξι1ι2(θ, η) & 1 in the support of the integral. So we can integrate
by parts directly using (5.1.32). If 2k ≤ 2−m/4 or if 2k1 & 2δ

′m then we use only
the L2 bounds in the first lines of (5.2.13) and (5.2.14), and estimate as in (5.2.9)
using (3.1.31). On the other hand, if −m/4 ≤ k ≤ min{k1, k2}− 10 ≤ δ′m then
we can estimate the resulting terms in (5.1.33) as in (5.2.16), using L2×L2×L∞
bounds and (5.2.13)–(5.2.14). The desired bounds (5.2.10) follow.

Step 2. We complete now the proof of (5.2.1) by analyzing the contribution
of the triplets (k, k1, k2) for which k ≥ k + 8. By symmetry, we may assume
that n1 ≤ n2.

Case 2.1. We assume first that n1 ≥ 1. In this case 1 ≤ n1 ≤ n2 ≤ 2,
n2 < n, and we can still prove the strong bounds (5.2.10). Indeed, if k ≤
−2δ′m or if k ≥ −2δ′m and k ≥ 2δ′m, then we can use (5.1.34) (with the
lowest frequency placed in L∞) and the estimates (5.2.13). On the other hand,
if k, k1, k2 ∈ [−2δ′m, 2δ′m] then we still decompose nι1ι2 = nrι1ι2 + nnrι1ι2 as
in (5.2.12), with q0 = −8δ′m, and apply (3.1.30) and (3.1.33), together with
(5.2.13)–(5.2.14). The desired bounds follow easily by estimating the resonant
and the non-resonant contributions as in (5.2.15)–(5.2.16).

Case 2.2. Assume now that n1 = 0, n2 ≥ 1, and consider the contribution
of the triplets (k, k1, k2) for which k1 ≥ k2. We can still prove the strong bounds
(5.2.10) because there is no derivative loss in this case. If n2 ≤ 2 then we can
still estimate as in (5.2.15)–(5.2.16), using L2×L2×L∞ bounds with the lowest
frequency placed in L∞. On the other hand, if n2 = 3 (thus n = 3), then
(5.2.10) follows from (5.2.9) if k2 ≤ −3m/4; if k2 ≥ −3m/4 then we decompose
the symbol as in (5.2.12) and estimate as in (5.2.15)–(5.2.16), with the terms
corresponding to the frequency ≈ 2k1 always placed in L∞.

Case 2.3. Finally, assume that n1 = 0 and consider the contribution of the
triplets (k, k1, k2) for which k1 ≤ k2. The main issue here is the loss of derivative
in normal form arguments. Let

bk,m(q, n) :=
{∫

Jm

(bk(q, n; s))2
[
|Jm|−1 + |q′m(s)|

]
ds
}1/2

, (5.2.17)

where the frequency envelope coefficients bk(q, n; s) are defined in (4.3.20) (if
m = 0 or m = L + 1 then we do not include the term |q′m(s)| in the definition
(5.2.17)). We will show that

2N(n)k+−k/2(2N(n)k+
1 −k1/2 + 2N(n)k+−k/2)

×
∣∣∣ ∫
Jm

qm(s)Gnι1ι2
[
Pk1

Uh1,ι1(s), Pk2
ULh2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣

. ε12−δm2−δ|k1|(bk,m(q, n))2,

(5.2.18)

provided that |k − k2| ≤ 4 and L ∈ Vqn, (q, n) ≤ (3, 3). This is slightly weaker
than the bounds (5.2.10) (since bk,m(q, n) & ε12−δ|k| due to (4.3.20)), but still
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suffices to complete the proof of (5.2.1) due to the square summability of the
coefficients bk,m(q, n) (see (4.3.21)).

To prove (5.2.18) we notice that we can still use the normal form argument
as in Case 2.1 if 2k . 2m/10, or to control the contribution of the factor

2N(n)k+
1 −k1/2 in the left-hand side. If 2k & 2m/10 and |k1| ≥ δ′m then we can

use just L∞×L2×L2 estimates (with the L2 bounds on the two high frequency
terms coming from (4.3.22)) to prove (5.2.18).

In the remaining case when |k1| ≤ δ′m the resonant contribution can be
estimated as in (5.2.15). The bound on the non-resonant contribution requires
an additional idea (the use of paradifferential calculus) to avoid the derivative
loss in the application of the Poincaré normal form; the desired bounds follow
from Lemma 5.7 below.

Step 3. We turn now to the proof of (5.2.3). In view of (5.2.1) it suffices
to prove that

2−k1

∣∣∣ ∫
Jm

qm(s)Gqι1ι2
[
Pk1U

L1h1,ι1(s), Pk2U
L2h2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣

. ε3
12−2N(n)k+

22H(L)δm2−2γm2−γ(|k|+|k1+m|)/4,

(5.2.19)

for any triplet (k, k1, k2) for which k1 = k ≤ k − 10. Using first (5.2.9), the
left-hand side of (5.2.19) is bounded by

Cε3
12k1+k2−γk

−
1 −2γk−2−8k+

1 2−N(n)k+−N(n2)k+

2m+δm(H(L1)+H(L2)+H(L))−3γm.
(5.2.20)

Since N(n2) ≥ N(n) + 10, this implies (5.2.19) unless

2k1+m2−2γ(k1+m)−2−8k+

2(1−δ)k− & 2δm(H(L)−H(L1)−H(L2)). (5.2.21)

It remains to prove (5.2.19) for triplets (k, k1, k2) for which (5.2.21) holds. In
particular, we may assume that m ≥ δ−2 in the analysis below.

Case 3.1. Assume first that n1 < n. Thus H(L) − H(L1) − H(L2) ≥ 40
(due to (2.1.53)) and k1+m ≥ 40δm (due to (5.2.21)). We may also assume that
m ≤ L, and use (5.1.32). We observe that |qι1ι2(ξ−η, η)(Φσµν(ξ, η))−1| . 2−k1 ,
where (σ, µ, ν) = ((wa, ι), (wa, ι1), (wa, ι2)) in the support of the integral, due
to the double-null assumption (5.2.2) and the bounds (3.1.31). Using a normal
form and L2 estimates, the left-hand side of (5.2.19) is bounded by

C23k1/22−2k1 sup
s∈Jm

{
(‖Pk1

UL1h1(s)‖L2

+ 2m‖Pk1
L1N h

1 (s)‖L2)‖Pk2
UL2h2(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1U
L1h1(s)‖L2‖Pk2L2N h

2 (s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1U
L1h1(s)‖L2‖Pk2U

L2h2(s)‖L2‖PkLN h(s)‖L2

}
,

where N h
1 ,N h

2 ,N h are suitable components of the metric nonlinearities N h
αβ .
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In view of (3.3.3) and (4.2.3), and recalling that ˜̀(n) ≤ 35 (see (4.2.2)), all the
terms in the expression above are dominated by

Cε3
12k2δm(H(L1)+H(L2)+H(L))+36δm2−2N(n)k+−2k+

,

which suffices to prove (5.2.19) in this case (due to (2.1.53)).
The same argument also proves the desired bounds (5.2.19) when n2 = 0,

(q1, n1) = (q, n), and |k| ≥ δ′m.
Case 3.2. Assume now that (5.2.21) holds, n2 = 0, (q1, n1) = (q, n), |k| ≤

δ′m, and
k1 +m ≤ Y (q, n)δm, (5.2.22)

where Y (q, n) is defined as in (4.3.70). In particular, we may assume that
−2δm ≤ k1 + m, due to (5.2.21). To prove (5.2.19) in this case, we trivialize
one vector-field using Lemma 4.13. As in (4.3.73) we define

U∗1,≤J1
:= P ′k1

(ϕ≤J1
· Pk1

UL1h1,ι1), U∗1,>J1
:= P ′k1

(ϕ>J1
· Pk1

UL1h1,ι1),

where J1 denotes the largest integer satisfying J1 ≤ max{−k1,m}+δm/4. Then

‖U∗1,≤J1
(s)‖L2 . ε12k1/22H(q,n)δm−7δm/4; (5.2.23)

see (4.3.74). We decompose also Pk2U
h2,ι2(s) = Uh2,ι2

≤J2,k2
(s) + Uh2,ι2

>J2,k2
(s) as in

(3.3.1)–(3.3.2), where J2 is the largest integer satisfying J2 ≤ m/4.
With Iqι1ι2 as in (3.2.43), the left-hand side of (5.2.19) is bounded by

C2−k12m sup
s∈Jm

∥∥PkIqι1ι2[Pk1
UL1h1,ι1(s), Pk2

Uh2,ι2(s)]
∥∥
L2‖P[k−2,k+2]U

Lh,ι(s)‖L2 .

In view of (3.3.3), for (5.2.19) it suffices to prove that, for any s ∈ Jm,

2−k1
∥∥PkIqι1ι2 [Pk1

UL1h1,ι1 , Pk2
Uh2,ι2 ](s)

∥∥
L2

. ε2
12−N(n)k+−k+

2−m+H(q,n)δm2−γm2−γ|k1+m|/4.
(5.2.24)

In view of (5.2.21), we may assume that |k| ≤ δ′m. Using just L2 estimates,
we have

2−k1
∥∥PkIqι1ι2 [Pk1

UL1h1,ι1 , Uh2,ι2
>J2,k2

](s)
∥∥
L2 . ε

2
12−N0k

+

2−m/52k1 . (5.2.25)

To bound the contribution of the profile Uh2,ι2
≤J2,k2

(s) we use (3.2.46), (3.3.7), and
(5.2.23), so

2−k1
∥∥PkIqι1ι2 [U∗1,≤J1

, Uh2,ι2
≤J2,k2

](s)
∥∥
L2

. 2−k1/22−m‖U∗1,≤J1
(s)‖L223k2/2‖P̂k2U

h2‖L∞

. ε2
12−m2H(q,n)δm−7δm/42δm2−N0k

++2k+ .

(5.2.26)
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Finally, the bilinear interaction of U∗1,>J1
(s) and Uh2,ι2

≤J2,k2
(s) is negligible,

2−k1
∥∥PkIqι1ι2 [U∗1,>J1

, Uh2,ι2
≤J2,k2

](s)
∥∥
L2 . ε

2
12−2m, (5.2.27)

using an approximate finite speed of propagation argument as in the proof of
(4.3.77). The desired bounds (5.2.24) follow from (5.2.25)–(5.2.27).

Step 4. To prove (5.2.19) in the remaining cases we need to use angular
localization and integrate by parts in time. More precisely, we decompose

qι1ι2 =
∑
b≤4

qbι1ι2 , qbι1ι2(θ, η) = ϕb(Ξι1ι2(θ, η))qι1ι2(θ, η), (5.2.28)

and define the associated operators Gqbι1ι2 as in (5.1.30). For (5.2.19) it suffices

to prove that

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1ι2
[
Pk1

UL1h1,ι1(s), Pk2
Uh2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣

. ε3
12−2N(n)k+

22H(q,n)δm2−3γm2δb,

(5.2.29)

provided that L,L1 ∈ Vqn, b ≤ 4, m ≥ δ−2, and

k1 ≥ −m+ Y (q, n)δm, |k| ≤ δ′m, k1 ≤ min{k, k2} − 6. (5.2.30)

Case 4.1. Assume first that b ≤ −3δ′m. We decompose Pk2
Uh2,ι2(s) =

Uh2,ι2
≤J2,k2

(s) + Uh2,ι2
>J2,k2

(s) as in (3.3.1)–(3.3.2), where J2 is the largest integer
satisfying J2 ≤ m− δ′m. Using (3.1.36) and the double-null assumption (5.2.2)
we have ‖F−1(qbι1ι2 · ϕkk1k2)‖L1 . 2b. Using (3.2.54) and (3.3.3) we estimate

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1ι2
[
Pk1

UL1h1,ι1(s), Uh2,ι2
≤J2,k2

(s), PkU
Lh,ι(s)

]
ds
∣∣∣

. 2−k12m sup
s∈Jm

∥∥PkIqbι1ι2 [Pk1
UL1h1,ι1(s), Uh2,ι2

≤J2,k2
(s)
]∥∥
L2

∥∥P[k−2,k+2]U
Lh,ι(s)

∥∥
L2

. 2−k12m · 2b2k1/22−m+δm

× sup
s∈Jm

‖Pk1
UL1h1,ι1(s)‖L2‖Uh2,ι2

≤J2,k2
(s)‖H0,1

Ω
‖P ′kULh,ι(s)‖L2

. ε3
12b2δ

′m2k2−2N(n)k+

.

(5.2.31)

Moreover, using L2 estimates, the double-null assumption (5.2.2), and (3.3.3)–
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(3.3.4), we have

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1ι2
[
Pk1

UL1h1,ι1(s), Uh2,ι2
>J2,k2

(s), PkU
Lh,ι(s)

]
ds
∣∣∣

. 2−k12m23k1/222b sup
s∈Jm

‖Pk1
UL1h1,ι1(s)‖L2‖Uh2,ι2

>J2,k2
(s)‖L2‖P ′kULh,ι(s)‖L2

. ε3
122b2k

−
1 22δ′m2−2N(n)k+

.

(5.2.32)

The desired bounds (5.2.29) follow from (5.2.31)–(5.2.32) if b ≤ −3δ′m.
Case 4.2. Assume now that the inequalities (5.2.30) hold, and, in addition,

b ≥ −3δ′m and k1 ≥ −0.6m. (5.2.33)

If m = L + 1 then (5.2.29) follows easily using (5.1.34). On the other hand,
if m ≤ L then we integrate by parts in time and use (5.1.32)–(5.1.33). Using
(3.1.33), the left-hand side of (5.2.29) is bounded by

C2−2k12−3b sup
s∈Jm

{
(‖Pk1U

L1h1(s)‖L2‖Pk2
Uh2(s)‖L∞‖PkULh(s)‖L2

+ 2m‖Pk1
L1N h

1 (s)‖L2‖Pk2
Uh2(s)‖L∞‖PkULh(s)‖L2

+ 2m‖Pk1
UL1h1(s)‖L2‖Pk2

N h
2 (s)‖L∞‖PkULh(s)‖L2

+ 2m‖Pk1
UL1h1(s)‖L2‖Pk2

Uh2(s)‖L∞‖PkLN h(s)‖L2

}
,

(5.2.34)

where N h
1 ,N h

2 ,N h are suitable components of the metric nonlinearities N h
αβ . In

view of (5.2.13)–(5.2.14), the terms in the expression above are dominated by

Cε3
12−3k1/22−3b2−m+2δ′m . ε3

12−m/20,

where we used the assumptions (5.2.33) in the last inequality. This suffices to
prove (5.2.29).

Case 4.3. Assume now that the inequalities (5.2.30) hold, and, in addition,

k1 ≤ −0.6m and b ∈ [−3δ′m,−2δm]. (5.2.35)

We can use the condition k1 ≤ −0.6m to improve the argument in Case 4.1.
Indeed, let J ′2 := −k1 and decompose Pk2U

h2,ι2(s) = Uh2,ι2
≤J′2,k2

(s) +Uh2,ι2
>J′2,k2

(s) as

in (3.3.1)–(3.3.2). Using (3.2.46) (instead of (3.2.54)), (3.1.36), the assumption
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(5.2.2), (3.3.3), and (3.3.7), we estimate

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1ι2
[
Pk1

UL1h1,ι1(s), Uh2,ι2
≤J′2,k2

(s), PkU
Lh,ι(s)

]
ds
∣∣∣

. 2−k12m sup
s∈Jm

∥∥PkIqbι1ι2 [Pk1
UL1h1,ι1(s), Uh2,ι2

≤J′2,k2
(s)
]∥∥
L2

∥∥P[k−2,k+2]U
Lh,ι(s)

∥∥
L2

. 2−k12m · 2b2k1/22−m23k2/2

× sup
s∈Jm

‖Pk1
UL1h1,ι1(s)‖L2‖ ̂Pk2

Uh2,ι2(s)‖L∞‖P ′kULh,ι(s)‖L2

. ε3
12b22H(q,n)δm2δm2−2N(n)k+−2k+

;

(5.2.36)

compare with (5.2.31). The contribution of the profile Uh2,ι2
>J′2,k2

(s) can be esti-

mated as in (5.2.32), and the bounds (5.2.29) follow if b ≤ −2δm.
Case 4.4. Finally assume that the inequalities (5.2.30) hold, and, moreover,

k1 ≤ −0.6m and b ∈ [−2δm, 4]. (5.2.37)

If ι 6= ι2 then we can still use normal forms and estimate as in (5.2.34), but with
a factor of 2−k1 replaced by 2−k, due to the better lower bound |Φ(ξ, η)| & 2k.
The desired bounds follow. Also in the case m = L + 1 there is no loss of 2m

and the desired bounds follow easily using (5.1.34).
On the other hand, if ι = ι2 and m ≤ L then we may assume that ι = ι2 = +,

by taking complex conjugates. The proof in this case is more complicated, as it
requires switching to the quasilinear variables Uh2 and ULh, and is provided in
Lemma 5.8 below.

5.2.2 Non-null Semilinear Terms

In this subsection we show how to estimate the remaining Wave×Wave×Wave
interactions in Proposition 5.2.

Lemma 5.6. With the assumptions of Proposition 5.2 we have∑
k,k1,k2

22γk−2−k22N(n)k+
∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1
Uϑ
L1 ,ι1(s), Pk2

Uϑ
L2 ,ι2(s), PkU

Lh,ι(s)] ds
∣∣∣ . ε3

122H(q,n)δm−2γm,

(5.2.38)

where m ∈M and the operators Gm are defined as in (5.1.30). Thus the bounds
(5.1.23) hold.

Proof. In proving (5.2.38) it is important to keep in mind that ϑab are among
the “good” components of the metric, which satisfy strong bounds like (3.3.7)
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uniformly in time.

For suitable values J ≥ max{−ka, 0} we sometimes decompose PkaU
ϑLa ,ιa =

Uϑ
La ,ιa
≤J,ka + Uϑ

La ,ιa
>J,ka

, a ∈ {1, 2}, where

Uϑ
La ,ιa
≤J,ka := e−itΛwa,ιaP ′ka(ϕ≤J · PkaV ϑ

La ,ιa),

Uϑ
La ,ιa

>J,ka
:= e−itΛwa,ιaP ′ka(ϕ>J · PkaV ϑ

La ,ιa),
(5.2.39)

and V ϑ
La ,ιa := eitΛwa,ιaUϑ

La ,ιa . We consider several cases.
Step 1. We assume first that min{n1, n2} = 0. By symmetry, we may

assume that n1 = 0. Let J1 := ∞ if |k1| > δ′m − 10 and J1 := m − δ′m if

|k1| ≤ δ′m− 10, and decompose Pk1U
ϑ,ι1 = Uϑ,ι1≤J1,k1

+Uϑ,ι1>J1,k1
as in (5.2.39) (in

particular, Pk1U
ϑ,ι1 = Uϑ,ι1≤J1,k1

if |k1| > δ′m− 10).
In this case we prove the stronger bounds∑

k,k1,k2

22γk−2−k22N(n)k+
∣∣∣ ∫
Jm

qm(s)

× Gm[Uϑ,ι1>J1,k1
, Pk2U

ϑL,ι2(s), PkU
Lh,ι(s)] ds

∣∣∣ . ε3
1,

(5.2.40)

and, for any s ∈ Jm and k ∈ Z,

2γ(m+k−)
∑
k1,k2

∗
‖PkI[Uϑ,ι1≤J1,k1

(s), Pk2U
ϑL,ι2(s)]‖L2

. ε1bk(q, n; s)2k/22−N(n)k+

2−m+H(q,n)δm,

(5.2.41)

where I = Im is as in (3.2.43), the coefficients bk(q, n; t) are defined in (4.3.20),
and

∑
k1,k2

∗
denotes the sum over pairs (k1, k2) ∈ Xk with the additional as-

sumption k1 ≤ k2 if L = Id (thus n1 = n2 = n = 0). It is clear that (5.2.40)–
(5.2.41) would suffice to prove (5.2.38).

Using (4.3.22), (3.3.7), and L2 estimates as in (3.2.44), we have

2γ(m+k−)‖PkI[Uϑ,ι1∗,k1
(s), Pk2

Uϑ
L,ι2(s)]‖L2 . ε123k/2bk2

(q, n; s)

× 2γ(k−−k−2 )2k2/22−N(n)k+
2 2H(q,n)δm · 2k

−
1 /2−κk

−
1 2−N0k

+
1 +2k+

1 ,
(5.2.42)

for ∗ ∈ {≤ J1, > J1} and any k, k1, k2 ∈ Z.
Substep 1.1. We prove first the bounds (5.2.41). Recalling (4.3.21), these

bounds follow from (5.2.42) when 2m . 1 or when 2k . 2−m+γm/2. Assume
that m ≥ δ−2 and 2k ≥ 2−m+γm/2. We examine first the contribution of the
pairs (k1, k2) with |k1| > δ′m− 10, thus Uϑ,ι1≤J1,k1

= Pk1U
ϑ,ι1 . In view of (4.3.22)
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and (3.3.11) we have

2γ(m+k−)‖PkI[Pk1U
ϑ,ι1(s), Pk2U

ϑL,ι2(s)]‖L2 . ε1bk2(q, n; s)

× 2γ(k−−k−2 )2k2/22−N(n)k+
2 2H(q,n)δm · 2k

−
1 2−m+δ′m/22−N(1)k+

1 +2k+
1 .

(5.2.43)

This suffices to bound the contribution of the pairs (k1, k2) ∈ Xk with 2|k1| &
2δ
′m and k1 ≤ k − 4. It also suffices to bound the contribution of the pairs

(k1, k2) with 2|k1| & 2δ
′m and |k − k1| ≤ 8 and n ≥ 2. The contribution of the

pairs (k1, k2) with |k− k1| ≤ 8 and n ≤ 1 can be controlled in a similar way, by

estimating Pk1
Uϑ,ι1(s) in L2 and Pk2

Uϑ
L,ι2(s) in L∞.

The contribution of the pairs (k1, k2) with k1, k2 ≥ k+4 and k1 ≤ −3m/4 or
k1 ≥ m/4 can be estimated using (5.2.42). Finally, to estimate the contribution
of the pairs (k1, k2) with k1, k2 ≥ k + 4 and k1 ∈ [−3m/4,m/4] we decompose

Pk1
Uϑ,ι1 = Uϑ,ι1≤J′1,k1

+ Uϑ,ι1>J′1,k1
with J ′1 := m − δ′m/4. Then we use the L∞

super-localized bounds (3.2.16) to estimate

2γ(m+k−)‖PkI[Uϑ,ι1≤J′1,k1
Pk1

(s), Pk2
Uϑ
L,ι2(s)]‖L2

.
∑

|n1−n2|≤4

2γ(m+k−)‖Cn1,kU
ϑ,ι1
≤J′1,k1

Pk1(s)‖L∞‖Cn2,kPk2U
ϑL(s)‖L2

. ε2
12k2/22−N(n)k+

2 2H(q,n)δm · 2k1/22k/22−m+δ′m/22−8k+
1 .

(5.2.44)

The contribution of the Uϑ,ι1>J′1,k1
can be estimated using just L2 bounds, as in

(5.2.42). This suffices to bound the contribution of all the pairs (k1, k2) with
|k1| > δ′m− 10.

We consider now the pairs (k1, k2) ∈ Xk with |k1| ≤ δ′m − 10 and use the
more precise estimates (3.2.46). Let J ′′1 denote the largest integer such that

2J
′′
1 ≤ 2−10[2m/2−k1/2 + 2−k] (5.2.45)

and apply first (3.2.46) (or (3.2.12) if k1 = min{k, k1, k2}), and then (3.3.7) to
estimate

2γ(m+k−)‖PkI[Uϑ,ι1≤J′′1 ,k1
(s), Pk2

Uϑ
L,ι2(s)]‖L2

. 2−m2min{k,k1,k2}/223k1/2‖ ̂Pk1V
ϑ(s)‖L∞ · 2γ(m+k−)‖Pk2U

ϑL(s)‖L2

. ε12−m+H(q,n)δm2k
−
1 /42−(N0−2)k+

1

× 2min{k,k1,k2}/22k2/22γ(k−−k−2 )bk2(q, n; s)2−N(n2)k+
2 ,

(5.2.46)

where Uϑ,ι1≤J′′1 ,k1
:= e−itΛwa,ι1P ′k1

(ϕ≤J′′1 ·Pk1
V ϑ,ι1) as in (5.2.39). Moreover, using
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(3.2.11) and (3.3.4) instead, we estimate∑
j1∈[J′′1 ,J1]

2γ(m+k−)‖PkI[Uϑ,ι1j1,k1
(s), Pk2U

ϑL,ι2(s)]‖L2

. ε2
12−m+δ′m2−J

′′
1 2k2/22−8k+

1 2−N(n2)k+
2 .

(5.2.47)

It is easy to see that these two bounds can be summed over (k1, k2) ∈ Xk with
|k1| ≤ δ′m− 10 to complete the proof of (5.2.41). In the (harder) case of pairs
k1, k2 with k1, k2 ≥ k+4 one can use (4.3.21) to sum (5.2.46), and the definition
(5.2.45) to sum (5.2.47).

Substep 1.2. We prove now the bounds (5.2.40). We may assume that
|k1| ≤ δ′m, due to the definition of J1. We notice that the bounds (5.2.40)
follow using just L2 estimates (similar to (5.2.42)) and (3.3.3)–(3.3.4) if 2m . 1
or k ≤ −2δ′m.

Assume now that m ≥ δ−2 and k ≥ −2δ′m. We would like to integrate by
parts in time as in (5.1.32). For this we need to decompose into resonant and
non-resonant contributions. As in (5.2.12), with q0 = −8δ′m and Ξι1ι2 as in
(3.1.23), we decompose

m = mr + mnr, mr(θ, η) = ϕ≤q0(Ξι1ι2(θ, η))m(θ, η). (5.2.48)

To bound the resonant contribution we use the smallness of Fourier support
and Schur’s lemma. For this we notice that, with ϕkk1k2

defined as in (5.1.35),

sup
η∈R3

∫
R3

|Ûϑ,ι1>J1,k1
(ξ − η, s)||mr(ξ − η, η)|ϕkk1k2

(ξ − η, η) dξ

.
∥∥Ûϑ,ι1>J1,k1

(s)
∥∥
L2 · 23k1/22q0 ,

sup
ξ∈R3

∫
R3

|Ûϑ,ι1>J1,k1
(ξ − η, s)||mr(ξ − η, η)|ϕkk1k2(ξ − η, η) dη

.
∥∥Ûϑ,ι1>J1,k1

(s)
∥∥
L2 · 23k1/22q02k2−k,

where in the second estimate we bound Ξ̃(ξ−η, ξ) . Ξ̃(ξ−η, η)2k2−k . 2q02k2−k

in the support of the integral (see (3.1.28)). Therefore, using to Schur’s test,

2γ(m+k−)‖PkImr [Uϑ,ι1>J1,k1
(s), Pk2

Uϑ
L,ι2(s)]‖L2

. 2γ(m+k−)‖Pk2
Uϑ
L

(s)‖L2

∥∥Uϑ,ι1>J1,k1
(s)
∥∥
L2 · 23k1/22q0(1 + 2k2−k),

. ε12k12−N(1)k+
1 2−J12q02δ

′m · 2k2/22−N(n)k+
2 bk2(q, n; s)(1 + 2k2−k)2γ(k−−k−2 ),

where Imr is as in (3.2.43). Since |k1| ≤ δ′m and 2−J1 . 2−m+δ′m, this suffices
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to show that

2γ(m+k−)
∑
k1,k2

∗
‖PkImr [Uϑ,ι1>J1,k1

(s), Pk2U
ϑL,ι2(s)]‖L2

. ε1bk(q, n; s)2k/22−N(n)k+

2−m−δ
′m,

(5.2.49)

if 2k & 2−2δ′m. This is similar to (5.2.41) and implies the required bounds on
the resonant contributions.

On the other hand, the non-resonant contributions corresponding to the
symbol mnr can be treated as in the proof of (5.2.1) in Lemma 5.4. We may
assume first that m ≤ L, integrate by parts in time, and notice that estimates
like (5.2.16) still hold; such estimates suffice to prove (5.2.40) when k ≤ m/10.
In the remaining case when k is very large and |k1| ≤ δ′m, the desired conclusion
follows using paradifferential calculus from Lemma 5.7 below.

Step 2. We prove now (5.2.38) when n1, n2 ≥ 1. In this case we prove the
strong bounds

2γ(m+k−)
∑

k1,k2∈Xk

‖PkI[Pk1
Uϑ
L1 ,ι1(s), Pk2

Uϑ
L2 ,ι2(s)]‖L2

. ε2
12−γ|k|/42k/22−N(n)k+

2−m+H(q,n)δm,

(5.2.50)

for any s ∈ Jm and k ∈ Z (compare with (5.2.41) and recall that bk(q, n; s) ≥
ε12−γ|k|/4).

As in (5.2.42), we recall that k = min{k, k1, k2} and start with L2 estimates,

2γ(m+k−)‖PkI[Pk1
Uϑ
L1 ,ι1(s), Pk2

Uϑ
L2 ,ι2(s)]‖L2

. ε2
123k/22k1/22k2/22−γk

−
1 −γk

−
2 2−N(n1)k+

1 2−N(n2)k+
2 2H(q1,n1)δm+H(q2,n2)δm,

(5.2.51)

for any k, k1, k2 ∈ Z. This suffices to prove the bounds (5.2.50) when 2m . 1,
or when k ≤ −m + 35δm, or when k ≥ m/9 (using (2.1.53) and N(n) + 10 ≤
min{N(n1), N(n2)}).

On the other hand, if m ≥ δ−1 and k ∈ [−m+ 35δm,m/9] then the bounds
(5.2.51) suffice to control the contribution of the pairs (k1, k2) ∈ Xk for which
either min{k1, k2} ≤ −3m/4 or max{k1, k2} ≥ m/9. Using L2 × L∞ estimates
as in (5.2.43)–(5.2.44) we can also control the contribution of the pairs (k1, k2)
for which max{|k1|, |k2|} ≥ δ′m. In the remaining range k1, k2 ∈ [−δ′m, δ′m]
we consider two cases.

Case 2.1. Assume first that q1 = q2 = 0. Since rotations and Riesz trans-
forms essentially commute (up to multipliers that are accounted for in the mul-

tiplier m), we may replace Uϑ
La ,ιa by LaUϑ,ιa , a ∈ {1, 2}, and use interpolation
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inequalities. Let

J∗ = max
{m−max{k1, k2}

2
,−k

}
. (5.2.52)

Assuming that k ≥ max{k1, k2} − 10, we use (3.2.64)–(3.2.65) to estimate

‖PkI[Uϑ
L1 ,ι1
≤J∗,k1

(s), Uϑ
L2 ,ι2
≤J∗,k2

(s)]‖L2 . ‖L1U
ϑ,ι1
≤J∗,k1

(s)‖La‖L2U
ϑ,ι2
≤J∗,k2

(s)‖Lb

. ‖Uϑ,ι1≤J∗,k1
(s)‖

n−n1
n

L∞ ‖Pk1V
ϑ,ι1‖

n1
n

H0,n
Ω

‖Uϑ,ι2≤J∗,k2
(s)‖

n−n2
n

L∞ ‖Pk2V
ϑ,ι2‖

n2
n

H0,n
Ω

,

where Uϑ
La ,ιa
≤J∗,ka are as in (5.2.39), n = n1 + n2, and

1

a
=
n1

n

1

2
,

1

b
=
n2

n

1

2
. (5.2.53)

Using now (3.3.16) and (3.3.3) we have

2γ(m+k−)‖PkI[Uϑ
L1 ,ι1
≤J∗,k1

(s), Uϑ
L2 ,ι2
≤J∗,k2

(s)]‖L2

. ε2
12−m+H(0,n)δm2k1/2+k2/22−N(n)k+

1 −N(n)k+
2 2−|k1|/8−|k2|/8.

(5.2.54)

On the other hand, if k ≤ max{k1, k2}− 10 then we need a bilinear estimate
to bring in the small factor 2k/2. We use Lemma 3.14 followed by (3.2.64)–
(3.2.65) to estimate

‖PkI[Uϑ
L1 ,ι1
≤J∗,k1

(s), Uϑ
L2 ,ι2
≤J∗,k2

(s)]‖L2

. 2−m2k/223k1/2‖F{L1Pk1
Uϑ,ι1}(s)‖La‖F{L2Pk2

Uϑ,ι2}(s)‖Lb

. 2−m2k/223k1/2‖F{Pk1V
ϑ}‖

n−n1
n

L∞ ‖Pk1
V ϑ‖

n1
n

H0,n
Ω

‖F{Pk2
V ϑ}‖

n−n2
n

L∞ ‖Pk2
V ϑ‖

n2
n

H0,n
Ω

,

where a, b are as in (5.2.53). Using (3.3.7) and (3.3.3), it follows that

2γ(m+k−)‖PkI[Uϑ
L1 ,ι1
≤J∗,k1

(s), Uϑ
L2 ,ι2
≤J∗,k2

(s)]‖L2

. ε2
12−m+H(0,n)δm2γk

−
2k/22−N0k

+
1 23k−1 /4.

(5.2.55)

For the remaining terms we use (3.3.11), (3.3.4), and L2 × L∞ bounds,

2γ(m+k−)
{
‖PkI[Uϑ

L1 ,ι1
≤J∗,k1

(s), Uϑ
L2 ,ι2

>J∗,k2
(s)]‖L2

+ ‖PkI[Uϑ
L1 ,ι1

>J∗,k1
(s), Pk2U

ϑL2 ,ι2(s)]‖L2

}
. ε2

12−m+δ′m2−J
∗
2|k1|/2+|k2|/22−N(n1+1)k+

1 2−N(n2+1)k+
2 22(k+

1 +k+
2 ).

(5.2.56)

We combine (5.2.54) and (5.2.56) to control the contribution of the pairs (k1, k2)
for which k ≥ max{k1, k2}−10; we also combine (5.2.55) and (5.2.56) to control
the contribution of the pairs (k1, k2) for which k ≤ max{k1, k2} − 10. This
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completes the proof of (5.2.50).
Case 2.2. The case max{q1, q2} ≥ 1 is comparatively easier. Without loss

of generality we may assume that q2 ≥ max{q1, 1}. We use Lemma 3.11 and
(3.3.3) to estimate

2γ(m+k−)‖PkI[Uϑ
L1 ,ι1
≤m(1−δ),k1

(s), Pk2
Uϑ
L2 ,ι2(s)]‖L2

. 2γm2−m+δm2min{k,k2}/2‖Pk1
Uϑ
L1

(s)‖H0,1
Ω
‖Pk2

Uϑ
L2

(s)‖L2

. 2−m+δm2min{k,k2}/22k1/22k2/22−N(n1+1)k+
1 −N(n2)k+

2 2H(q1,n1+1)δm+H(q2,n2)δm.

This gives acceptable contributions using (4.1.3). On the other hand, using just
L2 × L∞ estimates, (3.3.4), and (3.3.11), we have

2γ(m+k−)‖PkI[Uϑ
L1 ,ι1

>m(1−δ),k1
(s), Pk2

Uϑ
L2 ,ι2(s)]‖L2 . ε2

12−1.9m,

for any k1, k2 ∈ [−δ′m, δ′m]. The bounds (5.2.50) follow in this case as well,
which completes the proof of the lemma.

5.2.3 Second Symmetrization and Paradifferential Calculus

In the case of interactions of vastly different frequencies |ξ| ≈ |η| � |ξ − η|,
ι = ι2, the application of normal forms as in (5.1.32) leads to a loss of derivatives
due to the quasilinear nature of the nonlinearities. To avoid this loss we use
paradifferential calculus and perform a second symmetrization.

Our first lemma concerns the contribution of very high frequencies and ap-
plies to conclude the analysis in Case 2.3 in Lemma 5.4 and Substep 1.2 in
Lemma 5.6.

Lemma 5.7. If ι, ι1, ι2 ∈ {+,−}, h, h1, h2 ∈ {hαβ}, t ∈ [0, T ], m ∈ [δ−1, L+1],
|k1| ≤ δ′m, k, k2 ≥ m/10, J1 ≥ m− 2δ′m, (q, n) ≤ (3, 3), and L,L2 ∈ Vqn then∣∣∣ ∫

Jm

qm(s)Gmnr
[
Uh1,ι1
≤J1,k1

(s), Pk2U
L2h2,ι2(s), PkU

Lh,ι(s)
]
ds
∣∣∣

. ε12−2N(n)k+k2−2δm(bk,m(q, n))2,

(5.2.57)

where mnr(θ, η) = m(θ, η)ϕ>q0(Ξι1ι2(θ, η)) is the non-resonant part of a symbol
m ∈M, q0 = −8δ′m, and bk,m(q, n) are defined in (5.2.17).

Proof. Notice that, as a consequence of (4.3.22)–(4.3.23),

‖Pk2
UL2h2,ι2(s)‖L2 + ‖PkULh,ι(s)‖L2 . bk(s)2δ

′m2k/2−N(n)k (5.2.58)
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and

‖(∂s + iΛwa,ι2)Pk2
UL2h2,ι2(s)‖L2 + ‖(∂s + iΛwa,ι)PkU

Lh,ι(s)‖L2

. ε1bk(s)2−m+δ′m23k/2−N(n)k,
(5.2.59)

for any s ∈ Jm, where, for simplicity of notation, we let bk(s) := bk(q, n; s).
Moreover,

‖Uh1,ι1
≤J1,k1

(s)‖L∞ . ε12−m+δ′m2k
−
1 2−8k+

1 (5.2.60)

and
‖(∂s + iΛwa,ι1)Uh1,ι1

≤J1,k1
(s)‖L∞ . ε2

12−1.9m. (5.2.61)

The bounds (5.2.60) follow from (3.3.11). The bounds (5.2.61) are slightly
harder because of the spatial cutoffs. To prove them we write

(∂s + iΛwa)U
hαβ
≤J1,k1

(s) = (∂s + iΛwa)[e−isΛwaP ′k1
(ϕ≤J1 · Pk1V

hαβ (s))]

= e−isΛwaP ′k1
(ϕ≤J1

· ∂sPk1
V hαβ (s))

= e−isΛwaP ′k1
(ϕ≤J1 · Pk1e

isΛwaN h
αβ(s)),

for any α, β ∈ {0, 1, 2, 3}. Therefore, for any x ∈ R3,

(∂s + iΛwa)U
hαβ
≤J1,k1

(x, s)

= C

∫
R6

eix·ξe−is|ξ|ϕ′k1
(ξ)ϕ̂≤J1(ξ − η)eis|η|ϕk1(η)N̂ h

αβ(η, s) dξdη

= C

∫
R6

eix·ηeix·θe−is[|η+θ|−|η|]ϕ′k1
(η + θ)ϕ̂≤J1

(θ)ϕk1
(η)N̂ h

αβ(η, s) dθdη,

where ϕ′k1
= ϕ[k1−2,k1+2]. Let

Lx,s(η) :=

∫
R3

eix·θe−is[|η+θ|−|η|]ϕ′k1
(η + θ)(23J1 ϕ̂(2J1θ)) dθ, (5.2.62)

so

(∂s + iΛwa)U
hαβ
≤J1,k1

(x, s) = C

∫
R6

ei(x−y)·ηLx,s(η)ϕk1
(η)N h

αβ(y, s) dηdy.

(5.2.63)
Since s2−J1 + 2|k1| . 22δ′m (the hypothesis of the lemma), it is easy to see
that |Dα

ηLx,s(η)| . 24δ′m|α| for any x ∈ R3, |η| ≈ 2k1 , and multi-indices α with
|α| ≤ 10. Therefore

|(∂s + iΛwa)U
hαβ
≤J1,k1

(x, s)| .
∫
R3

24δ′m(1 + |x− y|2−4δ′m)−4|N h
αβ(y, s)| dy,

using integration by parts in η in (5.2.63). The desired conclusion (5.2.61)
follows from (4.3.15).
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We divide the rest of the proof of the lemma into several steps.
Step 1. We start with some preliminary reductions. First, we may assume

that m ∈ [δ−1, L] since otherwise |Jm| . 1 and the desired bounds follow using
(5.2.58), (5.2.60), and (3.1.30). We may also assume that ι = ι2; otherwise

|Φσµν(ξ, η)| = |Λwa,ι(ξ)− Λwa,ι2(η)− Λwa,ι1(ξ − η)| & 2k

in the support of the integral, so the normal form argument (5.1.32) still gives
the desired conclusion since the loss of derivatives in (5.2.59) is compensated by
the large denominator. By taking complex conjugates, we may actually assume
that ι2 = ι = +.

To continue we switch to the quasilinear variables defined in (5.1.41),

UL2h2 = (∂t − iTσwa)(L2h2) and ULh = (∂t − iTσwa)(Lh).

See subsections 3.1.3–5.1.4 for the definition of the paradifferential operators Ta
and the symbols σwa. In view of (5.1.42) we have, for any s ∈ Jm,

‖Pk2(UL2h2 − UL2h2)(s)‖L2 + ‖Pk(ULh − ULh)(s)‖L2

. 2−m+δ′mbk(s)2k/2−N(n)k.
(5.2.64)

Thus we may replace Pk2U
L2h2 with Pk2UL2h2 and PkU

Lh with PkULh in the in-
tegral in (5.2.57), at the expense of acceptable errors. To summarize, it remains
to prove that∣∣∣ ∫

Jm

qm(s)Gmnr
[
Uh1,ι1
≤J1,k1

(s), Pk2UL2h2(s), PkULh(s)
]
ds
∣∣∣

. ε12−2N(n)k+k2−2δmb2k,m,

(5.2.65)

provided that m ∈ [δ−1, L] and, for simplicity, bk,m := bk,m(q, n).
Step 2. We integrate by parts in s using (5.1.32). The contributions of

the first two terms, when the d/ds derivative hits either the function qm(s) or

the first term Uh1,ι1
≤J1,k1

(s), can be bounded easily, using the L∞ bounds (5.2.60)–

(5.2.61) and the L2 bounds (5.2.58) and (5.2.64) (there are no derivative losses
in this case). So it remains to prove that∣∣∣Hmnr

[
Uh1,ι1
≤J1,k1

(s), (∂s + iΛwa)Pk2
UL2h2(s), PkULh(s)

]
+Hmnr

[
Uh1,ι1
≤J1,k1

(s), Pk2
UL2h2(s), (∂s + iΛwa)PkULh(s)

]∣∣∣
. ε12−2N(n)k+k2−m−2δmbk(s)2,

(5.2.66)

for any s ∈ Jm, where the operators Hmnr are defined in (5.1.31). Notice that

(∂s + iΛwa)PkULh = (∂s + iTΣwa)PkULh − iTΣwa−|ζ|PkU
Lh,
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where the symbols Σwa are defined in (5.1.37), and a similar identity holds for
Pk2
UL2h2 . Therefore we use the bounds (5.1.47) to replace (∂s+ iΛwa)Pk2

UL2h2

and (∂s + iΛwa)PkULh with −iTΣwa−|ζ|Pk2
UL2h2 and −iTΣwa−|ζ|PkULh respec-

tively in (5.2.66), at the expense of acceptable errors. For (5.2.66) it remains to
prove that∣∣∣Hmnr

[
Uh1,ι1
≤J1,k1

(s), iT
Σ
≥1
wa
Pk2
UL2h2(s), PkULh(s)

]
+Hmnr

[
Uh1,ι1
≤J1,k1

(s), Pk2
UL2h2(s), iT

Σ
≥1
wa
PkULh(s)

]∣∣∣
. ε12−2N(n)k+k2−m−2δmbk(s)2,

(5.2.67)

for any s ∈ Jm, where Σ≥1
wa(x, ζ) := Σwa(x, ζ)− |ζ|.

Step 3. We now write explicitly the expression in the left-hand side of
(5.2.67) and exploit the cancellation between the two terms to avoid derivative
loss. Using the definitions we write

Hmnr
[
Uh1,ι1
≤J1,k1

, iT
Σ
≥1
wa
Pk2
UL2h2 , PkULh

]
=

i

8π3

∫
R9

mnr(ξ − η, η)

|ξ| − |η| − ι1|ξ − η|

× Σ̃≥1
wa

(
η − ρ, η + ρ

2

)
χ0

( |η − ρ|
|η + ρ|

)
Ûh1,ι1
≤J1,k1

(ξ − η) ̂Pk2UL2h2(ρ)P̂kULh(ξ) dξdηdρ,

Hmnr
[
Uh1,ι1
≤J1,k1

, Pk2
UL2h2 , iT

Σ
≥1
wa
PkULh

]
=
−i
8π3

∫
R9

mnr(ξ − η, η)

|ξ| − |η| − ι1|ξ − η|

× Σ̃≥1
wa

(
ξ − ρ, ξ + ρ

2

)
χ0

( |ξ − ρ|
|ξ + ρ|

)
Ûh1,ι1
≤J1,k1

(ξ − η) ̂Pk2UL2h2(η)P̂kULh(ρ) dξdηdρ.

The key property that allows symmetrization is the reality of the symbol Σ≥1
wa,

which shows that Σ̃≥1
wa

(
ξ−ρ, ξ+ρ2

)
= Σ̃≥1

wa

(
ρ− ξ, ξ+ρ2

)
. Therefore, after changes

of variables, we have

Hmnr
[
Uh1,ι1
≤J1,k1

(s), iT
Σ
≥1
wa
Pk2UL2h2(s), PkULh(s)

]
+Hmnr

[
Uh1,ι1
≤J1,k1

(s), Pk2UL2h2(s), iT
Σ
≥1
wa
PkULh(s)

]
= C

∫
R9

Kmnr (ξ, η, ρ; s)Ûh1,ι1
≤J1,k1

(ξ − η − ρ, s) ̂Pk2
UL2h2(η, s)P̂kULh(ξ, s) dξdηdρ,

(5.2.68)

where

Kmnr (ξ, η, ρ; s)

:=
mnr(ξ − η − ρ, η + ρ)

|ξ| − |η + ρ| − ι1|ξ − η − ρ|
Σ̃≥1
wa

(
ρ,

2η + ρ

2
, s
)
χ0

( |ρ|
|2η + ρ|

)
− mnr(ξ − η − ρ, η)

|ξ − ρ| − |η| − ι1|ξ − η − ρ|
Σ̃≥1
wa

(
ρ,

2ξ − ρ
2

, s
)
χ0

( |ρ|
|2ξ − ρ|

)
.

(5.2.69)

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



178

EKGRevised6x9 October 26, 2021 6.125x9.25

CHAPTER 5

Step 4. To prove (5.2.67) it suffices to show that∣∣∣ ∫
R9

Kmnr (ξ, η, ρ; s)Ûh1,ι1
≤J1,k1

(ξ − η − ρ, s)P̂k2
f2(η)P̂kf(ξ) dξdηdρ

∣∣∣
. ε12−3m/2‖Pkf‖L2‖Pk2

f2‖L2 ,

(5.2.70)

for any s ∈ Jm and f, f2 ∈ L2. The main issue is the possible loss of derivative,
so one should think of |ξ|, |η| ∈ [2k−4, 2k+4] as large and |ρ|, |ξ − η − ρ| ≤ 2k−20

as small. For a, b ∈ [0, 1] let

S(ξ, η, ρ; s; a, b) :=
m(ξ − η − ρ, η + aρ)ϕ>q0(Ξι1+(ξ − η − ρ, η + aρ))

|ξ − ρ+ aρ| − |η + aρ| − ι1|ξ − η − ρ|

× Σ̃≥1
wa

(
ρ,

2ξ − ρ
2
− b(ξ − η − ρ), s

)
χ0

( |ρ|
|2ξ − ρ− 2b(ξ − η − ρ)|

)
,

(5.2.71)

so Km(ξ, η, ρ; s) = S(ξ, η, ρ; s; 1, 1)− S(ξ, η, ρ; s; 0, 0). It suffices to prove that∣∣∣ ∫
R9

∇a,bS(ξ, η, ρ; s; a, b)Ûh1,ι1
≤J1,k1

(ξ − η − ρ, s)P̂k2f2(η)P̂kf(ξ) dξdηdρ
∣∣∣

. ε12−3m/2‖Pkf‖L2‖Pk2f2‖L2 ,

(5.2.72)

for any a, b ∈ [0, 1].
We notice that the symbol Σ≥1

wa(x, ζ) = Σwa(x, ζ)−|ζ| can be decomposed as
a sum of symbols of the form Ad,lGd,l(x)µd,l(ζ), d ≥ 1, l ∈ {1, . . . , L(d)}, where
Gd,l ∈ Gd (see definition (4.1.68)), µd,l are smooth homogeneous multipliers of
order 1, and the constants Ad,l and L(d) are bounded by Cd. Using the L∞

norms in (4.1.69) and (5.2.60), together with the general estimate (3.1.3), for
(5.2.72) it suffices to bound

‖F−1M l,l1,l3
a,b ‖L1(R9) . 2m/426l+3 (5.2.73)

for any a, b ∈ [0, 1] and integers l ≥ m/20, l1 ∈ [−2δ′m, 2δ′m], and l3 ≤ l − 20,
where

M l,l1,l3
a,b (η, ρ, θ)

:= ∇a,b
{m(θ, η + aρ)ϕ>q0(Ξι1+(θ, η + aρ))

|θ + η + aρ| − |η + aρ| − ι1|θ|
A(η + (1− b)θ + ρ/2)

× χ0

( |ρ|
|2η + 2(1− b)θ + ρ|

)}
ϕl(η)ϕl1(θ)ϕl3(ρ).

(5.2.74)

This multiplier is obtained from the expression in (5.2.71) by making the change
of variables ξ = θ + η + ρ, and A : R3 → R is a smooth homogeneous function
of order 1.
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To prove (5.2.73) we use first (3.1.48), thus

ϕ>q0(Ξι1+(θ, η + aρ))

|θ + η + aρ| − |η + aρ| − ι1|θ|

=
|θ + η + aρ|+ |η + aρ|+ ι1|θ|

−ι1|θ||η + aρ|
ϕ>q0(Ξι1+(θ, η + aρ))

|Ξι1+(θ, η + aρ)|2
.

We use now (3.1.36) and recall that 2−q0 . 28δ′m. The bounds (5.2.73) follow by
examining the terms resulting from taking the derivatives in a or b, and recalling
the algebra property ‖F−1(m ·m′)‖L1 . ‖F−1(m)‖L1‖F−1(m′)‖L1 .

Finally, we complete the analysis in Case 4.4 in the proof of Lemma 5.4.

Lemma 5.8. If ι1 ∈ {+,−}, t ∈ [0, T ], m ∈ [δ−2, L], L,L1 ∈ Vqn, n ≥ 1, and

k1 ∈ [−m+Y (q, n)δm,−0.6m], |k|, |k2| ≤ δ′m, b ∈ [−2δm, 4], (5.2.75)

then, with h, h1, h2 ∈ {hαβ} and qbι1ι2 defined as in (5.2.28) and (5.2.2),

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkU

Lh(s)
]
ds
∣∣∣

. ε3
12−2N(n)k+

22H(q,n)δm2−δm.

Proof. As in the proof of Lemma 5.7 we replace first the solutions Uh2 and ULh

with the quasilinear variables Uh2 = (∂t− iTσwa)h2 and ULh = (∂t− iTσwa)(Lh)
defined in (5.1.41), at the expense of acceptable errors that can be estimated as
in (5.2.64). It remains to prove that

2−k1

∣∣∣ ∫
Jm

qm(s)Gqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkULh(s)

]
ds
∣∣∣

. ε3
12−2N(n)k+

22H(q,n)δm−δm.

(5.2.76)

Then we apply the integration by parts identity (5.1.32). With Hqbι1+
defined

as in (5.1.31), for (5.2.76) it suffices to prove that∣∣Hqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkULh(s)

]∣∣
. ε3

12k12−2N(n)k+

22H(q,n)δm−δm,
(5.2.77)

2m
∣∣Hqbι1+

[
(∂s + iΛwa,ι1)Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkULh(s)

]∣∣
. ε3

12k12−2N(n)k+

22H(q,n)δm−δm,
(5.2.78)
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and

2m
∣∣Hqbι1+

[
Pk1

UL1h1,ι1(s), (∂s + iΛwa)Pk2
Uh2(s), PkULh(s)

]
+Hqbι1+

[
Pk1U

L1h1,ι1(s), Pk2Uh2(s), (∂s + iΛwa)PkULh(s)
]∣∣

. ε3
12k12−2N(n)k+

22H(q,n)δm−δm,

(5.2.79)

for any s ∈ Jm. We prove these estimate in several steps.
Step 1. We start with the easier estimates (5.2.77) and (5.2.78). The main

point is that

‖Pk1
UL1h1,ι1(s)‖L2 + 2m‖(∂s + iΛwa,ι1)Pk1

UL1h1,ι1(s)‖L2

. ε12k1/22H(q,n)δm+Y ′(n)δm,
(5.2.80)

where Y ′(1) := 2 and Y ′(2) = Y ′(3) := 35. Indeed, these bounds follow from
(3.3.3) and (4.2.3) when n ≥ 2. If n = 1 they follow from (3.3.3), Lemma 4.14
(recall k1 ≤ −0.6m), and (4.2.43).

Using (3.1.36), (3.1.48), and (5.2.2) we have∥∥∥F−1
{ qbι1+(ξ − η, η)

|ξ| − |η| − ι1|ξ − η|
ϕkk1k2(ξ − η, η)

}∥∥∥
L1(R6)

. 2−k12−b. (5.2.81)

With J2 = −k1 we decompose, as in (3.3.1)–(3.3.2),

Pk2
Uh2 = Pk2

Uh2 + Pk2
(Uh2 − Uh2) = Uh2,+

≤J2,k2
+ Uh2,+

>J2,k2
+ Pk2

(Uh2 − Uh2).
(5.2.82)

For G(s) ∈ {UL1h1,ι1(s), 2m(∂s + iΛwa,ι1)Pk1
UL1h1,ι1(s)}, we estimate, using

(3.2.46) and (5.2.81),∣∣Hqbι1+

[
G(s), Uh2,+

≤J2,k2
(s), PkULh(s)

]∣∣
. 2k1/22−m23k/22−k12−b‖G(s)‖L2‖P̂k2

Uh2(s)‖L∞‖PkULh(s)‖L2

. ε3
12k

−/22−2N(n)k+−4k+

22H(q,n)δm2−m+Y ′(n)δm+δm2−b,

(5.2.83)

using also (3.3.3), (3.3.7), (5.2.80) in the last line. We also estimate, using just
L2 bounds,∣∣Hqbι1+

[
G(s), Uh2,+

>J2,k2
(s) + Pk2

(Uh2 − Uh2)(s), PkULh(s)
]∣∣

. 23k1/22−k12−b‖G(s)‖L2‖PkULh(s)‖L2

×
{
‖Uh2,+

>J2,k2
(s)‖L2 + ‖Pk2

(Uh2 − Uh2)(s)‖L2

}
. ε3

122k122δ′m,

(5.2.84)

using also (3.3.3)–(3.3.4), (5.1.42), (5.2.80) in the last line. The desired bounds
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(5.2.77)–(5.2.78) follow once we notice that −m+Y ′(n)δm+δm−b ≤ k1−6δm,
due to (5.2.75) and (4.3.70).

Step 2. We consider now the estimates (5.2.79). We decompose

(∂s + iΛwa)Pk2
Uh2 = Pk2

(∂s + iTΣwa)Uh2 − iPk2
TΣwa−|ζ|U

h2 ,

Pk(∂s + iΛwa)ULh = Pk(∂s + iTΣwa)ULh − iPkTΣwa−|ζ|U
Lh.

For (5.2.79) it suffices to prove that

2m
∣∣Hqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
(∂s + iTΣwa)Uh2(s), PkULh(s)

]∣∣
. ε3

12k12−2N(n)k+

22H(q,n)δm−δm,
(5.2.85)

2m
∣∣Hqbι1+

[
Pk1U

L1h1,ι1(s), Pk2Uh2(s), Pk(∂s + iTΣwa)ULh(s)
]∣∣

. ε3
12k12−2N(n)k+

22H(q,n)δm−δm,
(5.2.86)

and

2m
∣∣Hqbι1+

[
Pk1U

L1h1,ι1(s), Pk2TΣwa−|ζ|U
h2(s), PkULh(s)

]
−Hqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkTΣwa−|ζ|U

Lh(s)
]∣∣

. ε3
12k12−2N(n)k+

22H(q,n)δm−δm.

(5.2.87)

We notice that the bounds (5.2.86) follow from (5.1.48), using the decompo-
sition (5.2.82) and estimating as in (5.2.83)–(5.2.84).

Step 3. We prove now the bounds (5.2.85). We use the formulas (5.1.43)
and (5.1.52) with L = Id. The contribution of the cubic and higher order
terms can be bounded easily, proceeding as in (5.2.84). To control the main
contributions we will prove that

2m
∣∣Qp[Pk1U

L1h1,ι1(s), Pk3U
h3,ι3(s), Pk4U

h4,ι4(s), PkULh(s)]
∣∣

. ε4
122k12−2N(n)k+

22H(q,n)δm−10δm2k
−/22k

−
3 /42k

−
4 /2−4k+

4

(5.2.88)

and

2m
∣∣Qp[Pk1

UL1h1,ι1(s), Pk3
Uψ,ι3(s), Pk4

Uψ,ι4(s), PkULh(s)]
∣∣

. ε4
122k12−2N(n)k+

22H(q,n)δm−10δm2k
−/22k

−
3 /42k

−
4 /2−4k+

4 ,
(5.2.89)

for any s ∈ Jm, ι3, ι4 ∈ {+,−}, h3, h4 ∈ {hαβ}, k3 ≤ k4 ∈ Z. Here

Qp[f1, f3, f4, f ] :=

∫
(R3)3

p(ξ − η, η − ρ, ρ)f̂1(ξ − η)f̂3(η − ρ)f̂4(ρ)f̂(ξ) dξdηdρ,

(5.2.90)
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and p is a multiplier satisfying ‖F−1p‖L1(R9) ≤ 1. These bounds clearly suffice
to prove (5.2.85); they are in fact stronger than needed because we would like
to apply them in the proof of the estimates (5.2.87) as well.

Substep 3.1. We prove first the bounds (5.2.88). Since k3 ≤ k4 we may
assume that k4 ≥ k − 8. Using (3.1.3) we estimate first the left-hand side of
(5.2.88) by

C2m23k1/2‖Pk1
UL1h1,ι1(s)‖L2‖Pk3

Uh3,ι3(s)‖L∞‖Pk4
Uh4,ι4(s)‖L2‖PkULh(s)‖L2

. ε4
122k12δ

′m2k
−
3 2−N(0)k+

4 +2k+
4 2k

−/22−N(n)k+

,

(5.2.91)

where we used (3.3.3) and (3.3.11) in the second line. This suffices if either
k3 ≤ −8δ′m or k4 ≥ 8δ′m. On the other hand, if k3, k4 ∈ [−8δ′m, 8δ′m] then
we fix J3 = J4 the largest integer smaller than m/4 and decompose Pk3

Uh3,ι3 =

Uh3,ι3
≤J3,k3

+ Uh3,ι3
>J3,k3

and Pk4U
h4,ι4 = Uh4,ι4

≤J4,k4
+ Uh4,ι4

>J4,k4
as in (3.3.1)–(3.3.2). The

contributions of the functions Uh3,ι3
>J3,k3

and Uh4,ι4
>J4,k4

can be estimated easily, using
(3.3.4). After these reductions it remains to prove that

2m
∣∣Qp[Pk1

UL1h1,ι1(s), Uh3,ι3
≤J3,k3

(s), Uh4,ι4
≤J4,k4

(s), PkULh(s)]
∣∣

. ε4
122k12−2N(n)k+

22H(q,n)δm−10δm2k
−/22k

−
3 /42k

−
4 /2−4k+

4 ,
(5.2.92)

for any s ∈ Jm and k3 ≤ k4 ∈ [−8δ′m, 8δ′m].
To prove (5.2.92) we examine the formula (5.2.90) and write

Qp[f1, f3, f4, f ] = C

∫
R9

∫
R9

K(x, y, z)e−ix·ρe−iy·(ξ−ρ)e−iz·(η−ξ)

×f̂1(ρ)f̂3(ξ − ρ)f̂4(η − ξ)f̂(η) dξdηdρ dxdydz

after changes of variables, where K = F−1(p). Since ‖K‖L1 . 1, we have∣∣Qp[f1, f3, f4, f ]
∣∣

. sup
x,y,z∈R3

∣∣∣ ∫
R9

eix·ξ(f̂1(ρ)eiyρ)f̂3(ξ − ρ)f̂4(η − ξ)(f̂(η)eiz·η) dξdηdρ
∣∣∣

. sup
y,z∈R3

∥∥I[f1(.− y), f3]
∥∥
L2

∥∥I[f4, f(.− z)]
∥∥
L2 ,

(5.2.93)

where I is defined as in (3.2.43) with the multiplier m equal to 1.
In our case, we apply (5.2.93) and (3.2.46) to estimate the left-hand side of
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(5.2.92) by

C2m(2k1/22−m23k3/2‖Pk1U
L1h1(s)‖L2‖P̂k3U

h3(s)‖L∞)

× (2k/22−m23k4/2‖PkULh(s)‖L2‖P̂k4
Uh4(s)‖L∞)

. ε4
12−m22H(q,n)δm+2δm2k12−N(n)k++2k+

2−N0k
+
4 +2k+

4 2k
−/22k

−
3 /42k

−
4 /2,

where we used (3.3.3) and (3.3.7) in the last line. This gives the claimed bounds
(5.2.92) once we recall that k4 ≥ k − 8 and 2−m+Y (q,n)δm ≤ 2k1 ; see (5.2.75)
and recall (4.3.70).

Substep 3.2. We prove now the bounds (5.2.89). Estimating as in (5.2.91),
this is easy using the L∞ estimates (3.3.13) unless k3, k4 ∈ [−8δ′m, 8δ′m]. In
this case we fix J3 = J4 the largest integer smaller than m/4, as before, and
reduce matters to proving that

2m
∣∣Qp[Pk1U

L1h1,ι1(s), Uψ,ι3≤J3,k3
(s), Uψ,ι4≤J4,k4

(s), PkULh(s)]
∣∣

. ε4
122k12−2N(n)k+

22H(q,n)δm−10δm2k
−/22k

−
3 /42k

−
4 /2−4k+

4

for any s ∈ Jm and k3 ≤ k4 ∈ [−8δ′m, 8δ′m]. This follows easily using (3.3.17).
Step 4. Finally we prove the bounds (5.2.87). We write Σwa − |ζ| =

|ζ|Σ1
wa + |ζ|Σ≥2

wa, as in (5.1.39). The contribution of the symbol Σ≥2
wa leads to

higher order terms that can be estimated using just L2 bounds. To bound the
main term we write, as in (5.2.68)–(5.2.69),

Hqbι1+

[
Pk1U

L1h1,ι1(s), Pk2T|ζ|Σ1
wa
Uh2(s), PkULh(s)

]
−Hqbι1+

[
Pk1

UL1h1,ι1(s), Pk2
Uh2(s), PkT|ζ|Σ1

wa
ULh(s)

]
= C

∫
R9

A(ξ, η, ρ) ̂Pk1
UL1h1,ι1(ξ − η − ρ, s)P̂ ′k2

Uh2(η, s)P̂ ′kULh(ξ, s) dξdηdρ,

(5.2.94)

where P ′k = P[k−2,k+2], P
′
k2

= P[k2−2,k2+2], and

A(ξ, η, ρ) : =
qbι1+(ξ − η − ρ, η + ρ)ϕk2

(η + ρ)

|ξ| − |η + ρ| − ι1|ξ − η − ρ|

× ˜(|ζ|Σ1
wa)
(
ρ,

2η + ρ

2

)
χ0

( |ρ|
|2η + ρ|

)
ϕk(ξ)

−
qbι1+(ξ − η − ρ, η)ϕk2

(η)

|ξ − ρ| − |η| − ι1|ξ − η − ρ|

× ˜(|ζ|Σ1
wa)
(
ρ,

2ξ − ρ
2

)
χ0

( |ρ|
|2ξ − ρ|

)
ϕk(ξ − ρ).

(5.2.95)

The formula (5.1.39) shows that ˜(|ζ|Σ1
wa)
(
ρ, v
)

is a sum of expressions of the
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form ĥ3(ρ)g(v), where h3 ∈ {hαβ} and g(v) is either |v| or |v|v̂j , or |v|v̂j v̂k. As
in (5.2.71), for x, y ∈ [0, 1] let

B(ξ, η, ρ;x, y) :=
qι1+(ξ − η − ρ, η + xρ)ϕb(Ξι1+(ξ − η − ρ, η + xρ))

|ξ − ρ+ xρ| − |η + xρ| − ι1|ξ − η − ρ|

× ϕk2
(η + xρ)g

(2ξ − ρ
2
− y(ξ − η − ρ)

)
× χ0

( |ρ|
|2ξ − ρ− 2y(ξ − η − ρ)|

)
ϕk(ξ − ρ+ xρ)

(5.2.96)

such that A(ξ, η, ρ) is a sum over h3, g of expressions of the form [B(ξ, η, ρ; 1, 1)−
B(ξ, η, ρ; 0, 0)]ĥ3(ρ). Using these identities, for (5.2.87) it suffices to show that

2m
∑

k3≤k−10

∣∣∣ ∫
R9

∇x,yB(ξ, η, ρ;x, y)|ρ|−1 ̂Pk1
UL1h1,ι1(ξ − η − ρ, s) ̂Pk3

Uh3,ι3(ρ, s)

× P̂ ′k2
Uh2(η, s)P̂ ′kULh(ξ, s) dξdηdρ

∣∣∣ . ε3
12k12−2N(n)k+

22H(q,n)δm−δm,

(5.2.97)

for any x, y ∈ [0, 1] and ι3 ∈ {+,−}.
Let B′(ξ, η, ρ) := ∇x,yB(ξ, η, ρ;x, y), for x, y ∈ [0, 1]. To prove (5.2.97) we

notice that∥∥F−1{B′(ξ, η, ρ)|ρ|−1ϕl3(ρ)ϕl1(ξ − η − ρ)ϕl2(η)ϕl(ξ)}
∥∥
L1(R9)

. 2−2b(2−l3 + 2−l1)
(5.2.98)

for any x, y ∈ [0, 1], where l, l1, l3, l2 ∈ Z, l, l2 ∈ [−2δ′m, 2δ′m], |l − l2| ≤ 4,
l1 ≤ −0.6m + 4, l3 ≤ l − 10. Indeed, one can think of 2l and 2l2 as large and
comparable, and 2l1 , 2l3 as small. Using (3.1.48) we rewrite

B(ξ,η, ρ;x, y)|ρ|−1 =
qι1+(ξ − η − ρ, η + xρ)ϕb(Ξι1+(ξ − η − ρ, η + xρ))

−ι1|Ξι1+(ξ − η − ρ, η + xρ)|2

× [|ξ − ρ+ xρ|+ |η + xρ|+ ι1|ξ − η − ρ|]ϕk2(η + xρ)ϕk(ξ − ρ+ xρ)

|ρ||η + xρ| · |ξ − η − ρ|

× g
(2ξ − ρ

2
− y(ξ − η − ρ)

)
χ0

( |ρ|
|2ξ − ρ− 2y(ξ − η − ρ)|

)
.

(5.2.99)

Using (3.1.36) and the double-null assumption (5.2.2), it is easy to see that∥∥F−1{B(ξ, η, ρ;x, y)|ρ|−1ϕl3(ρ)ϕl1(ξ − η − ρ)ϕl2(η)ϕl(ξ)}
∥∥
L1(R9)

. 2−b2l2−l1−l3
(5.2.100)

for any x, y ∈ [0, 1] and l, l1, l3, l2 as above. Taking x derivatives generates
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factors . 2−b2l3−l from the terms in the first two lines of (5.2.99), while taking
y derivatives generates factors. 2l1−l from the terms in the third line of (5.2.99).
Combining these estimates yields (5.2.98).

We can now complete the proof of (5.2.97). In view of (5.2.98) it suffices to
show that

2m2−2b
∑

k3≤k−10

(2−k1 + 2−k3)
∣∣∣ ∫

R9

p′(ρ, ξ − η − ρ, η) ̂Pk1
UL1h1,ι1(ξ − η − ρ, s)

× ̂Pk3
Uh3,ι3(ρ, s)P̂ ′k2

Uh2(η, s)P̂ ′kULh(ξ, s) dξdηdρ
∣∣∣

. ε3
12k12−2N(n)k+

22H(q,n)δm−δm,

(5.2.101)

provided that p′ is a multiplier satisfying ‖F−1p′‖L1(R9) ≤ 1. The sum over
k3 ≥ k1 is bounded as claimed due to (5.2.88), while the sum over k3 ≤ k1 can
be estimated easily as in (5.2.91). This completes the proof of the lemma.

5.3 MIXED WAVE-KLEIN-GORDON INTERACTIONS

We consider now the interactions of the metric components and the Klein-
Gordon field, and prove the bounds (5.1.25)–(5.1.28) in Proposition 5.2.

We start with the semilinear estimates.

Lemma 5.9. With the assumptions of Proposition 5.2, for any m ∈ {0, . . . , L+
1} we have∑
k,k1,k2∈Z

22N(n)k+−k22γ(m+k−)
∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1
UL1ψ,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lh,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm,

(5.3.1)

where m ∈M∗ (see (3.2.42)) and the operators Gm are as in (5.1.30). Moreover,

∑
k,k1,k2∈Z

22N(n)k+

2k
+
2 −k1

∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1U
L1h1,ι1(s), Pk2U

L2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm

(5.3.2)

if n2 < n. Therefore the bounds (5.1.25)–(5.1.26) hold.

Proof. The proofs are similar to some of the proofs in section 5.2, using mainly
L2 or L∞ estimates on the frequency-localized solutions. In some cases we
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integrate by parts in time, using (5.1.32)–(5.1.33) and the bounds in Lemma 3.4
on the resulting multipliers.

Recall some of the L2 estimates we proved earlier,

(2l
−

2m)γ2−l/2‖PlUKh(s)‖L2 . ε12H(K)δm2−N(n′)l+ ,

‖PlUKψ(s)‖L2 . ε12H(K)δm2−N(n′)l+
(5.3.3)

and

2m2−l/2‖Pl(∂s + iΛwa)UKh(s)‖L2 . ε2
12H(K)δm2−Ñ(n′)l++7l+ · 235δm,

2m‖Pl(∂s + iΛkg)U
Kψ(s)‖L2 . ε2

12H(K)δm2−Ñ(n′)l++7l+ · 235δm,
(5.3.4)

for any K ∈ Vq
′

n′ , l ∈ Z, and s ∈ Jm. See (3.3.3) and (4.2.3)–(4.2.4).
Letting k = min{k1, k2, k3} and k = max{k1, k2, k3} as before we find that

22N(n)k+−k22γ(m+k−)
∣∣Gm[Pk1

UL1ψ,ι1(s), Pk2
UL2ψ,ι2(s), PkU

Lh,ι(s)]
∣∣

. ε3
12k2γ(m+k−)2(k−k)/22[H(L1)+H(L2)+H(L)]δm2−N(n1)k+

1 −N(n2)k+
2 +N(n)k+

,

(5.3.5)

using just the L2 bounds (5.3.3), and

22N(n)k++k+
2 −k1

∣∣Gm[Pk1
UL1h1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)]

∣∣
. ε3

12k2−γ(k−1 +m)2(k−k1)/2

× 2[H(L1)+H(L2)+H(L)]δm2−N(n1)k+
1 −N(n2)k+

2 +k+
2 +N(n)k+

.

(5.3.6)

We prove the main estimates in several steps.
Step 1. We consider first the case when min{n1, n2, n} ≥ 1. The bounds

(5.3.5)–(5.3.6) already suffice in this case to bound the contributions of the sums
over the triples (k, k1, k2) with min{k, k1, k2} ≤ −m or max{k1, k2, k3} ≥ m/4,
due to (2.1.53). They also suffice to bound the entire sums when |Jm| . 1.

For the remaining contributions we integrate by parts using (5.1.32)–(5.1.33).
Using also Lemma 3.4 (i) each term in the sum in the left-hand side of (5.3.1)
is bounded by

C22N(n)k+−k22γ(m+k−)23k/22−k22k
+

sup
s∈Jm

{[
‖Pk1

UL1ψ(s)‖L2

+ 2m‖Pk1
(∂s + iΛkg)U

L1ψ(s)‖L2

]
‖Pk2

UL2ψ(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1
UL1ψ(s)‖L2‖Pk2

(∂s + iΛkg)U
L2ψ(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1U
L1ψ(s)‖L2‖Pk2U

L2ψ(s)‖L2‖Pk(∂s + iΛwa)ULh(s)‖L2

}
.
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In view of (5.3.3)–(5.3.4) this is bounded by

Cε3
123(k−k)/22[H(L1)+H(L2)+H(L)]δm

× 2−N(n1)k+
1 −N(n2)k+

2 +N(n)k+

236δm29 max{k+,k+
1 ,k

+
2 }.

Since n > max{n1, n2} and recalling the bounds (2.1.53), this suffices to com-
plete the proof of (5.3.1). Similarly, each term in the sum in the left-hand side
of (5.3.2) is bounded by

Cε3
123(k−k1)/22[H(L1)+H(L2)+H(L)]δm2−N(n1)k+

1 −N(n2)k+
2 +k+

2 +N(n)k+

236δm29k
+

(compare with (5.3.6)) and the desired bounds (5.3.2) follow.
Step 2. We consider now the case when min{n1, n2, n} = 0. By symmetry,

the possibilities are (n1 = 0, n ≥ n2 ≥ 0) in (5.3.1) or (n2 = 0, n ≥ n1 ≥ 1) in
(5.3.2). The two possibilities are similar, by changes of variables. More precisely,
assume that 0 ≤ q ≤ n ≤ 3 and L,L2 ∈ Vqn, t ∈ [0, T ], and m ∈ {0, . . . , L + 1}.
For any k, k1, k2 ∈ Z and ι, ι1, ι2 ∈ {+,−} let

Im;k,k1,k2 :=

∫
Jm

qm(s)Gm[Pk1U
ψ,ι1(s), Pk2U

L2ψ,ι2(s), PkU
Lh,ι(s)] ds, (5.3.7)

where ‖F−1(m)‖L1 ≤ 1. We will show that∑
k,k1,k2∈Z

22γ(m+k−)22N(n)k+

2−k|Im;k,k1,k2
| . ε3

122H(q,n)δm (5.3.8)

and, if n ≥ 1, ∑
k,k1,k2∈Z

2k
+
1 22N(n)k+

2 2−k|Im;k,k1,k2 | . ε3
122H(q,n)δm. (5.3.9)

These two bounds would clearly suffice to complete the proof of (5.3.1)–(5.3.2).
Using just the L2 bounds (3.3.3) and (3.3.7), we have

2−k|Im;k,k1,k2
| . ε3

1|Jm|22H(q,n)δm2k+k−1 2(k−k)/2 · 2−γ(m+k−)2κk
−
1

× 2−N(n)k+−N(n)k+
2 2−(N0−2)k+

1 .
(5.3.10)

Using the L∞ bounds (3.3.13) on the Pk1
Uψ,ι1 component we also have

2−k|Im;k,k1,k2 | . ε3
1|Jm|2−k/22−m+δ′m/22k

−
1 /22−γ(m+k−)

× 2−N(n)k+−N(n)k+
2 2−(N(1)−2)k+

1 .
(5.3.11)

The bounds (5.3.8)–(5.3.9) follow if |Jm| . 1. Indeed, the bounds (5.3.10)
suffice to estimate the contribution of the triplets (k, k1, k2) with |k|+|k1|+|k2| ≥
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δ′m (in the case n = 0 we use also a similar bound with the roles of k1 and k2

reversed). On the other hand, the contribution of the triplets (k, k1, k2) with
|k|+ |k1|+ |k2| ≤ δ′m can be bounded using (5.3.11).

On the other hand, if |Jm| ≈ 2m � 1 (thus m ∈ [δ−1, L]) the bounds
(5.3.10) still suffice to bound the contribution of triplets (k, k1, k2) for which
either k ≤ −m or max{k, k1, k2} ≥ 4m. For the remaining contributions, we
consider several cases.

Step 3. We show first that if m ∈ [1/δ, L] then∑
k,k1,k2∈Z, k≥−m, k≤−0.6m

22γ(m+k)2−k|Im;k,k1,k2 | . ε3
122H(q,n)δm,

∑
k,k1,k2∈Z, k≥−m, k≤−0.6m

22N(n)k+
2 2k

+
1 2−k|Im;k,k1,k2

| . ε3
122H(q,n)δm, n ≥ 1.

(5.3.12)

This is the case of small frequencies 2k. The estimates (5.3.10) cleary suffice to
control the contribution of the triplets (k, k1, k2) for which k ≤ −0.6m and k1 ≤
−0.4m. They also suffice to control the contribution of the triplets (k, k1, k2)
for which k ≤ −0.6m and (1 + γ)(m+ k) + k−1 (1 + κ)− 6.5k+

1 ≤ 0.
It remains to bound the contribution of the triplets (k, k1, k2) for which

k ∈ [−m,−0.6m] and (m+ k) + k−1 ≥ 6k+
1 . (5.3.13)

In particular, k1 ≥ −m/2 + 100. Let J1 := k−1 + m − 40 and decompose

Pk1
Uψ,ι1 = Uψ,ι1≤J1,k1

+ Uψ,ι1>J1,k1
as in (3.3.1)–(3.3.2). Let

I1
m;k,k1,k2

:=

∫
Jm

qm(s)Gm[Uψ,ι1≤J1,k1
(s), Pk2

UL2ψ,ι2(s), PkU
Lh,ι(s)] ds,

I2
m;k,k1,k2

:=

∫
Jm

qm(s)Gm[Uψ,ι1>J1,k1
(s), Pk2

UL2ψ,ι2(s), PkU
Lh,ι(s)] ds.

(5.3.14)

Using (3.3.3) and (3.3.17) we estimate

2−k|I1
m;k,k1,k2

| . 2m2−k sup
s∈Jm

‖PkULh,ι(s)‖L2‖Uψ,ι1≤J1,k1
(s)‖L∞‖Pk2

UL2ψ,ι2(s)‖L2

. ε3
122H(q,n)δm(2m2k2k

−
1 )−1/22κk

−
1 /202−γ(m+k)2−N(n)k+

2 2−(N0−5)k+
1 .

Therefore, for (k, k1, k2) as in (5.3.13),

2−k22γ(m+k)|I1
m;k,k1,k2

| . ε3
122H(q,n)δm(2m2k2k

−
1 )−1/2+γ2−δ

′|k1|,

2−k22N(n)k+
2 2k

+
1 |I1

m;k,k1,k2
| . ε3

122H(q,n)δm(2m2k2k
−
1 )−1/2

× 2−γ(m+k)2N(n)k+
2 −(N0−6)k+

1 .

(5.3.15)
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Similarly, using (3.3.3), (3.3.4), and L2 bounds we estimate

2−k|I2
m;k,k1,k2

| . 2m2k/2 sup
s∈Im

‖PkULh,ι(s)‖L2‖Uψ,ι1>J1,k1
(s)‖L2‖Pk2

UL2ψ,ι2(s)‖L2

. ε3
122H(q,n)δm2−γ(m+k)230δm2k−k

−
1 2−N(n)k+

2 2−N(1)k+
1 .

Therefore, for (k, k1, k2) as in (5.3.13),

2−k22γ(m+k)|I2
m;k,k1,k2

| . ε3
122H(q,n)δm2γ(m+k)230δm2k−k

−
1 2−k

+
1 ,

2−k22N(n)k+
2 2k

+
1 |I2

m;k,k1,k2
| . ε3

122H(q,n)δm2−γ(m+k)230δm

× 2k−k
−
1 2N(n)k+

2 2−N(1)k+
1 +k+

1 .

(5.3.16)

It is easy to see that (5.3.15)–(5.3.16) suffice to bound the remaining contribution
of the triplets (k, k1, k2) as in (5.3.13). The desired estimates (5.3.12) follow.

Step 4. We show now that if m ∈ [1/δ, L] then∑
k,k1,k2∈Z, k≥−0.6m, k≤8δ′m

22γ(m+k−)22N(n)k+

2−k|Im;k,k1,k2
| . ε3

122H(q,n)δm,

∑
k,k1,k2∈Z, k≥−0.6m, k≤8δ′m

22N(n)k+
2 +k+

1 2−k|Im;k,k1,k2 | . ε3
122H(q,n)δm.

(5.3.17)

For this we use normal forms; see (5.1.32)–(5.1.33). Using also Lemma 3.4 (ii)
we estimate

2−k|Im;k,k1,k2 | . 2−2k24k
+

sup
s∈Jm

{
‖Pk1U

ψ(s)‖L∞‖Pk2U
L2ψ(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1(∂s + iΛkg)U
ψ(s)‖L∞‖Pk2U

L2ψ(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1U
ψ(s)‖L∞‖Pk2

(∂s + iΛkg)U
L2ψ(s)‖L2‖PkULh(s)‖L2

+ 2m‖Pk1
Uψ(s)‖L∞‖Pk2

UL2ψ(s)‖L2‖Pk(∂s + iΛwa)ULh(s)‖L2

}
.

Using the L2 bounds (5.3.3)–(5.3.4) and the L∞ bounds (3.3.13) and (4.2.6) we
then estimate

2−k|Im;k,k1,k2
| . ε3

12−|k1|/42−3k/22−m+8δ′m2−4k
+

,

and the bounds (5.3.17) follow.
Step 5. We finally bound the contribution of high frequencies: if m ∈
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[1/δ, L] then∑
k,k1,k2∈Z, k≥−0.6m, k≥8δ′m

22N(n)k+

22γ(m+k−)2−k|Im;k,k1,k2
| . ε3

1,

∑
k,k1,k2∈Z, k≥−0.6m, k≥8δ′m

22N(n)k+
2 +k+

1 2−k|Im;k,k1,k2
| . ε3

1, n ≥ 1.

(5.3.18)

Assume first that n ≤ 2. Using (3.3.3), (3.3.11), and (3.3.13), with the lowest
frequency placed in L∞, for triplets (k, k1, k2) as in (5.3.18) we have

2−k|Im;k,k1,k2
| . ε3

122δ′m2−N(n)k+
2 2−N(0)k+

1 if k = k,

2−k|Im;k,k1,k2
| . ε3

122δ′m2k
−
1 /2−4k+

1 2−N(n)k+
2 2−N(n)k+−k/2 if k1 = k,

2−k|Im;k,k1,k2
| . ε3

122δ′m2k
−
2 /2−4k+

2 2−N(n)k+−k/22−N(0)k+
1 if k2 = k.

These bounds suffice to prove (5.3.18), due to the gain of high derivative in all
cases.

Assume now that n = 3. The bounds (5.3.11) suffice to bound the contri-
bution of the triplets (k, k1, k2) as in (5.3.18) for which k ≥ 0. On the other
hand, if k ≤ 0 (thus k = k, k1, k2 ≥ 8δ′m − 6), then we let J1 = m − 40 and

decompose Pk1U
ψ,ι1 = Uψ,ι1≤J1,k1

+Uψ,ι1>J1,k1
and Im;k,k1,k2 = Im;k,k1,k2 +Im;k,k1,k2

as in (5.3.14). Then we estimate

2−k|I1
m;k,k1,k2

| . 2m2−k sup
s∈Jm

‖PkULh,ι(s)‖L2‖Uψ,ι1≤J1,k1
(s)‖L∞‖Pk2

UL2ψ,ι2(s)‖L2

. ε3
122δ′m2−k/22−m/22−N(n)k+

2 2−(N0−5)k+
1 ,

using (3.3.3) and (3.3.17). Also

2−k|I2
m;k,k1,k2

| . 2m2k/2 sup
s∈Im

‖PkULh,ι(s)‖L2‖Uψ,ι1>J1,k1
(s)‖L2‖Pk2

UL2ψ,ι2(s)‖L2

. ε3
122δ′m2k2−N(n)k+

2 2−N(1)k+
1 ,

using (3.3.3)–(3.3.4). Therefore, 2−k|Im;k,k1,k2 | . ε3
122δ′m2−N(n)k+

2 2−N(1)k+
1 if

k ∈ [−0.6m, 0], which suffices to bound the remaining contributions over k ≤ 0
in (5.3.18).

We can now finally complete the proof of Proposition 5.2.

Lemma 5.10. With the assumptions of Proposition 5.2, for any m ∈ {0, . . . , L+
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1} we have∑
k,k1,k2∈Z

2N(n)k+

(2N(n)k+
2 + 2k

+
2 −k

+
1 2N(n)k+

1 )(2−k
+

+ 2−k
+
2 )
∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm,

(5.3.19)

where L,L2 ∈ Vqn, n ≤ 3, and m ∈ M∗. Moreover, if nι1ι2 ∈ M0
ι1ι2 is a null

multiplier then∑
k,k1,k2∈Z

2N(n)k+

(2N(n)k+
2 + 2k

+
2 −k

+
1 2N(n)k+

1 )
∣∣∣ ∫
Jm

qm(s)

× Gnι1ι2 [Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm.

(5.3.20)

As a consequence, the bounds (5.1.27)–(5.1.28) hold.

Proof. Using the L∞ bounds (3.3.11) and the L2 bounds (3.3.3) we have the
general estimates∣∣∣ ∫

Jm

qm(s)Gm[Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. ε3

1|Jm|22H(q,n)δm2−m+30δm2k
−
1 2−N(n)k+−N(n)k+

2 2−(N(1)−2)k+
1 .

(5.3.21)

As before, we divide the proof into several steps.
Step 1. We consider the contribution of large frequencies k1, and show that

∑
k,k1,k2∈Z, k1≥k−8

2N(n)k+

(2N(n)k+
2 + 2k

+
2 −k

+
1 2N(n)k+

1 )
∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1U
h1,ι1(s), Pk2U

L2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm,

(5.3.22)

where k = max{k, k1, k2}. Clearly, 2N(n)k+
2 . 2k

+
2 −k

+
1 2N(n)k+

1 for (k, k1, k2) as
in (5.3.22). By symmetry we may assume k2 ≤ k (the harder case).

If n ≤ 2 then we can use the L∞ bounds (3.3.13) and the L2 bounds (3.3.3)
to estimate∣∣∣ ∫

Jm

qm(s)Gm[Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. ε3

1|Jm|22H(q,n)δm2k
−
2 /22−4k+

2 2−m+δ′m/22k
+
1 /22−N(0)k+

1 −N(n)k+

.

(5.3.23)
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The bounds (5.3.21) (used for n = 3) and (5.3.23) (used for n ≤ 2) show that the
contribution of the triples (k, k1, k2) in (5.3.22) for which max{|k|, |k1|, |k2|} ≥
2δ′m is bounded as claimed.

Assume now that max{|k|, |k1, |k2|} ≤ 2δ′m. If |Jm| . 1 then the bounds
(5.3.21) and (5.3.23) still suffice to control the contribution of these triples. On
the other hand, if m ∈ [δ−1, L] then we use normal forms (see (5.1.32)–(5.1.33))
and Lemma 3.4 (ii) to estimate∣∣∣ ∫

Jm

qm(s)Gm[Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. 2−k124k

+

sup
s∈Jm

{
‖Pk1

Uh1(s)‖L∞‖Pk2
UL2ψ(s)‖L2‖PkULψ(s)‖L2

+ 2m‖Pk1
(∂s + iΛwa)Uh1(s)‖L∞‖Pk2

UL2ψ(s)‖L2‖PkULψ(s)‖L2

+ 2m‖Pk1U
h1(s)‖L∞‖Pk2(∂s + iΛkg)U

L2ψ(s)‖L2‖PkULψ(s)‖L2

+ 2m‖Pk1U
h1(s)‖L∞‖Pk2U

L2ψ(s)‖L2‖Pk(∂s + iΛkg)U
Lψ(s)‖L2

}
.

(5.3.24)

In view of the L2 bounds (3.3.3) and (4.2.4) and the L∞ bounds (3.3.11) and
(4.2.5), all the terms in the right-hand side of (5.3.24) are bounded by C2−m/2.
This suffices to bound the remaining contributions in (5.3.22).

Step 2. We complete now the proof of (5.3.19) by showing that∑
k,k1,k2∈Z, k1≤k−8

2N(n)k+

2N(n)k+
2 (2−k

+

+ 2−k
+
2 )
∣∣∣ ∫
Jm

qm(s)

× Gm[Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm.

(5.3.25)

Indeed, we may assume that 2k ≈ 2k2 and use (5.3.21) to bound the contribu-
tion of the triples (k, k1, k2) in (5.3.25) for which max{|k|, |k1, |k2|} ≥ 2δ′m. For
the remaining triples (k, k1, k2) with max{|k|, |k1|, |k2|} ≤ 2δ′m we use normal
forms and estimate as in (5.3.24).

Step 3. Finally, we complete the proof of (5.3.20) by showing that∑
k,k1,k2∈Z, k1≤k−8

2N(n)k+

2N(n)k+
2

∣∣∣ ∫
Jm

qm(s)

× Gnι1ι2 [Pk1U
h1,ι1(s), Pk2U

L2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣ . ε3
122H(q,n)δm.

(5.3.26)

This is more subtle, essentially due to the possible loss of high derivative,
and we need to exploit the null structure of the symbol nι1ι2 . We start by
estimating some of the easier contributions. Recall the coefficients bk(s) =
bk(q, n; s) defined in (4.3.20) and the time averages bk,m = bk,m(q, n) defined in
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(5.2.17). Using (3.3.11) and (4.3.22) we have∣∣∣ ∫
Jm

qm(s)Gnι1ι2 [Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. ε1|Jm|22H(q,n)δm2−m+30δm2k

−
1 2−4k+

1 2−N(n)k+−N(n)k+
2 b2k,m

(5.3.27)

if |k− k2| ≤ 8. In view of (4.3.21) this suffices to control the contribution of the
triplets (k, k1, k2) in (5.3.26) for which |k1| ≥ δ′m.

Assume that |k1| ≤ δ′m. The bounds (5.3.27) still suffice to control the sum
if |Jm| . 1. On the other hand, if m ∈ [δ−1, L] then we can use normal forms
as in (5.3.24) to control the contribution of the triplets (k, k1, k2) for which
max{k, k2} ≤ 90δ′m.

After these reductions, we may assume that

m ∈ [δ−1, L], |k1| ≤ δ′m, k, k2 ≥ 80δ′m. (5.3.28)

We can further dispose of the resonant part of the multipliers. As in (5.2.12)
we decompose

nι1ι2 = nrι1ι2 + nnrι1ι2 , nrι1ι2(θ, η) = ϕ≤q0(Ξι1ι2(θ, η))nι1ι2(θ, η), (5.3.29)

where q0 := −2δ′m and Ξι1ι2 is defined as in (3.1.23). In view of (3.1.30),∣∣∣ ∫
Jm

qm(s)Gnrι1ι2 [Pk1U
h1,ι1(s), Pk2U

L2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. ε12q022H(q,n)δm2−m+30δm2k

−
1 2−4k+

1 2−N(n)k+−N(n)k+
2 b2k,m,

(5.3.30)

for k, k1, k2 as in (5.3.28). The key factor 2q0 in the right-hand side is due to
the nullness assumption on the multiplier nι1ι2 . The bounds (5.3.30) suffice
to control the contributions of the resonant interactions. To summarize, for
(5.3.26) it remains to show that∣∣∣ ∫

Jm

qm(s)Gnnrι1ι2 [Pk1
Uh1,ι1(s), Pk2

UL2ψ,ι2(s), PkU
Lψ,ι(s)] ds

∣∣∣
. ε12−2N(n)k+

b2k,m,

(5.3.31)

provided that m, k, k1, k2 satisfy (5.3.28).
Step 4. The bounds (5.3.31) are similar to the bounds (5.2.57) in Lemma

5.7. Recall that

‖Pk2
UL2ψ,ι2(s)‖L2 + ‖PkULψ,ι(s)‖L2 . bk(s)2δ

′m2−N(n)k,

2m‖Pk1
Uh1,ι1(s)‖L∞ + 22m‖(∂s + iΛwa,ι1)Pk1

Uh1,ι1(s)‖L∞ . ε122δ′m
(5.3.32)
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(see (4.3.22)) and

‖(∂s + iΛkg,ι2)Pk2
UL2ψ,ι2(s)‖L2 + ‖(∂s + iΛkg,ι)PkU

Lψ,ι(s)‖L2

. ε1bk(s)2−m+δ′m2−N(n)k+k.
(5.3.33)

These bounds follow easily using L2 ×L∞ estimates from the formulas (2.1.38)
and (2.1.16).

To prove (5.3.31) it is convenient for us to apply the wave operator Λwa to
the Klein-Gordon variables UL2ψ and ULψ, instead of the more natural Klein-
Gordon operator Λkg. The reason is to be able to reuse some of the estimates
in Lemma 5.7, such as (5.2.70), and also use some of the bounds in Lemma 3.6
that do not involve derivative loss, such as (3.1.36). We notice that the two
operators are not too different at high frequency,

‖(Λwa − Λkg)Plf‖L2 . 2−l‖Plf‖L2 , l ∈ {k, k2}. (5.3.34)

As in Step 1 in the proof of Lemma 5.7, the estimates (5.3.31) follow easily if
ι = −ι2, using normal forms and the ellipticity of the phase Λwa,ι(ξ)−Λwa,ι2(η)−
Λι1(ξ − η). On the other hand, if ι = ι2 then we may assume that ι = ι = +
and replace the variables UL2ψ,ι2 and ULψ,ι with the quasilinear variables UL2ψ

and ULψ, at the expense of acceptable errors (as bounded in (5.1.42)). We then
apply normal forms and notice that∥∥∥F−1

{ nnrι1+(ξ − η, η)

|ξ| − |η| − ι1|ξ − η|
ϕkk1k2

(ξ − η, η)
}∥∥∥

L1(R6)
. 2−k12−3q0 . 28δ′m,

(5.3.35)
as a consequence of (3.1.36) and (3.1.48) (notice that there is no high derivative
loss in these bounds). Therefore we can estimate the first two terms in (5.1.33)
using just (5.3.32).

To control the remaining two terms and prove (5.3.31) it remains to show
that ∣∣∣Hnnrι1+

[
Pk1

Uh1,ι1(s), (∂s + iΛwa)Pk2
UL2ψ(s), PkULψ(s)

]
+Hnnrι1+

[
Pk1

Uh1,ι1(s), Pk2
UL2ψ(s), (∂s + iΛwa)PkULψ(s)

]∣∣∣
. ε12−2N(n)k2−mbk(s)2,

(5.3.36)

for any s ∈ Jm, where the operatorsHnnrι1+
are defined in (5.1.31). We decompose

(∂s + iΛwa)PkULψ = (∂s + iTΣkg )PkULψ − iTΣkg−ΣwaPkULψ − iTΣ
≥1
wa
PkULψ,

where Σwa,Σkg are defined in (5.1.37)-(5.1.38) and Σ≥1
wa(x, ζ) = Σwa(x, ζ)− |ζ|.

Notice that ‖Σkg − Σwa‖L∞−1
. 1; see the definition (3.1.52). Therefore, using
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(3.1.54) and (5.1.49) we have

‖(∂s + iTΣkg )PkULψ(s)‖L2 . ε12−m+δ′m2−N(n)kbk(s),

‖TΣkg−ΣwaPkULψ‖L2 . 2δ
′m2−N(n)k−kbk(s),

for any s ∈ Jm. Therefore, recalling that k ≥ 80δ′m and the bounds (5.3.32),
(5.3.35), these contributions to the second term in the left-hand side of (5.3.36)
can be bounded as claimed. Similarly, we can replace (∂s + iΛwa)Pk2UL2ψ

with −iT
Σ
≥1
wa
Pk2UL2ψ in the first term, at the expense of acceptable errors. For

(5.3.36) it remains to prove that, for any s ∈ Jm,∣∣∣Hnnrι1+

[
Pk1

Uh1,ι1(s), iT
Σ
≥1
wa
Pk2
UL2ψ(s), PkULψ(s)

]
+Hnnrι1+

[
Pk1

Uh1,ι1(s), Pk2
UL2ψ(s), iT

Σ
≥1
wa
PkULψ(s)

]∣∣∣
. ε12−2N(n)k2−mbk(s)2.

(5.3.37)

The bounds (5.3.37) are similar to the bounds (5.2.67) (with J1 = ∞).
They follow by the same argument, first rewriting the expression as in (5.2.68)–
(5.2.69), and then using the general bounds (5.2.70). This completes the proof
of (5.3.37), and the desired bounds (5.3.20) follow.

Step 5. Finally we prove the bounds (5.1.27)–(5.1.28). Notice that

ρj
|ρ|
− ρj
〈ρ〉

=
ρj
|ρ|

1

〈ρ〉(|ρ|+ 〈ρ〉)
, (5.3.38)

for any ρ ∈ R3 and j ∈ {1, 2, 3}. We examine now the multipliers pG,kgι1,ι2,ι in

the formulas (5.1.12)–(5.1.15), and compare them with the multipliers pG,waι1,ι2,ι in

(5.1.8)–(5.1.11). The multipliers pG,waι1,ι2,ι are null in the variables ξ − η and η, as
shown in the proof of Proposition 5.1 in section 5.1, and the difference between
pG,kgι1,ι2,ι − p

G,wa
ι1,ι2,ι gains at least one derivative either in ξ or in η, due to (5.3.38).

The bounds (5.1.28) follow from (5.3.19)–(5.3.20).
To prove (5.1.27) we use identities similar to (5.2.4)–(5.2.6),

Pnkg[g̃
µν
≥1∂µ∂νLψ + h00Lψ]− [g̃µν≥1∂µ∂ν(PnkgLψ) + h00P

n
kgLψ]

=
∑

G∈{F,F ,ωn,ϑmn}

∑
ι1,ι2∈{+,−}

{
PnkgIqG,kgι1ι2

[|∇|−1UG,ι1 , 〈∇〉ULψ,ι2 ]

− IqG,kgι1ι2
[|∇|−1UG,ι1 , Pnkg〈∇〉ULψ,ι2 ]

}
− 2{Pnkg[RjR0τ · ∂j∂0Lψ]−RjR0τ · ∂j∂0(PnkgLψ)}

+
∑

(µ,ν)6=(0,0)

{Pnkg[G̃
µν
≥2 · ∂µ∂νLψ]− G̃µν≥2 · ∂µ∂ν(PnkgLψ)},

where the null multipliers qG,kgι1ι2 are defined in (4.3.60) and, as in (5.2.4), G̃µν≥2 are
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linear combinations of expressions of the form Ra|∇|−1(G≥1∂ρh). The contri-
butions of the cubic and higher order terms in the last two lines can be bounded
as in (5.2.7).

To estimate the main terms we decompose, for G ∈ {F, F , ωn, ϑmn},

PnkgIqG,kgι1ι2
[|∇|−1UG,ι1 , 〈∇〉ULψ,ι2 ]− IqG,kgι1ι2

[|∇|−1UG,ι1 , Pnkg〈∇〉ULψ,ι2 ]

= PnkgIm1,G
ι1ι2

[UG,ι1 , ULψ,ι2 ] + PnkgIm2,G
ι1ι2

[UG,ι1 , ULψ,ι2 ]

+ Im3,G
ι1ι2

[UG,ι1 , PnkgU
Lψ,ι2 ],

(5.3.39)

where

m1,G
ι1ι2(θ, η) := ϕ≤0(η)qG,kgι1ι2 (θ, η)

Pnkg(η + θ)− Pnkg(η)

Pnkg(η + θ)

〈η〉
|θ|
,

m2,G
ι1ι2(θ, η) := ϕ>1(η)qG,kgι1ι2 (θ, η)

{
ϕ>−4(|θ|/|η|) 〈η〉

|θ|

+ ϕ≤−4(|θ|/|η|)
Pnkg(η + θ)− Pnkg(η)

Pnkg(η + θ)

〈η〉
|θ|

}
,

m3,G
ι1ι2(θ, η) := −ϕ>1(η)qG,kgι1ι2 (θ, η)ϕ>−4(|θ|/|η|) 〈η〉

|θ|
.

(5.3.40)

It is easy to see that, for a ∈ {1, 2, 3} and G ∈ {F, F , ωn, ϑmn}

‖F−1{ma,Gι1ι2(θ, η)ϕkk1k2
(θ, η)}‖L1(R6) . min{1, 2k

+
2 −k

+
1 } for any k, k1, k2 ∈ Z.

Therefore the contribution of the multipliers m1,G
ι1ι2 can be controlled using just

(5.3.19). To bound the contributions of the multipliers m2,G
ι1ι2 and m3,G

ι1ι2 we replace
first the symbols qG,kgι1ι2 with qG,waι1ι2 , and gain a factor of 〈η〉−1 (compare (4.3.60)
and (4.3.59), and use (5.3.38)). After this substitution we can thus use (5.3.19)
to estimate the contributions of the smoothing components, and (5.3.20) for the
contributions of the null components associated to the null symbols qG,waι1ι2 . This
completes the proof of the bounds (5.1.27)–(5.1.28).
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Chapter Six

Improved Profile Bounds

6.1 WEIGHTED BOUNDS

In this section we prove the main bounds (2.1.51). Recall the identities (2.1.38).
We also need a key identity that connects the vector-fields Γl with weighted
norms on profiles.

Lemma 6.1. Assume µ ∈ {wa, kg} and

(∂t + iΛµ)U = N , (6.1.1)

on R3 × [0, T ]. If V (t) = eitΛµU(t) and l ∈ {1, 2, 3} then, for any t ∈ [0, T ],

Γ̂lU(ξ, t) = i(∂ξlN̂ )(ξ, t) + e−itΛµ(ξ)∂ξl [Λµ(ξ)V̂ (ξ, t)]. (6.1.2)

Proof. We calculate

Γ̂lU(ξ, t) = F{xl∂tU + t∂lU}(ξ, t)

= i(∂ξlN̂ )(ξ, t) + ∂ξl [Λµ(ξ)Û(ξ, t)] + itξlÛ(ξ, t)

= i(∂ξlN̂ )(ξ, t) + e−itΛµ(ξ)∂ξl [Λµ(ξ)V̂ (ξ, t)]

− it(∂ξlΛµ)(ξ)e−itΛµ(ξ)Λµ(ξ)V̂ (ξ, t) + itξlÛ(ξ, t).

This gives (6.1.2) since (∂ξlΛµ)(ξ)Λµ(ξ) = ξl.

Our main result in this section is the following proposition:

Proposition 6.2. With the hypothesis in Proposition 2.3, for any t ∈ [0, T ],
L ∈ Vqn, n ≤ 2, l ∈ {1, 2, 3}, and k ∈ Z we have

2k/2(2k
−
〈t〉)γ‖Pk(xlV

Lhαβ )(t)‖L2 + 2k
+

‖Pk(xlV
Lψ)(t)‖L2

. ε0〈t〉H(q+1,n+1)δ2−N(n+1)k+

.
(6.1.3)

Proof. The identities (6.1.2) and (2.1.38) for ULhαβ give

̂ΓlULhαβ (ξ, t) = i(∂ξlL̂N h
αβ)(ξ, t) + e−itΛwa(ξ)∂ξl [Λwa(ξ)V̂ Lhαβ (ξ, t)],
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for l ∈ {1, 2, 3}. Therefore

e−itΛwa(ξ)Λwa(ξ)(∂ξl V̂
Lhαβ )(ξ) = ̂ΓlULhαβ (ξ)− i(∂ξlL̂N h

αβ)(ξ)

− e−itΛwa(ξ)(ξl/|ξ|)V̂ Lhαβ (ξ).

We multiply all the terms by 2−k/2(2k
−〈t〉)γϕk(ξ) and take L2 norms, so

2k/2(2k
−
〈t〉)γ‖ϕk(ξ)(∂ξl V̂

Lhαβ )(ξ)‖L2
ξ
. 2−k/2(2k

−
〈t〉)γ‖ϕk(ξ) ̂ΓlULhαβ (ξ)‖L2

ξ

+ 2−k/2(2k
−
〈t〉)γ‖ϕk(ξ)(∂ξlN̂Lhαβ )(ξ)‖L2

ξ

+ 2−k/2(2k
−
〈t〉)γ‖ϕk(ξ)V̂ Lhαβ (ξ)‖L2

ξ
.

(6.1.4)

To control the first term in the left-hand side of (6.1.3) it suffices to prove that

2−k/2(2k
−
〈t〉)γ‖ϕk(ξ)(∂ξlL̂N h

αβ)(ξ)‖L2
ξ
. ε2

1〈t〉H(q+1,n+1)δ2−N(n+1)k+

(6.1.5)

and

2−k/2(2k
−
〈t〉)γ‖ϕk(ξ) ̂ΓlULhαβ (ξ)‖L2

ξ
. ε0〈t〉H(q+1,n+1)δ2−N(n+1)k+

,

2−k/2(2k
−
〈t〉)γ‖ϕk(ξ)V̂ Lhαβ (ξ)‖L2

ξ
. ε0〈t〉H(q+1,n+1)δ2−N(n+1)k+

.
(6.1.6)

The bounds (6.1.6) follow from the main improved energy estimates in Propo-
sition 5.1, and the commutation identities

ΓlU
Lhαβ − UΓlLhαβ = −i∂lΛ−1

waU
Lhαβ . (6.1.7)

The nonlinear estimates (6.1.5) follow from (4.2.5) and the observation H(q, n)+˜̀(n) ≤ H(q + 1, n+ 1)− 4 (see (2.1.49)).
The inequality for the Klein-Gordon component in (6.1.3) follows similarly,

using the identity (6.1.2) for µ = kg, the improved energy estimates in Propo-
sition 5.1, and the nonlinear bounds

‖ϕk(ξ)(∂ξlL̂Nψ)(ξ)‖L2
ξ
. ε2

1〈t〉H(q+1,n+1)δ2−N(n+1)k+

. (6.1.8)

These nonlinear bounds follow from (4.2.6).

6.2 Z-NORM CONTROL OF THE KLEIN-GORDON FIELD

In this section we prove the bounds (2.1.52) for the Klein-Gordon field. We
notice that, unlike the energy norms, the Z norm of the Klein-Gordon profile
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V ψ is not allowed to grow slowly in time. Because of this we need to renormalize
the profile V ψ.

6.2.1 Renormalization

We start from the equation ∂tV
ψ = eitΛkgNψ in (2.1.39), where Nψ is the

nonlinearity defined in (2.1.4). To extract the nonlinear phase correction we
examine only the quadratic part of the nonlinearity, which is (see (2.1.17))

Nψ,2 := −h00(∆ψ − ψ) + 2h0j∂0∂jψ − hjk∂j∂kψ. (6.2.1)

The formulas in the second line of (2.1.36) show that

−∂̂j∂kψ(ρ) = ρjρk
iÛψ,+(ρ)− iÛψ,−(ρ)

2Λkg(ρ)
, ∂̂0∂jψ(ρ) = iρj

Ûψ,+(ρ) + Ûψ,−(ρ)

2
.

Therefore, using also the identitities Ûψ,±(ρ, t) = e∓itΛkg(ρ)V̂ ψ,±(ρ, t),

eitΛkg(ξ)N̂ψ,2(ξ, t)

=
1

(2π)3

∑
±

∫
R3

ieitΛkg(ξ)e∓itΛkg(ξ−η)V̂ ψ,±(ξ − η, t)qkg,±(ξ − η, η, t) dη,

(6.2.2)

where

qkg,±(ρ, η, t) := ±ĥ00(η, t)
Λkg(ρ)

2
+ ĥ0j(η, t)ρj ± ĥjk(η, t)

ρjρk
2Λkg(ρ)

. (6.2.3)

We would like to eliminate the resonant bilinear interaction between hαβ and
V ψ,+ in (6.2.2) corresponding to |η| � 1. For this we define the Klein-Gordon
phase correction (justified heuristically by the approximate formulas (2.2.25))

Θkg(ξ, t) :=

∫ t

0

{
hlow00 (sξ/Λkg(ξ), s)

Λkg(ξ)

2

+ hlow0j (sξ/Λkg(ξ), s)ξj + hlowjk (sξ/Λkg(ξ), s)
ξjξk

2Λkg(ξ)

}
ds,

(6.2.4)

where, for any h ∈ {hαβ} the low frequency component hlow is defined by

ĥlow(ρ, s) := ϕ≤0(〈s〉p0ρ)ĥ(ρ, s), p0 := 0.68. (6.2.5)

The reason for this choice of p0, slightly bigger than 2/3, will become clear
later, in the proof of Lemma 6.7. Finally, we define the nonlinear (modified)
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Klein-Gordon profile V ψ∗ by

V̂ ψ∗ (ξ, t) := e−iΘkg(ξ,t)V̂ ψ(ξ, t). (6.2.6)

Recall that the functions hlow are real-valued, thus Θkg is real-valued. Let

hhighαβ := hαβ − hlowαβ and recall the definitions (6.2.3). For X ∈ {low, high} let

qXkg,±(ρ, η, t) := ±ĥX00(η, t)
Λkg(ρ)

2
+ ĥX0j(η, t)ρj ± ĥXjk(η, t)

ρjρk
2Λkg(ρ)

. (6.2.7)

The formula (6.2.2) and the equation ∂tV
ψ = eitΛkgNψ show that

∂tV̂
ψ
∗ (ξ, t) = e−iΘkg(ξ,t){∂tV̂ ψ(ξ, t)− iV̂ ψ(ξ, t)Θ̇kg(ξ, t)} =

4∑
a=1

Rψa (ξ, t),

(6.2.8)

where Θ̇kg(ξ, t) := (∂tΘkg)(ξ, t),

Rψ1 (ξ, t) :=
e−iΘkg(ξ,t)

(2π)3

∫
R3

ieitΛkg(ξ)eitΛkg(ξ−η)V̂ ψ,−(ξ − η, t)

× qlowkg,−(ξ − η, η, t) dη,
(6.2.9)

Rψ2 (ξ, t) :=
e−iΘkg(ξ,t)

(2π)3

∫
R3

i
{
eit(Λkg(ξ)−Λkg(ξ−η))V̂ ψ(ξ − η, t)qlowkg,+(ξ − η, η, t)

− eit(ξ·η)/Λkg(ξ)V̂ ψ(ξ, t)qlowkg,+(ξ, η, t)
}
dη,

(6.2.10)

Rψ3 (ξ, t) :=
e−iΘkg(ξ,t)

(2π)3

∑
ι∈{+,−}

∫
R3

ieitΛkg(ξ)e−itΛkg,ι(ξ−η)V̂ ψ,ι(ξ − η, t)

× qhighkg,ι (ξ − η, η, t) dη,

(6.2.11)

and
Rψ4 (ξ, t) := e−iΘkg(ξ,t)eitΛkg(ξ)[N̂ψ(ξ, t)− N̂ψ,2(ξ, t)]. (6.2.12)

6.2.2 Improved Control

In the rest of this section we prove our Z-norm estimate for the profile V ψ.

Proposition 6.3. We have, for any t ∈ [0, T ],

‖V ψ(t)‖Zkg . ε0. (6.2.13)
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Since |V̂ ψ(ξ, t)| = |V̂ ψ∗ (ξ, t)|, in view of the definition (2.1.45) it suffices to
prove that

‖ϕk(ξ){V̂ ψ∗ (ξ, t2)− V̂ ψ∗ (ξ, t1)}‖L∞ξ . ε02−δm/22−k
−/2+κk−2−N0k

+

(6.2.14)

for any k ∈ Z, m ≥ 1, and t1, t2 ∈ [2m − 2, 2m+1] ∩ [0, T ]. We prove these
bounds in several steps. We start with the contribution of very low and very
high frequencies.

Lemma 6.4. The bounds (6.2.14) hold if k ≤ −κm or if k ≥ δ′m− 10.

Proof. Step 1. We start with the case of large k ≥ δ′m− 10. Notice that

‖Qj,kV ψ(t)‖L2 . ε0〈t〉δ
′
2−N(0)k+

, 2j+k‖Qj,kV ψ(t)‖H0,1
Ω
. ε0〈t〉δ

′
2−N(2)k+

,

for any j ≥ −k−, due to Propositions 5.1 and 6.2, and Lemma 3.3 (i). Using
(3.2.62) we have

‖P̂kV ψ(t)‖L∞ . 2−3k/2ε0〈t〉δ
′
· 2−N(0)k+(1−δ)/42−N(2)k+(3+δ)/4

. ε0〈t〉δ
′
2−3k/22−N0k

+

2−dk
+

,

for any t ∈ [0, T ] and k ∈ Z (recall (2.1.43)). The bounds (6.2.14) follow if
2k & 2δ

′m.
Step 2. It remains to show that if k ≤ −κm and t ∈ [2m − 2, 2m+1] ∩ [0, T ]

then
‖ϕk(ξ)V̂ ψ(ξ, t)‖L∞ξ . ε02−δm/22−k/2+κk. (6.2.15)

It follows from Proposition 6.2 that

2k
+

‖ϕk(ξ)(∂ξl V̂
Lψ)(ξ, t)‖L2

ξ
. ε0〈t〉H(q+1,n+1)δ2−N0k

++(n+1)dk+

,

for any t ∈ [0, T ], k ∈ Z, l ∈ {1, 2, 3}, and L ∈ Vqn, n ∈ [0, 2]. Using Lemma 3.3
(i), we have

sup
j≥−k−

2j‖Qj,kV Lψ(t)‖L2 . ε0〈t〉H(q+1,n+1)δ2−N0k
+−k++(n+1)dk+

. (6.2.16)

We use now (6.2.16) and (3.2.63) to estimate

‖P̂kV ψ(t)‖L∞ . 2−3k/2
{

sup
j≥−k−

‖Qj,kV ψ(t)‖H0,1
Ω

}(1−δ)/2{
ε0〈t〉H(1,2)δ2k

}(1+δ)/2
.

Therefore, recalling that κ2 ≥ 4δ′, for (6.2.15) it suffices to prove that

‖PkV ψ(t)‖H0,1
Ω
. ε0〈t〉2δ

′
2k+10κk
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if k ≤ −κm and t ∈ [2m− 2, 2m+1]∩ [0, T ]. In view of (3.1.7), for this it suffices
to prove that

‖PlV Ωψ(t)‖L2 +

3∑
a=1

‖ϕl(ξ)(∂ξa V̂ Ωψ)(ξ, t)‖L2 . ε0〈t〉2δ
′
210κl, (6.2.17)

for any l ∈ Z and t ∈ [0, T ], where Ω ∈ {Id,Ω23,Ω31,Ω12}.
The bound on the first term in the left-hand side of (6.2.17) follows from

(6.2.16). To bound the remaining terms we use the identities (6.1.2). For (6.2.17)
it suffices to prove that

‖PlΓaUΩψ(t)‖L2 + ‖ϕl(ξ)(∂ξaΩ̂Nψ)(ξ, t)‖L2 . ε0〈t〉2δ
′
210κl, (6.2.18)

for any l ∈ Z, t ∈ [0, T ], and a ∈ {1, 2, 3}. The term ‖PlΓaUΩψ(t)‖L2 is bounded
as claimed due to (6.2.16) and the commutation identities (6.1.7) (with Λwa
replaced by Λkg and hαβ replaced by ψ). Therefore, it remains to prove that

‖PkΩNψ(ξ, t)‖L2 . ε0〈t〉2δ
′
210κk min{〈t〉−1, 2k

−
}2−2k+

‖ϕk(ξ)(∂ξaΩ̂Nψ)(ξ, t)‖L2 . ε0〈t〉2δ
′
210κk

(6.2.19)

for any k ∈ Z, t ∈ [0, T ], Ω ∈ {Id,Ω23,Ω31,Ω12}, and a ∈ {1, 2, 3}.
Step 3. The bounds (6.2.19) are similar to the bounds in Lemmas 4.10 and

4.12. We may assume k ≤ 0 and the only issue is to gain the factors 210κk and
we are allowed to lose small powers 〈t〉2δ′ . Notice that the cubic components
ΩNψ,≥3 satisfy stronger bounds (this follows from (4.2.52)–(4.2.53) if 2k & 〈t〉−1

and the L2 estimates (4.1.69) and (3.3.5) if 2k . 〈t〉−1). After these reductions,
with I as in (3.2.41)–(3.2.43), for (6.2.19) it suffices to prove that∑

(k1,k2)∈Xk

2k
+
2 −k1‖PkI[Pk1U

L1h,ι1 , Pk2U
L2ψ,ι2 ](t)‖L2

. ε2
1〈t〉2δ

′
210κk min(〈t〉−1, 2k)

(6.2.20)

and ∑
(k1,k2)∈Xk

2k
+
2 −k1‖ϕk(ξ)(∂ξaF{I[Pk1U

L1h,ι1 , Pk2U
L2ψ,ι2 ]})(ξ, t)‖L2

ξ

. ε2
1〈t〉2δ

′
210κk,

(6.2.21)

for any k ≤ 0, h ∈ {hαβ}, ι1, ι2 ∈ {+,−}, a ∈ {1, 2, 3}, L1 ∈ V0
n1

, L2 ∈ V0
n2

,
n1 + n2 ≤ 1.

Substep 3.1. We prove first (6.2.20). These bounds easily follow from
(4.1.52) when 2k . 〈t〉−1. On the other hand, if 2k ≥ 〈t〉−1 then we estimate,
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using (3.3.5) and (3.3.11),

2k
+
2 −k1‖PkI[Pk1

UL1h,ι1 , Pk2
UL2ψ,ι2 ](t)‖L2

. 2k
+
2 −k1‖Pk1U

L1h(t)‖L∞‖Pk2U
L2ψ(t)‖L2

. ε2
12k

−
2 〈t〉−1+δ′ min(1, 2k

−
1 〈t〉)1/22−4(k+

1 +k+
2 ).

This suffices to bound the contribution of the pairs (k1, k2) ∈ Xk in (6.2.20) for
which 2k2 . 2k/10. For the remaining pairs we have min(k1, k2) ≥ k/10+10, thus
|k1−k2| ≤ 4. Let J1 denote the largest integer such that 2J1 ≤ 〈t〉(1 + 2k1〈t〉)−δ
and decompose Pk1

UL1h,ι1(t) = UL1h,ι1
≤J1,k1

(t) + UL1h,ι1
>J1,k1

(t), as in (4.1.14). We use
first Lemma 3.11. Therefore

2k
+
2 −k1

∥∥PkI[UL1h,ι1
≤J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. 2k
+
2 −k12k/2(1 + 2k1〈t〉)δ〈t〉−1‖Q≤J1,k1

V L1h(t)‖H0,1
Ω
‖Pk2U

L2ψ(t)‖L2

. ε2
12k/2〈t〉−1+δ′2−k

−
1 /22−4(k+

1 +k+
2 ).

Moreover, using (3.3.4) and (3.3.13),

2k
+
2 −k1

∥∥PkI[UL1h,ι1
>J1,k1

(t), Pk2
UL2ψ,ι2(t)]

∥∥
L2

. 2k
+
2 −k1‖UL1h

>J1,k1
(t)‖L2‖Pk2U

L2ψ(t)‖L∞

. ε2
1〈t〉−1+δ′2−3k−1 /22−J12−4(k+

1 +k+
2 ).

Therefore, recalling that 2k ∈ [〈t〉−1, 1] and min(k1, k2) ≥ k/10 + 10, we have

2k
+
2 −k1

∥∥PkI[UL1h,ι1
≤J1,k1

(t), Pk2U
L2ψ,ι2(t)]

∥∥
L2 . ε

2
12k/2〈t〉−1+δ′2−k

−
1 /22−4(k+

1 +k+
2 ).

This suffices to complete the proof of (6.2.20).
Substep 3.2. To prove (6.2.21) we write UL2ψ,ι2 = e−itΛkg,ι2V L2ψ,ι2 and

examine the formula (3.2.43). We make the change of variables η → ξ − η
and notice that the ∂ξa derivative can hit the multiplier m(η, ξ − η), or the

phase e−itΛkg,ι2 (ξ−η), or the profile ̂Pk2V
L2ψ,ι2(ξ − η). In the first two cases,

the derivative effectively corresponds to multiplying by factors . 〈t〉 or . 2−k
−
2 .

The desired bounds then follow from (6.2.20) (in the case 2k
−
2 . 〈t〉−1 we need

to apply (4.1.52) again to control the corresponding contributions).

Finally, assume that the ∂ξa derivative hits the profile ̂Pk2V
L2ψ,ι2(ξ − η).

Letting (as in Lemma 4.10) ÛL2ψ,ι2
∗a,k2

(ξ, t) = e−itΛkg,ι2 (ξ)∂ξa{ϕk2
· V̂ L2ψ,ι2}(ξ, t)

it suffices to prove that∑
(k1,k2)∈Xk

2k
+
2 −k1‖PkI[Pk1

UL1h,ι1 , UL2ψ,ι2
∗a,k2

](t)‖L2 . ε2
1〈t〉2δ

′
210κk. (6.2.22)
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This follows easily using the L2 bounds (4.2.39) and (3.3.3).

We return now to the main estimates (6.2.14). In the remaining range
−κm ≤ k ≤ δ′m − 10, they follow from the identity (6.2.8) and the bounds
(which are proved in Lemmas 6.5–6.8 below)∥∥∥ϕk(ξ)

∫ t2

t1

Rψa (ξ, s) ds
∥∥∥
L∞ξ

. ε2
12−100δ′m (6.2.23)

for a ∈ {1, 2, 3, 4}, m ≥ 100, and t1 ≤ t2 ∈ [2m−1, 2m+1] ∩ [0, T ].
In some estimates we need to use integration by parts in time (normal forms).

For µ ∈ {(kg,+), (kg,−)}, ν ∈ {(wa,+), (wa,−)}, and s ∈ [0, T ] we define the
operators T kgµν by

T kgµν [f, g](ξ, s) :=

∫
R3

eisΦ(kg,+)µν(ξ,η)

Φ(kg,+)µν(ξ, η)
m(ξ − η, η)f̂(ξ − η, s)ĝ(η, s) dη, (6.2.24)

where Φ(kg,+)µν(ξ, η) = Λkg(ξ) − Λµ(ξ − η) − Λν(η) (see (2.1.41)) and m ∈ M
(see (3.2.41)).

Lemma 6.5. The bounds (6.2.23) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 4.

Proof. We use the bounds (3.2.63), combined with either (4.2.4) and (4.2.6) or
(4.2.52)–(4.2.53) (in both cases n = 1). It follows that

‖P̂kNψ(t)‖L∞ . ε2
1〈t〉−1/2+δ′2−k

−
2−N(2)k+−2k+

,

‖ ̂PkNψ,≥3(t)‖L∞ . ε2
1〈t〉−1.1+δ′2−k

−
2−N(2)k+−2k+

,
(6.2.25)

for any t ∈ [0, T ] and k ∈ Z. The estimates (6.2.23) follow from definitions.

Lemma 6.6. The bounds (6.2.23) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 1.

Proof. We examine the formula (6.2.9), substitute h = iΛ−1
wa(Uh,+ − Uh,−)/2,

h ∈ {hαβ}, and decompose the input functions dyadically in frequency. For
h ∈ {hαβ} let

Ûh,ι2low (ξ, s) := ϕ≤0(〈s〉p0ξ)Ûh,ι2(ξ, s), V̂ h,ι2low (ξ, s) := ϕ≤0(〈s〉p0ξ)V̂ h,ι2(ξ, s).
(6.2.26)
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With I defined as in (3.2.41)–(3.2.43), it suffices to prove that, for ι2 ∈ {+,−},∑
(k1,k2)∈Xk

2k
+
1 −k2

∥∥∥ϕk(ξ)

∫ t2

t1

eisΛkg(ξ)−iΘkg(ξ,s)

×F{I[Pk1U
ψ,−, Pk2U

h,ι2
low ]}(ξ, s) ds

∥∥∥
L∞ξ

. ε2
12−κm.

(6.2.27)

We estimate first, using just (3.3.7) and (3.3.3),

2k
+
1 −k2

∥∥F{I[Pk1
Uψ,−, Pk2

Uh,ι2low ]}(ξ, s)
∥∥
L∞ξ

. 2k
+
1 −k2‖P̂k1U

ψ(s)‖L∞‖ ̂Pk2U
h
low(s)‖L1

. ε2
12−k

−
1 /2+κk−1 2−N0k

+
1 +k+

1 2k2−δk22δ
′m.

(6.2.28)

This suffices to bound the contribution of the pairs (k1, k2) for which k2 ≤
−1.1m− 10. It remains to prove that∣∣∣ ∫ t2

t1

∫
R3

eisΛkg(ξ)−iΘkg(ξ,s)m(ξ − η, η)eisΛkg(ξ−η) ̂Pk1V
ψ,−(ξ − η, s)

× e−isΛwa,ι2 (η) ̂
Pk2V

h,ι2
low (η, s) dηds

∣∣∣ . ε2
12−κm−2δ′m2k2 ,

(6.2.29)

for any ξ with |ξ| ∈ [2k1−4, 2k1+4], provided that

k2 ∈ [−1.1m− 10,−p0m+ 10], k1 ∈ [−κm− 10, δ′m+ 10]. (6.2.30)

To prove (6.2.29) we integrate by parts in time. Letting σ = (kg,+),
µ = (kg,−), ν = (wa, ι2), we notice that Φσµν(ξ, η) & 1 in the support of the
integral. Here it is important that µ 6= (kg,+), so the phase is nonresonant, as
the nonlinear correction (6.2.6) was done precisely to weaken the corresponding
resonant contribution of the profile V kg,+.

The left-hand side of (6.2.29) is dominated by C(Ikg(ξ)+IIkg(ξ)+IIIkg(ξ)),
where, with T kgµν defined as in (6.2.24),

Ikg(ξ) :=
(

1 +

∫ t2

t1

|Θ̇kg(ξ, s)| ds
)

sup
s∈[t1,t2]

|T kgµν [Pk1
V ψ,−, Pk2

V h,ι2low ](ξ, s)|,

IIkg(ξ) :=

∫ t2

t1

|T kgµν [∂s(Pk1V
ψ,−), Pk2V

h,ι2
low ](ξ, s)| ds,

IIIkg(ξ) :=

∫ t2

t1

|T kgµν [Pk1
V ψ,−, ∂s(Pk2

V h,ι2low )](ξ, s)| ds.

(6.2.31)
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As in (6.2.28), assuming k1, k2 as in (6.2.30), we estimate for s ∈ [t1, t2]

|T kgµν [Pk1
V ψ,−, Pk2

V h,ι2low ](ξ, s)| . ε2
12−k

−
1 /222k224δm.

The definition (6.2.4) gives |Θ̇kg(ξ, s)| . 2k
+
1 supα,β ‖hαβ‖L∞ . 2k

+
1 2−m+δ′m.

Therefore
Ikg(ξ) . ε

2
12−k

−
1 /222k222δ′m. (6.2.32)

Similarly, using (6.2.25) and the bounds ‖ ̂
Pk2V

h,ι2
low (s)‖L1 . ε122k224δm, we have

IIkg(ξ) . ε
2
12m/2+2δ′m2−k

−
1 22k2 .

Finally, using also (4.2.3),

‖F{∂s(Pk2V
h,ι2
low )(s)}‖L1 . 23k2/2‖∂s(Pk2V

h
low)(s)‖L2 . ε12−m+δ′m/222k2 ,

(6.2.33)
and it follows that IIIkg(ξ) can be bounded as in (6.2.32). Therefore

Ikg(ξ) + IIkg(ξ) + IIIkg(ξ) . ε
2
12m/2+2δ′m2−k

−
1 22k2 .

The desired bounds (6.2.29) follow, recalling that p0 = 0.68 and the frequency
restrictions (6.2.30).

Lemma 6.7. The bounds (6.2.23) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 2.

Proof. We decompose V ψ =
∑

(k1,j1)∈J V
ψ,+
j1,k1

as in (3.3.1) and examine the

definition (6.2.10). For (6.2.23) it suffices to prove that

ϕk(ξ)
∣∣∣ ∫

R3

{
eit(Λkg(ξ)−Λkg(ξ−η))V̂ ψ,+j1,k1

(ξ − η, t)qlowkg,+(ξ − η, η, t)

− eit(ξ·η)/Λkg(ξ)V̂ ψ,+j1,k1
(ξ, t)qlowkg,+(ξ, η, t)

}
dη
∣∣∣ . ε2

12−m−κm2−δj1 ,

provided that |k1 − k| ≤ 10 and t ∈ [2m−1, 2m+1]. Using also the definitions
(6.2.7) it suffices to prove that for any multiplier m ∈ M0 (see (3.2.40)) and
α, β ∈ {0, 1, 2, 3} we have

ϕk(ξ)
∣∣∣ ∫

R3

ĥlowαβ (η, t)
{
eit(Λkg(ξ)−Λkg(ξ−η))V̂ ψ,+j1,k1

(ξ − η, t)m(ξ − η)〈ξ − η〉

− eit(ξ·η)/Λkg(ξ)V̂ ψ,+j1,k1
(ξ, t)m(ξ)〈ξ〉

}
dη
∣∣∣ . ε2

12−m−κm2−δj1 .

(6.2.34)

Recall that ‖V̂ ψ,+j1,k1
(t)‖L∞ . ε12−k12−j1/2+δj1/22δ

′m2−4k+
1 ; see (3.3.26). The-

refore, without using the cancellation of the two terms in the integral, the left-
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hand side of (6.2.34) is bounded by

Cε12−j1/2+δj12δ
′m2−k

−
1 ‖ĥlowαβ (t)‖L1 . ε2

12−j1/2+δj122δ′m2−k
−
1 2−p0m.

This suffices to prove (6.2.34) when j1 is large, i.e., 2j1/2 & 2(1.01−p0)m.
On the other hand, if 2m � 1 and j1/2 ≤ (1.01 − p0)m = 0.33m then we

estimate ∣∣eit(Λkg(ξ)−Λkg(ξ−η)) − eit(ξ·η)/Λkg(ξ)
∣∣ . 2−2p0m+m,∣∣V̂ ψ,+j1,k1

(ξ − η, t)m(ξ − η)〈ξ − η〉 − V̂ ψ,+j1,k1
(ξ, t)m(ξ)〈ξ〉

∣∣
. ε12j1/222δ′m2−2k−1 2−p0m,

(6.2.35)

provided that |ξ| ≈ 2k and |η| . 2−p0m. Indeed, the first bound follows from
the observation that ∇Λkg(ξ) = ξ/Λkg(ξ). The second bound follows from

(3.3.26) once we notice that taking ∂ξ derivative of the localized profiles V̂ ψ,+j1,k1

corresponds essentially to multiplication by a factor of 2j1 . If j1/2 ≤ 0.33m it
follows that the left-hand side of (6.2.34) is bounded by

Cε12−0.34m‖ĥlowαβ (t)‖L1 . ε2
12−p0m−0.34m+δ′m.

This suffices to prove (6.2.34) when j1/2 ≤ 0.33m, which completes the proof
of the lemma.

Lemma 6.8. The bounds (6.2.23) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 3.

Proof. We examine the formula (6.2.11). Let Uh,ι2high := Uh,ι2 − Uh,ι2low , V h,ι2high :=

V h,ι2−V h,ι2low ; see (6.2.26). As in the proof of Lemma 6.6, after simple reductions
it suffices to prove that

2k
+
1 −k2

∥∥∥ϕk(ξ)

∫ t2

t1

eisΛkg(ξ)−iΘ(ξ,s)

×F{I[Pk1
Uψ,ι1 , Pk2

Uh,ι2high]}(ξ, s) ds
∥∥∥
L∞ξ

. ε2
12−101δ′m

(6.2.36)

for ι1, ι2 ∈ {+,−}, and (k1, k2) ∈ Xk, k1, k2 ∈ [−p0m− 10,m/100].
As in the proof of Lemma 6.6 we integrate by parts in time to estimate∣∣∣ ∫ t2

t1

eisΛkg(ξ)−iΘkg(ξ,s)F{I[Pk1
Uψ,ι1 , Pk2

Uh,ι2high]}(ξ, s) ds
∣∣∣

. I ′kg(ξ) + II ′kg(ξ) + III ′kg(ξ),
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where, with µ = (kg, ι1) and ν = (wa, ι2) and T kgµν defined as in (6.2.24),

I ′kg(ξ) :=
(

1 +

∫ t2

t1

|Θ̇kg(ξ, s)| ds
)

sup
s∈[t1,t2]

|T kgµν [Pk1V
ψ,ι1 , Pk2

V h,ι2high](ξ, s)|,

II ′kg(ξ) :=

∫ t2

t1

|T kgµν [∂s(Pk1V
ψ,ι1), Pk2V

h,ι2
high](ξ, s)| ds,

III ′kg(ξ) :=

∫ t2

t1

|T kgµν [Pk1
V ψ,ι1 , ∂s(Pk2

V h,ι2high)](ξ, s)| ds.

Notice that |Θ̇kg(ξ, s)| . 2−m+4δ′m, as a consequence of (3.3.11). After possibly
changing the multiplier m in the definition (6.2.24), for (6.2.36) it suffices to
prove that

|ϕk(ξ)T kgµν [Pk1
V ψ,ι1 , Pk2

V h,ι2 ](ξ, s)| . ε2
12−110δ′m2k

−
2 , (6.2.37)

2m|ϕk(ξ)T kgµν [∂s(Pk1
V ψ,ι1), Pk2

V h,ι2 ](ξ, s)| . ε2
12−110δ′m2k

−
2 , (6.2.38)

2m|ϕk(ξ)T kgµν [Pk1
V ψ,ι1 , ∂s(Pk2

V h,ι2)](ξ, s)| . ε2
12−110δ′m2k

−
2 , (6.2.39)

for any s ∈ [2m−1, 2m+1], k1, k2 ∈ [−p0m−10,m/100], µ = (kg, ι1), ν = (wa, ι2),
ι1, ι2 ∈ {+,−}.

Step 1: proof of (6.2.37). If k1 ≤ −4κm−10 (so k2 ≥ −κm−20) then we
can just use the L2 bounds (3.3.3) and (3.3.5) on the two inputs, and Lemma 3.4

(i). On the other hand, if k1 ≥ −4κm then we decompose Pk1V
ψ,ι1 =

∑
j1
V ψ,ι1j1,k1

and Pk2V
h,ι2 =

∑
j2
V h,ι2j2,k2

as in (3.3.1). Let k := max(k, k1, k2) and recall that

|Φ(kg,+)µν(ξ, η)| & 2k22−2k
+

in the support of the integrals defining the operators

T kgµν (see (3.1.12)).

The contribution of the pairs (V ψ,ι1j1,k1
, V h,ι2j2,k2

) with 2max(j1,j2) ≤ 20.99m2−6k
+

is negligible,

|T kgµν [V ψ,ι1j1,k1
, V h,ι2j2,k2

](ξ, s)| . ε2
12−2m if 2max(j1,j2) ≤ 20.99m2−6k

+

. (6.2.40)

Indeed, this follows by integration by parts in η (using Lemma 3.1), the bounds
(3.2.4), and the observation that the gradient of the phase admits a suitable

lower bound |∇η{sΛkg,ι1(ξ− η) + sΛwa,ι2(η)}| & 〈s〉2−2k+
1 in the support of the

integral. On the other hand, we estimate

|T kgµν [V ψ,ι1j1,k1
, V h,ι2j2,k2

](ξ, s)| . 2−k222k
+

ε2
123k2/2‖V̂ ψ,ι1j1,k1

(s)‖L∞‖V̂ h,ι2j2,k2
(s)‖L2

. ε2
12δ
′m2k2/222k+

1 +2k+
2 · 2−k12−j1/2+δj12−10k+

1 2−j22−k
−
2 /2−4δk−2 2−10k+

2

. ε2
122δ′m2−k12−j1/2+δj12−j22−6k

+

,
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using (3.3.4), (3.3.26), and Lemma 3.4 (i). Since k1 ≥ −4κm, this suffices

to estimate the contribution of the pairs (V ψ,ι1j1,k1
, V h,ι2j2,k2

) for which 2max(j1,j2) ≥
20.99m2−6k

+

, and the bound (6.2.37) follows.
Step 2: proof of (6.2.38). Notice that, for any t ∈ [0, T ],

∂tV
ψ,ι1(t) = eitΛkg,ι1Nψ(t) = eitΛkg,ι1Nψ,2(t) + eitΛkg,ι1Nψ,≥3(t). (6.2.41)

The contribution of the nonlinearity Nψ,≥3 can be bounded using (6.2.25),

|ϕk(ξ)T kgµν [eisΛkg,ι1Pk1Nψ,≥3(s), Pk2V
h,ι2(s)](ξ)|

. 2−k222k
+

‖ ̂Pk1Nψ,≥3(s)‖L∞‖Pk2V
h(s)‖L223 min(k1,k2)/2

. 2−1.09m2k22−max(k1,k2)2−6k
+

.

This is better than the bounds (6.2.38) since max(k1, k2) ≥ k− 10 ≥ −κm− 10.
To bound the contribution of the quadratic components Nψ,2 we recall that

F{Pk1
Nψ,2}(s) can be written as a sum of terms of the form

ϕk1
(γ)

∫
R3

|ρ|−1〈γ − ρ〉m3(γ − ρ)Ûψ,ι3(γ − ρ)Ûh4,ι4(ρ) dρ,

where ι3, ι4 ∈ {+,−}, h4 ∈ {hαβ}, and m3 is a symbol as in (3.2.40) (see
(2.1.17)). We combine this with the formula (6.2.24). For (6.2.38) it suffices to
prove that, for any ξ ∈ R3,∣∣∣ϕk(ξ)

∫
R3×R3

ϕk1
(ξ − η)m(ξ − η, η)

Λkg(ξ)− Λµ(ξ − η)− Λν(η)
e−isΛν(η) ̂Pk2

V h,ι2(η, s)

×m3(ξ − η − ρ)〈ξ − η − ρ〉|ρ|−1Ûψ,ι3(ξ − η − ρ, s)Ûh4,ι4(ρ, s) dηdρ
∣∣∣

. ε2
12k

−
2 2−1.005m,

(6.2.42)

provided that µ = (kg, ι1), ν = (wa, ι2), ι1, ι2, ι3, ι4 ∈ {+,−}, and k1, k2 ∈
[−p0m− 10,m/10].

We decompose the solutions Uψ,ι3 , Uh4,ι4 , and Pk2
V h,ι2 dyadically in fre-

quency and space as in (3.3.1). Then we notice that the contribution when one of
the parameters j3, k3, j4, k4, j2 is large can be bounded using just L2 estimates.
For (6.2.42) it suffices to prove that

2−k
−
2 2k

+
3 −k4 |Ckg[e−isΛθV ψ,ι3j3,k3

(s), e−isΛνV h,ι2j2,k2
(s), e−isΛϑV h4,ι4

j4,k4
(s)](ξ)|

. ε3
12−1.01m

(6.2.43)

for any k2 ∈ [−p0m − 10,m/10], k3, k4 ∈ [−2m,m/10], and j2, j3, j4 ≤ 2m,
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where θ = (kg, ι3), ϑ = (wa, ι4), and, with m ∈M, m3,m4 ∈M0,

Ckg[f, g, h](ξ) :=

∫
R3×R3

ϕk(ξ)ϕk1(ξ − η)m(ξ − η, η)

Λkg(ξ)− Λµ(ξ − η)− Λν(η)

×m3(ξ − η − ρ)m4(ρ) · f̂(ξ − η − ρ)ĝ(η)ĥ(ρ) dηdρ.

(6.2.44)

Substep 2.1. Assume first that

j3 ≥ 0.99m− 3k+
3 . (6.2.45)

Let k∗ := max{k+
2 , k

+
3 , k

+
4 }. Let Y denote the left-hand side of (6.2.43). Using

Lemmas 3.4 and 3.2 (i) we estimate

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )‖V ψ,ι3j3,k3
(s)‖L2‖e−isΛνV h,ι2j2,k2

(s)‖L∞‖V h4,ι4
j4,k4

(s)‖L2

. ε3
124δ′m2−j32−m2−k

−
2 2−k

−
4 /22−dk

∗
,

(6.2.46)

where in the last line we use (3.3.11) and some of the bounds from Lemma 3.15.

Since 2−k
−
2 . 20.68m and j3 + 3k+

3 ≥ 0.99m, this suffices to prove (6.2.43) when
k−4 ≥ −0.55m− 10.

On the other hand, if k4 ≤ −0.55m − 10, then we estimate in the Fourier
space. Using (3.1.12), (3.3.26), and (3.3.3)–(3.3.4)

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )‖V̂ ψ,ι3j3,k3
(s)‖L∞

× 23k2/2‖V̂ h,ι2j2,k2
(s)‖L223k4/2‖V̂ h4,ι4

j4,k4
(s)‖L2

. ε3
124δ′m2−j3/22k42−k32−dk

∗
.

(6.2.47)

Since k4 ≤ −0.55m− 10, this suffices to prove (6.2.43) when k3 ≥ −0.01m− 10.
Finally, if k4 ≤ −0.55m− 10 and k3 ≤ −0.01m− 10 then k2 ≥ −κm− 10 (due
to the assumption k ≥ −κm) and a similar estimate gives

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )23k3/2‖V̂ ψ,ι3j3,k3
(s)‖L2

× ‖V̂ h,ι2j2,k2
(s)‖L∞23k4/2‖V̂ h4,ι4

j4,k4
(s)‖L2

. ε3
120.01m2−j32k42−dk

∗
.

(6.2.48)

This completes the proof of (6.2.43) when j3 ≥ 0.99m− 3k+
3 .

Substep 2.2. Assume now that

j3 ≤ 0.99m− 3k+
3 . (6.2.49)

We notice that the η gradient of the phase −sΛθ(ξ−η−ρ)−sΛν(η) is & 2m2−2k+
3
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in the support of the integral in (6.2.44). Similarly, the ρ gradient of the phase

−sΛθ(ξ − η − ρ) − sΛϑ(ρ) is & 2m2−2k+
3 in the support of the integral. Using

Lemma 3.1 (integration by parts in η or ρ), the contribution is negligible unless

j2 ≥ 0.99m− 3k+
3 and j4 ≥ 0.99m− 3k+

3 . (6.2.50)

Given (6.2.50), we estimate first, as in (6.2.47),

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )‖V̂ ψ,ι3j3,k3
(s)‖L∞

× 23k2/2‖V̂ h,ι2j2,k2
(s)‖L223k4/2‖V̂ h4,ι4

j4,k4
(s)‖L2

. ε3
124δ′m2−j2−j42−k22−k3/22−dk

∗
.

This suffices if k3 ≥ −0.2m−10. On the other hand, if k3 ≤ −0.2m−10 then we
may assume that max{k2, k4} ≥ −κm − 10 (due to the assumption k ≥ −κm)
and estimate as in (6.2.46),

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )‖e−isΛθV ψ,ι3j3,k3
(s)‖L∞‖V h,ι2j2,k2

(s)‖L2‖V h4,ι4
j4,k4

(s)‖L2

. ε3
124δ′m2−m2−j2−j42−5k2/22−3k4/22−dk

∗
.

Since 2−k2 . 2p0m, this suffices to prove (6.2.43) when k4 ≥ −0.1m−10. Finally,
if k3, k4 ≤ −0.1m− 10 and k2 ≥ −κm− 10 then we estimate as in (6.2.48)

Y . 2k
+
3 −k42−2k2+6 max(k+,k+

2 )23k3/2‖V̂ ψ,ι3j3,k3
(s)‖L2

× ‖V̂ h,ι2j2,k2
(s)‖L∞23k4/2‖V̂ h4,ι4

j4,k4
(s)‖L2

. ε3
120.01m2−j42−j2/22−dk

∗
,

which suffices. This completes the proof of the the bounds (6.2.38).
Step 3: proof of (6.2.39). Notice that, for any t ∈ [0, T ] and h ∈ {hαβ},

∂tV
h,ι2(t) = eitΛwa,ι2N h(t) = eitΛwa,ι2N h,2(t) + eitΛwa,ι2N h,≥3(t). (6.2.51)

If k1 ≤ −0.01m − 10 then we may assume that k2 ≥ −κm − 10 (due to the
assumption k ≥ −κm) and estimate the left-hand side of (6.2.39) using just
(3.1.12), (3.3.5), and (4.2.3),

C2m2−k226k
+

‖P̂k1V
ψ‖L2‖P̂k2N h‖L2 . ε2

12k
−
1 22κm,

which suffices. On the other hand, if k1 ≥ −0.01m − 10 then we decompose
Pk1V

ψ,ι1 =
∑
j1≥−k−1

V ψ,ι1j1,k1
, and notice that the contribution of the localized

profiles for which j1 ≥ 0.1m can also be bounded in a similar way, using (3.3.26)

and estimating P̂k2
N h in L1 to gain a factor of 23k2/2. The contribution of the

cubic and higher order nonlinearity can also be bounded in the same way, using
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the stronger estimates (4.2.43). It remains to prove that

2−k
−
2 |ϕk(ξ)T kgµν [V ψ,ι1j1,k1

(s), eisΛwa,ι2Pk2
N h,2(s)](ξ)| . ε2

12−1.005m, (6.2.52)

for any s ∈ [2m−1, 2m+1], k2 ∈ [−p0m − 10,m/10], k1 ≥ −0.01m − 10, and
j1 ≤ 0.1m.

We examine now the quadratic nonlinearities N h,2
αβ in (2.1.11). They contain

two types of terms: bilinear interactions of the metric components and bilinear
interactions of the Klein-Gordon field. We define the trilinear operators

C′kg[f, g, h](ξ) :=

∫
R3×R3

ϕk(ξ)ϕk2
(η)m(ξ − η, η)

Λkg(ξ)− Λµ(ξ − η)− Λν(η)

×m3(η − ρ)m4(ρ) · f̂(ξ − η)ĝ(η − ρ)ĥ(ρ) dηdρ,

(6.2.53)

where m ∈M, m3,m4 ∈M0. For (6.2.52) it suffices to prove that

2−k
−
2 2|k3−k4||C′kg[e−isΛµV

ψ,ι1
j1,k1

(s), e−isΛwa,ι3V h3,ι3
j3,k3

(s), e−isΛwa,ι4V h4,ι4
j4,k4

(s)](ξ)|

. ε2
12−1.01m2−γ(j3+|k3|+j4+|k4|)

(6.2.54)

and

2−k
−
2 |C′kg[e−isΛµV

ψ,ι1
j1,k1

(s), e−isΛkg,ι3V ψ,ι3j3,k3
(s), e−isΛkg,ι4V ψ,ι4j4,k4

(s)](ξ)|

. ε2
12−1.01m2−γ(j3+|k3|+j4+|k4|),

(6.2.55)

where s, k1, k2, j1 are as in (6.2.52), h3, h4 ∈ {hαβ}, and (k3, j3), (k4, j4) ∈ J .
Substep 3.1: proof of (6.2.54). Using just L2 estimates, we may assume

that k4 ≤ k3 ≤ m/10 + 10. Notice that the η gradient of the phase −sΛkg,ι1(ξ−
η) − sΛwa,ι3(η − ρ) is & 2m2−2k+

1 in the support of the integral. Therefore,
using integration by parts in η (Lemma 3.1), the integral is negligible if j3 ≤
0.99m−3k+

1 . Similarly, by making the change of variables ρ→ η−ρ, the integral
is negligible if j4 ≤ 0.99m− 3k+

1 . Finally, if min{j3, j4} ≥ 0.99m− 3k+
1 then we

use (3.1.12) to estimate the left-hand side of (6.2.54) by

C2−k22k3−k42−k2+6 max(k+,k+
1 )‖V̂ ψ,ι1j1,k1

(s)‖L∞

× 23k2/2‖V̂ h3,ι3
j3,k3

(s)‖L223k4/2‖V̂ h4,ι4
j4,k4

(s)‖L2

. ε3
120.01m2−k2/22−k

−
1 2−j32−j4(1−δ′)2−dmax{k+

1 ,k
+
3 }.

This suffices to prove (6.2.54).
Substep 3.2: proof of (6.2.55). Using Lemma 3.4 (ii) and (3.3.15), we
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estimate the left-hand side of (6.2.55) by

C2−2k2+6 max(k+,k+
1 )‖e−isΛµV ψ,ι1j1,k1

(s)‖L∞‖V ψ,ι3j3,k3
(s)‖L2‖V ψ,ι4j4,k4

(s)‖L2

. ε3
12−1.49m2−j32−j42−2k22−k

+
3 −k

+
4 .

This suffices if 2−0.48m2−j32−j42−2k2 . 2−γ(j3+j4). Otherwise, if (1 − γ)(j3 +
j4) + 0.48m ≤ −2k2−120 then we may assume that j3 ≤ j4 (so j3 ≤ 0.45m−40
since k2 ≥ −0.68m − 10) and use (3.3.15) again to estimate the left-hand side
of (6.2.55) by

C2−2k2+6 max(k+,k+
1 )‖V̂ ψ,ι1j1,k1

(s)‖L∞23k2/2‖e−isΛkg,ι3V ψ,ι3j3,k3
(s)‖L∞‖V ψ,ι4j4,k4

(s)‖L2

. ε3
12−1.49m2−k

−
2 /22−k

−
3 /22−j4 .

The bounds (6.2.55) follow since 2−j42−k
−
3 /2 . 1. This completes the proof of

the lemma.

6.3 Z-NORM CONTROL OF THE METRIC COMPONENTS

In this section we prove the bounds (2.1.52) for the metric components.

Proposition 6.9. With the hypothesis of Proposition 2.3, for any t ∈ [0, T ],
a, b ∈ {1, 2, 3} and α, β ∈ {0, 1, 2, 3} we have

‖V F (t)‖Zwa + ‖V ωa(t)‖Zwa + ‖V ϑab(t)‖Zwa + 〈t〉−δ‖V hαβ (t)‖Zwa . ε0. (6.3.1)

The rest of the section is concerned with the proof of this proposition. As in
the previous section, we need to first renormalize the profiles V hαβ . The nonlin-
ear phase correction is determined only by the quadratic quasilinear components
of the nonlinearity

Q2
αβ :=

{
− h00∆ + 2h0j∂0∂j − hjk∂j∂k

}
hαβ ; (6.3.2)

see (2.1.13). The point of the renormalization is to weaken some of the reso-
nant bilinear interactions corresponding to very low frequencies of the metric
components.

We define our nonlinear phase correction and the nonlinear profiles asso-
ciated to the metric components as in subsection 6.2.1. As in (6.2.5), for

any h ∈ {hµν} we define the low frequency component hlow by ĥlow(ρ, s) =
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ϕ≤0(〈s〉p0ρ)ĥ(ρ, s), p0 = 0.68. Then we define the correction

Θwa(ξ, t) :=

∫ t

0

{
hlow00 (sξ/Λwa(ξ), s)

Λwa(ξ)

2

+ hlow0j (sξ/Λwa(ξ), s)ξj + hlowjk (sξ/Λwa(ξ), s)
ξjξk

2Λwa(ξ)

}
ds.

(6.3.3)

Finally, we define the nonlinear (modified) profiles of the metric components by

V̂ G∗ (ξ, t) := e−iΘwa(ξ,t)V̂ G(ξ, t), G ∈ {hαβ , F, ωa, ϑab}. (6.3.4)

We notice that the functions hlow are real-valued, thus Θwa is real-valued.
Let hhighαβ := hαβ − hlowαβ . For X ∈ {low, high} let

qXwa,±(ρ, η, t) := ±ĥX00(η, t)
Λwa(ρ)

2
+ ĥX0j(η, t)ρj ± ĥXjk(η, t)

ρjρk
2Λwa(ρ)

. (6.3.5)

To derive our main transport equations we start from the formulas

∂tV
hαβ = eitΛwaN h

αβ = eitΛwaQ2
αβ + eitΛwaKG2

αβ + eitΛwaS2
αβ + eitΛwaN h,≥3

αβ ;
(6.3.6)

see (2.1.11). The formulas in the first line of (2.1.36) show that, for h ∈ {hαβ},

−∂̂j∂kh(ρ) = ρjρk
iÛh,+(ρ)− iÛh,−(ρ)

2Λwa(ρ)
, ∂̂0∂jh(ρ) = iρj

Ûh,+(ρ) + Ûh,−(ρ)

2
.

Thus, using (6.3.2), (6.3.5), and the identities Ûh,±(ρ, t) = e∓itΛwa(ρ)V̂ h,±(ρ, t),
we have

Q̂2
αβ(ξ, t) =

1

(2π)3

∑
±

∫
R3

ie∓itΛwa(ξ−η)V̂ hαβ ,±(ξ − η, t)qwa,±(ξ − η, η, t) dη,

(6.3.7)

where qwa,± = qlowwa,± + qhighwa,±. Finally, we notice that

Θ̇wa(ξ, t) =
1

(2π)3

∫
R3

qlowwa,+(ξ, η, t)eiη·tξ/Λwa(ξ) dη. (6.3.8)

Combining (6.3.6)–(6.3.8) we derive our main equations for the modified

profiles V
hαβ
∗ ,

∂tV̂
hαβ
∗ (ξ, t) = e−iΘwa(ξ,t){∂tV̂ hαβ (ξ, t)− iV̂ hαβ (ξ, t)Θ̇wa(ξ, t)}

=

6∑
a=1

Rhαβa (ξ, t),
(6.3.9)
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where

Rhαβ1 (ξ, t) :=
e−iΘwa(ξ,t)

(2π)3

∫
R3

ieitΛwa(ξ)eitΛwa(ξ−η)

× V̂ hαβ ,−(ξ − η, t)qlowwa,−(ξ − η, η, t) dη,
(6.3.10)

Rhαβ2 (ξ, t) :=
e−iΘwa(ξ,t)

(2π)3

∫
R3

i
{
eit(Λwa(ξ)−Λwa(ξ−η))V̂ hαβ (ξ − η, t)

× qlowwa,+(ξ − η, η, t)− eit(ξ·η)/Λwa(ξ)V̂ hαβ (ξ, t)qlowwa,+(ξ, η, t)
}
dη,

(6.3.11)

Rhαβ3 (ξ, t) :=
e−iΘwa(ξ,t)

(2π)3

∑
ι∈{+,−}

∫
R3

ieitΛwa(ξ)e−itΛwa,ι(ξ−η)

× V̂ hαβ ,ι(ξ − η, t)qhighwa,ι (ξ − η, η, t) dη,

(6.3.12)

Rhαβ4 (ξ, t) := e−iΘwa(ξ,t)eitΛwa(ξ)K̂G2
αβ(ξ, t), (6.3.13)

Rhαβ5 (ξ, t) := e−iΘwa(ξ,t)eitΛwa(ξ)Ŝ2
αβ(ξ, t), (6.3.14)

and

Rhαβ6 (ξ, t) := e−iΘwa(ξ,t)eitΛwa(ξ)N̂ h,≥3
αβ (ξ, t). (6.3.15)

6.3.1 The First Reduction

We return now to the proof of Proposition 6.9. Since |V̂ G(ξ, t)| = |V̂ G∗ (ξ, t)|, in
view of the definition (6.3.4) it suffices to prove that

‖ϕk(ξ){V̂ hαβ∗ (ξ, t2)− V̂ hαβ∗ (ξ, t1)}‖L∞ξ . ε02δm2−k
−−κk−2−N0k

+

,

‖ϕk(ξ){V̂ H∗ (ξ, t2)− V̂ H∗ (ξ, t1)}‖L∞ξ . ε02−δm/22−k
−−κk−2−N0k

+

,
(6.3.16)

for any H ∈ {F, ωa, ϑab}, k ∈ Z, m ≥ 1, and t1, t2 ∈ [2m − 2, 2m+1] ∩ [0, T ]. As
before, we show first that the bounds (6.3.16) hold if k is too small or if k is too
large (relative to m).

Lemma 6.10. The bounds (6.3.16) hold if k ≤ −(δ′/κ)m or if k ≥ δ′m− 10.

Proof. As in Lemma 6.4, we use Propositions 5.1 and 6.2, and the inequalities
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(3.2.62). Thus

‖P̂kV hαβ (t)‖L∞ . ε02−k−δk
−/2〈t〉δ

′/22−N(0)k+(1−δ)/42−N(2)k+(3+δ)/4

. ε02−k
−−δk−/2〈t〉δ

′/22−N0k
+−dk+

.

This suffices to prove (6.3.16) if k ≤ −(δ′/κ)m or if k ≥ δ′m−10, as claimed.

In the remaining range k ∈ [−(δ′/κ)m, δ′m−10], we use the identities (6.3.9)–
(6.3.15), so

V̂
hαβ
∗ (ξ, t2)− V̂ hαβ∗ (ξ, t1) =

6∑
a=1

∫ t2

t1

Rhαβa (ξ, s) ds.

We analyze the contributions of the nonlinear terms Rhαβa separately, and prove
the bounds (6.3.16). In fact, in all cases except for the semilinear wave interac-

tions in the terms Rhαβ5 we can prove stronger bounds, namely∣∣∣ϕk(ξ)

∫ t2

t1

Rhαβa (ξ, s) ds
∣∣∣ . ε2

12−δm/22−k
−

2−N0k
+

, (6.3.17)

with a gain of a factor of 2−δm/2 instead of a loss. See Lemmas 6.11, 6.12, 6.13,
6.14, and 6.19. In the case of semilinear wave interactions (a = 5) we prove
slightly weaker bounds, which still suffice for (6.3.16). See Lemma 6.20.

6.3.2 The Nonlinear Terms Rhαβa , a ∈ {1, 2, 4, 6}

In this subsection we consider some of the easier cases, when we can prove
the stronger bounds (6.3.17). As in (6.2.24), for µ, ν ∈ {(kg,+), (kg,−)} or
µ, ν ∈ {(wa,+), (wa,−)}, and s ∈ [0, T ] we define the operators Twaµν by

Twaµν [f, g](ξ, s) :=

∫
R3

eisΦ(wa,+)µν(ξ,η)

Φ(wa,+)µν(ξ, η)
m(ξ − η, η)f̂(ξ − η, s)ĝ(η, s) dη, (6.3.18)

where Φ(wa,+)µν(ξ, η) = Λwa(ξ)− Λµ(ξ − η)− Λν(η) (see (2.1.41)) and m ∈M
(see (3.2.41)).

Lemma 6.11. The bounds (6.3.17) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 6.

Proof. We use (3.2.63), combined with either (4.2.3)–(4.2.5) or (4.2.43)–(4.2.44).
Thus

‖P̂kN h,2
αβ ‖L∞ . ε

2
1〈t〉−1/2+δ′2−k

−/22−N(2)k+

,

‖ ̂
PkN h,≥3

αβ ‖L∞ . ε2
1〈t〉−5/4+6δ′2−3k−/42−N(2)k+

.

(6.3.19)
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The bounds in the second line suffice to prove (6.3.17) for a = 6.

Lemma 6.12. The bounds (6.3.17) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 1.

Proof. This is similar to the proof of Lemma 6.6 and the main point is that
the interaction is nonresonant so we can integrate by parts in time. We use the
formula (6.3.5), substitute h = iΛ−1

wa(Uh,+−Uh,−)/2, h ∈ {hαβ}, and decompose

all the input functions dyadically in frequency. With Uh,±low and V h,±low defined as
in (6.2.26), it suffices to prove that

∑
(k1,k2)∈Xk

2k1−k2

∥∥∥ϕk(ξ)

∫ t2

t1

eisΛwa(ξ)−iΘwa(ξ,s)

×F{I[Pk1
Uh1,−, Pk2

Uh2,ι2
low ]}(ξ, s) ds

∥∥∥
L∞ξ

. ε2
12−κm,

(6.3.20)

for h1, h2 ∈ {hαβ} and ι2 ∈ {+,−}.
We estimate first, using just (3.3.7) and (3.3.3),∥∥F{I[Pk1U

h1,−,Pk2U
h2,ι2
low ]}(ξ, s)

∥∥
L∞ξ
. ‖ ̂Pk1U

h1,−‖L∞‖ ̂
Pk2U

h2,ι2
low ‖L1

. ε2
12−k

−
1 −κk

−
1 22k2−δk222δm2−4k+

1 .

(6.3.21)

This suffices to control the contribution of the pairs (k1, k2) for which k2 ≤
−1.01m. After this reduction it remains to prove that∣∣∣ ∫ t2

t1

∫
R3

eisΛwa(ξ)−iΘwa(ξ,s)m(ξ − η, η)eisΛwa(ξ−η) ̂Pk1
V h1,−(ξ − η, s)

× e−isΛwa,ι2 (η) ̂
Pk2V

h2,ι2
low (η, s) dηds

∣∣∣ . ε2
12−0.01m2k2 ,

(6.3.22)

for any ξ with |ξ| ∈ [2k1−4, 2k1+4], provided that

k2 ∈ [−1.01m,−p0m+ 10], k1 ∈ [−κm− 10, δ′m+ 10]. (6.3.23)

To prove (6.3.22) we integrate by parts in time. Notice that Λwa(ξ)+Λwa(ξ−
η) − Λwa,ι2(η) & 2k

−
1 in the support of the integral. The left-hand side of

(6.3.22) is dominated by C(Iwa + IIwa + IIIwa)(ξ), where, with µ = (wa,−)
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and ν = (wa, ι2) and Twaµν defined as in (6.3.18),

Iwa(ξ) :=
(

1 +

∫ t2

t1

|Θ̇wa(ξ, s)| ds
)

sup
s∈[t1,t2]

|Twaµν [Pk1V
h1,−, Pk2V

h2,ι2
low ](ξ, s)|,

IIwa(ξ) :=

∫ t2

t1

|Twaµν [∂s(Pk1V
h1,−), Pk2V

h2,ι2
low ](ξ, s)| ds,

IIIwa(ξ) :=

∫ t2

t1

|Twaµν [Pk1
V h1,−, ∂s(Pk2

V h2,ι2
low )](ξ, s)| ds.

(6.3.24)

As in (6.3.21), assuming k1, k2 as in (6.3.23), we estimate for any s ∈ [t1, t2]

|Twaµν [Pk1
V h1,−, Pk2

V h2,ι2
low ](ξ, s)| . ε2

12−2k−1 −κk
−
1 22k224δm2−4k+

1 .

It follows from (6.3.3) that |Θ̇wa(ξ, s)| . 2k
+
1 supα,β ‖hαβ(s)‖L∞ . 2−m+2δ′m.

Therefore
Iwa(ξ) . ε2

122k220.01m. (6.3.25)

Similarly using (6.3.19) and the bounds ‖ ̂
Pk2

V h2,ι2
low (s)‖L1 . ε122k224δm we have

IIwa(ξ) . ε2
12m/222k222κm.

Finally, using (6.2.33), we see that IIIwa(ξ) . ε2
122k220.01m, as in (6.3.25). The

desired conclusion (6.3.22) follows.

Lemma 6.13. The bounds (6.3.17) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 2.

Proof. This is similar to the proof of Lemma 6.7. With h1 = hαβ we decompose

V h1 =
∑

(k1,j1)∈J V
h1,+
j1,k1

as in (3.3.1) and examine the definition (6.3.11). It
suffices to prove that

ϕk(ξ)
∣∣∣ ∫

R3

{
eit(Λwa(ξ)−Λwa(ξ−η))V̂ h1,+

j1,k1
(ξ − η, t)qlowwa,+(ξ − η, η, t)

− eit(ξ·η)/Λwa(ξ)V̂ h1,+
j1,k1

(ξ, t)qlowwa,+(ξ, η, t)
}
dη
∣∣∣ . ε2

12−m−κm2−δj1 ,

provided that |k1 − k| ≤ 10 and t ∈ [2m−1, 2m+1]. Using also the definitions
(6.3.5) it suffices to prove that for any multiplier m ∈ M0 (see (3.2.40)) and
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α, β ∈ {0, 1, 2, 3} we have

ϕk(ξ)
∣∣∣ ∫

R3

ĥlowαβ (η, t)
{
eit(Λwa(ξ)−Λwa(ξ−η))V̂ h1,+

j1,k1
(ξ − η, t)m(ξ − η)|ξ − η|

− eit(ξ·η)/Λwa(ξ)V̂ h1,+
j1,k1

(ξ, t)m(ξ)|ξ|
}
dη
∣∣∣ . ε2

12−m−κm2−δj1 .

(6.3.26)

Recall that ‖V̂ h1,+
j1,k1

(t)‖L∞ . ε12−3k1/22−j1/2+δj12δ
′m2−4k+

1 ; see (3.3.26).
Thus, without using the cancellation of the two terms in the integral, the left-
hand side of (6.3.26) is bounded by

Cε12−j1/2+δj122κm‖ĥlowαβ (t)‖L1 . ε2
12−j1/2+δj123κm2−p0m.

This suffices to prove (6.2.34) when j1 is large, i.e., 2j1/2 & 2(1.01−p0)m.
On the other hand, if 2m � 1 and j1/2 ≤ (1.01 − p0)m = 0.33m then we

estimate ∣∣eit(Λwa(ξ)−Λwa(ξ−η)) − eit(ξ·η)/Λwa(ξ)
∣∣ . 2−2p0m+m22κm,∣∣V̂ h1,+

j1,k1
(ξ − η, t)m(ξ − η)|ξ − η| − V̂ h1,+

j1,k1
(ξ, t)m(ξ)|ξ|

∣∣ . ε12j1/223κm2−p0m,

(6.3.27)

provided that |ξ| ≈ 2k and |η| . 2−p0m. Indeed, the first bound follows from
the observation that ∇Λwa(ξ) = ξ/Λwa(ξ). The second bound follows from

(3.3.26) once we notice that taking ∂ξ derivative of the localized profiles V̂ h1,+
j1,k1

corresponds essentially to multiplication by a factor of 2j1 . If j1/2 ≤ 0.33m it
follows that the left-hand side of (6.3.26) is bounded by

Cε12−0.34m‖ĥlowαβ (t)‖L1 . ε2
12−p0m−0.34m+κm.

This suffices to prove (6.3.26) when j1/2 ≤ 0.33m, which completes the proof
of the lemma.

Lemma 6.14. The bounds (6.3.17) hold for m ≥ 100, k ∈ [−κm, δ′m], and
a = 4.

Proof. Here we analyze bilinear interactions of the Klein-Gordon field with itself.
The important observation is that these interactions are still nonresonant, due
to Lemma 3.4. Recall that KG2

αβ = 2∂αψ∂βψ + ψ2mαβ . We express ψ, ∂αψ in

terms of the normalized profiles Uψ,± and decompose dyadically in frequency.
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It suffices to prove that∥∥∥ϕk(ξ)

∫ t2

t1

eisΛwa(ξ)−iΘwa(ξ,s)F{I[Pk1
Uψ,ι1 , Pk2

Uψ,ι2 ]}(ξ, s) ds
∥∥∥
L∞ξ

. ε2
12−50δ′m,

(6.3.28)

for any (k1, k2) ∈ Xk and ι1, ι2 ∈ {+,−}.
The estimates (6.3.28) follow easily using the bounds (3.3.5) and (3.3.7)

when min(k1, k2) ≤ −3m/5 or max(k1, k2) ≥ m/20. In the remaining range we
integrate by parts in time. As before, notice that |Θ̇wa(ξ, s)| . 2−m+2δ′m. With
Twaµν as in (6.3.18), it suffices to prove that∣∣ϕk(ξ)Twaµν [Pk1V

ψ,ι1 , Pk2V
ψ,ι2 ](ξ, s)

∣∣ . ε2
12−60δ′m (6.3.29)

and

2m
∣∣ϕk(ξ)Twaµν [∂s(Pk1

V ψ,ι1), Pk2
V ψ,ι2 ](ξ, s)

∣∣ . ε2
12−60δ′m, (6.3.30)

where µ = (kg, ι1), ν = (kg, ι2), s ∈ [2m−1, 2m+1], and k1, k2 ∈ [−3m/5,m/20].

Step 1: proof of (6.3.29). We decompose Pk1
V ψ,ι1 =

∑
j1≥−k−1

V ψ,ι1j1,k1

and Pk2V
ψ,ι2 =

∑
j2≥−k−2

V ψ,ι2j2,k2
as in (3.3.1). The contribution of the pairs

(V ψ,ι1j1,k1
, V ψ,ι2j2,k2

) with max(j1, j2) ≥ 0.01m can be estimated easily, using the obser-

vation that |Φ(wa,+)µν(ξ, η)| & 2k
−

2−2 max(k+
1 ,k

+
2 ) in the support of the integral

(see Lemma 3.4 (i)) and the L2 bounds (3.3.4).
On the other hand, if max(j1, j2) ≤ 0.1m then we have to show that∣∣∣ϕk(ξ)

∫
R3

e−is[Λµ(ξ−η)+Λν(η)]

Φ(wa,+)µν(ξ, η)
m(ξ − η, η)

× V̂ ψ,ι1j1,k1
(ξ − η, s)V̂ ψ,ι2j2,k2

(η, s) dη
∣∣∣ . ε2

12−κm.

(6.3.31)

We observe that

|∇Λkg(x)−∇Λkg(y)| & |x− y|/(1 + |x|4 + |y|4) for any x, y ∈ R3. (6.3.32)

Therefore, using integration by parts in η (Lemma 3.1), the left-hand side of
(6.3.31) is . ε2

12−2m if µ = −ν. On the other hand, if µ = ν then the only space-
resonant point (where the gradient of the phase vanishes) is η = ξ/2 and we
insert cutoff functions of the form ϕ≤0(20.4m(η−ξ/2)) and ϕ>1(20.4m(η−ξ/2)).
Then we estimate the integral corresponding to |η−ξ/2| . 2−0.4m by Cε2

12−1.1m,

by placing the profiles FV ψ,ι1j1,k1
and FV ψ,ι2j2,k2

in L∞. Finally, we estimate the

integral corresponding to |η − ξ/2| & 2−0.4m by Cε2
12−2m, using integration by

parts in η and (6.3.32). This completes the proof of (6.3.31).
Step 2: proof of (6.3.30). Recall that ∂tV

ψ,ι1(t) = eitΛkg,ι1Nψ,2(t) +
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eitΛkg,ι1Nψ,≥3(t); see (6.2.41). The contribution of the cubic and higher order
nonlinearityNψ,≥3 is easy to estimate, using just the L2 bounds (4.2.52) and the

lower bounds |Φ(wa,+)µν(ξ, η)| & 2k
−

2−2 max(k+
1 ,k

+
2 ), which hold in the support

of the operator.
To bound the contribution of Nψ,2 we define the trilinear operators

Cwa[f, g, h](ξ) :=

∫
R3×R3

ϕk(ξ)ϕk1
(ξ − η)m(ξ − η, η)

Λwa(ξ)− Λµ(ξ − η)− Λν(η)

×m3(ξ − η − ρ)m4(ρ) · f̂(ξ − η − ρ)ĝ(η)ĥ(ρ) dηdρ,

(6.3.33)

where m ∈M, m3,m4 ∈M0. For (6.3.30) it remains to prove that

2m
∑

k3,k4∈Z
2k

+
3 −k4

∣∣Cwa[Pk3U
ψ,ι3 , Pk2U

ψ,ι2 , Pk4U
h,ι4 ](ξ, s)

∣∣ . ε2
12−60δ′m,

(6.3.34)
where µ = (kg, ι1), ν = (kg, ι2), s ∈ [2m−1, 2m+1], h ∈ {hαβ}, and k1, k2 ∈
[−3m/5,m/20].

Using Lemma 3.4 (ii) and the bounds (3.3.5) and (3.3.11) we estimate∣∣Cwa[Pk3U
ψ,ι3 , Pk2U

ψ,ι2 , Pk4U
h,ι4 ](ξ, s)

∣∣
. 2−k+6 max(k+,k+

2 )‖Pk3
Uψ‖L2‖Pk2

Uψ‖L2‖Pk4
Uh‖L∞

. ε3
122δ′m2k

−
2 2k

−
3 2k

−
4 (1−δ) min(2−m, 2k

−
4 )2−20 max(k+

2 ,k
+
3 ,k

+
4 ).

(6.3.35)

This suffices to bound the contribution of the triplets (k2, k3, k4) for which
k4 ≤ −1.01m, or k3 ≤ −0.01m, or max(k2, k3, k4) ≥ 10δ′m. In the remaining

range we further decompose Pk3U
ψ,ι3 =

∑
j3
e−itΛkg,ι3V ψ,ι3j3,k3

and Pk2U
ψ,ι2 =∑

j2
e−itΛkg,ι2V ψ,ι2j2,k2

. Notice that the contribution of the pairs (j2, j3) for which
max(j2, j3) ≥ 0.1m can be suitably bounded, using an estimate similar to
(6.3.35). For (6.3.34) it remains to prove that∣∣Cwa[e−itΛkg,ι3V ψ,ι3j3,k3

, e−itΛkg,ι2V ψ,ι2j2,k2
, Pk4

Uh,ι4 ](ξ, s)
∣∣ . ε3

12−1.01m2k4 , (6.3.36)

provided that k2, k3 ∈ [−0.1m, 10δ′m], k4 ∈ [−1.01m, 10δ′m], and j2, j3 ≤ 0.1m.
To prove this, we insert cutoff functions of the form ϕ≤0(20.35m(ρ− ξ)) and

ϕ>1(20.35m(ρ − ξ)) in the integral in (6.3.33). The contribution of the integral
when |ρ − ξ| . 2−0.35m (which is nontrivial only if 2k4 & 2−κm) is bounded as

claimed by estimating in the Fourier space, with V̂ ψ,ι3j3,k3
and V̂ ψ,ι2j2,k2

estimated in

L2 and ̂Pk4
Uh,ι4 estimated in L∞.

On the other hand, the integral when |ρ− ξ| & 2−0.35m can be estimated as
in the proof of (6.3.31). Using (6.3.32), the η integral is bounded by Cε2

12−1.1m,

for any ξ, ρ ∈ R3. Then we notice that ‖ ̂Pk4U
h,ι4(ρ, s)‖L1

ρ
. ε122k42δ

′m, and the

desired conclusion (6.3.36) follows. This completes the proof of the lemma.
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6.3.3 Localized Bilinear Wave Interactions

In this subsection we start analyzing the remaining cases, where we have bilinear
interactions of the metric components. These cases are more difficult because of
the presence of time-resonant frequencies (parallel bilinear interactions), which
prevent direct integration by parts in time.

For b ∈ Z, ξ ∈ R3, and multipliers m ∈M we define the bilinear operators

Jb[f, g](ξ)=Jb;ι1ι2 [f, g](ξ) :=

∫
R3

m(ξ − η, η)f̂(ξ − η)ĝ(η)ϕb
(
Ξι1ι2(ξ − η, η)

)
dη,

(6.3.37)
for ι1, ι2 ∈ {+,−} (see the definition (3.1.23)). As in the proof of Lemma 3.6, we
remark that an expression of the form ϕb

(
Ξι1ι2(ξ−η, η)

)
·ϕk(ξ)ϕk1(ξ−η)ϕk2(η)

can be nontrivial only if either b ≥ −20 or 2b . 2k−max(k1,k2).
We start with a lemma.

Lemma 6.15. Assume m ≥ 10, t ∈ [2m−1, 2m+1] ∩ [0, T ], l, l1, l2 ∈ Z ∩
[−m,m/5 + 10].

(i) If b ∈ [−m, 2], (l1, j1), (l2, j2) ∈ J , and n ∈ L∞(R3 × R3) then∣∣∣ϕl(ξ)∫
R3

n(ξ, η)V̂ h1,ι1
j1,l1

(ξ − η, t)V̂ h2,ι2
j2,l2

(η, t)ϕ≤b(Ξι1ι2(ξ − η, η)) dη
∣∣∣

. ε2
1‖n‖L∞ · 2δ

′m min(2−2 max(l1,l2), 22b−2l)2l1+l22−max(j1,j2)2−20(l+1 +l+2 ),

(6.3.38)

for any ξ ∈ R3, h1, h2 ∈ {hαβ}, and ι1, ι2 ∈ {+,−}.
(ii) If b ≥ (−m+ l− l1− l2)/2 + δm/8 then, for any ξ ∈ R3, h1, h2 ∈ {hαβ},

and ι1, ι2 ∈ {+,−},∑
j1≥−l−1 , j2≥−l

−
2

∣∣ϕl(ξ)Jb[Uh1,ι1
j1,l1

(t), Uh2,ι2
j2,l2

(t)]
∣∣

. ε2
122δ′m−m min(2−2 max(l1,l2), 22b−2l)2−b+l1+l22−18(l+1 +l+2 ).

(6.3.39)

As a consequence, for any ξ ∈ R3,∑
b≤2

∑
j1≥−l−1 , j2≥−l

−
2

∣∣ϕl(ξ)Jb[Uh1,ι1
j1,l1

(t), Uh2,ι2
j2,l2

(t)]
∣∣

. ε2
122δ′m−m2min(l1,l2)−l2−18(l+1 +l+2 ).

(6.3.40)

Proof. (i) We may assume that ‖n‖L∞ = 1. Without loss of generality, by
rotation, we may also assume that j2 ≥ j1 and ξ = (ξ1, 0, 0), ξ1 ∈ [2l−1, 2l+1].
We notice that the η integral in the left-hand side is supported in the setR≤b;ξ :={
|η| ≈ 2l2 , |ξ − η| ≈ 2l1 ,

√
η2

2 + η2
3 . X := min(2l1 , 2l2 , 2b+l1+l2−l)

}
(the last

bound on
√
η2

2 + η2
3 holds when b ≤ −20; see (3.1.50)).
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With e1 := (1, 0, 0), we estimate the left-hand side of (6.3.38) by

C‖V̂ h1,ι1
j1,l1

(t)‖L∞
∫
R3

|V̂ h2,ι2
j2,l2

(η, t)|1R≤b;ξ(η) dη

. ‖V̂ h1,ι1
j1,l1

(t)‖L∞
∫

[0,∞)×S2, |θ−e1|.2−l2X

|V̂ h2,ι2
j2,l2

(rθ, t)| r2drdθ.

Using (3.3.25), (3.2.7) (with p = 1/δ large) and (3.3.4), we can further estimate
the right-hand side of the expression above by

Cε12δ
′m/22−22l+1 2−l

−
1 ‖V̂ h2,ι2

j2,l2
(rθ, s)‖L2(r2dr)Lpθ

· (2−l2X)2/p′23l2/2

. ε2
12δ
′m2−20(l+1 +l+2 )2−j22−l1−l2 min{2min(l1,l2), 2b+l1+l2−l}2.

The bound (6.3.38) follows.
(ii) Notice that (6.3.40) follows from (6.3.38)–(6.3.39) by summation over b.

To prove (6.3.39) we notice first that the contribution of the pairs (j1, j2) for
which max(j1, j2) ≥ m+ b− δm is bounded as claimed, due to (6.3.38).

We claim that the contribution of the remaining pairs (j1, j2) is negligible,∣∣ϕl(ξ)Jb[e−itΛwa,ι1V h1,ι1
j1,l1

(t), e−itΛwa,ι2V h2,ι2
j2,l2

(t)]
∣∣ . ε2

12−4m2−20(l+1 +l+2 ),
(6.3.41)

if max(j1, j2) ≤ m + b − δm. For this we would like to use Lemma 3.1. Notice
that, in the support of the integral, we always have the lower bounds∣∣∇η[Λwa,ι1(ξ − η) + Λwa,ι2(η)]

∣∣ =
∣∣Ξι1ι2(ξ − η, η)

∣∣ & 2b. (6.3.42)

We would like to use Lemma 3.1 with K ≈ 2m+b and ε ≈ 2δm/8/K. As in the
proof of Lemma 3.6 let Hb;ξ(η) = 2−2b|Ξι1ι2(ξ − η, η)|2 such that ϕb(Ξι1ι2(ξ −
η, η)) = ϕ′′0(Hb;ξ(η)), where ϕ′′0(x) := 1[0,∞)(x)ϕ0(

√
x). If 2b & 1 then the

function Hb;ξ satisfies bounds of the form |Dα
ηHb;ξ(η)| .|α| 2|α|max(−l1,−l2) in the

support of the integral, for all multi-indices α ∈ Z3
+, and the desired conclusion

(6.3.41) follows from Lemma 3.1.
Assume now that b ≤ −20 (so 2b . 2l−max(l1,l2)) and, as before, ξ = (ξ1, 0, 0),

ξ1 > 0. The formula (3.1.50) shows that

|Dα
ηHb;ξ(η)| .|α| 2−|α|(b+l1+l2−l), α ∈ Z3

+, (6.3.43)

for η ∈ Rb;ξ =
{
|η| ≈ 2l2 , |ξ − η| ≈ 2l1 ,

√
η2

2 + η2
3 ≈ 2b+l1+l2−l

}
. Notice that

ε2max(j1,j2) + ε2−(b+l1+l2−l) . 2−δm/8, due to the assumptions 2b + m + l1 +
l2 − l ≥ δm/4 and 2max(j1,j2) . K2−δm. The desired bounds (6.3.41) would
follow from Lemma 3.1 if we could verify the second bound in (3.1.2). With
f := K−1s[Λwa,ι1(ξ − η) + Λwa,ι2(η)], we always have

|Dαf(η)| .|α| K−12m2−(|α|−1) min(l1,l2) (6.3.44)
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in the support of the integral. Since 2−min(l1,l2) . K2−δm/8, it suffices to verify
the bounds (3.1.2) when |α| = 2, i.e., K−12m2−min(l1,l2) . K2−δm/8. In view
of the assumption 2b ≥ −m− l1− l2 + l+ δm, this holds when 2l−max(l1,l2) & 1,
and the desired conclusion (6.3.41) follows in this case.

If l ≤ max(l1, l2) − 40 then we need to be slightly more careful with the
estimates (6.3.44). Since b ≤ −20, we may assume that b ≤ l−max(l1, l2) + 10.
We may also assume that ι1 = −ι2, since otherwise ϕb(Ξι1ι2(ξ − η, η)) ≡ 0. We
define K, ε, f as before and notice that the bounds (6.3.44) can be improved to

|Dαf(η)| .|α| K−12m2l−max(l1,l2)2−(|α|−1) max(l1,l2),

in the support of the integral. This suffices to verify the bounds (3.1.2) in
Lemma 3.1 in the remaining case, and completes the proof of (6.3.41).

Our main result in this subsection is the following lemma, in which we show
that the contribution of non-parallel wave interactions is suitably small.

Lemma 6.16. Assume that m ≥ 100, t1, t2 ∈ [2m−1, 2m+1]∩[0, T ], k, k1, k2 ∈ Z,
k ∈ [−κm/4, δ′m], −p0m − 10 ≤ k2 ≤ k1 ≤ m/10, and q ≥ (−m + k − k1 −
k2)/2 + δm/8. Then∥∥∥ϕk(ξ)

∫ t2

t1

eisΛwa(ξ)−iΘwa(ξ,s)Jq[Pk1U
h1,ι1 , Pk2U

h2,ι2 ](ξ, s) ds
∥∥∥
L∞ξ

. ε2
12−0.001m2k

−
2 ,

(6.3.45)

for any h1, h2 ∈ {hαβ} and ι1, ι2 ∈ {+,−}.

Proof. We notice that the desired bounds follow directly from (6.3.39) if q ≤
−0.002m+ 10 (recall that k, k1 ≥ −κm/4− 10). On the other hand, if

q ∈ [−0.002m+ 10, 2] (6.3.46)

then we integrate by parts in time. Notice that∣∣Λwa(ξ)− Λwa,ι1(ξ − η)− Λwa,ι2(η)
∣∣−1
. 2−2q−k2 (6.3.47)

in the support of the integral, as a consequence of (3.1.31). We define the
operators Twaµν;q by

Twaµν;q[f, g](ξ, s) :=

∫
R3

eisΦ(wa,+)µν(ξ,η)

Φ(wa,+)µν(ξ, η)
m(ξ − η, η)

× f̂(ξ − η, s)ĝ(η, s)ϕq
(
Ξι1ι2(ξ − η, η)

)
dη,

(6.3.48)

where µ = (wa, ι1), ν = (wa, ι2), and Φ(wa,+)µν(ξ, η) = Λwa(ξ) − Λµ(ξ −
η) − Λν(η). As in Lemma 6.12, we integrate by parts in time and recall
that |Θ̇wa(ξ, s)| . 2−m+2δ′m. For (6.3.45) it suffices to prove that, for any
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s ∈ [2m−1, 2m+1],

|ϕk(ξ)Twaµν;q[Pk1
V h1,ι1 , Pk2

V h2,ι2 ](ξ, s)| . ε2
12−0.001m−10δ′m2k

−
2 , (6.3.49)

2m|ϕk(ξ)Twaµν;q[Pk1
V h1,ι1 , ∂s(Pk2

V h2,ι2)](ξ, s)| . ε2
12−0.001m−10δ′m2k

−
2 ,
(6.3.50)

2m|ϕk(ξ)Twaµν;q[∂s(Pk1
V h1,ι1), Pk2

V h2,ι2 ](ξ, s)| . ε2
12−0.001m−10δ′m2k

−
2 .
(6.3.51)

Step 1: proof of (6.3.49). We decompose Pk1V
h1,ι1 =

∑
j1
V h1,ι1
j1,k1

and

Pk2V
h2,ι2 =

∑
j2
V h2,ι2
j2,k2

. The contribution of (j1, j2) with max(j1, j2) ≤ 0.99m
is negligible, due to Lemma 3.1, the assumptions q ≥ −0.002m − 10, k2 ≥
−p0m− 10, and the bounds (6.3.42), (6.3.47). We estimate also

|ϕk(ξ)Twaµν;q[V
h1,ι1
j1,k1

, V h2,ι2
j2,k2

](ξ, s)| . 2−2q−k2‖V̂ h1,ι1
j1,k1

(s)‖L∞23k2‖V̂ h2,ι2
j2,k2

(s)‖L∞

. ε2
125δ′m2−4k+

1 22k2−2q(2−3k2/22−j2/2+δj2)(2−3k1/22−j1/2+δj1)

. ε2
120.01m2−2q2k

−
2 /22−(j1+j2)/2+δ(j1+j2)

using (3.3.26). Since 2−2q . 20.01m (due to (6.3.46)) and 2−k
−
2 . 2p0m, this

suffices to control the contribution of the pairs (j1, j2) with j1 + j2 ≥ 0.99m.
The bounds (6.3.49) follow.

Step 2: proof of (6.3.50). Recall (6.2.51). The contribution of the cubic
terms N h,≥3(s) can be estimated easily, using the bounds in the second line of
(6.3.19). The quadratic nonlinearities N h,2 contain two main types of terms:
bilinear interactions of the metric components and bilinear interactions of the
Klein-Gordon field (see (2.1.11)). The desired bounds follow from (6.3.53)–
(6.3.54) in Lemma 6.17 below.

Step 3: proof of (6.3.51). As before, the contribution of the cubic and
higher order nonlinearities N h,≥3(s) can be estimated using the bounds in the
second line of (6.3.19). The quadratic nonlinearities N h,2 can be estimated
using the change of variables η → ξ − η and the bounds (6.3.55)–(6.3.56) in
Lemma 6.17 below.

We estimate now the trilinear operators arising in the proof of the previous
lemma:

Lemma 6.17. For m3,m4 ∈M0, m ∈M (see (3.2.41)) we define the trilinear
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operators

Cq,lwa[f, g, h](ξ) :=

∫
R3×R3

ϕk(ξ)m(ξ − η, η)

Λwa(ξ)− Λµ(ξ − η)− Λν(η)
ϕq
(
Ξι1ι2(ξ − η, η)

)
ϕl(η)

×m3(η − ρ)m4(ρ) · f̂(ξ − η)ĝ(η − ρ)ĥ(ρ) dηdρ,

(6.3.52)

where q, l ∈ Z, and µ = (wa, ι1), ν = (wa, ι2). Assume that m ≥ 100, s ∈
[2m−1, 2m+1] ∩ [0, T ], k, k1, k2 ∈ Z, k ∈ [−κm/4, δ′m], −p0m− 10 ≤ k2 ≤ k1 ≤
m/10, and q ≥ −0.002m+ 10. Then

2−k
−
2 2|k3−k4|

∣∣Cq,k2
wa [Uh1,ι1

j1,k1
(s), Uh3,ι3

j3,k3
(s), Uh4,ι4

j4,k4
(s)](ξ)

∣∣ . ε3
12−1.002m, (6.3.53)

2−k
−
2

∣∣Cq,k2
wa [Uh1,ι1

j1,k1
(s), Uψ,ι3j3,k3

(s), Uψ,ι4j4,k4
(s)](ξ)

∣∣ . ε3
12−1.002m, (6.3.54)

2−k
−
2 2|k3−k4|

∣∣Cq,k1
wa [Uh2,ι2

j2,k2
(s), Uh3,ι3

j3,k3
(s), Uh4,ι4

j4,k4
(s)](ξ)

∣∣ . ε3
12−1.002m, (6.3.55)

and

2−k
−
2

∣∣Cq,k1
wa [Uh2,ι2

j2,k2
(s), Uψ,ι3j3,k3

(s), Uψ,ι4j4,k4
(s)](ξ)

∣∣ . ε3
12−1.002m, (6.3.56)

for any (k1, j1), (k2, j2), (k3, j3), (k4, j4) ∈ J and h1, h2, h3, h4 ∈ {hαβ}.

Proof. Let Y1, Y2, Y3, Y4 denote the expressions in the left-hand sides of (6.3.53),
(6.3.54), (6.3.55), and (6.3.56) respectively. We may assume that ξ = (ξ1, 0, 0),
ξ1 > 0. We remark that the bounds (6.3.53) and (6.3.55) are different because k2

can be very small, k2 ≥ −p0m−10, but k1 cannot be so small, k1 ≥ −κm/4−4.
The same remark applies to the bounds (6.3.54) and (6.3.56).

Step 1: proof of (6.3.53). We may assume that k, k1 ≥ −κm/4− 10. We
estimate first, using (6.3.47), (6.3.40) (or (3.3.3) if min(k3, k4) ≤ −m+δm), and
(3.3.26)

Y1 . 2−k
−
2 2|k3−k4|2−2q−k2‖Ûh1,ι1

j1,k1
(s)‖L∞

× ε2
123k222δ′m−m2−k2+min{k3,k4}2−10 max{k+

3 ,k
+
4 }

. ε3
12−0.995m2−j1/2+δj12max{k−3 ,k

−
4 }2−8 max{k+

3 ,k
+
4 }2−8k+

1 .

(6.3.57)

This suffices to prove the desired bounds unless

j1 ≤ 0.02m, k1 ∈ [−κm/4− 10, 0.01m], max{k3, k4} ∈ [−0.01m, 0.01m].
(6.3.58)

On the other hand, if these inequalities hold, then we analyze several subcases.
Substep 1.1. Assume first that the inequalities in (6.3.58) hold and, in
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addition,
min{k3, k4} ≤ −0.03m− 30. (6.3.59)

By symmetry we may assume that k4 ≤ k3, therefore |k2 − k3| ≤ 4. We fix ρ

with |ρ| ≤ 2k4+2 and estimate the η integral by C2−2q−k22−0.99m2−4k+
1 2−4k+

3

using Lemma 6.15 with 2l ≈ 2k, 2l1 ≈ 2k1 , 2l2 ≈ 2k3 . Thus

Y1 . 2−k
−
2 2k3−k42−2q−k22−0.99m2−4k+

1 2−4k+
3 2(2−δ)k4 .

The conclusion follows in this case.
Substep 1.2. Assume now that the inequalities in (6.3.58) hold and, in

addition,

min{k3, k4} ≥ −0.03m−30 and max{j3, j4} ≥ 0.97m+k−2 −100. (6.3.60)

We estimate first in the physical space, using (3.1.3), (3.1.34), and (3.3.11),

Y1 . 2−k
−
2 2|k3−k4|2−2q−k2‖Uh1,ι1

j1,k1
(s)‖L∞‖Uh3,ι3

j3,k3
(s)‖L2‖Uh4,ι4

j4,k4
(s)‖L2

. ε3
12−0.95m2−2k−2 2−(1−δ)(j3+j4)2−10k+

1 ,
(6.3.61)

which suffices if k2 ≥ −0.3m− 30.
On the other hand, if k2 ∈ [−p0m − 10,−0.3m − 30] then we may as-

sume that |k3 − k4| ≤ 4 and, by symmetry, j3 ≤ j4. Using just L2 esti-
mates on the two components, we notice that the ρ integral is bounded by

C22δ′m2−j32−k3/22−j42−k4/22−4k+
3 . This would suffice if j3, j4 satisfied slightly

stronger bounds, such as j4 ≥ 1.03m+ k2 − 100 or j3 ≥ 0.1m. In the remaining
case, when ∣∣j4 −m− k2 + 100

∣∣ ≤ 0.03m and j3 ≤ 0.1m

we need to gain by integration by parts in η.
Recall that ξ = (ξ1, 0, 0) and insert cutoff functions of the form ϕ≤n(ρ2, ρ3)

and ϕ>n(ρ2, ρ3), where n := −0.15m+ 100. More precisely, for ∗ ∈ {≤ n,> n}
we define

G∗(ξ) := 2−k
−
2

∫
R3×R3

ϕk(ξ)m(ξ − η, η)ϕk2
(η)ϕq(Ξι1ι2(ξ − η, η))

Λwa(ξ)− Λµ(ξ − η)− Λν(η)
ϕ∗(ρ2, ρ3)

×m3(η − ρ)m4(ρ)e−is[Λwa,ι1 (ξ−η)+Λwa,ι3 (η−ρ)+Λwa,ι4 (ρ)]

× V̂ h1,ι1
j1,k1

(ξ − η, s)V̂ h3,ι3
j3,k3

(η − ρ, s)V̂ h4,ι4
j4,k4

(ρ, s) dηdρ.

Notice that the η derivative of the phase is bounded from below

∣∣∇η[Λwa,ι1(ξ − η) + Λwa,ι3(η − ρ)]
∣∣ ≥ |(ρ2, ρ3)|

|η − ρ|
− |η|

( 1

|ξ − η|
+

1

|η − ρ|

)
& 2n−k3 ,
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in the support of the integral defining G>n. Thus |G>n(ξ)| . 2−2m, using
integration by parts in η with Lemma 3.1 (recall that j1, j3 ≤ 0.1m).

Finally we estimate |G≤n(ξ)| as in the proof of Lemma 6.15 (i), with p = 1/δ,

|G≤n(ξ)| . 2−k22−2q−k223k2‖V̂ h1,ι1
j1,k1

(s)‖L∞‖V̂ h3,ι3
j3,k3

(s)‖L∞

×
∫
R3

ϕ≤n(ρ2, ρ3)|V̂ h4,ι4
j4,k4

(ρ, s)| dρ

. ε2
12k220.04m‖V̂ h4,ι4

j4,k4
(rθ, s)‖L2(r2dr)Lpθ

· 2(2n−2k4)/p′23k4/2

. ε3
120.1m22n2k22−j4 .

The conclusion follows since 2−j4+k2 . 2−0.97m—see (6.3.60)—and 22n . 2−0.3m.
Substep 1.3. Assume now that the inequalities in (6.3.58) hold and, in

addition,

min{k3, k4} ≥ −0.03m−30 and max{j3, j4} ≤ 0.97m+k−2 −100. (6.3.62)

By symmetry, we may assume that k4 ≤ k3. We insert first cutoff functions
of the form ϕq′

(
Ξι3ι4(η − ρ, ρ)

)
in the integral (6.3.52). Using (6.3.41) (with

2l1 ≈ 2k3 , 2l2 ≈ 2k4 , 2l ≈ 2k2 , b = q′) the contribution is negligible if q′ ≥
k−2 − 0.025m. On the other hand, if

q′0 ≤ q′ ≤ k−2 − 0.025m, where q′0 := −m/2 + k2/2 + 0.03m, (6.3.63)

then the ρ integral is bounded by Cε2
122δ′m−1.02m2k3+k4−k22−8k+

3 (as a conse-
quence of (6.3.39)) for any η. The desired bounds then follow, once we notice
that the η integral gains a factor of 23k2 .

To bound the contribution of ϕ≤q′0
(
Ξι3ι4(η − ρ, ρ)

)
, we further insert cutoff

functions of the form ϕ≤n′(ρ
′) and ϕ>n′(ρ

′), where n′ := −0.05m + k4 + 100
and ρ′ = (ρ2, ρ3). More precisely, as before, for ∗ ∈ {≤ n′, > n′} we define

G′∗(ξ) := 2−k
−
2

∫
R3×R3

ϕk(ξ)m(ξ − η, η)ϕk2
(η)ϕq(Ξι1ι2(ξ − η, η))

Λwa(ξ)− Λµ(ξ − η)− Λν(η)

× ϕ≤q′0
(
Ξι3ι4(η − ρ, ρ)

)
e−is[Λwa,ι1 (ξ−η)+Λwa,ι3 (η−ρ)+Λwa,ι4 (ρ)]

× ϕ∗(ρ′)m3(η − ρ)m4(ρ)V̂ h1,ι1
j1,k1

(ξ − η, s)V̂ h3,ι3
j3,k3

(η − ρ, s)V̂ h4,ι4
j4,k4

(ρ, s) dηdρ.

For (6.3.53) it remains to prove that

2k3−k4 |G′≤n′(ξ)|+ 2k3−k4 |G′>n′(ξ)| . ε3
12−1.01m. (6.3.64)

Notice that the integral in the definition of G′≤n′ is supported in the set

{(η, ρ) : |ρ′| . 2n
′
, Ξ̃(η, ρ) . 2k3−k22q

′
0},
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due to (3.1.28) and the assumption Ξι3ι4(η − ρ, ρ) . 2q
′
0 . Therefore, using also

Lemma 3.19,

|G′≤n′(ξ)| . 2−k222q−k2 · 22n′2k42k2(2k32q
′
0)2 · ε3

12−k1−k3−k42−8k+
1 −8k+

3 22δ′m

. ε3
12−1.02m22k42−4k+

3 .

(6.3.65)

Finally we have to bound the functions G′>n′ . This can be done as in (6.3.65)

if j3 ≥ 0.3m, since the gain of 22n′ can be replaced by a gain of 2−j3/2 coming
from Lemma 3.19. On the other hand, if j3 ≤ 0.3m then we claim that

|G′>n′(ξ)| . ε3
12−2m. (6.3.66)

To see this we use integration by parts in η. We show that

|∇η{Λwa,ι1(ξ − η) + Λwa,ι3(η − ρ)}| & 2−0.46m2−k2/2 (6.3.67)

in the support of the integral defining G′>n′(ξ). In view of Lemma 3.1 (with

K ≈ 20.54m2−k2/2, ε = K−12δm), and recalling (6.3.58), this would suffice to
prove (6.3.66).

To prove (6.3.67), assume for contradiction that it fails, so Ξι1ι3(ξ − η, η −
ρ) ≤ 2−0.46m−k2/2 for some η, ρ in the support of the integral defining G′>n′(ξ).

We may assume also that m ≥ 1/δ. Since Ξι3ι4(η − ρ, ρ) ≤ 2−0.47m+k2/2,

it follows from (3.1.28) that Ξ̃(η, ρ) ≤ 2−0.47m−k2/2+k3+4 and it follows from

(3.1.26)–(3.1.27) that Ξ̃(ξ−η, ρ) ≤ 2−0.46m−k2/2+4. Using again (3.1.28) we have

Ξ̃(ξ, ρ) ≤ 2−0.44m−k2/2, in contradiction with the assumption |ρ′| ≥ 2n
′−4 ≥

2−0.05m+k4+90 (recall that −k2/2 ≤ p0m/2 + 10 ≤ 0.34m+ 10). This completes
the proof of (6.3.66).

Step 2: proof of (6.3.54). An estimate similar to (6.3.57) still holds, using
(4.1.34)–(4.1.35) instead of (6.3.40). This proves the desired conclusion when
j1 ≥ 0.1m or when max{k3, k4} ≥ 0.01m. On the other hand, if j1 ≤ 0.1m and
max{k3, k4} ≤ 0.01m then we notice that |∇η[sΛwa,ι1(ξ−η)+sΛkg,ι3(η−ρ)]| &
2m2−2k+

3 in the support of the integral. Therefore, using integration by parts
in η with Lemma 3.1, Y2 is negligible if j3 ≤ 0.9m. Similarly, after making the
change of variables ρ→ η−ρ, Y2 is negligible if j4 ≤ 0.9m. Finally, if j1 ≤ 0.1m
and j3, j4 ≥ 0.9m then we estimate

Y2 . 2−k
−
2 2−2q−k2‖V̂ h1,ι1

j1,k1
(s)‖L∞23k2‖V ψ,ι3j3,k3

(s)‖L2‖V ψ,ι4j4,k4
(s)‖L2

. ε3
120.1m2−j32−j42−6k+

3 −6k+
4 .

The bounds (6.3.54) follow.
Step 3: proof of (6.3.55). We may assume that k4 ≤ k3, thus k, k1, k3 ≥

−κm/4− 10 and k ≤ k1 + 6 and k1 ≤ k3 + 6. The main frequency parameters
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in the proof are k2 and k4. We estimate first, using (6.3.47) and (6.3.40) (or
(3.3.3) if k4 ≤ −m+ δm),

Y3 . 2−k
−
2 2k3−k42−2q−k223k2/2‖Ûh2,ι2

j2,k2
(s)‖2 · ε2

122δ′m−m2k4−k12−10k+
3

. ε3
12−0.995m2−j2−k

−
2 2−8k+

3 .
(6.3.68)

This suffices unless j2 + k−2 ≤ 0.01m. In this case we analyze several subcases.
Substep 3.1. Assume first that

j2 + k−2 ≤ 0.01m and k4 ≤ k2 − 0.03m− 30. (6.3.69)

This is similar to the case analyzed in (6.3.59). We fix ρ with |ρ| ≤ 2k4+2 and

estimate the η integral by C2−2q−k22−0.99m2k2−k2−4k+
3 using Lemma 6.15 with

2l ≈ 2k, 2l1 ≈ 2k2 , 2l2 ≈ 2k3 . Thus

Y3 . 2−k
−
2 2k3−k42−2q−k22−0.98m2k2−k2−4k+

3 22k4 .

The desired conclusion follows since 2k4−k2 . 2−0.03m; see (6.3.69).
Substep 3.2. Assume now that

j2 + k−2 ≤ 0.01m, k4 ≥ k2 − 0.03m− 30, j3 ≥ 0.97m− 100. (6.3.70)

As in (6.3.61), we estimate in the physical space, using the bounds (3.1.3),
(3.1.34), and (3.3.11),

Y3 . 2−k
−
2 2k3−k42−2q−k2‖Uh2,ι2

j2,k2
(s)‖L∞‖Uh3,ι3

j3,k3
(s)‖L2‖Uh4,ι4

j4,k4
(s)‖L2

. ε3
12−0.99m2−k22−3k4/22−j32−j42−4k+

3 .
(6.3.71)

Since 2−k2 . 2p0m = 20.68m and 2−k4−j4 . 1, this suffices to prove (6.3.55)
when −k4 ≤ 0.55m. On the other hand, if k4 ≤ −0.55m then we can bound
simply, using (3.3.26) and (3.3.3),

Y3 . 2−k
−
2 2k3−k42−2q−k223k2/2‖Ûh2,ι2

j2,k2
(s)‖L2‖Ûh3,ι3

j3,k3
(s)‖L∞23k4/2‖Ûh4,ι4

j4,k4
(s)‖L2

. ε3
120.01m2k42−j3/2+δj32−4k+

3 .

Given (6.3.70), this suffices to prove (6.3.55) if k4 ≤ −0.55m.
Substep 3.3. Assume now that

j2 + k−2 ≤ 0.01m, k4 ≥ k2 − 0.03m− 30, j4 ≥ 0.97m− 100. (6.3.72)

The bounds (6.3.71) still hold, but they only suffice to prove (6.3.55) when
2j3+k2+3k4/2 & 2−0.95m. This holds if 2j3+k2 & 20.12m (because 2k4 & 2−0.71m)
or when 2k4 & 2−0.18m (because 2j3+k2 & 2−0.68m). It remains to prove (6.3.55)
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in the case when

j3 + k2 ≤ 0.12m and k4 ≤ −0.18m− 50. (6.3.73)

Assuming that both (6.3.72) and (6.3.73) hold, we consider the operator
defined by η integration first. More precisely, with n := −0.05m + 50 and
∗ ∈ {≤ n,> n} we define

H∗(ξ,ρ) := 2−k
−
2

∫
R3

ϕk(ξ)m(θ, ξ − θ)ϕk1(ξ − θ)ϕq(Ξι1ι2(θ, ξ − θ))
Λwa(ξ)− Λµ(θ)− Λν(ξ − θ)

× ϕ∗(Ξι2ι3(θ, ξ − ρ− θ))m3(ξ − ρ− θ)

× e−is[Λwa,ι2 (θ)+Λwa,ι3 (ξ−ρ−θ)]V̂ h2,ι2
j2,k2

(θ, s)V̂ h3,ι3
j3,k3

(ξ − ρ− θ, s) dθ.

(6.3.74)

This corresponds to the η integral in the operator in (6.3.52), after making the
change of variables η → ξ− θ and inserting angular cutoff functions of the form
ϕ∗(Ξι2ι3(θ, ξ − ρ− θ)). For (6.3.55) it suffices to prove that, for ∗ ∈ {≤ n,> n}
and ξ ∈ R3,

2k3−k4

∫
R3

|H∗(ξ, ρ)|
∣∣Ûh4,ι4
j4,k4

(ρ, s)
∣∣ dρ . ε3

12−1.01m. (6.3.75)

Using just (6.3.38) (with ξ → ξ− ρ, 2l ≈ 2k, 2l1 ≈ 2k2 , 2l2 ≈ 2k3), we bound

|H≤n(ξ, ρ)| . 2−k
−
2 · ε2

12−2q−k222n−2k22k−2 2−8k+
3 . ε2

12−0.09m2−4k+
3 .

The bound (6.3.75) for H≤n follows since
∥∥Ûh4,ι4

j4,k4
(ρ, s)

∥∥
L1
ρ
. ε12−j42k42δ

′m and

2−j4 . 2−0.97m.
On the other hand, we claim that H>n is negligible, i.e., |H>n(ξ, ρ)| .

ε2
12−4m2−4k+

3 . This follows by integration by parts in θ using Lemma 3.1 (as
in the proof of (6.3.41)), once we notice that the θ gradient of the phase is
bounded from below by c2n2m & 20.9m in the support of the integral, and recall
that 2max(j2,j3) . 20.8m (due to (6.3.72)–(6.3.73)). This completes the proof of
(6.3.55) when (6.3.72) holds.

Substep 3.4. Finally, assume that

j2 +k−2 ≤ 0.01m, k4 ≥ k2−0.03m−30, max(j3, j4) ≤ 0.97m−100. (6.3.76)

This is similar to the case analyzed in (6.3.62). We insert the cutoff functions
ϕq′
(
Ξι3ι4(η−ρ, ρ)

)
in the integral (6.3.52). Using (6.3.41) (with l1 = k3, l2 = k4,

l = k1, b = q′) the contribution is negligible if q′ ≥ −0.025m. Moreover, if

q′1 ≤ q′ ≤ −0.025m, where q′1 := −m/2− k4/2 + 0.01m (6.3.77)

then we use (6.3.39) to see that the contribution of the ρ integral is bounded by
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Cε2
12−0.02m−m2−2k12k3+k42−4k+

3 for any η. The desired conclusion then follows,
once we notice that the η integral gains a factor of 2−2q2k22δ

′m.
To bound the contribution of ϕ≤q′1

(
Ξι3ι4(η − ρ, ρ)

)
, we make the change of

variables η → ξ−θ and insert angular cutoff functions of the form ϕ∗(Ξι2ι3(θ, ξ−
ρ− θ)). More precisely we define

H ′∗(ξ,ρ) := 2−k
−
2

∫
R3

ϕk(ξ)m(θ, ξ − θ)ϕk1
(ξ − θ)

Λwa(ξ)− Λµ(θ)− Λν(ξ − θ)
ϕq(Ξι1ι2(θ, ξ − θ))

× ϕ≤q′1
(
Ξι3ι4(ξ − θ − ρ, ρ)

)
ϕ∗(Ξι2ι3(θ, ξ − ρ− θ))m3(ξ − ρ− θ)

× e−is[Λwa,ι2 (θ)+Λwa,ι3 (ξ−ρ−θ)]V̂ h2,ι2
j2,k2

(θ, s)V̂ h3,ι3
j3,k3

(ξ − ρ− θ, s) dθ,

where n := −0.05m + 50 as in (6.3.74) and ∗ ∈ {≤ n,> n}. For (6.3.53) it
remains to prove that

2k3−k4

∫
R3

|H ′∗(ξ, ρ)|
∣∣Ûh4,ι4
j4,k4

(ρ, s)
∣∣ dρ . ε3

12−1.01m. (6.3.78)

We consider first the contribution of |H ′≤n(ξ, ρ)|. We use the restrictions

Ξ̃(ξ − θ − ρ, ρ) . 2q
′
1 and Ξ̃(ξ − θ − ρ, θ) . 2n, (6.3.79)

which hold in the support of the defining integrals. Therefore Ξ̃(ξ − θ, ρ) .
2q
′
12k3−k1 , using (3.1.28). Moreover, since 2q

′
1 . 2n, we have Ξ̃(ρ, θ) . 2n (using

(3.1.27)). In addition Ξ̃(ξ − θ, θ) . 2n2k3−k1 and then Ξ̃(ξ, θ) . 2n2k3−k (using
(3.1.28)). Therefore the support of the (θ, ρ) integral is included in the set

{(θ, ρ) : Ξ̃(ξ, θ) . 2n2k3−k, Ξ̃(ξ − θ, ρ) . 2q
′
12k3−k1}. Thus

2k3−k4

∫
R3

|H ′≤n(ξ, ρ)|
∣∣Ûh4,ι4
j4,k4

(ρ, s)
∣∣ dρ . 2k3−k42−2q−2k222k+

3 ‖V̂ h2,ι2
j2,k2

(s)‖L∞‖

× V̂ h3,ι3
j3,k3

(s)‖L∞‖Ûh4,ι4
j4,k4

(s)‖L∞ · 23k4(2q
′
12k3−k1)223k2(2n2k3−k)2

. ε3
122n2−0.95m2−8k+

3 ,

using Lemma 3.19 and (6.3.77) in the last inequality. This gives (6.3.78) when
∗ =≤ n.

The same argument also gives the desired bounds (6.3.78) when ∗ => n
if j3 ≥ 0.2n or if k3 ≥ 0.01m. In the remaining case, when j3 ≤ 0.2m and
k3 ∈ [−κm/4− 10, 0.01m] we can integrate by parts in θ, using Lemma 3.1, to
see that the contribution is negligible, |H ′>n(ξ, ρ)| . ε2

12−4m. This completes
the proof of (6.3.78).

Step 4: proof of (6.3.56). As in the proof of (6.3.55) we may assume that
k4 ≤ k3, thus k, k1, k3 ≥ −κm/4 − 10 and k ≤ k1 + 6 and k1 ≤ k3 + 6. Using
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(3.3.4) we have

Y4 . 2−k
−
2 2−2q−k2‖Uh2,ι2

j2,k2
(s)‖L223k2/2‖Uψ,ι3j3,k3

(s)‖L2‖Uψ,ι4j4,k4
(s)‖L2

. ε3
120.01m2−k

−
2 2−j22−j32−j42−20k+

3 .
(6.3.80)

This suffices if k3 ≥ 0.06m or if j3 + j4 ≥ 1.02m. On the other hand, if
k3 ≤ 0.06m, j2 ≤ m − δm − 2k+

3 , and j3 ≤ m − δm − 2k+
3 then we notice that

|∇η[sΛwa,ι2(ξ− η) + sΛkg,ι3(η− ρ)]| & 2m−2k+
3 in the support of the integral, so

Y4 is negligible using integration by parts in η and Lemma 3.1. Similarly, Y4 is
negligible if k3 ≤ 0.06m, j2 ≤ m− δm− 2k+

3 , and j4 ≤ m− δm− 2k+
3 .

Finally assume that

k3 ≤ 0.06m and j2 ≥ m− δm− 2k+
3 . (6.3.81)

The bounds (6.3.80) are sufficient to prove (6.3.56) if j∗ := max{j3, j4} ≥ 0.7m−
10k+

3 . On the other hand, if j∗ ≤ 0.7m− 10k+
3 then we examine the definition

(6.3.52) and insert cutoff functions of the form ϕ≤n′′(ρ−η/2) and ϕ>n′′(ρ−η/2),
where n′′ := −0.29m+5k+

3 −10. More precisely, for ∗ ∈ {≤ n′′, > n′′} we define

I∗(ξ) := 2−k
−
2

∫
R3×R3

ϕk(ξ)m(ξ − η, η)ϕk1(η)ϕq(Ξι1ι2(ξ − η, η))

Λwa(ξ)− Λµ(ξ − η)− Λν(η)

× ϕ∗(ρ− η/2)m3(η − ρ)m4(ρ)e−is[Λkg,ι3 (η−ρ)+Λkg,ι4 (ρ)]

× Ûh2,ι2
j2,k2

(ξ − η, s)V̂ ψ,ι3j3,k3
(η − ρ, s)V̂ ψ,ι4j4,k4

(ρ, s) dηdρ.

The contribution of I>n′′(ξ) is negligible, using integration by parts in ρ (Lemma
3.1) and (6.3.32). Notice also that I≤n′′(ξ) = 0 if k4 ≤ k3 − 8. If k4 ≥ k3 − 8
then we estimate

|I≤n′′(ξ)| . 2−k
−
2 2−2q−k2‖Uh2,ι2

j2,k2
(s)‖L223k2/223n′′‖Ûψ,ι3j3,k3

(s)‖L∞‖Ûψ,ι4j4,k4
(s)‖L∞

. ε3
120.02m2−k

−
2 2−j2 · 2−0.87m2−4k+

3 ,

using (3.3.4) and (3.3.26). The desired conclusion follows since 2−k
−
2 2−j2 .

2−0.3m+2k+
3 (due to (6.3.81) and the assumption 2−k

−
2 . 2p0m). This completes

the proof of the lemma.

We conclude this subsection with an estimate on certain cubic expressions.

Lemma 6.18. Assume that m ≥ 100, t ∈ [2m−1, 2m+1] ∩ [0, T ], k, k1, k2 ∈ Z,
k ∈ [−κm, δ′m], k1, k2 ∈ [−p0m − 10,m/10 + 10], h1 ∈ {hαβ}, ι1, ι2 ∈ {+,−},
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and q ∈ [−m, 2]. Then

ϕk(ξ)

∫
R3

| ̂Pk1
Uh1,ι1(ξ − η, t)||P̂k2

H(η, t)|ϕ≤q
(
Ξι1ι2(ξ − η, η)

)
dη

. ε3
122q2−m+3κm2k

−
1 +k−2 2−10(k+

1 +k+
2 )

(6.3.82)

for any ξ ∈ R3, and H = |∇|−1N , N ∈ QU (see (4.3.12)).

Proof. It follows from Lemma 4.18 and (3.2.7) that

‖P̂k2H(rθ, t)‖L2(r2dr)Lpθ
. ε2

122δ′m−m2−k2/22−15k+
2 , (6.3.83)

for p = 1/δ. The proof of (6.3.82) is similar to the proof of Lemma 6.15 (i). We
may assume that ξ = (ξ1, 0, 0), ξ1 ∈ [2k−1, 2k+1]. The η integral in the left-hand
side is supported in the set

{
|η| ≈ 2k2 , |ξ − η| ≈ 2k1 ,

√
η2

2 + η2
3 . 2q+k1+k2−k

}
.

With e1 := (1, 0, 0), we estimate the left-hand side of (6.3.82) by

C‖ ̂Pk1
Uh1,ι1(t)‖L∞

∫
[0,∞)×S2, |θ−e1|.2q+k1−k

|P̂k2
H(rθ, t)| r2drdθ

. ‖ ̂Pk1U
h1,ι1(t)‖L∞‖P̂k2H(rθ, t)‖L2(r2dr)Lpθ

· 22(q+k1−k)/p′23k2/2

. ε12−k12δ
′m2−20k+

1 · ε2
123δ′m−m2−k2/22−15k+

2 22q+2k1−2k23k2/2.

The desired conclusion follows once we recall that k ≥ −κm.

6.3.4 The Nonlinear Terms Rhαβ3

We are now ready to bound the quasilinear contributions defined in (6.3.12), for
which we can still prove strong bounds.

Lemma 6.19. The bounds (6.3.17) hold for m ≥ 100, k ∈ [−κm/4, δ′m], and
a = 3.

Proof. The formulas (6.3.5) and (2.1.29) (with H = h) show that

qwa,ι1(θ, η) = ι1ĥ00(η)
Λwa(θ)

2
+ ĥ0j(η)θj + ι1ĥjk(η)

θjθk
2Λwa(θ)

= F̂ (η)mF,ι1(θ, η) + F̂ (η)mF,ι1(θ, η) + ρ̂(η)mρ,ι1(θ, η) + ω̂l(η)mωl,ι1(θ, η)

+ Ω̂a(η)mΩa,ι1(θ, η) + ϑ̂ab(η)mϑab,ι1(θ, η),
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where

mF,ι1(θ, η) := ι1
|η|2|θ|2 − ηjηkθjθk

2|η|2|θ|
,

mF,ι1(θ, η) := ι1
|η|2|θ|2 + ηjηkθjθk

2|η|2|θ|
,

mρ,ι1(θ, η) := −iηjθj
|η|

,

mωl,ι1(θ, η) := i
∈jkl ηkθj
|η|

,

mΩa,ι1(θ, η) := ι1
(∈kla ηjηl+ ∈jla ηkηl)θjθk

2|η|2|θ|
,

mϑab,ι1(θ, η) := −ι1
∈jpa∈kqb ηpηqθjθk

2|η|2|θ|
.

(6.3.84)

We rewrite qwa,ι1 in terms of the normalized solutions UG,ι2 , using (2.1.36),

qwa,ι1(θ, η) =
∑

ι2∈{+,−}

∑
G∈{F,F ,ρ,ωa,Ωa,ϑab}

ι2
iÛG,ι2(η)

2|η|
mG,ι1(θ, η). (6.3.85)

We substitute this formula into the definition (6.3.12) and decompose dya-
dically. Let

Rhαβ ;ι1,ι2
3;k1,k2,q

(ξ, t)

:=
−e−iΘwa(ξ,t)

(2π)3

∫
R3

eitΛwa(ξ)ϕq(Ξι1ι2(ξ − η, η)) ̂Pk1U
hαβ ,ι1(ξ − η, t)

×
∑

G∈{F,F ,ρ,ωa,Ωa,ϑab}

ι2 ̂Pk2
UG,ι2(η, t)

mG,ι1(ξ − η, η)

2|η|
ϕ≥1(〈t〉p0η) dη,

(6.3.86)

and notice that

ϕk(ξ)Rhαβ3 (ξ, t) =
∑

ι1,ι2∈{+,−}

∑
(k1,k2)∈Xk

∑
q≤4

ϕk(ξ)Rhαβ ;ι1,ι2
3;k1,k2,q

(ξ, t).

For (6.3.17) we have to prove that if m ≥ 100, k ∈ [−κm/4, δ′m], ξ ∈ R3, then∣∣∣ ∑
ι1,ι2∈{+,−}

∑
(k1,k2)∈Xk

∑
q≤4

ϕk(ξ)

∫ t2

t1

Rhαβ ;ι1,ι2
3;k1,k2,q

(ξ, s) ds
∣∣∣ . ε2

12−δm/22−N0k
+

.

(6.3.87)
The multipiers mG,ι1 are all sums of symbols of the form |θ|m1(θ)m2(η), with

m1,m2 ∈M0 (see definition (3.2.40)). We may assume that k2 ≥ −p0m−10 in

the sum in (6.3.87). Using the bounds ‖ ̂Pk1
Uhαβ ,ι1‖L1 . ε122k1−δk12δ

′m, it is
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easy to see that the contribution in the sum corresponding to the pairs (k1, k2)
for which k1 ≤ −p0m − 10 (thus |k2 − k| ≤ 4) is bounded by C2−0.1m. Also,
the contribution of the pairs (k1, k2) for which max(k1, k2) ≥ m/10 is bounded
by C2−0.1m, using L2 estimates on the profiles. Finally, the contribution of the
indices q with ≥ q0 := (−m+ k− k1− k2)/2 + δm/8 is bounded as claimed, due
to Lemma 6.16 (the time dependence of the multiplier ϕ≥1(〈s〉p0η) generates an
additional term after integration by parts in time, which can be controlled using
(6.3.49)). After these reductions, it suffices to prove that∣∣∣ϕk(ξ)

∑
G∈{F,F ,ρ,ωa,Ωa,ϑab}

∫
R3

ϕ≤q0(Ξι1ι2(ξ − η, η)) ̂Pk1
Uhαβ ,ι1(ξ − η, t)

× ̂Pk2
UG,ι2(η, t)

mG,ι1(ξ − η, η)

2|η|
ϕ≥1(〈t〉p0η) dη

∣∣∣ . ε2
12−δm−m2−N0k

+

,

(6.3.88)

for any t ∈ [2m−1, 2m+1], ι1, ι2 ∈ {+,−}, and k1, k2 ∈ [−p0m− 10,m/10].
To prove (6.3.88) we use the fact that the multipliers mG,ι1 satisfy certain

null structure conditions. Indeed, notice that

|vawb − vbwa|2 +
(
|v|2|w|2 − |(v · w)|2

)
. |v||w|

(
|v||w| − |(v · w)|

)
. |v|2|w|2Ξι(v, w)2

(6.3.89)

for any ι ∈ {+,−}, a, b ∈ {1, 2, 3}, and v, w ∈ R3. Therefore, using the defini-
tions (6.3.84),

|mG,ι1(ξ − η, η)| . 2k12q0 (6.3.90)

in the support of the integral in (6.3.88), for G ∈ {F, ωa,Ωa, ϑab}. Using
(6.3.38), it follows that the integrals in (6.3.88) corresponding to the functions
F, ωa,Ωa, ϑab are bounded by

Cε2
12δ
′m2k1+k2 · 2min(k1,k2)22q0−2k · 2k1−k22q02−4(k+

1 +k+
2 )

. ε2
122κm2−3m/22−min(k1,k2)/2,

which suffices.
Clearly, the symbols mρ,± and mF,± in (6.3.84) do not satisfy favorable null

structure bounds like (6.3.90). However, we can use the identities (4.3.4)–(4.3.5)
to combine the ρ and F terms and extract a cancellation. Indeed, notice that

Uρ,+ = ∂tρ− i|∇|ρ

= ∂t(R0F +R0τ + |∇|−1E≥2
0 )− i|∇|(R0F +R0τ + |∇|−1E≥2

0 )

=−|∇|F + |∇|−1NF − |∇|τ + |∇|−1N τ + |∇|−1∂0E
≥2
0 − i∂tF − i∂tτ − iE≥2

0

=−iUF,+ +
{
− iUτ,+ + |∇|−1NF + |∇|−1N τ + |∇|−1∂0E

≥2
0 − iE≥2

0

}
.

(6.3.91)
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Therefore Uρ,± = ∓iUF,±+H±, where the functions H+ and H− = H+ satisfy
the bounds (6.3.82) of Lemma 6.18.

We combine the contributions of Uρ,± and UF,± in the left-hand side of
(6.3.88). Notice that

Ûρ,ι2(η)mρ,ι1(ξ − η, η) + ÛF,ι2(η)mF,ι1(ξ − η, η)

= ÛF,ι2(η)m̃(ξ − η, η) + Ĥι2(η)mρ,ι1(ξ − η, η),

as a consequence of (6.3.84) and (6.3.91), where

m̃(θ, η) := −ι2
ηjθj
|η|

+ ι1
|η|2|θ|2 + (ηjθj)

2

2|η|2|θ|
=
ι1|θ|

8
|Ξι1ι2(θ, η)|4.

The main point is that the combined symbols m̃ satisfy favorable null structure
bounds of the form |m̃(ξ− η, η)| . 2k12q0 , similar to (6.3.90) (see also (3.1.24)),
in the support of the integral in (6.3.88). As before, this suffices to bound
the corresponding contributions in (6.3.88). Finally, the contributions of the
functions H± to the left-hand side of (6.3.88) are bounded as claimed, as a
consequence of (6.3.82). This completes the proof of the lemma.

6.3.5 The Nonlinear Terms Rhαβ5

Finally, for the contribution of the semilinear quadratic terms we prove weaker
bounds, but still sufficient to conclude the proof of (6.3.16).

Lemma 6.20. Assume that m ≥ 100, t1, t2 ∈ [2m−1, 2m+1] ∩ [0, T ], and k ∈
[−κm/4, δ′m]. Then, for any ξ ∈ R3,∣∣∣ϕk(ξ)

∫ t2

t1

Rhαβ5 (ξ, s) ds
∣∣∣ . ε2

12δm/22−k
−

2−N0k
+

. (6.3.92)

Moreover, for G ∈ {F,Ωa, ϑab} we have∣∣∣ϕk(ξ)

∫ t2

t1

RG5 (ξ, s) ds
∣∣∣ . ε2

12−δm/22−k
−

2−N0k
+

, (6.3.93)

where (compare with the definitions (2.1.26) with H = h)

RF5 :=
1

2
[Rh00

5 +RjRkR
hjk
5 ],

RΩa
5 :=∈akl RkRmRhlm5 ,

Rϑab5 :=∈amp∈bnq RmRnR
hpq
5 .

(6.3.94)

Proof. Recall that Rhαβ5 (ξ, t) := e−iΘwa(ξ,t)eitΛwa(ξ)Ŝ2
αβ(ξ, t) and the decompo-
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sition S2
αβ = −(Q2

αβ+P 2
αβ), where the nonlinearities Q2

αβ and P 2
αβ are explicitly

given in (2.1.14)–(2.1.15). We decompose Q2
αβ +P 2

αβ = ΠI
αβ +CI,≥3

αβ −SI,2αβ as in

Lemma 4.25, where ΠI
αβ are semilinear null forms and CI,≥3

αβ are semilinear cu-
bic remainders (there are no commutator remainders when L = I). The desired
conclusions follow from Lemmas 6.21–6.23 below.

We prove strong bounds for the cubic terms and the semilinear null forms.

Lemma 6.21. Assume that m, k, t1, t2, ξ are as in Lemma 6.20 and CI,≥3 is a
semilinear cubic remainder of order (0, 0) of one of the first two types as defined
in (4.3.13). Then∣∣∣ϕk(ξ)

∫ t2

t1

e−iΘwa(ξ,s)eisΛwa(ξ)ĈI,≥3(ξ, s) ds
∣∣∣ . ε2

12−δm/22−N0k
+

. (6.3.95)

Proof. Bilinear interactions of the quadratic and higher order expression are easy
to bound, using just (4.3.14). On the other hand, if CI,≥3 is a semilinear cubic
remainder of the first type as defined in (4.3.13), then we decompose dyadically
in frequency and use Lemma 6.18. It remains to bound the contribution of the
middle frequencies, so we have to prove that∣∣ϕk(ξ)F

{
I[Pk1

Uh1,ι1 , Pk2
N ]
}

(ξ, s)
∣∣ . ε2

12−1.01m, (6.3.96)

for any ξ ∈ R3, s ∈ [2m−1, 2m+1], k1, k2 ∈ [−4κm, 10κm], I = Im, m ∈ M,
h1 ∈ {hαβ}, ι1 ∈ {+,−}, and N ∈ QU . Using (3.3.11) and Lemma 4.18 we
estimate

‖PkLI[Pk1
Uh1,ι1 , Pk2

N ](s)‖L2 . 2−2m+0.01m,∑
l∈{1,2,3}

‖Pk
{
xlLI[Pk1

Uh1,ι1 , Pk2
N ]
}

(s)‖L2 . 2−m+0.01m,

for any L = Ωγ , |γ| ≤ 1. The desired bounds (6.3.96) follow by interpolation;
see (3.2.63).

Lemma 6.22. Assume that m, k, t1, t2, ξ are as in Lemma 6.20 and Π is a
semilinear null form (see Definition 4.21). Then∣∣∣ϕk(ξ)

∫ t2

t1

e−iΘwa(ξ,s)eisΛwa(ξ)Π̂(ξ, s) ds
∣∣∣ . ε2

12−δm/22−N0k
+

. (6.3.97)

Proof. After decomposing dyadically in frequency, it remains to prove that∑
(k1,k2)∈Xk

Yk1,k2
. ε2

12−δm/22−N0k
+

, (6.3.98)
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where, with n ∈Mnull
ι1ι2 being a null multiplier as in Definition 4.21,

Yk1,k2
:=
∣∣∣ϕk(ξ)

∫ t2

t1

eisΛwa(ξ)−iΘwa(ξ,s)

×
∫
R3

̂Pk1
Uh1,ι1(ξ − η, s) ̂Pk2

Uh2,ι2(η, s)n(ξ − η, η) dηds
∣∣∣. (6.3.99)

The sum over the pairs (k1, k2) in (6.3.98) for which min(k1, k2) ≤ −0.01m or
max(k1, k2) ≥ 0.01m can be bounded as claimed using (6.3.40) and disregarding
the null structure of the multiplier n.

On the other hand, if |k1|, |k2| ≤ 0.01m then we insert cutoff functions
of the form ϕ≤q0(Ξι1ι2(ξ − η, η)) and ϕ>q0(Ξι1ι2(ξ − η, η)), q0 := (−m + k −
k1 − k2)/2 + δm/8, in the integral in (6.3.99). The contribution corresponding
to ϕ>q0(Ξι1ι2(ξ − η, η)) can be bounded using Lemma 6.16. The contribution
corresponding to ϕ≤q0(Ξι1ι2(ξ − η, η)) can be bounded using (6.3.38) and the
null structure bound |n(ξ − η, η)| . 2q0 if Ξι1ι2(ξ − η, η) . 2q0 .

Finally, we bound the contributions of the terms Hαβ := SI,2αβ (see the defi-
nition (4.3.53)).

Lemma 6.23. Assume that m, k, t1, t2, ξ are as in Lemma 6.20. Then∣∣∣ϕk(ξ)

∫ t2

t1

e−iΘwa(ξ,s)eisΛwa(ξ)Ĥαβ(ξ, s) ds
∣∣∣ . ε2

12δm/22−k
−

2−N0k
+

. (6.3.100)

Moreover, for G ∈ {F,Ωa, ϑab} we have∣∣∣ϕk(ξ)

∫ t2

t1

e−iΘwa(ξ,s)eisΛwa(ξ)ĤG(ξ, s) ds
∣∣∣ . ε2

12−δm/22−N0k
+

, (6.3.101)

where

HF :=
1

2
[H00 +RjRkHjk],

HΩa :=∈akl RkRmHlm,
Hϑab :=∈amp∈bnq RmRnHpq.

(6.3.102)

Proof. Using the definitions and decomposing dyadically in frequency, to prove
(6.3.100) it suffices to show that∑

(k1,k2)∈Xk

Y ′k1,k2
. ε2

12δm/22−k
−

2−N0k
+

, (6.3.103)
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where, with ϑ1, ϑ2 ∈ {ϑab}, ι1, ι2 ∈ {+,−}, and m1,m2 ∈M,

Y ′k1,k2
:=
∣∣∣ϕk(ξ)

∫ t2

t1

eisΛwa(ξ)−iΘwa(ξ,s)

∫
R3

m1(ξ − η)m2(η)

× ̂Pk1
Uϑ1,ι1(ξ − η, s) ̂Pk2

Uϑ2,ι2(η, s) dηds
∣∣∣. (6.3.104)

As in Lemma 6.22, the sum over the pairs (k1, k2) in (6.3.103) for which
min(k1, k2) ≤ −0.01m or max(k1, k2) ≥ 0.01m can be bounded as claimed
using (6.3.40). On the other hand, if |k1|, |k2| ≤ 0.01m then we insert cut-
off functions of the form ϕ≤q0(Ξι1ι2(ξ − η, η)) and ϕ>q0(Ξι1ι2(ξ − η, η)), q0 :=
(−m+k−k1−k2)/2 + δm/8, in the integral in (6.3.104). The contribution cor-
responding to ϕ>q0(Ξι1ι2(ξ− η, η)) can be bounded using Lemma 6.16. Finally,
the contribution corresponding to ϕ≤q0(Ξι1ι2(ξ − η, η)) can be bounded, using
the estimates in the first line of (3.3.7) and the fact that the support of the
η-integral has volume . 2min(k1,k2)22q0+2k1+2k2−2k (see the sets R≤b;ξ defined
in Lemma 6.15), by

C2m2min(k1,k2)22q0+2k1+2k2−2k · ε2
12−k

−
1 −κk

−
1 2−N0k

+
1 2−k

−
2 −κk

−
2 2−N0k

+
2

. ε2
12δm/42−k

−
(2min(k1,k2)2−κk

−
1 2−κk

−
2 )2−k

++k+
1 +k+

2 2−N0k
+
1 2−N0k

+
2 .

This suffices to bound the remaining contributions, as claimed in (6.3.103).
Notice that this last estimate is tighter than before, and it relies on the strong
bounds in (3.3.7), without 2Cδm losses, and on the weak null structure of the
nonlinearity.

To prove (6.3.101) we need to notice that HF ,HΩa ,Hϑab are defined by
multipliers that satisfy suitable null structure bounds. Indeed, we decompose
dyadically in frequency, as in (6.3.103)–(6.3.104), and notice that we only need
to focus on the pairs (k1, k2) for which |k1|, |k2| ≤ 0.01m. The identities (2.1.36)
show that the functions HF , HΩa , Hϑab are defined by the multipliers

nFι1,ι2(θ, η) = Cι1ι2
(θ · η)2

|θ|2|η|2
(

1− ι1ι2
(θ + η) · θ
|θ + η||θ|

(θ + η) · η
|θ + η||η|

)
,

nΩa
ι1,ι2(θ, η) = Cι1ι2

(θ · η)2

|θ|2|η|2
(θ + η) · η
|θ + η||η|

∈akl
(θ + η)kθl
|θ + η||θ|

,

nϑabι1,ι2(θ, η) = Cι1ι2
(θ · η)2

|θ|2|η|2
∈amp∈bnq

(θ + η)mθp
|θ + η||θ|

(θ + η)nηq
|θ + η||η|

,

where ι1, ι2 ∈ {+,−}. These multipliers satisfy suitable null structure bounds,
namely |n∗ι1ι2(ξ − η, η)| . 2q020.05m if |ξ|, |η|, |ξ − η| ∈ [2−0.01m−10, 20.01m+10]
and Ξι1ι2(ξ−η, η) . 2q0 (see also (6.3.89)). The desired bounds (6.3.101) follow
as in Lemma 6.22.
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Chapter Seven

The Main Theorems

7.1 GLOBAL REGULARITY AND ASYMPTOTICS

In this section we prove our first set of main theorems. All of the theorems
below rely on Proposition 2.3, and some of the ingredients in its proof.

7.1.1 Global Regularity

We start with a quantitative global regularity result:

Theorem 7.1. Assume that (gij , kij , ψ0, ψ1) is an initial data set on Σ0 =
{(x, t) ∈ R4 : t = 0} that satisfies the smallness conditions (1.2.5) and the
constraint equations (1.2.4).

(i) Then the reduced Einstein-Klein-Gordon system

�̃ggαβ + 2∂αψ∂βψ + ψ2gαβ − F≥2
αβ (g, ∂g) = 0,

�̃gψ − ψ = 0,
(7.1.1)

admits a unique global solution (g, ψ) in M = {(x, t) ∈ R4 : t ≥ 0}, with
initial data (gij , kij , ψ0, ψ1) on Σ0 (as described in (1.2.3)) and satisfying ‖g −
m‖C4(M) + ‖ψ‖C4(M) . ε0. The solution also satisfies the harmonic gauge
conditions in M

0 = Γµ = gαβ∂αgβµ − (1/2)gαβ∂µgαβ , µ ∈ {0, 1, 2, 3}. (7.1.2)

(ii) Let hαβ = gαβ −mαβ as in (2.1.1) and define the functions U∗, V ∗ as
in (2.1.32)–(2.1.34). For any t ∈ [0,∞), α, β ∈ {0, 1, 2, 3}, and a, b ∈ {1, 2, 3}
we have

sup
n≤3,L∈Vqn

〈t〉−H(q,n)δ
{
‖(〈t〉|∇|≤1)γ |∇|−1/2ULhαβ (t)‖HN(n)

+ ‖ULψ(t)‖HN(n)

}
. ε0,

(7.1.3)

sup
n≤2,L∈Vqn

sup
k∈Z, l∈{1,2,3}

2N(n+1)k+

〈t〉−H(q+1,n+1)δ

{
2k/2(2k

−
〈t〉)γ‖Pk(xlV

Lhαβ )(t)‖L2 + 2k
+

‖Pk(xlV
Lψ)(t)‖L2

}
. ε0,

(7.1.4)
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and

‖V F (t)‖Zwa + ‖V ωa(t)‖Zwa + ‖V ϑab(t)‖Zwa
+ 〈t〉−δ‖V hαβ (t)‖Zwa + ‖V ψ(t)‖Zkg . ε0,

(7.1.5)

where H(q, n) is defined as in (2.1.49).
(iii) For any k ∈ Z, t ∈ [0,∞), and L ∈ Vqn, n ≤ 2, the functions Lhαβ and

Lψ satisfy the pointwise decay bounds

‖PkULhαβ (t)‖L∞ . ε0〈t〉−1+δ′/22k
−

2−N(n+1)k++2k+

min{1, 〈t〉2k
−
}1/2 (7.1.6)

and

‖PkULψ(t)‖L∞ . ε0〈t〉−1+δ′/22k
−/22−N(n+1)k++2k+

min{1, 〈t〉22k−}1/2.
(7.1.7)

Proof. Step 1. We prove first suitable bounds on the functions hαβ and ψ for
t ∈ [0, 2]. Indeed, notice first that, at time t = 0,∑

|β′|≤|β|+β0−1≤n

‖|∇|−1/2|∇|γ≤1(xβ
′
∂β∂β0

0 hαβ)(0)‖HN(n) . ε0,

∑
|β′|,|β|+β0−1≤n

‖(xβ
′
∂β∂β0

0 ψ)(0)‖HN(n) . ε0,
(7.1.8)

for any n ∈ [0, 3] and β0 ∈ {0, 1}, where xβ
′

= x
β′1
1 x

β′2
2 x

β′3
3 and ∂β = ∂β1

1 ∂β2

2 ∂β3

3 .
These bounds follow directly from (1.2.3) and (1.2.5), by passing to the Fourier
space and using Lemma 3.3.

We can construct the functions hαβ and ψ by solving the coupled system

(∂2
0 −∆)hαβ = N h

αβ , (∂2
0 −∆ + 1)ψ = Nψ; (7.1.9)

see Proposition 2.1. Using standard energy estimates, similar to (5.1.2)-(5.1.3),
the solutions hαβ , ψ are well defined C2 functions on R3 × [0, 2] and satisfy
bounds similar to (7.1.8),∑

|β′|≤|β|+β0−1≤n

‖|∇|−1/2|∇|γ≤1(xβ
′
∂β∂β0

0 hαβ)(t)‖HN(n) . ε0,

∑
|β′|,|β|+β0−1≤n

‖(xβ
′
∂β∂β0

0 ψ)(t)‖HN(n) . ε0,
(7.1.10)

for any t ∈ [0, 2], n ∈ [0, 3], and β0 ∈ {0, 1}.
We would like to show now that the estimates (7.1.10) hold for all β0 ∈ [0, 3].

Indeed, using the equations (7.1.9), we can replace ∂2
0hαβ with ∆hαβ +N h

αβ and

∂2
0ψ with ∆ψ − ψ +Nψ. Simple product estimates using just (7.1.10) and the
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formulas in Proposition 2.1 show that∑
|β′|≤|β|+β0−1≤n, β0∈{2,3}

‖|∇|−1/2|∇|γ≤1(xβ
′
∂β∂β0−2

0 N h
αβ)(t)‖HN(n) . ε0,

∑
|β′|,|β|+β0−1≤n, β0∈{2,3}

‖(xβ
′
∂β∂β0−2

0 Nψ)(t)‖HN(n) . ε0.

Therefore the bounds (7.1.10) hold for all t ∈ [0, 2] and any n, β0 ∈ [0, 3].
Step 2. We prove now the bounds (7.1.3)–(7.1.5) for t ∈ [0, 2]. Using

(7.1.10) we have

‖|∇|−1/2|∇|γ≤1(∇x,tLhαβ)(t)‖HN(n) . ε0,

‖Lψ(t)‖HN(n) + ‖∇x,tLψ(t)‖HN(n) . ε0,
(7.1.11)

for any t ∈ [0, 2], n ∈ [0, 3], and L ∈ Vqn. The energy bounds (7.1.3) follow.
The weighted bounds (7.1.4) then follow using Lemma 6.1 and (7.1.10) (for the
nonlinear estimates), as in the proof of Proposition 6.2.

We prove now the Z-norm bounds (7.1.5). Using (7.1.4) and (3.1.7) we have

2N(2)k+

2k/22γk
−

2j‖Qj,kV Ωhαβ (t)‖L2 . ε0, (7.1.12)

for any t,∈ [0, 2], k ∈ Z, and Ω ∈ {Ω23,Ω31,Ω12}. Moreover,

2N(0)k+

2−k/22γk
−
‖Qj,kV hαβ (t)‖L2 . ε0,

due to (7.1.3). Using (3.2.62) it follows that ‖P̂kV hαβ‖L∞ . ε02−k−γk
−

2−N0k
+

for any k ∈ Z. Thus ‖V hαβ (t)‖Zwa . ε0 as desired.
Similarly, using (7.1.10) for any t ∈ [0, 2] we have

‖Uψ(t)‖HN(0) + ‖〈x〉2Uψ(t)‖HN(2) . ε0. (7.1.13)

In particular ‖PkUψ(t)‖L1 . ε0, which gives ‖P̂kUψ(t)‖L∞ . ε0 for any k ∈ Z.
This suffices for k ≤ 0. On the other hand, if k ≥ 0 then it follows from (7.1.13)
that

‖PkUψ(t)‖L2 . ε02−N(0)k+

, ‖ |x|2PkUψ(t)‖L2 . ε02−N(2)k+

.

Thus ‖PkUψ(t)‖L1 . ε02−(N(0)+3N(2))/4k+

, which gives the desired control
‖V ψ(t)‖Zkg . ε0.

Step 3. To summarize, given suitable initial data we construct the solution
(hαβ , ψ) of the system (7.1.9) on the time interval [0, 2] satisfying the bounds
(7.1.10). Letting gαβ = mαβ+hαβ , the metric g (which is close to the Minkowski
metric m) and the field ψ satisfy the reduced Einstein-Klein-Gordon system
(7.1.1) in R3× [0, 2]. The harmonic gauge condition (7.1.2) holds at time t = 0,
due to the constraint equations (1.2.4). Therefore it holds in R3 × [0, 2] due to
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the reduced wave equations (1.1.21).
We apply now Proposition 2.3. A standard continuity argument shows that

the solution (hαβ , ψ) can be extended globally in time, and satisfies the boot-
strap bounds (7.1.3)–(7.1.5) and the pointwise smallness bounds ‖hαβ(t)‖L∞ .
ε0 for all t ≥ 0. These pointwise bounds follow from (3.2.9) and (7.1.4) (com-
pare with the proof of (3.3.11)) and are needed to justify that the metric gαβ
is Lorentzian, so gαβ are well defined.

Finally, the bounds (7.1.6)–(7.1.7) are similar to the bounds (3.3.11) and
(3.3.13). The profile bounds (7.1.4) and the estimates (3.1.7) show that

2k/2(2k
−
〈t〉)γ2j‖Qj,kV Lh(t)‖L2 + 2k

+

2j‖Qj,kV Lψ(t)‖L2

. ε02−N(n+1)k+

〈t〉H(q+1,n+1)δ,
(7.1.14)

for any t ∈ [0,∞), (k, j) ∈ J , and L ∈ Vqn, n ≤ 2. The desired bounds (7.1.6)–
(7.1.7) follow from the linear estimates in Lemma 3.9.

7.1.2 Decay of the Metric and the Klein-Gordon Field

We prove now several estimates in the physical space. We introduce the tensor-
fields

L := ∂t+∂r, L := ∂t−∂r, Παβ := r−2
[
Ωα12Ωβ12+Ωα23Ωβ23+Ωα31Ωβ31

]
, (7.1.15)

where r := |x| and ∂r := |x|−1xj∂j . Notice that

mαβ = −1

2

{
LαLβ + LαLβ

}
+ Παβ . (7.1.16)

Given a vector-field V we define the (Minkowski) derivative operator ∂V :=
V α∂α. Let

T := {L, r−1Ω12, r
−1Ω23, r

−1Ω31} (7.1.17)

denote the set of “good” vector-fields, tangential to the Minkowski light cones.
For n ∈ {0, 1, 2} and p ≤ 6 we define also the sets of differentiated metric
components

Hn,p :=
{
∂a1

1 ∂a2
2 ∂a3

3 Lhαβ : a1 + a2 + a3 ≤ p, L ∈ Vnn , α, β ∈ {0, 1, 2, 3}
}
.

(7.1.18)
We show first that the metric components and their derivatives have suitable
decay,

|h(x, t)|+ 〈t+ r〉|∂V h(x, t)|+ 〈t− r〉|∇x,th(x, t)| . ε0〈t+ r〉2δ
′−1, (7.1.19)

where V ∈ T is a good vector-field and h ∈ {hαβ}. More precisely:

Theorem 7.2. Assume that (g, ψ) is a global solution of the Einstein-Klein-
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Gordon system as given by Theorem 7.1.
(i) For any H ∈ H2,6 we have

|H(x, t)|+ |∂0H(x, t)| . ε0〈t+ r〉δ
′/2−1. (7.1.20)

(ii) If H ′ ∈ H1,4, H ′′ ∈ H0,3, a ∈ {1, 2, 3}, and Ω ∈ {Ω12, Ω23, Ω31} then

〈t+ r〉|∂r−1ΩH
′(x, t)|+ 〈r〉|∂LH ′(x, t)|| . ε0〈t+ r〉2δ

′−1,

〈t− r〉|∂aH ′(x, t)|+ min(〈r〉, 〈t− r〉)|∂0H
′(x, t)| . ε0〈t+ r〉2δ

′−1,

〈t+ r〉|∂LH ′′(x, t)|+ 〈t− r〉|∂0H
′′(x, t)| . ε0〈t+ r〉2δ

′−1.

(7.1.21)

(iii) The scalar field decays faster but with limited improvement: for Ψ =
∂a1

1 ∂a2
2 ∂a3

3 L1ψ for some L1 ∈ V1
1 and a1 + a2 + a3 ≤ 4 we have

|Ψ(x, t)|+ |∂0Ψ(x, t) + |〈∇〉Ψ(x, t)| . ε0〈t+ r〉δ
′/2−1〈r〉−1/2,

|∂bΨ(x, t)| . ε0〈t+ r〉δ
′/2−3/2 for b ∈ {1, 2, 3}.

(7.1.22)

Proof. Step 1. We prove first the bounds (7.1.20), using the profile bounds
(7.1.14) and linear estimates. With L2 ∈ V2

2 and H = ∂aL2hαβ ∈ H2,6, ∂a =
∂a1

1 ∂a2
2 ∂a3

3 , we have

|PkH(x, t)|+ |Pk∂0H(x, t)|

.
∑

R∈{|∇|−1,Id}

∑
j≥−k−

∣∣(∂aRP ′k(e−itΛwaQj,kV
L2hαβ )

)
(x, t)

∣∣ (7.1.23)

for any k ∈ Z and (x, t) ∈M . Using (3.2.9) and (7.1.14) we thus estimate

‖PkH(t)‖L∞ + ‖Pk∂0H(t)‖L∞

. 27k+

2k/2
∑

j≥−k−
min(1, 2j〈t〉−1)‖Qj,kV L2hαβ (t)‖L2

. ε0〈t〉−1+H(3,3)δ+δ2−2k+

min(1, 2k
−
〈t〉)1−δ.

(7.1.24)

The bounds (7.1.20) follow from (7.1.24) if r . 〈t〉. On the other hand, if
r = |x| ≥ 4〈t〉 then we still use (7.1.23) first and notice that the contribution of
the pairs (k, j) with 2k ≥ 2−10r1/2 or 2j ≥ 2−10r1−δ can still be bounded as in
(7.1.24). On the other hand, if 2k, 2j ≤ 2−10|x|1−δ and m ∈ M0 then we have
rapid decay,∣∣∣ ∫

R3

e−it|ξ|eix·ξm(ξ)V̂
L2hαβ
j,k (ξ, t) dξ

∣∣∣ . ε0|x|−102−10k+

, (7.1.25)

using integration by parts in ξ (Lemma 3.1). The desired bounds (7.1.20) follow.
Step 2. We consider now the bounds (7.1.21), which we prove in several
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stages (more precisely, the bounds (7.1.21) follow from (7.1.26), (7.1.28), (7.1.30)
(7.1.33), and (7.1.35)).

We prove first that if H ′ ∈ H1,4, r = |x| ≥ 2〈t〉, and µ ∈ {0, 1, 2, 3} then

|∂µH ′(x, t)| . ε0r
δ′−2. (7.1.26)

Indeed, as in (7.1.23) we estimate

|∂µH ′(x, t)| ≤
∑

(k,j)∈J

∑
R∈{Ra,Id}

∣∣(R∂a1
1 ∂a2

2 ∂a3
3 P ′k(e−itΛwaQj,kV

L1hαβ )
)
(x, t)

∣∣.
(7.1.27)

Using now (7.1.60), for any k ∈ Z we have

|x|
∣∣Pk(∂µH

′)(x, t)
∣∣ . (1 + 2k|x|)δ2k/224k+ ∑

j≥−k−
‖Qj,kV L1hαβ (t)‖H0,1

Ω
.

The sum over the pairs (k, j) ∈ J with 2j & r1−δ is controlled as claimed using
(7.1.14). On the other hand, since r ≥ 2〈t〉, the sum over the pairs (k, j) ∈ J
with 2j ≤ 2−10r1−δ is negligible, as in (7.1.25). The bounds (7.1.26) follow.

We show now that if H ′ ∈ H1,4 and r ≤ 4〈t〉 then

|r−1ΩabH
′(x, t)| . ε0〈t〉δ

′−2. (7.1.28)

Indeed, this follows using the identities

tΩab = xaΓb − xbΓa, (7.1.29)

and the bounds (7.1.20) applied to the functions ΓH ′.
We prove now that if H ′ ∈ H1,4 and r ≤ 4〈t〉 then

|∂LH ′(x, t)| . ε0〈r〉−1〈t〉−1+δ′ . (7.1.30)

This follows from (7.1.20) if r . 1. On the other hand, if 24 ≤ r ≤ 4〈t〉 then

|x|∂LH ′(x, t) =
1

2

{
|x|∂a(UL1hαβ + UL1hαβ )(x, t)

+ ixbRb∂
a(UL1hαβ − UL1hαβ )(x, t)

}
,

(7.1.31)

where ∂a = ∂a1
1 ∂a2

2 ∂a3
3 , L1 ∈ V1

1 , H ′ = ∂aL1hαβ . Therefore, using the bounds
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(7.1.61) below,∣∣|x|∂LH ′(x, t)∣∣ ≤ ∣∣(|x|+ ixbRb)∂
aUL1hαβ (x, t)

∣∣
.

∑
2k≤t−1

t23k/2‖PkUL1hαβ (t)‖L2

+
∑

2k≥t−1, (k,j)∈J

24k+

(2kt)2δ2k/2 min(1, 2jt−1)‖Qj,kV L1hαβ (t)‖H0,1
Ω
.

(7.1.32)

The desired bounds (7.1.30) now follow from (7.1.3) and (7.1.14).
We prove now that if H ′ ∈ H1,4, r ≤ 4〈t〉, and a ∈ {1, 2, 3} then

|∂aH ′(x, t)| . ε0〈t〉δ
′−1〈t− r〉−1. (7.1.33)

Indeed, for this we use the identity

(r − t)∂r = rL− r−1xbΓb. (7.1.34)

Using now (7.1.30) and (7.1.20) it follows that |t − r||∂rH ′(x, t)| . ε0〈t〉δ
′−1.

Using also (7.1.28) it follows that |t − r||∂aH ′(x, t)| . ε0〈t〉δ
′−1, a ∈ {1, 2, 3}.

The bounds (7.1.33) follow using also (7.1.20) in the case |t− r| . 1.
Step 3. Finally, we prove that if H ′′ ∈ H0,3 and r ≤ 4〈t〉 then

|∂LH ′′(x, t)| . ε0〈t〉−2+2δ′ . (7.1.35)

This follows from (7.1.30) t . 1 or if r & t. On the other hand, to prove the
bounds when t ≥ 28 and r ≤ t/8 we notice that

∂L∂L = ∂2
0 − ∂2

r = ∂2
0 −∆ + (2/r)∂r + r−2(Ω2

12 + Ω2
23 + Ω2

31), (7.1.36)

where L = ∂t − ∂r. We apply ∂L to ∂LH
′′ and use the wave equations (2.1.2).

Thus

∂L∂LH
′′ = W ′′ := ∂aN h

αβ + (2/r)∂r(∂
ahαβ) + r−2(Ω2

12 + Ω2
23 + Ω2

31)(∂ahαβ).
(7.1.37)

We prove now that if s ≥ 26 and |y| ≤ s/2 then

|W ′′(y, s)| . ε0|y|−1〈s〉−2+3δ′/2. (7.1.38)

Indeed, for the nonlinear terms in ∂aN h
αβ this follows from the formula (2.1.9)

and the bounds (7.1.20), (7.1.22) (which is proved below), (7.1.30), and (7.1.33).
For the term (2/r)∂r(∂

ahαβ) these bounds follow directly from (7.1.33), while
for the term r−2(Ω2

12 + Ω2
23 + Ω2

31)(∂ahαβ) the bounds (7.1.38) follow using
(7.1.29) and (7.1.20).

We can now use the identity ∂L∂LH
′′ = W ′′ and integrate along the vector-

field L to complete the proof of (7.1.35). Indeed, for any function F and λ ∈

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



248

EKGRevised6x9 October 26, 2021 6.125x9.25

CHAPTER 7

[0, t/2] we have

F (x, t)− F
(
x+ λ

x

|x|
, t− λ

)
=

∫ λ

0

− d

ds
F
(
x+ s

x

|x|
, t− s

)
ds

=

∫ λ

0

(∂LF )
(
x+ s

x

|x|
, t− s

)
ds.

We apply this with F = ∂LH
′′ and λ = t/8. Since |F (x + λx/|x|, t − λ)| .

ε0t
−2+δ′ (due to (7.1.30)) and |(∂LF )(x+sx/|x|, t−s)| . ε0(s+ |x|)−1t−2+3δ′/2

for any s ∈ [0, λ] (due to (7.1.38)), it follows that

|∂LH ′′(x, t)| . ε0t
−2+3δ′/2 ln(t/|x|) for t ≥ 28 and |x| ≤ t/8. (7.1.39)

The bounds (7.1.35) follow if |x| ≥ t−4. Moreover, if |x′| ≤ 2t−4 then
|∂rH ′′(x′, t)| . ε0t

−2+δ′ (due to (7.1.33)) and |∂a∂0H
′′(x′, t)| . ε0t

−1+δ′ , a ∈
{1, 2, 3} (due to (7.1.20)). In view of (7.1.39) it follows that |∂0H

′′(x, t)| .
ε0t
−2+2δ′ if |x| ≤ 2t−4, and the desired bounds (7.1.35) follow if |x| ≤ t/8.
Step 4. We prove now the bounds (7.1.22) on the scalar field. These bounds

follow in the same way as (7.1.26) if r ≥ 2〈t〉 or if r + t . 1.
It remains to consider the case t ≥ 8 and r ≤ 4t. Notice that t∂bΨ =

ΓbΨ − xb∂0Ψ, so the bounds |∂bΨ(x, t)| . ε0t
−3/2+δ′/2 in (7.1.22) follow from

the bounds in the first line (for ∂0ψ), and the L∞ estimates (3.3.13) (for Γbψ).
To summarize, it remains to prove that if t ≥ 8 and r ≤ 4t then

|Ψ(x, t)|+ |∂0Ψ(x, t)|+ |〈∇〉Ψ(x, t)| . ε0t
δ′/2−1〈r〉−1/2. (7.1.40)

These bounds follow from (3.3.13) if |r| . 1. On the other hand, if r ≥ 1
then we estimate

|PkΨ(x, t)|+|Pk∂0Ψ(x, t)|+ |Pk〈∇〉Ψ(x, t)|

.
∑

R∈{Λ−1
kg ,Id}

∑
j≥−k−

∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣, (7.1.41)

where Ψ = ∂aL1ψ, L1 ∈ V1
1 . Using (7.1.14) we estimate∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . 24k+

23k/2‖Qj,kV L1ψ(t)‖L2

. ε02−5k+

23k/22−jtδ
′/4.

(7.1.42)

If 2k . t−1/2 then we use (7.1.42) to estimate the contribution of the pairs
(k, j) with 2j ≥ r1−δ2−10. On the other hand, if 2j ≤ r1−δ2−10 then we have
rapid decay, ∣∣(∂aRP ′k(e−itΛkgQj,kV

L1ψ)
)
(x, t)

∣∣ . ε023k/2r−4, (7.1.43)
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using integration by parts in the Fourier space (Lemma 3.1). Therefore, using
(7.1.41),

|PkΨ(x, t)|+ |Pk∂0Ψ(x, t)| . ε0(22kt)r−1/2tδ
′/3−1. (7.1.44)

Assume now that 2k−40 ≥ t−1/2. Using (3.2.14) and (7.1.14) we have∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . 25k+

t−3/22j/2−k
−
tδ‖Qj,kV L1ψ(t)‖H0,1

Ω

. ε02−2k+

t−3/2+δ′/32−k/2

(7.1.45)

provided that 2j ≤ 2k
−−20t. Moreover, if r1−δ ≥ t2k+20 and 2j ≤ 2k

−−20t then∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . ε02−2k+

r−6,

using integration by parts in the Fourier space (Lemma 3.1). Therefore, using
(7.1.45),∑

2j∈[2−k− ,2k−−20t]

∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . ε02−2k+

t−1+2δ′/5r−1/2.

(7.1.46)

To bound the contribution of the sum over j large with 2j ≥ 2k
−−20t we

notice that∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . r−1(1 + 2kr)δ2k/224k+

‖Qj,kV L1ψ‖H0,1
Ω

. ε0r
−12−4k+

2k/22−jtδ
′/2−4δ,

(7.1.47)

as a consequence of (7.1.60) and (7.1.14). We use now (7.1.42) if r ≤ 2−k and
(7.1.47) if r ≥ 2−k to conclude that∑

2j≥2k−−20t

∣∣(∂aRP ′k(e−itΛkgQj,kV
L1ψ)

)
(x, t)

∣∣ . ε02−2k+

t−1+δ′/2−4δr−1/2.

Using also (7.1.46) and (7.1.41), if 2k−40 ≥ t−1/2 we have

|PkΨ(x, t)|+ |Pk∂0Ψ(x, t)|+ |Pk〈∇〉Ψ(x, t)| . ε02−2k+

t−1+δ′/2−4δr−1/2.

The bounds (7.1.40) follow if r ≥ 1 by summation over k, using also (7.1.44).

Using also the harmonic gauge condition (7.1.2) we can prove some additional
bounds on the derivatives of the metric hαβ . More precisely:

Lemma 7.3. With (g, ψ) as in Theorem 7.1 and Παβ defined as in (7.1.15),
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we have the additional bounds∣∣V αLβ∂L(∂ahαβ)(x, t)
∣∣+
∣∣Παβ∂L(∂ahαβ)(x, t)

∣∣ . ε0〈t+ r〉−2+3δ′ (7.1.48)

for any (x, t) ∈M , V ∈ T , and ∂a = ∂a1
1 ∂a2

2 ∂a3
3 , a1 + a2 + a3 ≤ 3.

Proof. We write the harmonic gauge condition in the form (4.3.1),

mαβ∂αhβµ − (1/2)mαβ∂µhαβ = −gαβ≥1∂αhβµ + (1/2)gαβ≥1∂µhαβ .

Using (7.1.20)–(7.1.21), it follows that, for µ ∈ {0, 1, 2, 3},

mαβ
{
∂α(∂ahβµ)− (1/2)∂µ(∂ahαβ)

}
= O(ε0〈t+ r〉−2+3δ′), (7.1.49)

where f = O(g) means |f(x, t)| . g(x, t) for all (x, t) ∈M . We use the formula
(7.1.16), and eliminate some of the terms using (7.1.21), to conclude that

LβLα∂α(∂ahβµ)− 1

2

{
LαLβ + LαLβ

}
∂µ(∂ahαβ) + Παβ∂µ(∂ahαβ)

= O(ε0〈t+ r〉−2+3δ′),

(7.1.50)

for µ ∈ {0, 1, 2, 3}. The desired conclusions in (7.1.48) follow by multiplying
with either V µ, V ∈ T , or Lµ.

We prove now almost sharp bounds on two derivatives of the metric tensor,
in the region {|x| & t & 1}. These bounds are used later to prove weak peeling
estimates.

Lemma 7.4. Assume that (g, ψ) is a global solution of the Einstein-Klein-
Gordon system as given by Theorem 7.1. If V1, V2 ∈ T and H ∈ H0,3 (see
(7.1.17)–(7.1.18)) then

〈t− r〉2|∂2
LH(x, t)|+ 〈t− r〉〈r〉|∂L∂V1

H(x, t)|+ 〈r〉2|∂V2
∂V1

H(x, t)|

. ε0〈r〉−1+3δ′ ,
(7.1.51)

for any (x, t) ∈M ′ := {(x, t) ∈M : t ≥ 1 and |x| ≥ 2−8t}.

Proof. Step 1. The bounds are easy when either V1 or V2 is a rotation vector-
field. Indeed, if V1 = r−1Ωab then ∂V1H is a sum of functions of the form r−1H ′,
H ′ ∈ H1,3, so

〈t− r〉〈r〉|∂L∂V1H(x, t)|+ 〈r〉2|∂V2∂V1H(x, t)| . ε0〈r〉−1+2δ′ , (7.1.52)

as a consequence of (7.1.21). Moreover, if V2 = r−1Ωab then the commuta-
tors [V2, L] and [V2, V1] are sums of vector-fields of the form r−1W , W ∈ T .
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Therefore, using also (7.1.52),

〈t− r〉〈r〉|∂V2
∂LH(x, t)|+ 〈r〉2|∂V2

∂V1
H(x, t)| . ε0〈r〉−1+2δ′ . (7.1.53)

We show now that

〈t− r〉〈r〉|∂L∂LH(x, t)| . ε0〈r〉−1+2δ′ . (7.1.54)

Recalling that H = ∂ahαβ and using the formula (7.1.37), we have

∂L∂LH = ∂aN h
αβ + (2/r)∂r(∂

ahαβ) + r−2(Ω2
12 + Ω2

23 + Ω2
31)(∂ahαβ). (7.1.55)

As in the proof of (7.1.38), it is easy to see that

(2/r)|∂r(∂ahαβ)(x, t)| . 〈t− r〉−1〈r〉−2+2δ′ ,

r−2|(Ω2
12 + Ω2

23 + Ω2
31)(∂ahαβ)(x, t)| . 〈r〉−3+2δ′ ,

using (7.1.21) and (7.1.20). The nonlinearity ∂aN h
αβ(x, t) can be estimated

using the formula (2.1.9) and the bounds (7.1.20)–(7.1.22). The desired bounds
(7.1.54) follow.

Step 2. For (7.1.51) it remains to prove that

〈t− r〉2|∂2
LH(x, t)|+ 〈r〉2|∂2

LH(x, t)| . ε0〈r〉−1+3δ′ , (7.1.56)

for any (x, t) ∈M ′. We define the vector-field

Γ̃ := r−1xbΓb = r∂t + t∂r (7.1.57)

in M ′, and notice that

Γ̃ = (1/2)[(r + t)L+ (r − t)L]. (7.1.58)

Moreover, using (7.1.21),

|∂L(Γ̃H)(x, t)| . ε0〈r〉−2+2δ′ ,

|∂L(Γ̃H)(x, t)| . ε0〈r〉−1+2δ′〈t− r〉−1.
(7.1.59)

Using (7.1.58) we have |∂L[(r + t)∂L + (r − t)∂L]H(x, t)| . ε0〈r〉−2+2δ′ , thus

|(r + t)∂2
LH(x, t)| . ε0〈r〉−2+2δ′ + |∂LH(x, t)|+ 〈t− r〉|∂L∂LH(x, t)|.

The bound on |∂2
LH(x, t)| in (7.1.56) follows using also (7.1.21) and (7.1.54).

Similarly, using (7.1.58)–(7.1.59) we have

|∂L[(r − t)∂L + (r + t)∂L]H(x, t)| . ε0〈r〉−1+2δ′〈t− r〉−1,
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therefore

|(r − t)∂2
LH(x, t)| . ε0〈r〉−1+2δ′〈t− r〉−1 + |∂LH(x, t)|+ 〈r〉|∂L∂LH(x, t)|.

The bound on |∂2
LH(x, t)| in (7.1.56) follows using also (7.1.21) and (7.1.54)

when |t− r| ≥ 1, or using (7.1.20) when |t− r| ≤ 1. This completes the proof of
the lemma.

We prove now the additional linear estimates we used in Theorem 7.2.

Lemma 7.5. (i) For any f in L2(R3), x ∈ R3, and k ∈ Z we have∣∣|x|Pkf(x)
∣∣ . (1 + 2k|x|)δ2k/2‖Pkf‖H0,1

Ω
. (7.1.60)

(ii) In addition, if t ≥ 1, |x| ≤ 8t, (k, j) ∈ J then∣∣(|x|+ ixaRa)Tm(e−itΛwafj,k)(x)
∣∣ . (1 + 2kt)2δ2k/2 min(1, 2jt−1)‖f∗j,k‖H0,1

Ω
.

(7.1.61)
Here fj,k = P ′kQj,kf , f∗j,k = Qj,kf are as in (3.2.2)–(3.2.3), Ra = |∇|−1∂a
are the Riesz transforms, and the linear operators Tm are defined by Tmg =
F−1(m · ĝ), where m ∈M0.

Finally, if |x| ∈ [2−20t, 8t] and 2j ≤ t(1 + 2kt)−δ then∣∣(|x|+ ixaRa)Tm(e−itΛwafj,k)(x)
∣∣ . (1 + 2kt)2δ2−k/2t−1‖fj,k‖H0,2

Ω
. (7.1.62)

Proof. (i) Clearly ‖Pkf‖L∞ . 23k/2‖Pkf‖L2 , so the bounds (7.1.60) follow if
|x| . 2−k. On the other hand, if |x| ≥ 2−k+20 then we estimate

|Pkf(x)| .
∫
R3

|Pkf(y)| · 23k(1 + 2k|x− y|)−8 dy. (7.1.63)

Using the Sobolev embedding along the spheres S2, for any g ∈ H0,1
Ω and p ∈

[2,∞) we have∥∥g(rθ)
∥∥
L2(r2dr)Lpθ

.p
∑

m1+m2+m3≤1

‖Ωm1
23 Ωm2

31 Ωm3
12 g‖L2 .p ‖g‖H0,1

Ω
. (7.1.64)

Therefore, for x ∈ R3 with |x| ≥ 2−k+20 we can estimate the right-hand side of
(7.1.63) by

C‖Pkf(rθ)‖L2(r2dr)Lpθ
‖23k(1 + 2k|x− rθ|)−8‖

L2(r2dr)Lp
′
θ

.p ‖Pkf‖H0,1
Ω
· 23k2−k/2|x|(2k|x|)−2/p′ .

The desired bounds (7.1.60) follow in this case as well, by taking p sufficiently
large such that 1− 1/p′ ≤ δ/4.

 EBSCOhost - printed on 2/13/2023 9:18 PM via . All use subject to https://www.ebsco.com/terms-of-use



THE MAIN THEOREMS

EKGRevised6x9 October 26, 2021 6.125x9.25

253

(ii) We prove now the bounds (7.1.61). Notice that we may assume 2j ≤
t(1 + 2kt)−δ, since otherwise the bounds follow from (7.1.60). We write

(|x|+ ixaRa)Tm(e−itΛwafj,k)(x)=C

∫
R3

(|x| − x · ξ/|ξ|)m(ξ)eix·ξe−it|ξ|f̂j,k(ξ) dξ.

(7.1.65)
We may also assume |x| ∈ [t/2, 2t] (otherwise we have rapid decay using inte-
gration by parts). The conclusion follows from (7.1.62) and the observation that
‖fj,k‖H0,2

Ω
. 2j+k‖f∗j,k‖H0,1

Ω
.

It remains to prove the bounds (7.1.62). We still use the formula (7.1.65), and
notice that the desired bounds follow easily if 2kt . 1, so we may assume that
2kt ≥ 250. By rotation invariance, we may assume x = (x1, 0, 0), x1 ∈ [2−20t, 8t].
Then we bound the right-hand side of (7.1.65) by Ct

∑
b,c∈[0,2−20(2kt)1/2] |Jb,c|+

R, where

Jb,c :=

∫
R3

f̂j,k(ξ)ϕ[k−4,k+4](ξ)m(ξ)(1− ξ1/|ξ|)1+(ξ1)eix1ξ1−it|ξ|ψb,c(ξ) dξ,

ψb,c(ξ) := ϕ
[0,∞)
b (ξ2/2

λ)ϕ[0,∞)
c (ξ3/2

λ), 2λ := t−1/22k/2,

(7.1.66)

and R is an acceptable remainder that can be estimated using Lemma 3.1.
To prove (7.1.62) it suffices to show that for any b, c ∈ [0, 2−20(2kt)1/2] we

have
|Jb,c| . t−22−k/2(t2k)δ‖fj,k‖H0,2

Ω
. (7.1.67)

Notice that

m(ξ)(1− ξ1/|ξ|)1+(ξ1) =
m(ξ)

1 + ξ1/|ξ|
ξ2
2 + ξ2

3

|ξ|2
1+(ξ1) = m′(ξ)

ξ2
2 + ξ2

3

|ξ|2
1+(ξ1),

(7.1.68)
in the support of the integrals defining Jb,c, for some suitable symbol m′ ∈M0.

We estimate first |J0,0|. For any p ∈ [2,∞), using also (7.1.64) we have

|J0,0| . ‖f̂j,k(rθ)‖L2(r2dr)Lpθ
(2λ−k)2/p′23k/222λ−2k

.p ‖fj,k‖H0,1
Ω
· t−22k/2(t2k)1/p,

(7.1.69)

where the factor (2λ−k)2/p′23k/2 is due to the L2(r2dr)Lp
′

θ norm of the support
of the integral, and the factor 22λ−2k is due to the null factor (ξ2

2 + ξ2
3)/|ξ|2 in

(7.1.68). This is consistent with the bound (7.1.67), by taking p large enough.
To prove (7.1.67) when (b, c) 6= (0, 0) we may assume without loss of gene-

rality that b ≥ c, so b ≥ max(c, 1). We integrate by parts in the integral in
(7.1.66), up to eight times, using the rotation vector-field Ω12 = ξ1∂ξ2 − ξ2∂ξ1 .
Since Ω12{x1ξ1 − t|ξ|} = −ξ2x1, every integration by parts gains a factor of

t2λ+b ≈ t1/22k/2+b and loses a factor t1/22k/2. If Ω12 hits the function f̂j,k twice
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then we stop integrating by parts and bound the integral by estimating Ω2
12ĝj,k

in L2. As in (7.1.69) it follows that

|Jb,c| .
{
‖f̂j,k(rθ)‖L2(r2dr)Lpθ

+ ‖Ω̂12fj,k(rθ)‖L2(r2dr)Lpθ

}
× (2λ−k)2/p′23k/222λ−2k2−b + ‖Ω2

12f̂j,k‖L2(2λ+b2k/2)(t2λ+b)−222λ+2b−2k,

which gives the bound (7.1.67). This completes the proof of the lemma.

7.1.3 Null and Timelike Geodesics

We consider now the future-directed causal geodesics in our spacetime M , and
prove that they extend forever (in the affine parametrization) and become
asymptotically parallel to the geodesics of the Minkowski space. More precisely:

Theorem 7.6. With (g, ψ) as in Theorem 7.1, assume p = (p0, p1, p2, p3) is
a point in M and v = vα∂α is a null or timelike vector at p, normalized with
v0 = 1. Then there is a unique affinely parametrized global geodesic curve γ :
[0,∞)→M with

γ(0) = p = (p0, p1, p2, p3), γ̇(0) = v = (v0, v1, v2, v3). (7.1.70)

Moreover, there is a vector v∞ = (v0
∞, v

1
∞, v

2
∞, v

3
∞) such that, for any s ∈ [0,∞),

|γ̇(s)− v∞| . ε0(1 + s)−1+6δ′ and mαβv
α
∞v

β
∞ = gαβ(p)vαvβ . (7.1.71)

The implicit constant in (7.1.71) is independent of p. As a consequence

|γ(s)− v∞s− p| . ε0(1 + s)6δ′ for any s ∈ [0,∞). (7.1.72)

Proof. The proof uses only Theorem 7.2, Lemma 7.3, and the definitions.
Step 1. Assume that T > 0 and γ = (γ0, γ1, γ2, γ3) : [0, T ) → M is a C4

curve satisfying the geodesic equation

γ̈µ + γ̇αγ̇βΓµαβ = 0, µ ∈ {0, 1, 2, 3}, (7.1.73)

with initial data (7.1.70). Let V (s) = (V 0, V 1, V 2, V 3)(s) := γ̇(s). The identity
(7.1.73) implies the norm conservation identity

V α(s)V β(s)gαβ(γ(s)) = constant for s ∈ [0, T ), (7.1.74)

as well as the general identity

d

ds

{
V βgαβ

}
= (1/2)V µV ν∂αhµν , α ∈ {0, 1, 2, 3}. (7.1.75)

Using first (7.1.74) it follows that V α(s)V β(s)gαβ ≤ 0 for all s ∈ [0, T ). In
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particular,
|V ′(s)| ≤ 1.1|V 0(s)| for any s ∈ [0, T ), (7.1.76)

where V ′(s) := (V 1(s), V 2(s), V 3(s)). Since V 0(0) = 1 and V (s) 6= 0 (by
uniqueness of solutions to the ODE (7.1.73)), we have V 0(s) > 0 for all s ∈ [0, T ).

Step 2. The idea is to prove that, for any s ∈ [0, T ) and α ∈ {0, 1, 2, 3},

V 0(s) ∈ [3/4, 4/3] and

∫ s

0

|∂αhµν(γ(u))V µ(u)V ν(u)| du . ε0. (7.1.77)

We use again a bootstrap argument. Assume that, for some T ′ < T , the weaker
inequalities

V 0(s) ∈ [2/3, 3/2] and

∫ s

0

|∂αhµν(γ(u))V µ(u)V ν(u)| du ≤ ε1,

(7.1.78)

hold for any s ∈ [0, T ′), where ε1 = ε
2/3
0 as before. It suffices to show that

the stronger inequalities (7.1.77) hold for any s ∈ [0, T ′), under the bootstrap
assumption (7.1.78).

It follows from (7.1.78) and (7.1.76) that, for any s ∈ [0, T ′) and µ ∈
{0, 1, 2, 3},

|V µ(s)| ≤ 2, γ0(s)− p0 ∈ [2s/3, 3s/2]. (7.1.79)

We apply now (7.1.75) with α = 0. Let

A(s) := −V β(s)g0β(γ(s)) = V 0(s)− V β(s)h0β(γ(s)). (7.1.80)

Using (7.1.75) we calculate

∂sA = −(1/2)V µV ν∂0hµν .

Using the bootstrap assumption (7.1.78) it follows that |A(s) − A(0)| ≤ ε1

for any s ∈ [0, T ′). Thus |V 0(s) − 1| . ε1 (see (7.1.80)), and the bounds
V 0(s) ∈ [3/4, 4/3] in (7.1.77) follow.

To prove the second bounds in (7.1.77) we would like to use (7.1.48), but
for this we need to link the vectors V (s) and L(γ(s)). We define the function
B : [0, T ′)→ R by

B(s) := 1+γ0(s)+(1+γ0(s))2δ′−
{

1+(γ1(s))2+(γ2(s))2+(γ3(s))2
}1/2

. (7.1.81)

One should think of B as a slight modification (for the purpose of making it
increasing along the geodesic curve γ) of the function γ0(s) − |γ′(s)|, where
γ′(s) := (γ1(s), γ2(s), γ3(s)) and |γ′(s)| := [(γ1(s))2 + (γ2(s))2 + (γ3(s))2]1/2.
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We calculate

(∂sB)(s) = V 0(s) + 2δ′V 0(s)(1 + γ0(s))2δ′−1

− (γ1V 1)(s) + (γ2V 2)(s) + (γ3V 3)(s){
1 + (γ1(s))2 + (γ2(s))2 + (γ3(s))2

}1/2
.

(7.1.82)

Notice that √
1 + (B(s))2 . 〈γ0(s)− |γ′(s)|〉(1 + γ0(s))2δ′ . (7.1.83)

Moreover, since the vector V (s) is timelike or null and using (7.1.20), we have

0 ≤ V 0(s)− |V ′(s)|+ Cε0V
0(s)(1 + γ0(s) + |γ′(s)|)−1+δ′

for some constant C ≥ 1, with V ′(s) as in (7.1.76). Therefore

(∂sB)(s) ≥
∣∣V 0(s)− |V ′(s)|

∣∣+
{
|V ′(s)| − (γ′ · V ′)(s)

[1 + |γ′(s)|2]1/2

}
. (7.1.84)

We would like now to express the vector V (s) in terms of the good vectors
at the point γ(s). More precisely, for any s ∈ [0, T ′) we would like to decompose

V (s) = |V ′(s)|L(γ(s)) +H ′(γ(s)) + E(γ(s)), (7.1.85)

where H ′ = H1∂1 +H2∂2 +H3∂3 is a horizontal vector tangential to the sphere,

|Ha(γ(s))| .
√

(∂sB)(s), H ′(γ(s)) · γ′(s) = 0, (7.1.86)

and E = E0∂0 + E1∂1 + E2∂2 + E3∂3 is an error term,

|Eµ(γ(s))| . (∂sB)(s), µ ∈ {0, 1, 2, 3}. (7.1.87)

Indeed, one can simply takeH ′ = 0 if |γ′(s)| ≤ 1, since in this case |(∂sB)(s)| & 1
(see (7.1.84)). On the other hand, if |γ′(s)| ≥ 1 then we use the decomposition

V = V 0∂0 +(V ′ ·∂r)∂r +H ′ = |V ′|L+H ′+{(V 0−|V ′|)∂0 +[(V ′ ·∂r)−|V ′|]∂r},

where H ′ = Ha∂a, H ′ · ∂r = 0. Since ∂r = |γ′|−1γ′, |H ′|2 = |V ′|2 − (V ′ · ∂r)2

and ∂sB ≥ |V 0 − |V ′|| + (|V ′| − V ′ · ∂r) (see (7.1.84)), the desired conclusions
(7.1.85)–(7.1.87) follow.

We show now that, for any s ∈ [0, T ′) and α ∈ {0, 1, 2, 3},

|∂αhµν(γ(s))V µ(s)V ν(s)| . ε0(1 + |γ(s)|)−2+5δ′

+ ε0(1 + |γ(s)|)−1+5δ′ (∂sB)(s)

(1 +B(s)2)1/2
.

(7.1.88)

Indeed, in view of (7.1.85) and (7.1.77) the left-hand side of (7.1.88) is bounded
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by

C{|[∂αhµνLµLν ](γ(s))|+ |[∂αhµνLµ(H ′)ν ](γ(s))|
+ |[∂αhµν(H ′)µ(H ′)ν ](γ(s))|+ |[∂αhµνV µEν ](γ(s))|+ |[∂αhµνEµEν ](γ(s))|}.

The terms in the first line are bounded by Cε0(1 + |γ(s)|)−2+4δ′ , due to (7.1.21)
and (7.1.48). The terms in the second line are . ε0(1 + |γ(s)|)−1+2δ′〈γ0(s) −
|γ′(s)|〉−1(∂sB)(s), due to (7.1.21) and (7.1.86)–(7.1.87). The desired bounds
(7.1.88) follow using also (7.1.83).

Finally, we can complete the proof of the second estimate in (7.1.77). Since
1+ |γ(s)| ≈ 1+s+p0 + |p′| ≈ 1+s+ |p| (due to (7.1.79)), it follows from (7.1.88)
that∫ t2

t1

|∂αhµν(γ(s))V µ(s)V ν(s)| ds .
∫ t2

t1

ε0(1 + s+ |p|)−2+5δ′ ds

+

∫ t2

t1

ε0(1 + s+ |p|)−1+5δ′ d

ds
log[
√

1 +B(s)2 +B(s)] ds

. ε0(1 + t1 + |p|)−1+6δ′

(7.1.89)

for any t1 ≤ t2 ∈ [0, T ′), where we used integration by parts and the observation
that |B(s)| . 1 + |γ(s)| . 1 + s+ |p|. The conclusion (7.1.77) follows by setting
t1 = 0.

Step 3. We can now prove the conclusions of the theorem. In view of
(7.1.77), (7.1.79), and the standard existence theory of solutions of ODEs, the
geodesic curve γ extends for all values of s ∈ [0,∞) as a smooth solution of the
equation (7.1.73). Thus one can take T = ∞, and the inequalities (7.1.77) are
satisfied for all s ∈ [0,∞).

We apply (7.1.75) for all α ∈ {0, 1, 2, 3} and integrate between times s1 <
s2 ∈ [0,∞). Using (7.1.89) we have∣∣V β(s2)gαβ(γ(s2))− V β(s1)gαβ(γ(s1))

∣∣ . ε0(1 + s1 + |p|)−1+6δ′ .

Since |hαβ(γ(s2))|+ |hαβ(γ(s1))| . ε0(1 + s1 + |p|)−1+δ′ it follows that∣∣V α(s2)− V α(s1)
∣∣ . ε0(1 + s1 + |p|)−1+6δ′ (7.1.90)

for any s1 < s2 ∈ [0,∞) and α ∈ {0, 1, 2, 3}. In particular, v∞ := lims→∞ V (s)
exists. Notice that (7.1.71) follows from (7.1.90) and (7.1.74). The bounds in
(7.1.72) then follow by integrating the bounds |γ̇(u) − v∞| . ε0(1 + u)−1+6δ′

from 0 to s.
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7.2 WEAK PEELING ESTIMATES AND THE ADM ENERGY

7.2.1 Peeling Estimates

In this section we prove weak peeling estimates for the Riemann tensor of our
spacetime. The Riemann tensor R satisfies the symmetry properties

Rαβµν = −Rβαµν = −Rαβνµ = Rµναβ ,

Rαβµν + Rβµαν + Rµαβν = 0.
(7.2.1)

In our case, we also have the Einstein-field equations

gµνRαµβν = Rαβ = DαψDβψ + (ψ2/2)gαβ . (7.2.2)

The rates of decay of the components of the Riemann tensor are mainly deter-
mined by their signatures. To define this, we use (Minkowski) frames (L,L, ea),
where L,L are as in (7.1.15) and ea ∈ Th := {r−1Ω12, r

−1Ω23, r
−1Ω31}. We

assign signature +1 to the vector-field L, −1 to the vector-field L, and 0 to the
horizontal vector-fields in Th. With e1, e2, e3, e4 ∈ Th we define Sig(a) as the set
of components of the Riemann tensor of total signature a, so

Sig(−2) := {R(L, e1, L, e2)},
Sig(2) := {R(L, e1, L, e2)},

Sig(−1) := {R(L, e1, e2, e3),R(L,L,L, e1)},
Sig(1) := {R(L, e1, e2, e3),R(L,L, L, e1)},
Sig(0) := {R(e1, e2, e3, e4),R(L,L, e1, e2),R(L, e1, L, e2),R(L,L, L, L)}.

(7.2.3)

These components capture the full curvature tensor, due to (7.2.1).
Notice that we define our decomposition in terms of the Minkowski null pair

(L,L) instead of more canonical null frames (or tetrads) adapted to the metric
g (see, for example, [12], [52], [53]). However, as we explain below, the weak
peeling estimates are invariant under natural changes of the frame, and the
rate of decay depends only on the signature of the component, except for the
components R(L, e1, L, e2). More precisely:

Theorem 7.7. Assume that (g, ψ) is as in Theorem 7.1, (x, t) ∈M ′ = {(x, t) ∈
M : t ≥ 1 and |x| ≥ 2−8t}, and Ψ(a) ∈ Sig(a′) for a ≤ a′ ∈ {−2,−1, 0, 1, 2}.
Then

|Ψ(−2)(x, t)| . ε0〈r〉3δ
′−1〈t− r〉−2,

|Ψ(−1)(x, t)| . ε0〈r〉5δ
′−2〈t− r〉−1,

|Ψ(2)(x, t)|+ |Ψ(1)(x, t)| . ε0〈r〉7δ
′−3.

(7.2.4)

Moreover, if Ψ1
(0) ∈ Sig1(0) := {R(e1, e2, e3, e4),R(L,L, e1, e2),R(L,L, L, L)}
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then
|Ψ1

(0)(x, t)| . ε0〈r〉7δ
′−3. (7.2.5)

Remark 7.8. (i) In view of (7.2.2), we notice that the Ricci components decay
at most cubically, Rαβ = O(〈r〉−3+) in M ′. As a result we do not expect
uniform estimates of order better than cubic for any components of the Riemann
curvature tensor, so the weak peeling estimates in Theorem 7.7 are optimal in
this sense, at least up to rCδ

′
losses. In fact, the almost cubic decay is also

formally consistent with the weak peeling estimates of Klainerman-Nicoló [53,
Theorem 1.2 (b)] in the setting of our more general metrics.

(ii) We show in Proposition 7.9 below that our weak peeling estimates are
invariant under suitable changes of the frame. Moreover, we also show that the
natural 〈r〉−3+ decay of the signature 0 components R(L, e1, L, e2), which is
missing in the estimates (7.2.4)–(7.2.5), can be restored if one works with a null
vector-field L.

Proof. The estimates follow from the formulas (7.2.1)–(7.2.3), the bounds on
first and second order derivatives of hαβ in Theorem 7.2 and Lemmas 7.3–7.4,
and the general identity

Rαβµν = −∂αΓνβµ + ∂βΓναµ + gρλΓρβµΓλαν − gρλΓραµΓλβν

=
1

2

[
∂α∂νhβµ + ∂β∂µhαν − ∂β∂νhαµ − ∂α∂µhβν

]
+ gρλ

[
ΓρβµΓλαν − ΓραµΓλβν

]
.

(7.2.6)

Step 1. In view of (7.1.21)–(7.1.22) and (7.1.51) we have the general bounds

|Γαβµ(x, t)| . ε0〈t− r〉−1〈r〉−1+2δ′ ,

|∂α∂βhµν(x, t)| . ε0〈t− r〉−2〈r〉−1+3δ′ ,

|Rαβ(x, t)| . ε0〈r〉−3+2δ′ ,

(7.2.7)

for any (x, t) ∈M ′ and α, β, µ, ν ∈ {0, 1, 2, 3}. Also, if V1, V2, V3 ∈ T then, using
also (7.1.48),

|V α1 V
β
2 V

µ
3 Γαβµ(x, t)|+ |LαLβV µ1 Γαβµ(x, t)|

+ |LαV β1 L
µΓαβµ(x, t)|+ |V α1 L

βLµΓαβµ(x, t)| . ε0〈r〉−2+3δ′
(7.2.8)

and, using (7.1.51),

|V α1 V
β
2 ∂α∂βhµν(x, t)| . ε0〈r〉−3+3δ′ ,

|V α1 L
β∂α∂βhµν(x, t)|| . ε0〈t− r〉−1〈r〉−2+3δ′ .

(7.2.9)

We can now prove the bounds (7.2.4). The bounds on Ψ(−2) and Ψ(2) follow,
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since all the terms in the right-hand side of (7.2.6) have suitable decay, using
(7.2.7) for Ψ(−2) and (7.2.8)–(7.2.9) for Ψ(2).

If Ψ(−1) is one of the curvature components in Sig(a′), a′ ≥ −1, containing at
most one vector-field L, then the desired bounds follow using (7.2.7) and (7.2.9).
On the other hand, if Ψ(−1) = R(L,L,L, V ), V ∈ T , then we use (7.1.16) and
the Einstein equations (7.2.2). Thus

−R(L, V ) = mαβR(L, ∂α, ∂β , V ) + gαβ≥1R(L, ∂α, ∂β , V )

= −(1/2)R(L,L,L, e1) + ΠαβR(L, ∂α, ∂β , e1) + gαβ≥1R(L, ∂α, ∂β , e1).
(7.2.10)

Using (7.1.20) and (7.2.7) we have R(L,L,L, V ) = O(ε0〈t− r〉−1〈r〉−2+5δ′), as
desired.

If Ψ(1) = R(L, e1, e2, e3) then the desired bounds in (7.2.4) follow from
(7.2.8)–(7.2.9). On the other hand, if Ψ1 = R(L,L, L, e1) then we use again the
Einstein equations as in (7.2.10), and estimate

|R(L,L, L, e1)| . |R(L, e1)|+ |gαβ≥1R(L, ∂α, ∂β , e1)|+
∣∣ΠαβR(L, ∂α, ∂β , e1)

∣∣.
The desired bounds follow using (7.2.7), (7.2.6), (7.1.20), (7.2.9), and the defi-
nition of Π in (7.1.15).

Step 2. We bound now the components of signature 0. Clearly, using just
(7.2.7)–(7.2.9),

|R(e1, e2, e3, e4)(x, t)| . ε0〈r〉−3+5δ′ . (7.2.11)

We prove now that for any (x, t) ∈M ′

|R(L,L, e1, e2)(x, t)| . ε0〈r〉−3+5δ′ . (7.2.12)

The quadratic terms involving connection coefficients can be bounded easily,

|LαLβeµ1eν2gρλΓρβµΓλαν |

. |LαLβeµ1eν2g
ρλ
≥1ΓρβµΓλαν |+ |LαLβeµ1eν2mρλΓρβµΓλαν |

. ε0〈r〉−3+5δ′ + |LαLβeµ1eν2ΠρλΓρβµΓλαν |
+ |LαLβeµ1eν2(LρLλ + LρLλ)ΓρβµΓλαν |

. ε0〈r〉−3+5δ′ ,

(7.2.13)

for any e1, e2 ∈ Th, using (7.1.20), (7.2.7)–(7.2.8), and (7.1.16). Moreover, we
also have

|Lαeβ1Lνe
µ
2∂α∂βhµν(x, t)| . ε0〈r〉−3+5δ′ . (7.2.14)

Indeed, to see this we start with the harmonic gauge condition (7.1.2) and write
it in the form

mαβ∂ν∂αhβµ − (1/2)mαβ∂ν∂µhαβ = −∂ν(gαβ≥1∂αhβµ) + (1/2)∂ν(gαβ≥1∂µhαβ).
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Using now (7.1.16) and multiplying by 2eν1e
µ
2 we have

−(LαLβ + LαLβ)eν1e
µ
2∂ν∂αhβµ + 2Παβeν1e

µ
2∂ν∂αhβµ

= mαβeν1e
µ
2∂ν∂µhαβ − 2eν1e

µ
2∂ν(gαβ≥1∂αhβµ) + eν1e

µ
2∂ν(gαβ≥1∂µhαβ).

Thus

|LαLβeν1e
µ
2∂ν∂αhβµ| . |LαL

βeν1e
µ
2∂ν∂αhβµ|+ |Παβeν1e

µ
2∂ν∂αhβµ|

+ |mαβeν1e
µ
2∂ν∂µhαβ |+ |eν1e

µ
2∂νg

αβ
≥1∂αhβµ|+ |e

ν
1e
µ
2g
αβ
≥1∂ν∂αhβµ|

+ |eν1e
µ
2∂νg

αβ
≥1∂µhαβ |+ |e

ν
1e
µ
2g
αβ
≥1∂ν∂µhαβ |,

and the bounds (7.2.14) follow using (7.1.51), (7.1.21), and (7.1.20). The desired
estimates (7.2.12) now follow from (7.2.13)–(7.2.14), the formula (7.2.6), and the
bounds (7.1.51).

Finally, we prove now that for any (x, t) ∈M ′

|R(L,L, L, L)(x, t)| . ε0〈r〉−3+7δ′ . (7.2.15)

Indeed, we start with the Einstein-field equations (7.2.2). Thus

−R(L,L) = mαβR(L, ∂α, ∂β , L) + gαβ≥1R(L, ∂α, ∂β , L)

= −(1/2)R(L,L, L, L) + ΠαβR(L, ∂α, ∂β , L) + gαβ≥1R(L, ∂α, ∂β , L).

We use (7.2.7) and the curvature bounds (7.2.4) proved earlier to estimate the
error terms in the identity above. For (7.2.15) it suffices to prove that∣∣ΠµνR(∂µ, L, ∂ν , L)(x, t)

∣∣ . ε0〈r〉−3+7δ′ . (7.2.16)

To prove (7.2.16) we apply again the Einstein equations and (7.1.16), so

ΠµνRµν = ΠµνmαβR(∂µ, ∂α, ∂ν , ∂β) + Πµνgαβ≥1R(∂µ, ∂α, ∂ν , ∂β)

= −ΠµνR(∂µ, L, ∂ν , L) + ΠµνΠαβR(∂µ, ∂α, ∂ν , ∂β)

+ Πµνgαβ≥1R(∂µ, ∂α, ∂ν , ∂β).

In view of (7.2.7), (7.2.11), and (7.1.20), for (7.2.16) it suffices to prove that∣∣ΠµνR(∂µ,W1, ∂ν ,W2)(x, t)
∣∣ . ε0〈r〉−2+6δ′ , (7.2.17)

for any W1,W2 ∈ {L,L, r−1Ω12, r
−1Ω23, r

−1Ω31}.
The bounds (7.2.17) follow from (7.2.4) and (7.2.11), unless W1 = W2 = L.
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In this case we use again the Einstein-field equations and (7.1.16), so

R(L,L) = mαβR(L, ∂α, L, ∂β) + gαβ≥1R(L, ∂α, L, ∂β)

= ΠαβR(L, ∂α, L, ∂β) + gαβ≥1R(L, ∂α, L, ∂β).

The bounds (7.2.17) follow, which completes the proof of the theorem.

We would like to show now that our weak peeling estimates are invari-
ant under natural changes of frames. Assume L′, L′, r−1Ω′12, r

−1Ω′23, r
−1Ω′31

are vector-fields in M ′, which are small perturbations of the corresponding
Minkowski vector-fields, i.e.,

|(L− L′)(x, t)|+ |(L− L′)(x, t)|+ |x|−1|(Ω12 − Ω′12)(x, t)|
+ |x|−1|(Ω23 − Ω′23)(x, t)|+ |x|−1|(Ω31 − Ω′31)(x, t)| ≤ 〈r〉−1+c0 ,

(7.2.18)

for any (x, t) ∈ M ′, where c0 ∈ [2δ′, 1/10]. We define the associated sets of
curvature components, as in (7.2.3),

Sig′(−2) := {R(L′, e′1, L
′, e′2)},

Sig′(2) := {R(L′, e′1, L
′, e′2)},

Sig′(−1) := {R(L′, e′1, e
′
2, e
′
3),R(L′, L′, L′, e′1)},

Sig′(1) := {R(L′, e′1, e
′
2, e
′
3),R(L′, L′, L′, e′1)},

Sig′(0) := Sig′1(0) ∪ Sig′2(0),

Sig′1(0) := {R(e′1, e
′
2, e
′
3, e
′
4),R(L′, L′, e′1, e

′
2),R(L′, L′, L′, L′)},

Sig′2(0) := {R(L′, e′1, L
′, e′2)},

(7.2.19)

where e′1, e
′
2, e
′
3, e
′
4 ∈ T ′h := {r−1Ω′12, r

−1Ω′23, r
−1Ω′31}.

Proposition 7.9. Assume that Ψ′(a) ∈ Sig′(a′) for a ≤ a′ ∈ {−2,−1, 0, 1, 2},
and Ψ′1(0) ∈ Sig′1(0). Then Ψ′(a),Ψ

′1
(0) satisfy similar bounds as before,

|Ψ′(−2)(x, t)| . ε0〈r〉−1+3δ′〈t− r〉−2,

|Ψ′(−1)(x, t)| . ε0〈r〉−2+3δ′+c0〈t− r〉−1,

|Ψ′(2)(x, t)|+ |Ψ
′
(1)(x, t)|+ |Ψ

′1
(0)(x, t)| . ε0〈r〉−3+3δ′+2c0 .

(7.2.20)

Moreover, if the vector-field L′ satisfies the almost null bounds

|g(L′, L′)(x, t)| . 〈r〉−2+2c0 , for any (x, t) ∈M ′ (7.2.21)

(see Lemma 7.19 below for the construction of such vector-fields associated to
almost optical functions), and Ψ′2(0) ∈ Sig′2(0), then we have the additional bounds

|Ψ′2(0)(x, t)| . ε0〈r〉−3+3δ′+2c0 . (7.2.22)
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Proof. Step 1. We prove first the bounds (7.2.20). Assume that W1, . . . ,W4

are vector-fields in {L,L, r−1Ωab} and letW ′1, . . . ,W
′
4 denote their corresponding

perturbations. In view of Theorem 7.7 all the components of the curvature tensor
in the Minkowski null frame are bounded by Cε0〈r〉−1+3δ′〈t − r〉−2. Therefore
we can estimate∣∣R(W ′1,W

′
2,W

′
3,W

′
4)−R(W1,W2,W3,W4)

∣∣ . ∣∣R(W ′1 −W1,W2,W3,W4)
∣∣

+
∣∣R(W1,W

′
2 −W2,W3,W4)

∣∣+
∣∣R(W1,W2,W

′
3 −W3,W4)

∣∣
+
∣∣R(W1,W2,W3,W

′
4 −W4)

∣∣+ ε0〈r〉−2+2c0〈r〉−1+3δ′〈t− r〉−2.

(7.2.23)

The last remainder term in the right-hand side of (7.2.23) is compatible with all
the desired estimates (7.2.20). The other four curvature terms in the right-hand
side are all bounded by Cε0〈r〉−1+c0〈r〉−1+3δ′〈t − r〉−2, which still suffices to
prove the estimates on |Ψ′(−2)| and |Ψ′(−1)| in the first two lines of (7.2.20).

On the other hand, we can also use (7.2.23) to estimate the terms |Ψ′(2)| and

|Ψ′(1)| in the last line of (7.2.20) by

Cε0〈r〉−1+c0〈r〉−2+5δ′〈t− r〉−1. (7.2.24)

This is because the four curvature terms in the right-hand of (7.2.23) contain
only components of signature ≥ −1, since the change of one vector-field can
reduce the signature by at most 2. The remaining term |Ψ′1(0)| is also bounded

by the expression (7.2.24), because in the case of the components in Sig1(0) the
change of one vector-field can only reduce the total signature by 1. The desired
bounds (7.2.20) follow.

We remark that this argument fails for the components R(L, e1, L, e2) in
Sig2(0): even if such a component is O(〈r〉−3+) for a choice of frame, this bound
is not invariant under a small change of the frame (satisfying (7.2.18)) because
the replacement of the vector L in the first position would bring in errors of the
form 〈r〉−1+R(L, e1, L, e2), which are too big in the wave region.

Step 2. We prove now the bounds (7.2.22). Notice first that we may replace
L′, e′1, and e′2 with L, e1, and e2 respectively, at the expense of components of
signature ≥ −1, thus bounded by the expression in (7.2.24). We may also
assume that L′ = L+ ρL, where |ρ(x, t)| . 〈r〉−1+c0 . Using (7.2.1) we have

R(L′, e1, L, e2)−R(L, e1, L
′, e2) = R(L′, L, e1, e2).

Using the Einstein-field equations (7.2.2) and (7.1.16) we have

R(e1, e2) = mαβR(∂α, e1, ∂β , e2) + gαβ≥1R(∂α, e1, ∂β , e2)

= −(1/2)[R(L, e1, L, e2) + R(L, e1, L, e2)]

+ ΠαβR(∂α, e1, ∂β , e2) + gαβ≥1R(∂α, e1, ∂β , e2).
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In view of (7.2.20) and (7.2.7), we have

|R(L′, L, e1, e2)(x, t)|+ |R(e1, e2)(x, t)|+ |ΠαβR(∂α, e1, ∂β , e2)(x, t)|

. ε0〈r〉7δ
′−3.

Combining the last three equations and recalling that L = L′ − ρL we have

R(L′, e1, L, e2)−R(L, e1, L
′, e2) = O(ε0〈r〉7δ

′−3),

[R(L′, e1, L, e2) + R(L, e1, L
′, e2)]

− 2ρR(L, e1, L, e2)− 2gαβ≥1R(∂α, e1, ∂β , e2) = O(ε0〈r〉7δ
′−3).

Therefore, to prove (7.2.22) it suffices to show that

ρR(L, e1, L, e2) + gαβ≥1R(∂α, e1, ∂β , e2) = O(ε0〈r〉−3+3δ′+2c0). (7.2.25)

The contributions of the curvature components in the term R(∂α, e1, ∂β , e2)
in (7.2.25) are all bounded by the expression in (7.2.24), with the exception of the
component R(L, e1, L, e2), which has signature −2. Therefore, if we decompose
∂α = AαL + BαL + W , where W · ∂0 = W · ∂r = 0, then the left-hand side
(7.2.25) is[

ρ+ gαβ≥1AαAβ
]
R(L, e1, L, e2) +O(ε0〈r〉−3+3δ′+2c0). (7.2.26)

Moreover, Aα = −(1/2)∂αu
0, where u0(x, t) := |x| − t. Therefore

ρ+ gαβ≥1AαAβ = ρ+ (1/4)gαβ≥1∂αu
0∂βu

0 = ρ− (1/4)LαLβhαβ +O(〈r〉−2+2δ′),

where the last identity follows from the explicit formulas (2.1.8). Since L =
L′ − ρL, ρ = O(〈r〉−1+c0), and g(L′, L) = −2 +O(〈r〉−1+c0) we have

4ρ = g(L,L)− g(L′, L′) +O(〈r〉−2+2c0).

The last two identities and the assumption (7.2.21) show that ρ+ gαβ≥1AαAβ =

O(〈r〉−2+2c0). The desired conclusion (7.2.25) follows using also (7.2.26).

7.2.2 The ADM Energy

The ADM energy measures the total deviation of our spacetime from the Min-
kowski solution. In our asymptotically flat case it is calculated by integrating
on large spheres on the surfaces Σt = {(x, t) ∈ M : x ∈ R3}, according to the
formula

EADM (t) :=
1

16π
lim
R→∞

∫
SR,t

(∂jgnj − ∂ngjj)
xn

|x|
dx, (7.2.27)
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where the integration is over large (Euclidean) spheres SR,t ⊆ Σt of radius R.
Using Stokes theorem and the definitions (2.1.29) and (4.3.2), we can rewrite

EADM (t) =
1

16π
lim
R→∞

∫
|x|≤R

−2∆τ(x, t) dx. (7.2.28)

We analyze first the density function −2∆τ .

Lemma 7.10. We can decompose

−2∆τ = −δjkP 2
jk + {(∂0ψ)2 + ψ2 + ∂jψ∂jψ}+O1 + ∂jO

2
j , (7.2.29)

where P 2
jk are defined as in (2.1.15),

‖O1(t)‖L1(R3) . ε
2
0〈t〉−κ for any t ≥ 0, (7.2.30)

and

O2
j := −h0j∂0h00 + h00∂0h0j − h0n∂0hnj + hnj∂0h0n − hkn∂jhkn

+ h0n∂jh0n − h0n∂nh0j + hkn∂nhkj − h00∂j(τ + F )

+ 2h0j∂0(τ + F )− hnj∂n(τ + F ).

(7.2.31)

Proof. Recall the identity (4.3.5)

−2∆τ = ∂αE
≥2
α + F (N h) + τ(N h) = ∂αE

≥2
α +

1

2
N h

00 +
1

2
δjkN h

jk. (7.2.32)

Step 1. We use the formulas (2.1.9)–(2.1.15) and (4.3.1) and identify first
the L1 errors. Indeed, all the cubic and higher order terms are bounded by
Cε2

0〈t−|x|〉−1〈t+ |x|〉−3+κ or by Cε2
0〈x〉−1〈t+ |x|〉−3+κ, due to (7.1.20)–(7.1.22),

so they are acceptable L1 errors. The semilinear quadratic null forms in Q2
αβ

(see (2.1.14)) are also acceptable L1 errors because∣∣(mαβ∂αh1∂βh2)(x, t)
∣∣+
∣∣(∂µh1∂νh2 − ∂νh1∂µh2)(x, t)

∣∣
. ε2

0〈t− |x|〉−1〈t+ |x|〉−3+κ,
(7.2.33)

for any µ, ν ∈ {0, 1, 2, 3} and h1, h2 ∈ {hαβ}. This follows from (7.1.21) and the
observation

∂0 = −∂r+L and ∂j = (xj/r)∂r+sum of good vector-fields in T . (7.2.34)

The Klein-Gordon contributions coming from (2.1.12) are the second term
in the right-hand side of (7.2.29). It remains to analyze the quadratic semilinear
and quasilinear terms involving the metric components, which are

1

2
(Q2

00 +Q2
jj)−

1

2
(P 2

00 + P 2
jj) + ∂0E

2
0 + ∂jE

2
j , (7.2.35)
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where, using (4.3.1) and (2.1.8),

E2
µ := −gαβ1 ∂αhβµ +

1

2
gαβ1 ∂µhαβ

= h00∂0h0µ − h0k(∂0hkµ + ∂kh0µ)

+ hkn∂khnµ −
1

2
h00∂µh00 + h0k∂µh0k −

1

2
hkn∂µhkn.

(7.2.36)

Notice that all the terms in (7.2.35) are of the form ∂h ·∂h or h ·∂2h. To extract
acceptable L1 errors, notice that, for µ, ν ∈ {0, 1, 2, 3}, h ∈ {hαβ}, and V ∈ T ,

‖h(t)‖Lp . ε0〈t〉−κ if p ≥ 3 + 4κ, (7.2.37)

‖∂µh(t)‖Lp + ‖∂µ∂νh(t)‖Lp . ε0〈t〉−κ if p ≥ 2 + 4κ, (7.2.38)

‖(1− χt) · ∂µh(t)‖Lp + ‖(1− χt) · ∂µ∂νh(t)‖Lp
+ ‖V µ∂µh(t)‖Lp . ε0〈t〉−κ if p ≥ 3/2 + 4κ,

(7.2.39)

where χt is a smooth characteristic function of the wave region, for example,
χt ≡ 0 if t ≤ 8 and χt(x) = ϕ≤−4((t−|x|)/t) if t ≥ 8. These bounds follow from
Theorem 7.2. Moreover

‖(∂αh1 · ∂βh2)(t)‖Lp + ‖(h1 · ∂α∂βh2)(t)‖Lp

+ ‖N h
αβ(t)‖Lp + ‖E≥2

α (t)‖Lp + ‖∂µE≥2
α (t)‖Lp . ε0〈t〉−κ,

(7.2.40)

for any p ≥ 1 + 2κ. In particular, all the terms in (7.2.35) are barely missing
to being acceptable L1 errors. All the semilinear terms that contain a good
derivative are acceptable L1 errors.

Step 2. We analyze now the quadratic expressions in (7.2.35). Since (∂2
0 −

∆)hαβ = N h
αβ , we can use (7.2.40) to write

∂0E
2
0 ∼

1

2
∂0h00∂0h00 +

1

2
h00∆h00 − ∂0h0k∂kh00 − h0k∂0∂kh00

+ ∂0hkn∂khn0 + hkn∂0∂khn0 −
1

2
∂0hkn∂0hkn −

1

2
hkn∆hkn,

where in this proof F ∼ G means ‖F −G‖L1 . ε2
0〈t〉−κ. Using also (7.2.33)

∂0E
2
0 ∼

1

2
∂j(h00∂jh00)− ∂k(h0k∂0h00) + ∂k(hnk∂0hn0)− 1

2
∂j(hkn∂jhkn).
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Therefore, using again (7.2.36), we have ∂0E
2
0 + ∂jE

2
j ∼ ∂jO

2,1
j , where

O2,1
j := −h0j∂0h00 + hnj∂0hn0 − hkn∂jhkn + h00∂0h0j

− h0n∂0hnj − h0n∂nh0j + hkn∂khnj + h0n∂jh0n.
(7.2.41)

We examine now the terms Q2
00 and Q2

jj . Using the identities (2.1.13)

1

2

(
Q2

00 +Q2
nn

)
= ∂jO

2,2
j

+
{
∂jh00∂j(τ + F )− 2∂jh0j∂0(τ + F ) + ∂nhnj∂j(τ + F )

}
,

(7.2.42)

where (1/2)(h00 + δjkhjk) = τ + F (see (4.3.2)) and

O2,2
j := −h00∂j(τ + F ) + 2h0j∂0(τ + F )− hnj∂n(τ + F ). (7.2.43)

The desired formula (7.2.31) follows from (7.2.41) and (7.2.43).
Step 3. We identify now the contribution of the semilinear terms. We show

first that the semilinear terms in the bracket in the right-hand side of (7.2.42)
are acceptable L1 errors. Indeed, using (7.2.34) and (7.2.38)–(7.2.39), we may
replace ∂j with −(xj/r)∂0, at the expense of acceptable errors. The semilinear
expression in (7.2.42) is

∼
{
∂0h00∂0(τ + F ) + 2(xj/r)∂0h0j∂0(τ + F ) + (xnxj/r

2)∂0hnj∂0(τ + F )
}

∼ ∂0(τ + F ) · (LαLβ∂0hαβ).

This is an acceptable L1 error due to Lemma 7.3 and (7.1.21).
Finally, we examine (2.1.15) and notice that P00 ∼ Pjj , due to (7.2.34) and

(7.2.38)–(7.2.39). The contribution of −(1/2)(P 2
00 +P 2

jj) is the first term in the
right-hand side of (7.2.29).

We prove now that the ADM energy is well defined, conserved in time,
non-negative, and can be linked to the scattering data of our spacetime. More
precisely:

Proposition 7.11. We have ∆τ(t) ∈ L1(R3) and

EADM (t) =
1

16π

∫
R3

−2∆τ(x, t) dx = EADM (7.2.44)

does not depend on t ∈ [0,∞). Moreover, for any t ≥ 0,

EADM =
1

16π

∫
R3

{
|Uψ(t)|2 + (1/4)

∑
m,n∈{1,2,3}

|Uϑmn(t)|2
}
dx+O(ε2

0〈t〉−κ).

(7.2.45)
In particular, recalling the scattering profiles V ψ∞ and V G∞ from (7.3.18), we have
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EADM =
1

16π
‖V ψ∞‖2 +

1

64π

∑
m,n∈{1,2,3}

‖V ϑmn∞ ‖2L2 . (7.2.46)

Proof. Step 1. It follows from (7.1.21)–(7.1.22) that

‖∂µE≥2
ν (t)‖(L1∩L2)(R3) + ‖N h

µν‖(L1∩L2)(R3) . ε0〈t〉4, t ∈ [0,∞), (7.2.47)

for any µ, ν ∈ {0, 1, 2, 3}. In particular ∆τ ∈ L1(R3) (due to (4.3.5)), and the
identity (7.2.44) holds. To prove that the energy is constant we estimate, for
any t1 ≤ t2 ∈ [0,∞) and R large,∣∣∣ ∫

R3

∆τ(x, t2)ϕ≤0(|x|/R) dx−
∫
R3

∆τ(x, t1)ϕ≤0(|x|/R) dx
∣∣∣

=
∣∣∣ ∫ t2

t1

∫
R3

∂0∂jτ(x, s) · ∂jϕ≤0(|x|/R) dx
∣∣∣

. |t2 − t1|R−1/4 sup
s∈[t1,t2]

∑
j∈{1,2,3}

‖∂0∂jτ(s)‖L4/3 .

Using now (4.3.5) and (7.2.47) it follows that

lim
R→∞

∣∣∣ ∫
R3

∆τ(x, t2)ϕ≤0(|x|/R) dx−
∫
R3

∆τ(x, t1)ϕ≤0(|x|/R) dx
∣∣∣ = 0,

for any t1 ≤ t2 ∈ [0,∞), so the function EADM is constant in time.
Step 2. We prove now the identity (7.2.45). We start from (7.2.29) and

notice that the contribution of the Klein-Gordon field ψ is given by the integral
of |Uψ(t)|2, as claimed. The divergence term ∂jO

2
j does not contribute, because

‖O2
j (t)‖L4/3 . ε2

0.
Finally, to calculate the contribution of δjkPjk we would like to use Lemma

4.25. To apply it, we use the bounds (7.2.49) proved below. In particular, using
also (7.2.34) we have∥∥(mαβ∂αRh · ∂βR′h′)(t)

∥∥
L1

+
∥∥(∂µRh · ∂νR′h′ − ∂νRh · ∂µR′h′)(t)

∥∥
L1 . ε

2
0〈t〉−κ,

(7.2.48)

for any h, h′ ∈ {hαβ}, µ, ν ∈ {0, 1, 2, 3}, and compounded Riesz transforms
R,R′.

We can now use the calculations in Lemma 4.25 with L = L1 = L2 = Id.
The cubic and higher order terms are all acceptable L1 errors, due to (7.2.40).
Also, most of the quadratic terms in (4.3.82) can be estimated using (7.2.33),
for example,

RjRk∂nG1 ·RjRk∂nG2 = ∂jRkRnG1 · ∂nRjRkG2

∼ ∂nRkRnG1 · ∂jRjRkG2 = ∂kG1 · ∂kG2,
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for any G1, G2 ∈ {F, F , ωa, ϑab}, where f ∼ g means ‖f − g‖L1 . ε2
0〈t〉−κ as

before. The terms containing τ are all acceptable L1 errors, due to (4.3.5) and
(7.2.49) below. The only remaining terms are (1/2)∂jϑmn·∂jϑmn ∼ (1/2)∂0ϑmn·
∂0ϑmn ∼ (1/4)(∂jϑmn · ∂jϑmn + ∂0ϑmn · ∂0ϑmn), coming from −δjkAϑϑjk , which
lead to the identity (7.2.45).

We collect now some bounds on the Riesz transforms of the metric compo-
nents, which are used in Proposition 7.11 and Theorem 7.23 below.

Lemma 7.12. Assume that R = Ra1
1 Ra2

2 Ra3
3 , a1 +a2 +a3 ≤ 6, is a compounded

Riesz transform, h ∈ {hαβ}, N h ∈ {N h
αβ}, and V ∈ T is a good vector-field.

Then

‖∂µRh(t)‖Lp . ε0〈t〉−κ if p ≥ 2 + 4κ,

‖V µ∂µRh(t)‖Lq . ε0〈t〉−κ if q ≥ 3/2 + 4κ,∥∥|∇|−1RN h(t)
∥∥
Lq

+
∥∥|∇|−1R∂µE

≥2
α (t)

∥∥
Lq
. ε0〈t〉−κ if q ≥ 3/2 + 4κ,

(7.2.49)

for any µ, α ∈ {0, 1, 2, 3}. In addition, if t ≤ 1 or if t ≥ 1 and |x| ∈ [2−10t, 210t]
then

|Rh(x, t)|+ |∂µRh(x, t)| . ε0〈t〉−1+κ,

|V µ∂µRh(x, t)| . ε0〈t〉−4/3+κ,∣∣|∇|−1RN h(x, t)
∣∣+
∣∣|∇|−1RE≥2

α (x, t)
∣∣+
∣∣|∇|−1R∂µE

≥2
α (x, t)

∣∣ . ε0〈t〉−4/3+κ.

(7.2.50)

Proof. The bounds in the first line of (7.2.49) follow directly from (7.2.38).
The bounds in the third line follow from (7.2.40) and the Hardy-Littlewood-
Sobolev inequality. To estimate ‖V µ∂µRh(t)‖Lq we notice that the contribution
of (1− χt)∂µh(t) is bounded easily, due to the estimate on the first term in the
left-hand side of (7.2.39). Moreover,

‖V µR(χt∂µh(t))‖Lq . ‖V µχt∂µh(t)‖Lq +
∥∥[V µ, R](χt∂µh(t))

∥∥
Lq
. (7.2.51)

The first term is bounded by Cε0〈t〉−κ, due to (7.2.39). The second term is a
Calderón commutator that can be estimated using the general bound∣∣[V µ, R](g)(x)

∣∣ . ∫
R3

|g(y)||x− y|−3|V µ(x)− V µ(y)| dy

.
∫
R3

|g(y)|t−1|x− y|−2 dy.

(7.2.52)

Therefore, recalling that |g(x)| . ε0χt(x)〈t−|x|〉−1t2δ
′−1 (see (7.1.21)), we have∥∥[V µ, R](χt∂µh(t))

∥∥
Lq
. t−1‖g‖Lp1 . ε0t

−1t2δ
′−1t2/p1 ,
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where 1/p1 = 1/q+1/3 (by fractional integration). The desired bounds (7.2.49)
follow using also (7.2.51).

We notice now that the pointwise bounds (7.2.50) follow easily from (7.1.3)
if t . 1. On the other hand, if t ≥ 8 then we fix K0 the largest integer such
that 2K0 ≤ 〈t〉8 and notice that the contribution of low or high frequencies
P≤−K0−1h + P≥K0+1h is suitably bounded due to (7.1.3). For the medium
frequencies we use the general estimate

‖RP[−K0,K0]f‖L∞ . log(2 + t)‖P[−K0,K0]f‖L∞ . (7.2.53)

The bounds in the first line of (7.2.50) follow from (7.1.20) and (7.1.21).
To prove the bounds in the second line we estimate

|V µR(P[−K0,K0]∂µh)(x, t)| . ‖RP[−K0,K0](V
µ∂µh)(t)‖L∞

+
∣∣[V µ, RP[−K0,K0]](∂µh)(x, t)

∣∣.
The first term in the right-hand side is bounded by ε0t

−2+4δ′ , due to (7.1.21)
and (7.2.53). Since |x| ≈ t the second term can be bounded as in (7.2.52),∣∣[V µ, RP[−K0,K0]](∂µh)(x, t)

∣∣ . ∫
R3

|∂µh(y)|t−1|x− y|−2 dy

. ε0

∫
R3

〈t+ |y|〉4δ′−1

〈t− |y|〉t|x− y|2
dy,

where we used (7.1.21) for the second estimate. The last integral in the inequa-
lities above is bounded by Ct−4/3+5δ′ , which suffices to prove the estimates in
the second line of (7.2.50).

The estimates in the third line follow from Hölder’s inequality once we notice
that the functions N h, E≥2

α , and ∂µE
≥2
α are all bounded by Cε2

0t
−4/3+5δ′ in Lp

for all p ≥ 3− δ′.

7.2.3 The Linear Momentum

With Σt as before, let N denote its associated future-pointing unit normal
vector-field. We define the second fundamental form

kab := −g(D∂aN, ∂b) = g(N,D∂a∂b) = NαΓαab, a, b ∈ {1, 2, 3}. (7.2.54)

Let gjk = gjk denote the induced (Riemannian) metric on Σt. Our main result
in this section is the following:

Proposition 7.13. We define the linear momentum

pa(t) :=
1

8π
lim
R→∞

∫
SR,t

πab
xb

|x|
dx, πab := kab − (trk) gab, (7.2.55)
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where SR,t ⊆ Σt denotes the sphere of radius R as before. Then the functions
pa, a ∈ {1, 2, 3} are well defined and independent of t ∈ [0,∞). Moreover, for
any t ≥ 0,

pa = − 1

16π

∫
R3

{
2∂0ψ∂aψ +

1

2

∑
m,n∈{1,2,3}

∂0ϑmn∂aϑmn
}

(t) dx+O(ε2
0〈t〉−κ).

(7.2.56)
In particular ∑

a∈{1,2,3}

p2
a ≤ E2

ADM , (7.2.57)

so the ADM mass MADM :=
(
E2
ADM −

∑
a∈{1,2,3} p2

a

)1/2 ≥ 0 is well defined.

Proof. This is similar to the proof of Lemma 7.10 and Proposition 7.11.
Step 1. Since t is fixed, the quadratic and higher order terms do not con-

tribute to the integral as R→∞, so we may redefine

pa(t) =
1

8π
lim
R→∞

∫
SR,t

π1
ab

xb

|x|
dx, π1

ab := k1
ab − δabδjkk1

jk, (7.2.58)

where k1
ab := Γ0ab is the linear part of the second fundamental form k,

2k1
ab = ∂ah0b + ∂bh0a − ∂0hab = RaRb(−2|∇|ρ− ∂0F + ∂0F )

+ (∈akl RbRk+ ∈bkl RaRk)(|∇|ωl + ∂0Ωl)− ∈apm∈bqn ∂0RpRqϑmn,

using (2.1.29). Recall that RmRnϑmn = 0 and δmnϑmn = −2τ (see (2.1.26) and
(4.3.2)). Thus

2∂bπ
1
ab = − ∈akl |∇|Rk(|∇|ωl + ∂0Ωl) + 2∂a∂0τ. (7.2.59)

Using (2.1.26) and then (4.3.1) we calculate

− ∈akl |∇|Rk(|∇|ωl + ∂0Ωl) = (δkmδan − δknδam)RkRm
(
|∇|2h0n + ∂0∂bhnb

)
= −(δan +RaRn)

(
|∇|2h0n + ∂0∂bhnb

)
= −(δan +RaRn)

(
−∆h0n + ∂2

0h0n + ∂0E
≥2
n

)
= −(δan +RaRn)

(
N h

0n + ∂0E
≥2
n

)
.

Using (4.3.5) and the last two identities we calculate (after cancelling four terms)

2∂bπ
1
ab = −N h

0a − ∂aE
≥2
0 − ∂0E

≥2
a . (7.2.60)

Step 2. Using Stokes theorem, (7.2.47), and (7.2.60), the limit in (7.2.58)
exists and

pa(t) =
1

16π

∫
R3

2∂bπ
1
ab dx = − 1

16π

∫
R3

{N h
0a + ∂aE

≥2
0 + ∂0E

≥2
a } dx. (7.2.61)
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Moreover, using (7.2.59),

∂0(2∂bπ
1
ab) = − ∈akl ∂k(|∇|∂0ωl + ∂2

0Ωl) + 2∂a∂
2
0τ.

In view of (4.3.4)–(4.3.5) and (7.2.47), we have∥∥(|∇|∂0ωl + ∂2
0Ωl)(t)

∥∥
L4/3 +

∥∥∂2
0τ(t)‖L4/3 . ε0〈t〉4,

and the same argument as in the proof of Proposition 7.11 shows that the
components pa(t) are constant in time.

To prove the identity (7.2.56) we use the formula (7.2.61), extract the time
decaying components, and then let t → ∞, just as in the proofs of Lemma
7.10 and Proposition 7.11. Indeed, all the cubic and higher order terms and
all the quadratic null terms lead to time decaying contributions. Thus using
(2.1.9)–(2.1.15) and (4.3.1),

N h
0a + ∂aE

≥2
0 + ∂0E

≥2
a ∼ 2∂0ψ∂aψ +Q2

0a − P 2
0a + ∂0E

2
a + ∂aE

2
0 ,

where F ∼ G means ‖F − G‖L1 . ε2
0〈t〉−κ as before. Also, as we know from

the proof of Proposition 7.11, derivative terms of the form ∂(h · ∂h) do not
contribute to the integral in the limit t → ∞. As in the proof of Lemma 7.10,
the terms Q2

0a, ∂0E
2
a, and ∂aE

2
0 are sums of derivatives and L1 acceptable er-

rors. The only terms that contribute in the limit are the terms 2∂0ψ∂aψ and
(1/2)RpRq∂0ϑmnRpRq∂aϑmn coming from −P 2

0a after removing the L1 accept-
able errors (as in Proposition 7.11). In view of (7.2.61), this leads to the desired
formula (7.2.56). Finally, the inequality (7.2.57) follows using also (7.2.45) and
letting t→∞.

7.2.4 Gauge Conditions and Parameterizations

Our main result, Theorem 1.3 works in any parameterization of the initial time
slice. It turns out that some gauge choices allow us to simplify the metric up
to quadratic O(ε2

0) terms. We now explore this and its relation to the Hodge
decomposition in (2.1.29). We first observe that ϑ represents a “minimal” ex-
pression of the metric on any time slice.

Proposition 7.14. Let t ≥ 0 and consider Σt a fixed time slice in the spacetime
constructed in Theorem 1.3; let g be the induced Riemannian metric. There
exists a choice of spatially harmonic coordinates on (Σt, g) for which the metric
g̃jk coincides linearly with the ϑ component of g in the sense that

‖∇x(g̃jk− ∈jpm∈kqn RpRqϑmn)‖H3 . ε2
0〈t〉2δ

′−1. (7.2.62)

In particular, we see that τ is related to the scalar curvature of Σt,

‖R+ ∆τ‖H2 . ε2
0〈t〉2δ

′−1. (7.2.63)
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Remark 7.15. Conversely, using Lemma 7.16, we see that ‖∇xg̃‖2L2 is always at
least as large as ‖∇xϑ‖2L2 .

Proof of Proposition 7.14. We start by computing the spatial covariant deriva-
tive. Starting from the formula

Γj − {∂th0j − (1/2)∂jh00} = Γj + {Γj00 − ∂th0j + (1/2)∂jh00}
−
{

(gpq≥1 − g
pq
≥1)Γjpq + g00

≥1Γj00 + 2g0p
≥1Γjp0

}
,

we define the first order corrector χ1,j by

∂pχ
1,j := δqjRp {−R0h0q + (1/2)Rqh00} . (7.2.64)

By the bootstrap bounds (2.1.50), we have ∇xχ1,j ∈ H4, so that χ1,j is well
defined and in C3. In fact, adapting the proof of (7.1.20), we can see that

|χ1,j(x, t)| . ε0〈x〉/〈|x|+ t〉1−2δ′ .

Let xj be the usual coordinates on Σt. We look for (spatially) harmonic coor-
dinates of the form yj = xj + φj = xj + χ1,j + ψj , where ψj satisfies

∆gψ
j = Γ

j −∆gχ
1,j

=
{
Γ
j − δjq [∂th0q − (1/2)∂qh00]

}
−
{
gpq≥1∂p∂qχ

1,j + Γ
r
∂rχ

1,j
}
.

Direct calculations, using (7.1.20), show that the right-hand side is in H2, so
that, by elliptic regularity, ψj ∈ Ḣ1 ∩ C3. In addition,

‖∇x,tφj‖L∞ . ε0〈t〉2δ
′−1,

‖∂pφj − δqjRp {−R0h0q + (1/2)Rqh00} ‖H4 . ε2
0〈t〉2δ

′−1,
(7.2.65)

so the mapping xj 7→ yj is a global diffeomorphism. Let g̃jk = δjk + h̃jk be the
metric in the new coordinates yj , so that

gjk = gjk = g̃pq
∂yp

∂xj
∂yq

∂xk
= g̃jk + g̃pk∂jφ

p + g̃jq∂kφ
q + g̃pq∂jφ

p∂kφ
q. (7.2.66)

In particular, using (7.2.65), we find that

‖h̃jk‖L∞ . ε0,

‖h̃jk − hjk −R0Rjh0k −R0Rkh0j +RjRkh00‖H4 . ε2
0〈t〉2δ

′−1.
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Therefore

‖∇x(h̃jk− ∈jpm∈kqn RpRqϑmn)‖H3 . ε2
0〈t〉2δ

′−1

+ ‖∇x(F +R0ρ)‖H3 + ‖∇x(R0ω − Ω)‖H3 . ε2
0〈t〉2δ

′−1,

where we use Lemmas 4.19 and 4.20 and the identities (see (4.3.4))

F +R0ρ+ τ = |∇|−2
[
F [N h] + τ [N h]

]
+ |∇|−2∂tE

≥2
0 . (7.2.67)

We now turn to (7.2.63). Since g̃jk denotes the metric in spatial harmonic
coordinates, the same computations as in (1.1.14) give that∥∥R+ (1/2)g̃abg̃jk∂yj∂yk g̃ab

∥∥
H2 . ε

2
0〈t〉2δ

′−1.

Since x and y derivatives of g̃jk agree up to quadratic errors, we deduce that∥∥R+ (1/2)δabδjk∂xj∂xk
(
hjk − ∂jφk − ∂kφj

)∥∥
H2 . ε

2
0〈t〉2δ

′−1.

Using (2.1.29) and (7.2.65), we obtain that

‖R+ ∆τ‖H2 . ε2
0〈t〉2δ

′−1 + ‖∆(F +R0ρ)‖H2 + ‖R0ω − Ω‖H4 . ε2
0〈t〉2δ

′−1.

This completes the proof.

Lemma 7.16. The decomposition (2.1.29) is orthogonal in L2, i.e,

4∑
α,β=0

‖∂gαβ‖2L2 = 2‖∂F‖2L2 + 2‖∂F‖2L2 + ‖∂ρ‖2L2

+

3∑
j=1

[
‖∂ωj‖2L2 +2‖∂Ωj‖2L2

]
+

3∑
j,k=1

‖∂ϑjk‖2L2 .

for any derivative ∂ = ∂ν .

Proof of Lemma 7.16. This follows by direct computation, starting with (2.1.29)
and using the identities ∂jΩj = ∂jωj = 0 and ∂jϑjk = ∂jϑkj = 0.

Proposition 7.17. Given initial data (Σ0, g, k) satisfying the constraint equa-
tions (1.2.4), we can choose harmonic coordinates such that, for all t ≥ 0,

‖F (t)‖L∞ + ‖ρ(t)‖L∞ + ‖ω(t)‖L∞ + ‖Ω(t)‖L∞ + ‖∇x,tτ(t)‖H2 . ε2
0〈t〉δ

′−1

‖∇x,tω(t)‖H3 + ‖∇x,tΩ(t)‖H3 . ε2
0.

(7.2.68)

In addition, if the initial slice Σ0 ⊂M is maximal (i.e., if gabkab = 0), then we
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can also assume that

〈t〉1−δ
′
‖F (t)‖L∞ + ‖∇x,tF (t)‖H3 . ε2

0.

Thus the metric is purely determined by ϑ and F , ρ at the linear level.

Remark 7.18. While the assumption that the initial time slice is maximal is
a geometric assumption, Cauchy surfaces can often be deformed to maximal
Cauchy surfaces; see [5].

Proof of Proposition 7.17. It suffices to verify (7.2.68) for the initial components
as the nonlinear evolution will only contribute terms of order O(ε2

0); see, e.g.,
the proofs in section 6.3. We assume that we start with spatial coordinates on
Σ0 that are spatially harmonic as in Proposition 7.14 and are then extended to
spacetime coordinates on M that satisfy the harmonic gauge condition (1.1.17).
Using Proposition 7.14, we have

‖∇x(F − F )(t = 0)‖H3 + ‖∇xΩ(t = 0)‖H3 . ε2
0.

In addition, given our definition of initial data in (1.2.3), we see that

h0j(t = 0) = 0,

∂th0a(t = 0) = −(
1

2
∂a(F − F )− ∈alm ∂lΩm − ∂aτ)(t = 0) +O(ε2

0) = O(ε2
0),

from which we deduce that h0j and hence ρ and ω remain of size O(ε2
0). Using

(4.3.4) and (7.2.67), we can then extend these bounds to F and Ω.
On the other hand, using (1.2.3), we also see that

(F + F )(t = 0) = 0, ∂t(F + F )(t = 0) = gabkab.

Therefore if the initial slice is maximal then ∂tF (0) = O(ε2
0).

7.3 ASYMPTOTICALLY OPTICAL FUNCTIONS AND THE

BONDI ENERGY

Our final application concerns the construction of Bondi energy functions, with
good monotonicity properties along null infinity. We would like to thank Yakov
Shlapentokh-Rothman for useful discussions on this topic.

7.3.1 Almost Optical Functions and the Friedlander Fields

In order to get precise information on the asymptotic behavior of the metric in
the physical space we need to understand the bending of the light cones caused
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by the long-range effect of the nonlinearity (i.e., the modified scattering).
In the Minkowski space, the outgoing light cones correspond to the level sets

of the optical function u0 = |x| − t. In our case, the analogous objects we use
are what we call almost (or asymptotically) optical functions u, which are close
to u0 but better adapted to the null geometry of our problem. Recall that the
metrics we consider here have slow O(〈r〉−1+) decay at infinity, and we expect
a nontrivial deviation that is not radially isotropic.

We first define and construct a suitable class of almost optical functions.

Lemma 7.19. There exists a C4 almost optical function u : M ′ → R satisfying
the properties

u(x, t) = |x| − t+ ucor(x, t), gαβ∂αu∂βu = O(ε0〈r〉−2+6δ′) (7.3.1)

and, for any µ ∈ {0, 1, 2, 3},

ucor = O(ε0〈r〉3δ
′
), ∂µu

cor = O(ε0〈r〉3δ
′−1), ∂µ(Lα∂αu

cor) = O(ε0〈r〉3δ
′−2).

(7.3.2)

In addition, ucor is close to Θwa/|x| (see (6.3.3)) in the vicinity of the light
cone, i.e., if (x, t) ∈M ′ and

∣∣t− |x|∣∣ ≤ t/10 then∣∣∣ucor(x, t)− Θwa(x, t)

|x|

∣∣∣ . ε0〈r〉−1+3δ′(〈r〉p0 + 〈t− |x|〉). (7.3.3)

Remark 7.20. The classical approach—see, for example, [12]—is to construct
exact optical functions, satisfying the stronger identity gαβ∂αu∂βu = 0 instead
of the approximate identity in (7.3.1). We could do this too, but we prefer
to work here with almost optical functions instead of exact optical functions
because they are easier to construct and their properties still suffice for our two
main applications (the improved peeling estimates in Proposition 7.9 and the
construction of the Bondi energy in Theorem 7.23).

Proof. We define the function HL : M → R,

HL :=
1

2
LαLβhαβ = −1

2
gαβ≥1∂αu

0∂βu
0 +

1

2
gαβ≥2∂αu

0∂βu
0, (7.3.4)

where the identity holds due to (2.1.8). Notice that

HL = O(ε0〈t+ r〉−1+δ′), ∂µHL = O(ε0r
−1〈t+ r〉−1+3δ′), (7.3.5)

in M , as a consequence of (7.1.20), (7.1.21), and (7.1.48). We will define ucor

such that
Lα∂αu

cor = HL, (7.3.6)

in addition to the bounds in (7.3.2)–(7.3.3).
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Step 1. For s, b ∈ [0,∞) we define the projections Π−b and Π+
b ,

Π−b HL(s) := LαLβF−1{ϕ≤0(〈b〉p0ξ)ĥαβ(ξ, s)},

Π+
b HL(s) := LαLβF−1{ϕ≥1(〈b〉p0ξ)ĥαβ(ξ, s)},

(7.3.7)

as in section 6.3, where p0 = 0.68. Then we define the correction ucor by
integrating the low frequencies of HL from 0 to t and the high frequencies from
t to ∞. More precisely, let

ucor1 (x, t) :=−
∫ ∞
t

(Π+
s HL)(x+ (s− t)x/|x|, s) ds+

∫ t

0

(Π−s HL)(sx/|x|, s) ds

−
∫ ∞
t

{
(Π−s HL)(x+ (s− t)x/|x|, s)− (Π−s HL)(sx/|x|, s)

}
ds,

(7.3.8)

and

ucor2 (x, t) :=−
∫ ∞
|x|

(Π+
s HL)(sx/|x|, s+ t− |x|) ds+

∫ |x|
0

(Π−s HL)(sx/|x|, s) ds

−
∫ ∞
|x|

{
(Π−s HL)(sx/|x|, s+ t− |x|)− (Π−s HL)(sx/|x|, s)

}
ds.

(7.3.9)

We fix a smooth function χ1 : R → [0, 1] supported in (−∞, 2] and equal to 1
in (−∞, 1]. Let χ2 := 1− χ1 and define

ucor(x, t) := ucor1 (x, t)χ1(|x| − t) + ucor2 (x, t)χ2(|x| − t). (7.3.10)

Notice that, formally, one can rewrite the formula (7.3.8) as

ucor1 (x, t) ≈ −
∫ ∞
t

HL(x+ (s− t)x/|x|, s) ds+

∫ ∞
0

(Π−s HL)(sx/|x|, s) ds,

(7.3.11)
which is consistent with the desired transport identity (7.3.6). However, the two
infinite integrals in (7.3.11) do not converge, and we need to reorganize them as
in (7.3.8) to achieve convergence. A similar remark applies to the definition of
ucor2 in (7.3.9).

We prove now the bounds (7.3.2). Notice that, for any b ≥ 0 and (y, s) ∈M ,

|Π−b HL(y, s)|+ |y||∇y,s(Π−b HL)(y, s)| . ε0〈|y|+ s〉3δ
′−1,

〈y〉|(Π+
b HL)(y, s)| . ε0〈|y|+ s〉3δ

′−1〈b〉p0 ,
(7.3.12)

due to (7.3.5) and Lemma 7.21. Finally, for (x, t) ∈ M ′ and s ≥ max(ρ, 0),
ρ ∈ [max(t, |x|)− 3,max(t, |x|) + 3], using the bounds in the first line of (7.3.12)
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we have

|(Π−b HL)(x+ (s− ρ)x/|x|, s+ t− ρ)− (Π−b HL)(sx/|x|, s)|

. ε0〈t− |x|〉〈s〉3δ
′−2.

(7.3.13)

Using the definitions (7.3.8)–(7.3.10), it follows that the functions ucor1 , ucor2 are
well defined for any (x, t) ∈M ′, and moreover satisfy the estimates

χa(|x| − t)|ucora (x, t)| . ε0〈x〉3δ
′
, χa(|x| − t)|∂µucora (x, t)| . ε0〈x〉3δ

′−1,
(7.3.14)

for a ∈ {1, 2} and µ ∈ {0, 1, 2, 3}. Using again the gradient bounds in (7.3.12)
and (7.3.5), we also have |ucor1 (x, t) − ucor2 (x, t)| . ε0〈x〉3δ

′−1 if |x| − t ∈ [1, 2].
Finally,

Lα∂αu
cor
1 = HL if |x| − t ≤ 2 and Lα∂αu

cor
2 = HL if |x| − t ≥ 1,

and the desired bounds in (7.3.2) follow.
Step 2. We calculate now in M ′

gαβ∂αu∂βu = (mαβ + gαβ≥1)∂α(u0 + ucor)∂β(u0 + ucor)

= 2mαβ∂αu
0∂βu

cor + gαβ≥1∂αu
0∂βu

0 +O(ε0〈r〉−2+6δ′)

= 2Lβ∂βu
cor − 2HL +O(ε0〈r〉−2+6δ′),

using (7.3.4) and (7.3.2). The bounds in (7.3.1) follow using also (7.3.6).
Finally, to prove (7.3.3) we examine the definition (6.3.3) and notice that

Θwa(x, t)

|x|
=

∫ t

0

(Π−s HL)(sx/|x|, s) ds. (7.3.15)

Therefore, using (7.3.12), if (x, t) ∈M ′ and t = |x|∣∣∣ucor(x, t)− Θwa(x, t)

|x|

∣∣∣ . ε0〈r〉−1+3δ′+p0 .

The estimates (7.3.3) follow using also the bounds ∂ru
cor = O(ε0〈r〉3δ

′−1).

Lemma 7.21. We have

|x|
∣∣[LαLβ , π±b ]∇x,thαβ

∣∣ (x, s) . ε0〈|x|+ s〉3δ
′−1, (7.3.16)

where

F
{
π−b f

}
(ξ) = ϕ≤0(〈b〉p0ξ)f̂(ξ), π+

b = 1− π−b

is the multiplier from (7.3.7).
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Proof. Clearly, it suffices to consider π = π−b . We rewrite the commutator as

T [H] := 〈b〉−2p0

∫
R3

{
〈b〉−p0 |x− y| · ϕ̌≤0(〈b〉−p0(x− y))

}
H(y, s)

I(x)− I(y)

|x− y|
dy,

where H denotes a generic derivative of a component of h, H = ∂αhβγ , and
I denotes a generic tensor in {1, xj/|x|, xjxk/|x|2}. The bounds (7.3.16) then
follows by direct integration using that

|H(y)| . ε0〈|y|+ s〉2δ
′−1〈|y| − s〉−1, |x|

∣∣∣∣I(x)− I(y)

|x− y|

∣∣∣∣ . 1,

as follows from Theorem 7.2.

We will prove now asymptotic formulas in the physical space for some of the
metric components and for the Klein-Gordon field. These formulas will be used
in the Bondi energy analysis in subsection 7.3.2 below.

Recall the definitions

V̂ G∗ (ξ, t) = V̂ G(ξ, t)e−iΘwa(ξ,t), G ∈ {F, ωa, ϑab},

V̂ ψ∗ (ξ, t) = V̂ ψ(ξ, t)e−iΘkg(ξ,t);
(7.3.17)

see (6.3.4) and (6.2.6). It follows from (6.3.16) and (6.2.14) that there are
functions V G∞ ∈ Zwa, G ∈ {F, ωa, ϑab}, and V ψ∞ ∈ Zkg such that, for any t ≥ 0,∑

G∈{F,ωa,ϑab}

‖V G∗ (t)− V G∞‖Zwa + ‖V ψ∗ (t)− V ψ∞‖Zkg . ε0〈t〉−δ/2. (7.3.18)

We define the smooth characteristic function χwa of the wave region by

χwa : {(x, t) ∈M : t ≥ 8} → [0, 1], χwa(x, t) := ϕ≤0((|x| − t)/t0.4).
(7.3.19)

We define also the function

νkg : {(x, t) ∈M : t ≥ 8, |x| < t} → R3, νkg(x, t) :=
x√

t2 − |x|2
, (7.3.20)

such that νkg(x, t) is the critical point of the function ξ → x · ξ − t
√

1 + |ξ|2.
We are now ready to state our main proposition describing the solutions in the
physical space.
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Proposition 7.22. For any G ∈ {F, ωa, ϑab} and t ∈ [8,∞) we have

UG(x, t) =
−iχwa(x, t)

4π2|x|

∫ ∞
0

eiρu(x,t)ϕ[−k0,k0](ρ)V̂ G∗ (ρx/|x|, t)ρ dρ+ UGrem(x, t),

Uψ(x, t) =
1+(t− |x|)√

8π3eiπ/4
e−i
√
t2−|x|2t

(t2 − |x|2)5/4
eiΘkg(νkg(x,t),t) ̂

P[−k0,k0]V
ψ
∗ (νkg(x, t), t)

+ Uψrem(x, t),

(7.3.21)

where u is an almost optical function satisfying (7.3.1)–(7.3.3) and k0 denotes
the smallest integer for which 2k0 ≥ tδ′ . The remainders UGrem and Uψrem satisfy
the L2 bounds∑
G∈{F,ωa,ϑab}

‖UGrem(t)‖L2 + ‖Uψrem(t)‖L2 . ε0t
−δ, for any t ≥ 8. (7.3.22)

Proof. Step 1. We prove first the conclusions concerning the variables UG. We
start from the formula

ÛG(ξ, t) = e−it|ξ|eiΘwa(ξ,t)V̂ G∗ (ξ, t), (7.3.23)

and extract acceptable L2 remainders until we reach the desired formula.
We may assume that t� 1 and let J0 denote the smallest integers for which

2J0 ≥ t1/3. We define

V G∗,1 := (I − P[−k0,k0])V
G
∗ + P[−k0−2,k0+2][ϕ≥J0+1 · P[−k0,k0]V

G
∗ ],

V G∗,2 := P[−k0−2,k0+2][ϕ≤J0 · P[−k0,k0]V
G
∗ ],

(7.3.24)

and notice that V G∗ := V G∗,1 + V G∗,2. We show first that

‖V G∗,1(t)‖L2 . ε0t
−δ′/4. (7.3.25)

Indeed, notice that ‖(I − P[−k0,k0])V
G
∗ (t)‖L2 . ε0t

−δ′/4, due to (7.1.3) and
(7.3.17). To bound the remaining term we examine the definition (6.3.3) and
notice that∣∣Dα

ξ [e±iΘwa(ξ,t)]
∣∣ .α t|α|(1−p0+2δ′)t2δ

′
if t−δ

′
. |ξ| . tδ

′
. (7.3.26)

Let At denote the operator on the Euclidean space R3 defined by the Fourier
multiplier ξ → e−iΘwa(ξ,t)ϕ[−k0−2,k0+2](ξ). Notice that

P[−k0,k0]V
G
∗ = At[P[−k0,k0]V

G]

= At[ϕ≤J0−4 · P[−k0,k0]V
G] +At[ϕ≥J0−3 · P[−k0,k0]V

G].
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In view of (7.3.26), the kernel of the operator At decays rapidly if |x| & 2J0 , so∥∥ϕ≥J0+1 ·At[ϕ≤J0−4 · P[−k0,k0]V
G]
∥∥
L2 . ε0t

−1. (7.3.27)

Moreover, using (7.1.14),∥∥At[ϕ≥J0−3 · P[−k0,k0]V
G]
∥∥
L2 . ε02−J0t2δ

′
. ε0t

−1/3+2δ′ . (7.3.28)

The bounds (7.3.25) follow, using the definition. Therefore

‖UGrem,1(t)‖L2 . ε0t
−δ′/4, where UGrem,1(t) := F−1{e−it|ξ|eiΘwa(ξ,t)V̂ G∗,1(ξ, t)}.

(7.3.29)
We define now

UGrem,2 := (1− χwa) · F−1{e−it|ξ|eiΘwa(ξ,t)V̂ G∗,2(ξ, t)}. (7.3.30)

Using integration by parts in ξ (Lemma 3.1) and the formulas (7.3.24) and
(7.3.26) we have rapid decay,

‖UGrem,2(t)‖L2 . ε0t
−1. (7.3.31)

To estimate the main term χwa · F−1{e−it|ξ|eiΘwa(ξ,t)V̂ G∗,2(ξ, t)} we write it
in the form

UG3 (x, t) :=
χwa(x, t)

8π3

∫
R3

eix·ξe−it|ξ|eiΘwa(ξ,t)V̂ G∗,2(ξ, t) dξ. (7.3.32)

We can extract more remainders by inserting angular cutoffs. Notice that if
we insert the factor ϕ≥1(t0.49(x/|x| − ξ/|ξ|)) in the integral above then the
corresponding contribution is a rapidly decreasing L2 remainder. Passing to
polar coordinates x = rω, ξ = ρθ, ω, θ ∈ S2, it remains to estimate the integral

UG4 (x, t) :=
χwa(x, t)

8π3

∫ ∞
0

∫
S2

eirρω·θe−itρeiρΘwa(θ,t)

× V̂ G∗,2(ρθ, t)ϕ≤0(t0.49(ω − θ)) ρ2dρdθ.

(7.3.33)

For any ω, θ ∈ S2 and ρ ∈ [2−10t−δ
′
, 210tδ

′
] we have

|eiρΘwa(θ,t) − eiρΘwa(ω,t)|+ |V̂ G∗,2(ρθ, t)− V̂ G∗,2(ρω, t)| . ε0t
4δ′ |θ − ω|. (7.3.34)

Indeed, using the definitions we have |Ωθ[e±iρΘwa(θ,t)]| . t2δ
′
, where Ωθ is any

of the rotation vector-fields in the variable θ ∈ S2. The bounds (7.3.34) follow
using also (3.3.25). Therefore we can further replace the angular variable θ with
ω in two places in the integral in (7.3.33), at the expense of acceptable errors.
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It remains to estimate the integral

UG5 (x, t) :=
χwa(x, t)

8π3

∫ ∞
0

e−itρeiρΘwa(ω,t)V̂ G∗,2(ρω, t)

×
{∫

S2

eirρω·θϕ≤0(t0.49(ω − θ)) dθ
}
ρ2dρ.

(7.3.35)

The integral over S2 in (7.3.35) does not depend on ω and can be calculated
explicitly. We may assume ω = (0, 0, 1) and use spherical coordinates to write
this integral in the form

2π

∫ π

0

eirρ cos yϕ≤0(t0.492 sin(y/2)) sin y dy = 8π

∫ 1

0

eirρ(1−2z2)ϕ≤0(t0.492z)z dz

=
2π

rρ
eirρ

∫ ∞
0

e−iαϕ≤0

(2t0.49

√
2rρ

√
α
)
dα =

−2πi

rρ
eirρ +O(t−2).

We substitute this into (7.3.35), and it remains to estimate the integral

UG6 (x, t) :=
−iχwa(x, t)

4π2r

∫ ∞
0

e−itρeiρΘwa(ω,t)V̂ G∗,2(ρω, t)eirρρ dρ. (7.3.36)

In view of (7.3.27)–(7.3.28) we can replace now the factor V̂ G∗,2(ρω, t) in

(7.3.36) with F{P[−k0,k0]V
G
∗ }(ρω, t). Then we replace Θwa(ω, t) = Θwa(x/|x|, t)

with ucor(x, t), up to acceptable errors (due to (7.3.3)). The desired formula in
(7.3.21) follows, since u(x, t) = |x| − t+ ucor(x, t).

Step 2. The proof for the Klein-Gordon variable Uψ is similar. We start
from the formula

Ûψ(ξ, t) = e−it
√

1+|ξ|2eiΘkg(ξ,t)V̂ ψ∗ (ξ, t), (7.3.37)

and extract acceptable L2 remainders until we reach the desired formula in
(7.3.21). We may assume t� 1, set J0 such that 2J0 ≈ t1/3, and define

V ψ∗,1 := (I − P[−k0,k0])V
ψ
∗ + P[−k0−2,k0+2][ϕ≥J0+1 · P[−k0,k0]V

ψ
∗ ],

V ψ∗,2 := P[−k0−2,k0+2][ϕ≤J0
· P[−k0,k0]V

ψ
∗ ].

(7.3.38)

The definition (6.2.4) shows that∣∣Dα
ξ [e±iΘkg(ξ,t)]

∣∣ .α t|α|(1−p0+2δ′)t2δ
′

if t−δ
′
. |ξ| . tδ

′
. (7.3.39)

As in (7.3.25) it follows that ‖V ψ∗,1(t)‖L2 . ε0t
−δ′/4, so the contribution of

V ψ∗,1 is an acceptable remainder. The contribution of V ψ∗,2 is also a remainder
in the region {|x| ≥ t}, due to Lemma 3.1. It remains to estimate the main
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contribution,

Uψ2 (x, t) :=
1+(t− |x|)

8π3

∫
R3

eix·ξe−it
√

1+|ξ|2eiΘkg(ξ,t)V̂ ψ∗,2(ξ, t) dξ. (7.3.40)

We can insert a cutoff function of the form ϕ≤0(t0.49(ξ − νkg(x, t))) in the
integral above to localize near the critical point, and then replace eiΘkg(ξ,t) and

V̂ ψ∗,2(ξ, t) with eiΘkg(νkg(x,t),t) and V̂ ψ∗,2(νkg(x, t), t) respectively, at the expense
of acceptable remainders (using (7.3.39) and (3.3.26) respectively).

Therefore, the desired identity in (7.3.21) holds if νkg(x, t) ≥ 2k0+4 (with the
main term vanishing). On the other hand, if νkg(x, t) ≤ 2k0+4 (thus t − |x| &
t1−4δ′) then the remaining ξ integral in (7.3.40) can be estimated explicitly,∫

R3

eix·ξe−it
√

1+|ξ|2ϕ≤0(t0.49(ξ − νkg(x, t))) dξ

= e−i
√
t2−|x|2 e

−iπ/4(2π)3/2t

(t2 − |x|2)5/4
+O(t−7/4),

where the approximate identity follows from the standard stationary phase for-
mula. After these reductions, the remaining main term is

Uψ3 (x, t) :=
1+(t− |x|)√

8π3
eiΘkg(νkg(x,t),t)V̂ ψ∗,2(νkg(x, t), t)

e−i
√
t2−|x|2e−iπ/4t

(t2 − |x|2)5/4
.

The desired conclusion in (7.3.21) follows using (3.3.26).

7.3.2 The Bondi Energy

We can define now a more refined concept of energy function. For this we fix
t ≥ 1, define the hypersurface Σt := {(x, t) ∈ M : x ∈ R3}, and let gjk = gjk
denote the induced (Riemannian) metric on Σt. Let gjk denote the inverse of
the matrix gjk, gjkgjn = δkn, let D denote the covariant derivative on Σt induced
by the metric g. Notice that

|gjk − gjk| . ε2
0〈t+ r〉−2+2δ′ , Γnjk = Γnjk, (7.3.41)

for any n, j, k ∈ {1, 2, 3}. With u an almost optical function as defined in
(7.3.1)–(7.3.2) let

nj := ∂ju(gab∂au∂bu)−1/2 (7.3.42)

denote the unit vector-field in Σ′t := {x ∈ Σt : |x| ≥ 2−8t}, normal to the level
sets of the function u. In this section we use the metric g to raise and lower
indices.

We fix a function u as in Lemma 7.19. For R ∈ R and t large (say t ≥
2|R| + 10) we define the modified spheres SuR,t := {x ∈ Σt : u(x, t) = R}. We
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would like to define

EBondi(R) :=
1

16π
lim
t→∞

∫
SuR,t

Wjn
j dσ, (7.3.43)

for a suitable vector-field W , where dσ = dσ(g) is the surface measure induced
by the metric g. The main issue is the convergence as t → ∞ of the integrals
in the formula above, for R fixed. For this we need to be careful with both the
choice of surfaces of integration SuR,t and the choice of the vector-field W .

Our main theorem in this section is the following:

Theorem 7.23. Let
Wj := gab(∂ahjb − ∂jhab). (7.3.44)

Then the limit in (7.3.43) exists, and EBondi : R → R is a well-defined conti-
nuous and increasing function. Moreover,

lim
R→−∞

EBondi(R) = EKG :=
1

16π
‖V ψ∞‖2L2 ,

lim
R→∞

EBondi(R) = EADM .
(7.3.45)

Proof. Step 1. We decompose W = W 1 +W≥2,

W 1
j := δab(∂ahjb − ∂jhab), W≥2

j := gab≥1(∂ahjb − ∂jhab). (7.3.46)

To calculate the linear contribution of W 1
j we use the divergence theorem∫

SuR,t

W 1
j nj dσ =

∫
BuR,t

D
j
W 1
j dµ, (7.3.47)

where BuR,t := {x ∈ Σt : u(x, t) ≤ R} is the ball of radius R. Then we calculate

D
j
W 1
j = gjk

{
∂kW

1
j − Γ

m
jkW

1
m

}
= δjk∂kW

1
j + gjk1 ∂kW

1
j − δjkΓ

m
jkW

1
m + E1,
(7.3.48)

where E1 is a cubic and higher order term and gjk1 = gjk1 = −hjk is the linear
part of the metric gjk. As in the proof of Lemma 7.10, the cubic term satisfies
the bounds ‖E1(t)‖L1 . ε2

0t
−κ. The point of the identity (7.3.48) is that the

linear part δjk∂kW
1
j = −2∆τ satisfies the equations (7.2.32). We can therefore

apply the results of Lemma 7.10, and write

D
j
W 1
j ∼ −δjkP 2

jk + {(∂0ψ)2 + ψ2 + ∂jψ∂jψ}+ ∂jO
2
j

− hjk∂jW 1
k − δjkΓ

m
jkW

1
m

∼ −δjkP 2
jk + {(∂0ψ)2 + ψ2 + ∂jψ∂jψ}+ ∂j{O2

j − hjkW 1
k }

+ {∂jhjkW 1
k − ΓmjjW

1
m}.

(7.3.49)
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As in the previous section, F ∼ G means ‖F −G‖L1 . ε2
0t
−κ, and O2

j is defined
in (7.2.31).

We show now that the last semilinear term in (7.3.49) is an acceptable L1

error. Indeed, using (4.3.1) and the definitions,

∂jhjkW
1
k − ΓmjjW

1
m =

1

2
∂khjj(∂ahka − ∂khaa)

=
1

2
∂k(2τ − F + F ) · (∈klm ∂lΩm − 2∂kτ).

Using now (7.2.48) and (4.3.5) with (7.2.49) we have

∂jhjkW
1
k − ΓmjjW

1
m ∼ 0. (7.3.50)

Moreover, since Õ2
j := O2

j − hjkW 1
k is quadratic,

∂j{O2
j − hjkW 1

k } ∼ gkjDkÕ
2
j .

Using the divergence theorem, the formulas (7.3.47), (7.3.49), and the proof of
Proposition 7.11, we have∫

SuR,t

W 1
j nj dσ =

∫
BuR,t

{
[(∂0ψ)2 + ψ2 + ∂jψ∂jψ](t)

+
1

2

∑
m,n∈{1,2,3}

|∂0ϑmn(t)|2
}
dµ+

∫
SuR,t

Õ2
jn

j dσ +O(ε2
0〈t〉−κ).

(7.3.51)

Step 2. We examine now the term Õ2
jn

j in the surface integral above. This

is a quadratic term, thus generically bounded by Cε0〈t〉−2+, so its integral does
not vanish as t → ∞. However, many of its pieces have additional structure
(such as good vector-fields), and therefore satisfy slightly better estimates and
do not contribute in the limit as t→∞.

More precisely, in view of (7.2.50), (4.3.4), and (4.3.5), if |x| ∈ [t/8, 8t] then

|R(|∇|ρ− ∂0F )(x, t)|+ |R(∂0ρ+ |∇|F )(x, t)|+ |R(|∇|Ωj − ∂0ωj)(x, t)|
+ |R(∂0Ωj + |∇|ωj)(x, t)|+ |R∂µτ(x, t)| . ε0t

−5/4

(7.3.52)

for any i ∈ {1, 2, 3}, µ ∈ {0, 1, 2, 3}, and any compounded Riesz transform
R = Ra1

1 Ra2
2 Ra3

3 , a1 + a2 + a3 ≤ 6. Moreover, with x̂j := xj/|x|, j ∈ {1, 2, 3},
we have

t−1|(nj − x̂j)(x, t)|+ |(∂0 + ∂r)RG(x, t)|+ |(∂j + x̂j∂0)RG(x, t)| . ε0t
−5/4,

(7.3.53)

for any j ∈ {1, 2, 3} and G ∈ {F, F , ρ, ωa,Ωa, ϑab}, as a consequence of (7.2.34),
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(7.2.50), and Lemma 7.19.
We regroup now the terms in the formula (7.2.31), with respect to the non-

differentiated metric component. Using (2.1.29) and (7.3.52)–(7.3.53) we write

nj{h00∂0h0j − h00∂j(τ + F )} ' h00x̂j(−Rj∂0ρ− ∂jF+ ∈jkl ∂0Rkωl)

' h00x̂j ∈jkl |∇|RkΩl ' 0,

where in this section f ' g means |(f − g)(x, t)| . ε2
0t
−2−κ for all (x, t) with

t ≥ 1 and |x| ∈ [t/4, 4t]. The other terms in nj(O2
j − hjkW 1

k ) can be simplified
in a similar way, using also (7.2.34),

nj{−h0j∂0h00 + 2h0j∂0(τ + F )} ' h0j x̂j∂0(−F + F ) ' h0j∂j(F − F ),

nj{−h0n∂0hnj + h0n∂jh0n − h0n∂nh0j}
' h0n

{
∂jhnj + x̂j ∈nab ∂jRaωb − x̂j ∈jab ∂nRaωb

}
' h0n

{
∂n(F − F )+ ∈nab ∂aΩb− ∈nab ∂0Raωb

}
' h0n∂n(F − F ),

nj{hnj∂0h0n − hnj∂n(τ + F )− hnjW 1
n}

' hnj
{
− ∂jh0n − x̂j∂nF + x̂j(∂nhaa − ∂ahan)

}
' hnj

{
∂jRnρ− x̂j∂nF− ∈nab ∂jRaωb − x̂j ∈nab ∂aΩb

}
' hnj

{
− x̂jRn(∂0ρ+ |∇|F ) + x̂j ∈nab Ra(∂0ωb − |∇|Ωb)

}
' 0.

Summing up these identities and using (2.1.8) we get

njÕ2
j ' njhkn(∂nhkj − ∂jhkn) ' −njgkn≥1(∂nhkj − ∂jhkn). (7.3.54)

Therefore, njÕ2
j + njW≥2

j ' 0, and (7.3.51) gives∫
SuR,t

Wjn
j dσ =

∫
BuR,t

{
[(∂0ψ)2 + ψ2 + ∂jψ∂jψ](t)

+ (1/2)
∑

m,n∈{1,2,3}

|∂0ϑmn(t)|2
}
dµ+O(ε2

0〈t〉−κ).
(7.3.55)

Step 3. We fix now R ∈ R and let t → ∞. At this stage, for the limit to
exist it is important that the almost optical function u has the properties stated
in Lemma 7.19.

Recall the scattering profiles V ψ∞ and V ϑab∞ defined in (7.3.17)–(7.3.18). We
show first that, for any R ∈ R,

lim
t→∞

∫
BuR,t

[(∂0ψ)2 + ψ2 + ∂jψ∂jψ](x, t) dµ = ‖V ψ∞‖2L2 . (7.3.56)
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Indeed, we notice that∫
R3

[(∂0ψ)2 + ψ2 + ∂jψ∂jψ](x, t) dx =
∥∥Uψ(t)‖2L2 = ‖V ψ∗ (t)‖2L2 , (7.3.57)

and dµ = dx(1+O(ε0〈t〉−1+2δ′)). Therefore, for (7.3.56) it suffices to prove that

lim
t→∞

∫
R3\BuR,t

[(∂0ψ)2 + ψ2 + ∂jψ∂jψ](x, t) dx = 0. (7.3.58)

Recalling that Uψ(t) = ∂0ψ(t) − iΛkgψ(t) and |u(x, t) − |x| + t| . ε0〈x〉3δ
′

(see Lemma 7.19), for (7.3.58) it suffices to prove that, for operators A ∈
{I, 〈∇〉−1, ∂j〈∇〉−1} we have

lim
t→∞

∫
|x|≥t−t1/2

|AUψ(x, t)|2 dx = 0. (7.3.59)

This follows as in the proof of Proposition 7.22. Indeed, with k0, J0 defined
as the smallest integers for which 2k0 ≥ tδ′ and 2J0 ≥ t1/3, we have∥∥A(I−P[−k0,k0])U

ψ(t)
∥∥
L2 +

∥∥AP[−k0−2,k0+2](ϕ≥J0+1·P[−k0,k0]U
ψ)(t)

∥∥
L2.ε0t

−δ,

due to (7.1.14). Moreover, the remaining component AP[−k0−2,k0+2](ϕ≤J0
·

P[−k0,k0]U
ψ)(t) is rapidly decreasing in the region {|x| ≥ t− t1/2}, so the desired

limit (7.3.58) follows.
Step 4. To calculate the contribution of the metric components |∂0ϑab|2 we

use Proposition 7.22. For v ∈ R, θ ∈ S2, and t ≥ 10 we define

Lab(v, θ, t) := <
{ −i

4π2

∫ ∞
0

eiρvϕ[−k0,k0](ρ)V̂ ϑab∗ (ρθ, t)ρ dρ
}
. (7.3.60)

We show first that, for any R ∈ R, a, b ∈ {1, 2, 3}, and t ≥ (2 + |R|)10 we
have∫

BuR,t

|∂0ϑab(x, t)|2 dµ =

∫
[−t0.4/8,R]×S2

|Lab(v, θ, t)|2 dvdθ +O(ε2
0t
−δ). (7.3.61)

Indeed, we can first replace the measure dµ by dx, at the expense of an ac-
ceptable error. Then, using (7.3.25), (7.3.30), and (7.3.31), we may assume
that the integration is over the domain Du

[−t0.4/8,R],t where Du
[A,B],t := {x ∈ Σt :

u(x, t) ∈ [A,B]}, since the integration in the interior region {|x| ≤ t−t0.4/20} of
|∂0ϑab(t)|2 produces an acceptable error. In addition, we may replace ∂0ϑab(x, t)
with |x|−1Lab(u(x, t), x/|x|, t) at the expense of acceptable errors, due to the first
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identity in (7.3.21). To summarize,∫
BuR,t

|∂0ϑab(x, t)|2 dµ=

∫
Du

[−t0.4/8,R],t

|x|−2|Lab(u(x, t), x/|x|, t)|2 dx+O(ε2
0t
−δ).

(7.3.62)
We pass now to polar coordinates x = rθ, and then make the change of variables
r → v := u(rθ, t). The approximate identity (7.3.61) follows using also (7.3.2).

We apply now (7.3.18) to conclude that

lim
t→∞

∫
BuR,t

|∂0ϑab(x, t)|2 dµ =

∫
(−∞,R]×S2

|L∞ab(v, θ)|2 dvdθ, (7.3.63)

where L∞ab(v, θ) = limt→∞ Lab(v, θ, t) in L2(R× S2) is given by

L∞ab(v, θ) := <
{ −i

4π2

∫ ∞
0

eiρvV̂ ϑab∞ (ρθ)ρ dρ
}
. (7.3.64)

Combining this with (7.3.55) and (7.3.56), we have

lim
t→∞

∫
SuR,t

Wjn
j dσ = ‖V ψ∞‖2L2 +

1

2

∑
m,n∈{1,2,3}

∫
(−∞,R]×S2

|L∞mn(v, θ)|2 dvdθ.

Recalling the definitions (7.3.43) we have

EBondi(R) =
1

16π
‖V ψ∞‖2L2 +

1

32π

∑
m,n∈{1,2,3}

∫
(−∞,R]×S2

|L∞mn(v, θ)|2 dvdθ,

(7.3.65)
which is clearly well defined, continuous, and increasing on R. The limit as
R → −∞ in (7.3.45) follows since L∞mn ∈ L2(R × S2). To prove the limit as
R → ∞ we use (7.2.45) and let t → ∞. Clearly limt→∞ ‖Uψ(t)‖2L2 = ‖V ψ∞‖2L2

and, using (7.2.48),

lim
t→∞

{
‖Uϑmn(t)‖2L2 − 2‖∂0ϑmn(t)‖2L2

}
= 0.

The desired limit as R→∞ in (7.3.45) follows using also (7.3.61).

7.3.3 The interior energy

We see that the total Klein-Gordon energy EKG defined in (7.3.45) is part of
the null Bondi energy EBondi(R), for all R ∈ R. This is consistent with the
geometric intuition, because the matter travels at speeds lower than the speed
of light, and accumulates at the future timelike infinity, not at null infinity. We
show now that this Klein-Gordon energy can be further radiated by taking limits
along suitable timelike cones.
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Proposition 7.24. For α ∈ (0, 1) let

Ei+(α) :=
1

16π
lim
t→∞

∫
Sαt,t

(∂jhnj − ∂nhjj)
xn

|x|
dx, (7.3.66)

where the integration is over the Euclidean spheres Sαt,t ⊆ Σt of radius αt. Then
the limit in (7.3.66) exists, and Ei+ : (0, 1) → R is a well-defined continuous
and increasing function. Moreover, we have

lim
α→0

Ei+(α) = 0, lim
α→1

Ei+(α) = EKG. (7.3.67)

Proof. We notice that the definition (7.3.66) is similar to the definition of the
ADM energy in (7.2.27). We could also use a more “geometric” definition in-
volving the vector-field W (see (7.3.44)), but this would make no difference
here as t → ∞, because the integrand |∂jhnj − ∂nhjj | is already bounded by

Cα〈t〉−2+4δ′ .
Step 1. We may assume that t is large, say t ≥ α−10 + (1 − α)−10. Using

Stokes theorem and the definitions (4.3.2), we can rewrite∫
Sαt,t

(∂jhnj − ∂nhjj)
xn

|x|
dx =

∫
|x|≤αt

−2∆τ(x, t) dx. (7.3.68)

The density function −2∆τ was analyzed in Lemma 7.10. The contributions
of the error terms O1 and ∂jO

2
j decay as t → ∞, and the contribution of the

metric components −δjkP 2
jk also decays because |∂βhµν(x, t)| .α ε0〈t〉−2+2δ′ in

the ball {|x| ≤ αt} (due to (7.1.21)). Thus∫
|x|≤αt

−2∆τ(x, t) dx =

∫
|x|≤αt

{(∂0ψ)2 + ψ2 + ∂jψ∂jψ}(x, t) dx+Oα(ε2
0t
−κ).

(7.3.69)
Step 2. To apply Proposition 7.22 we would like to show now that∫
|x|≤αt

{(∂0ψ)2 + ψ2 + ∂jψ∂jψ}(x, t) dx =

∫
|x|≤αt

|Uψ(x, t)|2 dx+Oα(ε2
0t
−κ).

(7.3.70)
Indeed, the real part of Uψ is ∂0ψ, as needed. The imaginary part of Uψ is
−〈∇〉ψ, and some care is needed because the functions ψ and ∂jψ are connected
to 〈∇〉ψ by nonlocal operators.

In view of (7.1.22), we may replace the integral over the ball {|x| ≤ αt}
with a suitably smooth version, using the function χ1

(
t−0.9(|x| − αt)

)
, where

χ1 : R → [0, 1] is a smooth function supported in (−∞, 2] and equal to 1 in
(−∞, 1]. For (7.3.70) it suffices to prove that∫

R3

χ1

(
t−0.9(|x|−αt)

)
{ψ2 +∂jψ∂jψ− (〈∇〉ψ)2}(x, t) dx = Oα(ε2

0t
−κ). (7.3.71)
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To prove this we notice that∫
R3

χ1

(
t−0.9(|x| − αt)

)
G(x)G(x) dx = C

∫
R3×R3

Ĝ(ξ)Ĝ(η)K1,t(ξ − η) dξdη,

(7.3.72)
where

K1,t(ρ) :=

∫
R3

χ1

(
t−0.9(|x| − αt)

)
eix·ρ dx. (7.3.73)

We apply the identity (7.3.72) for G ∈ {〈∇〉ψ,ψ, ∂jψ}. For (7.3.71) it suffices
to prove that∣∣∣ ∫

R3×R3

ψ̂(ξ, t)ψ̂(η, t)
(
〈ξ〉〈η〉 − 1− ξjηj

)
K1,t(ξ − η) dξdη

∣∣∣ .α ε2
0t
−κ. (7.3.74)

Using integration by parts it is easy to see that |K1,t(ρ)| .α t3(1+t0.9|ρ|)−10 (the
rapid decay here is the main reason for replacing the characteristic function of
the ball {|x| ≤ αt} by the smooth approximation χ1(t−0.9(|x|−αt))). Moreover,∣∣〈ξ〉〈η〉 − 1− ξjηj

∣∣ . 〈ξ〉〈η〉|ξ − η|, thus∣∣〈ξ〉〈η〉 − 1− ξjηj
∣∣ |K1,t(ξ − η)| .α 〈ξ〉〈η〉t2.1(1 + t0.9|ξ − η|)−9.

Therefore, the left-hand side of (7.3.74) is bounded by

Cα‖ψ̂(ξ, t)〈ξ〉‖2L2t−0.5 .α ε
2
0t
−0.5,

as desired. This completes the proof of (7.3.70).
Step 3. We use now (7.3.21), pass to polar coordinates, and change variables

to calculate∫
|x|≤αt

|Uψ(x, t)|2 dx

=
1

8π3

∫
[0,αt]×S2

t2r2

(t2 − r2)5/2

∣∣∣ ̂
P[−k0,k0]V

ψ
∗

( rθ√
t2 − r2

, t
)∣∣∣2 drdθ +Oα(ε2

0t
−δ)

=
1

8π3

∫
[0,α/

√
1−α2]×S2

ρ2
∣∣ ̂
P[−k0,k0]V

ψ
∗
(
ρθ, t

)∣∣2 dρdθ +Oα(ε2
0t
−δ).

Therefore, using also (7.3.68)–(7.3.70) and letting t→∞, we have

Ei+(α) =
1

16π

1

8π3

∫
[0,α/

√
1−α2]×S2

ρ2
∣∣V̂ ψ∞(ρθ)∣∣2 dρdθ, (7.3.75)

which is clearly a well-defined continuous and increasing function of α satisfying

(7.3.67) (recall that EKG = 1/(16π)‖V ψ∞‖2L2 = 1/(16π)(8π3)−1‖V̂ ψ∞‖2L2).
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