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Preface of the Book of Proceedings of the Virtual
Conference on Chemistry and its Applications
(VCCA-2020)

A virtual conference on chemistry and its applications (VCCA-2020) was organized
online from 1st to 31st August 2020. The theme of the virtual conference was “Research
and Innovations in Chemical Sciences: Paving the Way Forward”.

There were 190 presentations for the virtual conference with 300 participants from
50 countries. A secured platform was used for virtual interactions of the participants.
After the virtual conference, there was a call for full papers to be considered for pub-
lication in the conference proceedings. Manuscripts were received and they were
processed and reviewed as per the policy of De Gruyter.

This book, volume 3, is a collection of the ten accepted manuscripts incorporating
theoretical and computational chemistry aspects.

Saha and Bhattacharyya studied the effect of heteroatoms Boron-Nitrogen and
substituents namely methyl, hydroxyl, amine, carboxyl and cyano on the structural
parameters, global reactivity, aromaticity and UV-visible spectra of pyrene with the
help of density functional theory. Tetteh and Ofori reported on the effect of delocal-
ization of nonbonding electron density on the stability of the M-Ccarbene bond in main
group metal-imidazol-2-ylidene complexes based on a computational and structural
database study. Mammino focussed on the educational aspects ofmentoring chemistry
postgraduate students, analysing the challenges encountered by students in the
transition from undergraduate to postgraduate learning, and throughout the post-
graduate projects up to completion of PhD level, and discussing the design of suitable
addressing options by the mentor. Nedyalkova presented a study dealing with the
interpretation and modeling of clinical data for patients with diabetes mellitus type 2
additionally diagnosed with complications of the disease by the use of multivariate
statistical methods. Edim et al presented an electronic structure theory study of the
reactivity and structural molecular properties of halo-substituted (F, Cl, Br) and het-
eroatom (N, O, S) doped cyclobutane. Bisong et al focussed on the reactivity, stability,
and electronic interaction of pyridinium hydrogen nitrate PHN based ionic liquids and
the influence of methyl substituent on this class of ionic liquids. Banerjee and Samanta
reviewed the use of modern computational modeling methods to optimize the sur-
factant at the oil-water interfaces from the perspective of its applications in enhanced
oil recovery using molecular dynamic simulation, dissipative particle dynamics and
density functional theory. Oshakuade and Awe determined the bulk and surface
properties of liquid Bi-Sn alloys using an improved quasi-lattice theory. Adewole et al
reported on the identification of potential histone deacetylase inhibitory biflavonoids
fromGarcinia Kola (Guttiferae) using in silico protein-ligand interaction. Osundiya et al

https://doi.org/10.1515/9783110739763-201
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carried out a conductometric study to derive the thermodynamic parameters of the
micellization of quarternary based cationic surfactants in triethanolamine-water
media.

I hope that these chapters of this volume 3 will add to literature and they will be
useful references for researchers.

To conclude, VCCA-2020 was a successful event and I would like to thank all those
who have contributed. I would also like to thank the Organising and International
Advisory committee members, the participants and the reviewers.

Prof. Ponnadurai Ramasami

VI Preface
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Bapan Saha* and Pradip Kumar Bhattacharyya

1 Role of heteroatoms and substituents on the
structure, reactivity, aromaticity, and
absorption spectra of pyrene: a density
functional theory study

Abstract: Effect of heteroatoms viz. BN and substituents viz. –Me (methyl), –OH (hy-
droxyl), –NH2 (amine), –COOH (carboxyl), and –CN (cyano) on the structural param-
eters, global reactivity, aromaticity, and UV-visible spectra of pyrene are studied with
the help of density functional theory (DFT). Global reactivity parameters such as global
hardness (η) and electrophilicity (ω) are calculated using density functional reactivity
theory (DFRT). Time dependent density functional theory (TD-DFT) is explored for
interpreting the UV-visible absorption spectra. Aromaticity of the pyrene rings are
predicted from the nucleus independent chemical shift (NICS) values. Presence of BN
unit and substituent induces reasonable impact on the studied parameters. The
observed absorption spectra lie predominantlywithin theUV-region (both blue and red
shifts are observed in presence of BN and substituent). HOMO energy and absorption
spectra are affected nominally in solvent phase.

Keywords: absorption spectra; aromaticity; BN doped pyrene; DFT; Pyrene; TD-DFT.

1.1 Introduction

Polycyclic aromatic compounds (PACs) play substantial role in organic electronics,
chemosensors, and electroluminescent materials [1–4]. Besides, their excellent fluo-
rescent properties have been attributed to their extended delocalized π-electrons [5].
Besides, these electrons are also responsible for different kinds of π-interactions via
their unique bonding modes [6–9]. However, their low solubility and nonexistence of
suitable methods for chemical transformations have constrained their widespread use
as materials. Nevertheless, PACs with four membered (fused) rings have attracted the
scientific community because of their unique nature [10–13] and suitably explored as
energy related applications and in organic electronics [14–16].

Pyrene can be considered as the molecular fragments of carbon nano allotropes viz.
graphene and carbon nanotubes [17, 18]. Owing to the conjugated macrocyclic

*Corresponding author: Bapan Saha, Department of Chemistry, Handique Girls’ College, Guwahati,
781001, Assam, India, E-mail: bapan.chem@gmail.com
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π-delocalized structure, pyrene-based materials have been explored in developing light
emitting (organic electronics) and charge transport materials [11, 14]. Recently, pyrene-
based molecules are being extensively used for functionalization of carbon nanotubes
and in anchoring of foreign molecules such as polymers, proteins, small biomolecules
and many more [19–21]. Besides, their use in studying protein and nucleic acids, such
materials has also been explored in sensing oxygen, intercalating DNA, and solar cells
[22–24]. Studies revealed that functionalized pyrenes have different optical, electrical,
and mechanical properties than the pyrene molecule [25]. Presence of substituents and
their position also play significant roles in geometrical parameters andmolecular orbital
energy level of pyrene counterparts or pyrene-based materials [11, 26]. As the focus has
been on their spectroscopic properties, quantum chemical studies could be handy in
understanding the structural relationship with electronic properties.

B and N doped/co-doped PACs have been of fundamental interest because of their
usefulness in chemosensing and developing optoelectronic materials [27–29]. Hetero-
atoms such as B and/or N significantly tailor their photophysical and electronic prop-
erties, keeping the structural features intact. Although a good number of reports on B
and/or N doped pyrene are available in literature, those devoted to understanding the
structure andmolecular properties of doped substituted pyrene are relatively sparse. It is
thus expected to be very fascinating to study and compare different properties of doped
and substituted pyrene-based materials. In this study, gas and solvent phase reactivity,
aromaticity, and absorption spectra of BN doped substituted pyrene system are studied.
For the purpose, both electron donating (methyl, hydroxyl and amino) and electron
withdrawing (carboxyl and cyano) groups are taken into consideration. Moreover, po-
sition of dopants is also varied and its effect on the aforesaid properties is scrutinized.
Moreover, heteroaromatic rings possess unique electronic structure and modulated
distribution of electron density that facilitates variety of interactions which could be of
key importance in organic electronics [30]. The study is expected to be handy in
designing novel pyrene-based materials with tailored molecular properties.

1.2 Theoretical and computational details

In this study, all density functional calculations are performedwith the help of Gaussian
09programme [31]. All calculations are performed at B3LYP/6-311+G(d,p) level of theory.
Presence of real minima is ensured by frequency (all real) calculation for the chosen
systems. Literatures are also in favor of using B3LYP functional for understanding mo-
lecular properties of polyaromatic compounds [32, 33]. Energy of the highest occupied
molecular orbital (EHOMO), global hardness (η), and global electrophilicity (ω) are
calculated for rationalizing the global reactivity. The working formulae for η and ω are
given by η = (ELUMO − EHOMO)/2 andω = μ2/2η, respectively. ELUMO is energy the of lowest
unoccupiedmolecular orbital and μ = (EHOMO + ELUMO)/2 [34, 35]. Since LUMO is a virtual
orbital, its energy obtained from Koopman’s theorem is somewhat questionable and

2 1 Role of heteroatoms and substituents
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therefore, η values are again calculated adopting ΔSCF method and compared with the
corresponding results obtained using Koopman’s theorem [36]. According to ΔSCF
method, ionization potential/energy, IP = EN−1− EN, and electron affinity, EA= EN − EN+1.
EN, EN−1 and EN+1 are the ground state energies of systems with N, N−1 and N+1 electron
respectively. Accordingly, η values are defined as η = (IP − EA)/2.

Reorganization energies for holes (λh) and electrons (λe) are calculated by the
relationship λh/e = (E3 − E2) + (E4 − E1) [37] where E1 is the energy of neutral optimized
molecule, E2 is the energy of the corresponding cation/anion obtained from single
point calculation, and E3 is the energy of the optimized cation/anion and E4 is the
energy of the neutral molecule obtained from single point calculation.

Aromaticity of the chosen systems is predicted from NICS (nucleus independent
chemical shift) values [38]. For calculation of NICS values, gauge independent atomic
orbital (GIAO)method is used. UV-visible absorption spectra of chosen pyrenemoieties
are calculated using the TDDFT method (N = 6 states) [39]. For solvent phase calcu-
lation, polarizable continuum model (PCM) is used [40] with cyclohexane (ε = 2.02),
ethanol (ε = 24.85), and water (ε = 78.35) as model solvent systems.

1.3 Results and discussions

Herein, BN is doped at the centre (in between two rings keeping naphthalene unit in
either side) (Figure 1.1b) and at the edge (Figure 1.1c). The position of the substituent is

Figure 1.1: The chosen systems (a) undoped Pyr, (b) BN doped Pyr at the centre, (c) BN doped Pyr at
the edge, and substituted (d) undoped Pyr, (e) BN doped Pyr at the centre, and (f) BN doped Pyr at the
edge.

1.3 Results and discussions 3
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considered at the positions shown in Figure 1.1d–f (S is the position of the substituent).
All throughout the manuscript, the undoped, BN unit at the centre and BN unit at the
edge are represented as Pyr and Pyr(BN) and Pyr(BNe), respectively. The substituted
pyrene unit is represented with the symbol of substituent such as –Me (methyl), –OH
(hydroxyl), –NH2 (amine), –COOH (carboxyl), and –CN (cyano). For example, methyl
and hydroxyl substituted pyrenes are represented as Me–Pyr and OH–Pyr,
respectively.

In molecular electrostatic potential surface (MESP), a site with poor electron dis-
tribution is susceptible to nucleophilic attack whereas an electron rich site is preferred
by an electrophile [41, 42]. MESP diagram are widely used in understanding the
mechanism of chemical reactions along with some understanding about the bonding
and reactivity trends in fused aromatic systems [43]. TheMESP surfaces are studied and
shown in Figure 1.2. MESP surface of Pyr is symmetrical with electron rich sites (red
color) distributed on the surface and electron poor sites (blue color) distributed around
the edge, Figure 1.2a. Upon doping, there occurs a perturbation in the electron density
distribution (intensity of red and blue color changes) around the dopants (Figure 1.2b
and c) indicating a charge separation on the respective sites/species. Similar results in
distribution of electron density in presence of dopants are previously reported for
larger fused arene systems [32, 42].

Moreover, position of the dopant also plays significant role on the distribution of
electron density (intensity of the color varies) of the chosen systems, Figure 1.2b and c.
In presence of substituents, further perturbation in electron density distribution is
observed (Figure 1.2d–r). Presence of the BN unit in the aromatic framework; resulting
in charge separation on the surface of Pyr unit thereby, modulating its electronic
structure and molecular properties. As expected, distribution of electron density also
varies on varying the substituent (intensity of the colour varies), Figure 1.2d–r. Thus,
presence and position of dopant and nature of the substituent would be crucial in
tailoring their chosen molecular properties.

1.3.1 Geometry of the chosen systems

Optimized geometries of the chosen systems are shown in Figure 1.3. As expected, the
geometry of Pyr is planar with unperturbed π-electron delocalization, with unequal
C–C distances, (1.36–1.44 Å), Figure 1.3a. The calculated bond lengths corroborate well
with the experimental results (1.39 Å) and thus validate the suitability of used
computational method for the study [44]. For substituted Pyr, nominal effect on the
bond parameters are observed, Figure 1.3b–f. On doping BN, irrespective of its position,
the planarity of the systems remained intact with some perturbation in distribution of
π-electron nearby the dopant, Figure 1.3g–r. Variations observed in the C–C bond dis-
tances are insignificant (<0.02 Å) and B–C, B–N, C–N distances are within 1.42–1.51,
1.37–1.48, and 1.37–1.40 Å, respectively. The C–C bonds are unaffected (<0.02 Å) in case
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Figure 1.2: MESP surface of (a) Pyr, (b) Pyr(BN), (c) Pyr(BNe), (d) Me–Pyr, (e) OH–Pyr, (f) NH2–Pyr, (g)
COOH–Pyr, (h) CN–Pyr, (i)Me–Pyr(BN), (j) OH–Pyr(BN), (k) NH2–Pyr(BN), (l) COOH–Pyr(BN), (m) CN–Pyr(BN),
(n) Me–Pyr(BNe), (o) OH–Pyr(BNe), (p) NH2–Pyr(BNe), (q) COOH–Pyr(BNe), and (r) CN–Pyr(BNe).
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on substituted BN doped Pyr. The observed variation in bond parameters also predicts
transformation of molecular properties resulting from presence of dopants and
substituents.

1.3.2 HOMO shapes and HOMO perspectives

From the viewpoint of its importance in understanding the reactivity (donor sites,
stability, and band gap) patterns, the shapes of HOMO and EHOMO are obtained for the
chosen systems and the results are presented in Figure 1.4 and Table 1.1 respectively.
Referring to Figure 1.4a, HOMO of Pyr is distributed symmetrically over the entire
molecule. In presence of substituents, in addition to the molecular surface, HOMO is
also associated with the substituent irrespective of their nature, Figure 1.4b–f. Simi-
larly, a nominal variation (except nearby the ring with substituents) in the shapes of
HOMO is observed in case of BN doped counterparts (Figure 1.4g–r) irrespective of
position of the dopants. Since BN is isoelectronic with CC, its presence does not disturb
the electron distribution significantly. Although nominal, the shapes of HOMO indicate
towards some variations in molecular properties of the chosen systems.

EHOMO value for Pyr is obtained at −130.79 kcal mol−1. In presence of substituent,
EHOMO values are varied, within the range −124.76 to −141.56 kcal mol−1, Table 1.1. For
electron donating substituents, EHOMO values are raisedwhile for electronwithdrawing
substituents, the EHOMO values are dropped. Electron withdrawing substituent reduces
the electron density from the Pyr surface thereby lowering the EHOMO values. Exactly
opposite phenomena would operate in case of electron donating substituent. For
example, EHOMO values for Me–Pyr, OH–Pyr, NH2–Pyr, COOH–Pyr and CN–Pyr
are −128.12, −124.76, −128.44, −137.32, and −141.56 kcal mol−1, respectively. Thus, in
view of EHOMO values, COOH–Pyr and CN–Pyr are more stable than the rest of undoped
substituted Pyr.

Presence of BN unit causes some variation in EHOMO values depending upon
the position of dopants, the EHOMO values for Pyr(BN) and Pyr(BNe) are −129.15
and −133.90 kcal mol−1, respectively. BN unit at the centre of Pyr raises the HOMO
energy while at the edge it drops the HOMO energy. Therefore, reactivity of Pyr(BN) is
more than that of Pyr which, in turn, is more than Pyr(BNe). Similar results are also
observed in case of substituted BN doped pyrene irrespective of the position of
the dopants (lie within the range −121.79 to −143.68 kcal mol−1), Table 1.1. In comparison
to their undoped counterparts, in case of BN doped substituted Pyr at the centre,
the EHOMO values are raised by upto 3.69 kcal mol−1 (NH2–Pyr(BN), −124.75 kcal mol−1).
However, for BN doped substituted Pyr at the edge, the EHOMO values dropped by upto
3.02 kcal mol−1 (Me–Pyr(BNe), −131.12 kcal mol−1). Ishibashi et al., has indicated key
role of position of BN unit on the HOMO shapes and EHOMO values of BN doped linear
acenes [12]. Nonetheless, the effect of nature of substituent (raised EHOMO values for
electron donating substituent and dropped EHOMO values for electron withdrawing
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Figure 1.3: Optimized geometry of (a) Pyr, (b) Me–Pyr, (c) OH–Pyr, (d) NH2–Pyr, (e) COOH–Pyr, (f) CN–
Pyr (g) Pyr(BN), (h) Me–Pyr(BN), (i) OH–Pyr(BN), (j) NH2–Pyr(BN), (k) COOH–Pyr(BN), (l) CN–Pyr(BN), (m)
Pyr(BNe), (n) Me–Pyr(BNe), (o) OH–Pyr(BNe), (p) NH2–Pyr(BNe), (q) COOH–Pyr(BNe). and (r) CN–Pyr(BNe).
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substituent) on the EHOMO values remained similar irrespective of presence of dopants,
Table 1.1. Thus, in addition to substituents, position of dopants is also important in
controlling the stability of chosen systems.

Charge transport behavior is validated by calculating reorganization energies for
the hole and electrons are calculated and the obtained values are shown in Table 1.1.
Referring to Table 1.1, it is observed that, both λh and λe values are significantly small
(<1.5 kcal mol−1) which is very significant from the view point of charge transport
properties. In some cases, λh < λe (hole transport) while for others λh > λe (electron
transport), Table 1.1. Thus, the chosen systems are either exhibit hole transport ca-
pacity or exhibit electron transport capacity. Owing to presence of substituents vari-
ation charge transport properties are induced in the chosen systems. Pyrene based
materials are also reported to be suitable as both hole injection and transport materials
in earlier literature [45].

EHOMO values are also calculated in different solvent phase, results are shown in
Table 1.1. Presence of solvent phase causes drop in the EHOMO values by 0.29–
3.8 kcal mol−1 with the exception of cyano substituted undoped/doper Pyr, Table 1.1.
EHOMO values are increased (by upto 1.96 kcal mol−1) irrespective of solvent dielectrics,
Table 1.1. The electron donating tendency of cyano substituted systems (undoped/
doped) are increased with incorporation of solvent phase. The drop in EHOMO values

Table .: Variation in EHOMO values in gas (EHOMO(gas)), cyclohexane (EHOMO(ch)), ethanol (EHOMO(eth)),
and water (EHOMO(wat)), and reorganization energies for hole (λh) and electron (λe) (in kcal mol−).

Systems EHOMO(gas) EHOMO(ch) EHOMO(eth) EHOMO(wat) λh λe

Pyr −. −. −. −. . .
Me–Pyr −. −. −. −. . .
OH–Pyr −. −. −. −. . .
NH–Pyr −. −. −. −. . .
COOH–Pyr −. −. −. −. . .
CN–Pyr −. −. −. −. . .
Pyr(BN) −. −. −. −. . .
Me–Pyr(BN) −. −. −. −. . .
OH–Pyr(BN) −. −. −. −. . .
NH–Pyr(BN) −. −. −. −. . .
COOH–Pyr(BN) −. −. −. −. . .
CN–Pyr(BN) −. −. −. −. . .
Pyr(BNe) −. −. −. −. . .
Me–Pyr(BNe) −. −. −. −. . .
OH–Pyr(BNe) −. −. −. −. . .
NH–Pyr(BNe) −. −. −. −. . .
COOH–Pyr(BNe) −. −. −. −. . .
CN–Pyr(BNe) −. −. −. −. . .
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Figure 1.4: HOMO shapes of (a) Pyr, (b) Me–Pyr, (c) OH–Pyr, (d) NH2–Pyr, (e) COOH–Pyr, (f) CN–Pyr (g)
Pyr(BN), (h) Me–Pyr(BN), (i) OH–Pyr(BN), (j) NH2–Pyr(BN), (k) COOH–Pyr(BN), (l) CN–Pyr(BN), (m) Pyr(BNe), (n)
Me–Pyr(BNe), (o) OH–Pyr(BNe), (p) NH2–Pyr(BNe), (q) COOH–Pyr(BNe), and (r) CN–Pyr(BNe).
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follows the order: EHOMO(ch) < EHOMO(eth) < EHOMO(wat). The drop in EHOMO values for the
chosen systems (undoped/doped) are more pronounced (by up to 1.20 kcal mol−1 in
cyclohexane, 3.36 kcalmol−1 in ethanol and 3.80 kcalmol−1 in water) in case of solvents
with higher dielectrics. For example, EHOMO values for Pyr in gas, cyclohexane,
ethanol, and water are −130.79, −131.53, −133.36, and −133.57 kcal mol−1, respectively.
Therefore, incorporation of solvent exerts some role in controlling solution phase
chemistry of the chosen systems.

1.3.3 Variations in global hardness and philicity, and dipole
moment

To have some insight about chemical stability, η (larger the value, higher is the sta-
bility) and ω (smaller the value, higher is the stability), and dipole moment for the
chosen systems are calculated and the results are shown in Table 1.2. η value for Pyr is
estimated to be 43.95 kcalmol−1 and in presence of substituents decrease in η values are
observed (40.22–42.94 kcal mol−1) and thereby indicating their higher reactivity. In
case of Pyr(BN) and Pyr(BNe), the η values are 41.29 and 47.29 kcal mol−1, respectively.
Thus, reactivity of the doped systems depends on the position of dopants, reactivity
increased in the order: Pyr(BNe) < Pyr < Pyr(BN). Presence of substituent also effects the η
values of the BN doped Pyr, Table 1.2. For BN unit at the centre, the η values lie within
the range 36.70–39.85 kcal mol−1 and at the edge, η values lie within the range 43.32–
46.01 kcal mol−1. Similar to their undoped counterparts, presence of substituent in-
creases the reactivity of BN doped Pyr irrespective of its position. Similar trends in
stability were also predicted from the HOMO energies of the corresponding systems. In
case of COOH–Pyr and CN–Pyr, the decrease in η values are significant (by
>3.50 kcalmol−1), indicating their higher reactivities. In case of dopant at the centre, the
variation in η values aremore significant (by up to 4.59 kcalmol−1) for electrondonating
substituents. For the systems with BN at the edge, the stability order is reversed and
follows the trend exactly similar to undoped counterparts, i.e., electron-withdrawing
COOH–Pyr(BNe) and CN–Pyr(BNe) are more reactive than Pyr(BNe). Therefore, presence of
dopant, substituent, and position of dopant is imperative from the view point of
reactivity of pyrene systems.

Moreover, η values can also be used for predicting HOMO–LUMO gap (parallel) for
the chosen systems. Presence of substituents reduces the η values, thereby reducing
the HOMO–LUMO gap. Lowest HOMO–LUMO gap is observed for Pyr with electron
withdrawing substituents viz., –CN and –COOH. Also, presence of BN unit at the centre
of pyrene reduced theHOMO–LUMOgap. Thus, BN doped pyrene and –CN and –COOH
substituted pyrene could be suitably used in dye sensitized solar cells. Kathiravan
et al., has also echoed similarly and suggested that pyrene with weak electron with-
drawing substituent possess larger HOMO–LUMO gap while the same for strong
electron withdrawing substituent are relatively smaller [46].
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ω value for Pyr is estimated to be 81.76 kcal mol−1 and as expected, variation in ω
values are observed (lie within the range 82.43–121.64 kcal mol−1), indicating decrease
in stability of the substituted undoped Pyr, Table 1.2. In case of Pyr(BN) and Pyr(BNe), the
ω values are 93.48 and 78.74 kcalmol−1, respectively. Thus, the stability of Pyr(BN) is less
than Pyr which in turn is less than Pyr(BNe). In presence of substituents, ω values vary
with the position of dopants, and are within 102.98–126.58 (dopant at the center) and
79.05–113.15 (dopant at the edge) kcal mol−1, Table 1.2. EHOMO and η values for the
corresponding systems also predicted similar stability trends. Thus, the studied reac-
tivity descriptors are consistent enough in predicting the reactivity and/or stability of
the chosen systems.

Since, LUMO is a virtual or empty orbital, accurate estimation of its energy is
somewhat questionable. To encounter this, use of hybrid functional is recommended
[47]. Although hybrid functional B3LYP is used, it would be more scientific to validate
the fact (scrutinize the suitability of Koopmans’ theorem) for the chosen systems. For
this purpose, the ionization potential and η values are further calculated using ΔSCF
method. The estimated ionization potential is then plotted against HOMO energy ob-
tained from Koopman’s theorem, shown in Figure 1.5a–c. Similarly, the η values ob-
tained by both the methods are also plotted, shown in Figure 1.5d–f. Referring to
Figure 1.5a–c, there exists an excellent linear relationship between HOMO energy esti-
mated from Koopman’s theorem and ionization potential estimated from ΔSCF method

Table .: Variation in η, ω values (in kcal mol−), and dipole moment (in Debye).

Systems η ω Dipole moment

Pyr . . 

Me–Pyr . . .
OH–Pyr . . .
NH–Pyr . . .
COOH–Pyr . . .
CN–Pyr . . .
Pyr(BN) . . .
Me–Pyr(BN) . . .
OH–Pyr(BN) . . .
NH–Pyr(BN) . . .
COOH–Pyr(BN) . . .
CN–Pyr(BN) . . .
Pyr(BNe) . . .
Me–Pyr(BNe) . . .
OH–Pyr(BNe) . . .
NH–Pyr(BNe) . . .
COOH–Pyr(BNe) . . .
CN–Pyr(BNe) . . .
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with R2 values of 0.99. Similarly, linear relationship between global hardness (η)
estimated from Koopmans’ theorem and ΔSCF method also exists with R2 values in the
range, 0.92–0.98. Presence of linear relationships between the chosen parameters thus
validates the suitability of Koopmans’ theorem for predicting the reactivity patterns.
Similar protocol was adopted in earlier literatures [33].

As expected, Pyr is nonpolar with zero dipole moment. Polarity is induced in
presence of substituents with dipole moment values within the range 0.51–5.52 Debye,
Table 1.2. Variations in dipole moments are more significant for Pyr with electron
withdrawing substituents. The dipole moment values for the undoped pyrene
increased in the order: Pyr (0) <Me–Pyr (0.51) <NH2–Pyr (1.32) <OH–Pyr (1.62) <COOH–
Pyr (2.36) <CN–Pyr (5.52), values are in Debye. Presence of BN also induces some
polarity with dipole moments 2.55 (for Pyr(BN)) and 0.83 (for Pyr(BNe)) Debye. Thus,
Pyr(BN) is more polar than Pyr(BNe) which in turn is more polar than Pyr. Similar to other
reactivity parameters, dipole moment is also position dependent. In presence of sol-
vent phase, the dipole moment values increased with increase in the solvent dielectric.
For example, the observed dipole moment for Me–Pyr in cyclohexane, ethanol, and
water are 0.62, 0.70, and 0.76 Debye, respectively. Analogous trends are also observed
in BN doped substituted pyrene in solvent phase. Similar relationship between dipole
moment and solvent dielectrics are also previously reported in literature [48].

Figure 1.5: HOMO energy vs. Ionization potential for (a) Undoped Pyr (b) BN doped Pyr at centre and
(c) BN doped Pyr at edge andGlobal hardness vs Global hardnessSCF for (d) Undoped Pyr (e) BN doped
Pyr at centre and (f) BN doped Pyr at edge.

12 1 Role of heteroatoms and substituents

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



1.3.4 Variations in aromatic character

NICS values obtained by GIAO method is one of the most commonly used parameters
for predicting the aromaticity [49, 50]. Positive NICS value designates antiaromatic
behavior while negative NICS value corresponds to aromatic character. NICS value
around zero is described as nonaromatic. Herein, NICS values are estimated for ring
with substituent and dopants at the molecular plane. This would enable us to scruti-
nize the role of substituent and dopants on the aromaticity of the chosen systems
[49, 50]. NICSzz values (provides more reliable picture about the π-electron distribu-
tion) are obtained for rings with substituent (NICSzz(0)sub) and dopants (NICSzz(0)dop) at
the molecular plane, results are shown in Table 1.3.

The NICSzz value for Pyr is found to be −22.20 and 3.33; the obtained values
correspond to aromatic and antiaromatic character of the rings, which corroborates
well with reported values [51]. In presence of substituent, variation in NICSzz values are

Table .: Variation in NICSzz()sub and NICSzz()dop values.

Systems NICSzz()sub NICSzz()dop

Pyr −. .
Me–Pyr −. .
OH–Pyr −. .
NH–Pyr −. .
COOH–Pyr −. .
CN–Pyr −. .
Pyr(BN) −. −.
Me–Pyr(BN) −. −.
OH–Pyr(BN) −. −.
NH–Pyr(BN) −. −.
COOH–Pyr(BN) −. −.
CN–Pyr(BN) −. −.
Pyr(BNe) −. .
Me–Pyr(BNe) −. .
OH–Pyr(BNe) −. .
NH–Pyr(BNe) −. .
COOH–Pyr(BNe) −. .
CN–Pyr(BNe) −. .

1.3 Results and discussions 13

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



observed −15.78 to −19.47 (NICSzz(0)sub) and 2.65 to 5.05, Table 1.3. Although, NICSzz
values vary, the aromaticity patterns predicted for both the rings are similar. Aroma-
ticity of substituted Pyr is less than Pyr, COOH–Pyr is the least aromatic while NH2–Pyr
is the most aromatic, Table 1.3. Thus, presence of substituents does not affect the
aromatic properties to a significant level. However, electronic properties are affected
for each to some extent.

Presence of dopant significantly affects the aromatic criterion of the chosen
systems as NICSzz values vary significantly. NICSzz values for Pyr(BN) is −29.04
(NICSzz(0)sub) and−6.36 (NICSzz(0)dop), indicating aromatic character of both the rings.
Thus, presence of BN unit at the ring center increases the aromaticity and transforms
antiaromatic ring to aromatic. Ghosh et al., have reported the NICSzz(0) values
of −28.39 and −5.97 for the same [51]. Although presence of substituent lowers the
aromaticity, aromaticity pattern is identical with that of Pyr(BN) with NICSzz values
within the range −24.42 to −27.36 (NICSzz(0)sub). However, the NICSzz values at the ring
with substituent are all negative and are within the range −1.84 to −7.90 (NICSzz(0)
dop). Similar to their unsubstituted counterparts, the ring with dopants are aromatic
with minimum aromatic character for NH2-Pyr(BN) and maximum aromatic character
for COOH–Pyr(BN), Table 1.3. Moreover, position of the dopants also exerts notable
impact on the aromatic character of the chosen rings. For example, the NICSzz values
for Pyr(BNe) are −17.37 (NICSzz(0)sub) and 15.78 (NICSzz(0)dop). Thus, one of the ring for
Pyr(BNe) is less aromatic than both Pyr and Pyr(BN) whereas the other ring is of
significantly higher antiaromaticity than both, Table 1.3.The reportedNICSzz(0) values
for the same are −16.56 and 16.07, respectively. Like other two cases, presence of
substituents lowers the aromaticity with NICSzz values within the range −10.02
to −15.67 (NICSzz(0)sub). The antiaromaticity of the substituted ring is comparable with
that of the Pyr(BNe), Table 1.3. Thus, presence of substituent and dopant play some
role on the aromaticity and electronic properties and thereby controlling the chem-
istry of the chosen systems. Position dependence of aromaticity of the ring systems
are also illustrated in previously reported literature [51].

1.3.5 Variations in UV visible spectra

UV visible spectra are studied in gas and solvent phase with varying dielectrics; the
obtained results are shown in Figure 1.6. In line with the literature, B3LYP functional is
used for calculation [46]. UV-visible absorption spectrum of Pyr is calculated using
N = 6, N = 10, N = 15, and N = 20 methods and the corresponding absorption (primary)
maxima in gas phase are obtained at 339 nm (vary after decimal point only) for each.
The observed band at this wavelength is ascribed to π → π* transition (HO-
MO → LUMO). The experimental absorption maximum has been reported to be at
333 nm [52], which is close to the calculated results thereby validating the suitability of
the adopted theoretical methods. Since N = 6, N = 10, N = 15, and N = 20 produce
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absorption band around same wavelength, the absorption spectra for the chosen
systems are calculated using N = 6 method (computationally less expensive). In
presence of substituents, two absorption maxima for each are observed, which are in
the range 275–283 and 342–374 nm, Figure 1.6a. Therefore, significant blue and red
shift are observed in presence of substituents. Effect of anchoring group or substituents
on the UV-visible absorption spectral pyrene-based materials were also previously
reported in literatures [46, 53]. Sahoo et al., have reported the UV-visible spectra of
CHO–Pyr (different conditions)within two distinguishable regions viz 250–300nmand
320–410 nm [53]. The magnitude of blue shifts is almost comparable for all, while for
electron withdrawing substituents the observed red shifts are significant, Figure 1.6a.

Figure 1.6: UV-visible spectra of (a) undoped Pyr, (b) BN doped Pyr at centre, (c) BN doped Pyr at edge
in gas, (d) undoped Pyr, (e) BN doped Pyr at centre, (f) BN doped Pyr at edge in cyclohexane,
(g) undopedPyr, (h) BNdopedPyr at centre, (i) BNdopedPyr at edge in ethanol and (j) undoped Pyr, (k)
BN doped Pyr at centre, and (l) BN doped Pyr at edge in water.
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For example, the blue shifted absorption maxima for COOH–Pyr and CN–Pyr are ob-
tained at 283 and 277 nm while the red shifted absorption maxima are obtained at 374
and 360 nm, respectively.

For Pyr(BN), single absorption maximum at 291 nm is observed, ascribed to (HO-
MO−1 → LUMO+1) transition. Thus, presence of BN unit at the center shifted the
maximum to shorter wave length (significant blue shift, high intensity). Unlike
substituted Pyr, only single absorption maximum for each is observed in case of
substituted Pyr(BN), Figure 1.6b. A nominal red shift (<10 nm) is observed in most of the
cases, Figure 1.6b. NH2–Pyr(BN) is an exception to this where two absorptionmaxima at
305 nm (strong) and 428 nm (broad) are observed.Moreover, significant red shift is also
observed in this case, Figure 1.6b. In contrast to BN doped pyrene at the center, two
absorption maxima (low intensity) for each are obtained in presence of BN at the edge,
Figure 1.6c. For Pyr(BNe), two absorption maxima are observed at 268 and 332 nm,
respectively. Compared to Pyr and Pyr(BN), the observed blue shift is larger for Pyr(BNe).
In presence of substituents, the absorption maxima for most of the systems are red
shifted, Figure 1.6c. However, the observed shift depends on the nature and type of
substituents. Absorption maxima at lower wavelength are shifted to around 275 nm
while that of the higher wavelength are shifted within the range 340–365 nm,
Figure 1.6c. CN–Pyr(BNe) is an exception to these, with two absorption maxima at 250
(blue shift) and 352 nm are observed. Magnitude of shift is more prominent in case of
NH2–Pyr(BNe), absorption maxima at 277 and 365 nm are observed. Thus, position of
dopant also plays crucial on the electronic properties of chosen systems.

In presence of solvent phase, not much shift in absorption spectra (maxima) is
observed except Pyr. Unlike Pyr in gas phase, two absorption maxima around 276 and
345 nm are observed in solvent phase, Figure 1.6d, g, and j. The experimentally re-
ported maxima for dilute solution of Pyr in DCM (dichloromethane) have shown two
absorption bands around 274 and 336 nm [54]. Thus, the calculated solvent phase
absorptionmaxima are consistent with the experimentally reported one. For rest of the
system (undoped/doped), the number of absorption maxima is identical with gas
phase, Figure 1.6. However, nominal red shifts are observed (5–15 nm) for all the
chosen systems irrespective of solvent dielectrics, Figure 1.6. Similar trends were also
predicted from EHOMO values in solvent phase. Compared to cyclohexane, blue shifts
are observed for the corresponding systems in solvent with higher dielectrics
i.e., ethanol and water, Figure 1.6. Nominal variations in UV-visible absorption spectra
of tetraaryl pyrenes in solvent phase are also reported by Assaad et al. [11].

1.4 Conclusions

The present study enumerates the role of substituent and dopants on the global
reactivity descriptors of pyrene systems. Owing to the variation in distribution of
electron density, presence of substituents (electron donating and electron
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withdrawing), and BN doping exert a reasonable impact on HOMO energy, global
hardness, and electrophilicity of the undoped/doped substituted pyrenes. Polarity is
induced due to the presence of substituents andmaximumpolarity is observed for CN–
Pyr, CN–Pyr(BN), and CN–Pyr(BNe). Different reactivity and polarity induced in the
chosen systems might prove to be crucial for their application in multifunctional de-
vices and facilitate further functionalization. Extent of aromaticity varies and depends
on the nature of substituents. Substituent and BN doping impart a remarkable impact
on the interband transition thereby tuning the optical properties. This indicates their
possible role in optoelectronic devices, dye sensitize solar cells and many more. The
outcome of the study could possibly be another driving force for experimental in-
vestigations in the said area.
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2 Effect of delocalization of nonbonding
electron density on the stability of the
M–Ccarbene bond in main group metal-
imidazol-2-ylidene complexes: a
computational and structural database study

Abstract: The M–Ccarbene bond in metal (M) complexes involving the imidazol-
2-ylidene (Im) ligand has largely been described using the σ-donor only model with
donation of σ electrons from the sp-hybridized orbital of the carbene carbon into vacant
orbitals on themetal centre. Analyses of theM–Ccarbene bond in a series of group IA, IIA
and IIIA main group metal complexes show that the M-Im interactions are mostly
electrostatic with the M–Ccarbene bond distances greater than the sum of the respective
covalent radii. Estimation of the binding energies of a series of metal hydride/fluoride/
chloride imidazol-2-ylidene complexes revealed that the stability of the M–Ccarbene
bond in these complexes is not always commensurate with the σ-only electrostatic
model. Further natural bond orbital (NBO) analyses at the DFT/B3LYP level of theory
revealed substantial covalency in the M–Ccarbene bond with minor delocalization of
electron density from the lone pair electrons on the halide ligands into antibonding
molecular orbitals on the Im ligand. Calculation of the thermodynamic stability of the
M–Ccarbene bond showed that these interactions are mostly endothermic in the gas
phase with reduced entropies giving an overall ΔG > 0.

Keywords: Cambridge structural database (CSD), density functional theory (DFT),
imidazol-2-ylidenes, main group metal complexes

2.1 Introduction

N-heterocyclic carbenes (NHCs) have gained prominence as ubiquitous ligands in
inorganic and coordination chemistry [1, 2]. These cyclic carbenes have at least one
α-amino substituent and are highly nucleophilic with tuneable properties which have
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been explored in the synthesis of highly selective organometallic catalysts [3–5]. One of
the most common NHCs used in catalysis is the five-membered ring, imidazol-2-ylidene
(Im) (Scheme 2.1). It has an sp-hybridized carbon between two α-amino groups. Spec-
troscopically, both electrons on carbon-2 have been found to be localized in the sp-
hybridized orbitals leaving the orthogonal pπ-orbital empty. This gives rise to an A1 term
with the Im being a strong σ-donor ligand with little or no π*-backbonding interactions
[6]. This σ-electron-donating property allows for very strong M-Im bonds and prevents
the decomposition of the formed organometallic compounds [3].

Another interestingpropertywhichmakes Im ligands unique is the typeof electronic
stabilization provided by the nitrogen atoms. These σ-electron withdrawing and
π-electron donating groups stabilize the electronic structure by inductively withdrawing
electrons and lowering the energy of the occupied sp-orbital and simultaneously
donating electron density into the empty pπ-orbital [1]. This stabilization of the sp-orbital
also accounts for the σ-only donor ability of the Im ligands. Substituents such as R1, R3,
R4 and R5 can also be varied to fine tune the kinetic and electronic stability of the Im
ligand in the synthesis of transitionmetal catalysts [1, 7]. Ina recent review [3], imidazole-
2-ylidene functionalized ligands have been successfully applied as supporting ligands in
the synthesis of catalysts employed in cyclization reactions, polymerization reactions,
C–C bond formation and H2-mediated hydrogenation reactions.

Bonding in imidazol-2-ylidene complexes is predominantly ligand-to-metal
σ-donation with low π*-backbonding character [6]. Theoretical studies by Penka
et al. involving a series of substituted Im group 10 metal complexes have shown that
the σ-character in M-Im bonds is considerable stronger than the M–Py bond (where
Py = pyridine). They also found a high σ/π ratio in the M–Im bond supporting the
σ-donor nature of the M–Im bond in electron rich d metal centres.

The stability of main group and rare earth imidazol-2-ylidene complexes also
provide ample evidence of their pure σ-donor character [8, 9]. A number of stable Im
complexes of main group and rare earth Im complexes have been reported [9–11].
Natural bond orbital (NBO) analysis has also been used to confirm the view that Im
ligands are purely σ-donors in these complexes [12, 13]. Crystallographic and NMR
studies of a number of different adducts of N-substituted propylimidazole-2-ylidene

Scheme 2.1: Frontier molecular orbitals of imidazole-2-ylidene.
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(IPr) with complexes of Mg, Ca, Sr and Ba have shown that whereas the IPr ligand binds
to the metal centre by σ-donation, the M-Im distances were in the order (Mg–Im < Ca–
Im < Ba–Im) indicating that the σ-interactions decrease down the group [6, 8]. However,
this widely held notion of σ-only donor ability of these ligands is rapidly changing as
Meyer et al. have shown that NHCs can accept electron density from electron rich group
11 metal species through a M–L π* back-donation scheme [14, 15]. Molecular orbital
analysis of [Ir(ItBu)2]PF6 shows a remarkable π-electron donation from the filled mo-
lecular orbital of the imidazol-2-ylidene ligand to empty d-orbitals of the Ir atom through
a ligand to metal π-bonding scheme. This property of the Im ligand has been used to
rationalize the unusual stability of the 14e complex [Ir(ItBu)2]PF6 [16]. Crystallographic
studies by Abernethy et al. [17] on an Im adduct of trichloro-oxo- vanadium(V), a high
oxidation-state transition-metal carbene complexwith nod-electron forπ*-backbonding
interactions have shown extremely stable bonding interactions between the Ccarbene
atomandneighbouring chloride ligands on the central vanadium ion.Density functional
theory (DFT) calculations have proven that the interactions were mainly due to delo-
calization of cis-chloride electron density into the formally vacant pπ-orbital situated on
the Ccarbene. In view of the extreme stability of this adduct, the mode of bonding can be
considered as a form of backbonding to the Ccarbene with the electron density originating
from lone pairs on the chloride ligands rather than the metal.

In a previous study, we reported the variation in the M–Ccarbene bond length of a
series of groups IA, IIA and IIA imidazole-2-ylidene complexes using crystallographic
data obtained from the Cambridge structural database (CSD) [8]. It was observed that
the average M–Ccarbene bond length is largely insensitive to the coordination number
around themetal centre but is largely controlled by electrostatic factors. In this current
work, the stability ofM–Ccarbene bondwill be assessed relative to the type of substituent
(H, F, Cl) on the metal ion. As has been shown by Abernethy et al., there is a high
probability of electron delocalization from nonbonding orbitals on the halide ion into
the formally vacant pπ-orbital on the Ccarbene thereby stabilizing the M–Im complex.

2.2 Methods

2.2.1 CSD Analyses

Substructure searches of the main-group metal-imidazol-2-ylidene complexes performed with version
5.40 of the Cambridge Structural Database (November 2018) + 1 update and ConQuest [18]version 2.1.0
are similar to those reported elsewhere [8] with minor modifications to the imidazol-2-ylidene ring as
follows; one hydrogen atomwas attached to each of the atoms except C2 (Scheme 2.1). This was done to
prevent complexes with substituted imidazol-2-ylidene ligands from showing up in the retrieved data.
The number of bonded atoms was also restricted to three, in agreement with the sp hybridization of the
constituent atoms in the ring. The numbers of bonded atoms around the central atom were also
restricted to the coordination number in each search. Secondary search criteria such as: 3D coordinates
determined; no disorder in crystal structure; no errors; no polymeric structures; no powder structures
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and only organometallic structures (according to standard CSD definitions) were also applied. The
number of crystal structures retrieved and the respective coordination numbers of the metal complexes
are given in Tables 2.1–2.3. Structure visualization and statistical analyses of the retrieved data were
done with the CSD program Mercury [19] (version 4.1.0).

2.2.2 Computational Details

All calculations were conducted at the DFT level using the Gaussian 09 package [20]. The input and
output files were visualized using the GaussView 5.0.8 molecular viewer [21]. The gas-phase structures
were fully optimized using Becke’s three parameter hybrid method and the Lee-Yang- Parr correlation
functional (B3LYP) [22] with the 6-311G(d,p) split basis set to include diffuse functions on all atoms. All
stationary points were characterized as minima by calculation of normal modes of vibration and all the
complexes were in their ground states [8]. For each group of complexes, the central metal atom was
varied accordingly with the substituent on the metal being H, F or Cl.

2.3 Results and discussion

Table 2.1 presents the coordination number (CN), number of entries retrieved from the
CSD and the M–Ccarbene bond lengths of the group IA complexes. Lithium-imidazol-
2-ylidene complexes have the highest number (27 entries) with coordination numbers
ranging from 2 to 6. More than half of the entries have the lithium ion tetracoordinated
to the surrounding ligands. These complexes are largely employed as transmetallation
agents in the synthesis of organometallic catalysts such as silver-NHCs [23].

Table .: The coordination number (CN), number of hits and bond lengths of group IAmetal-imidazol-
-ylidene complexes.

Metal CN No. of Hits Range
D (M–Im) (Å)

Mean ± St.dev

Li   .–. . ± .
  .–. . ± .
  .–. . ± .
  .
  .–. . ± .

Na   .–. . ± .
  .–. . ± .
  .–. . ± .

K   .–. . ± .
  .–. . ± .
  .
  .–. . ± .
  .
  .
  .
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The K–Im complexes have the most varied coordination numbers among the
retrieved entries. These complexes are used as transmetallation agents for various
transitionmetals including titanium, vanadium, zirconium and chromium [24, 25]. The
coordination numbers range from two (linear) [8] to nine. The relatively large size of the
K ionmakes it possible to for complexes with varied ligands and different coordination
modes including η interactions with π-systems and η with benzylic groups [23]. The
mean K–Ccarbene bond length however ranges from 2.888 to 3.024 Å. The sodium

Table .: The coordination number (CN), number of hits and bond lengths of group IIAmetal-imidazol-
-ylidene complexes.

Metal CN No. of Hits Range
D (M–Im) (Å)

Mean ± St.dev

Be   .–. . ± .
  .–. . ± .
  .

Mg   .–. . ± .
  .–. . ± .
  .

Ca   .–. . ± .
  .
  .–. . ± .
  .–. .–.
  .–. .–.

Table .: The coordination number (CN), number of hits and bond lengths of group IIIA metal-imi-
dazol--ylidene complexes.

Metal CN No. of Hits Range
D (M–Im) (Å)

Mean ± St.dev

B   .
  .–. . ± .
  .–. . ± .
  .–. . ± .
  .

Al   .
  .–. . ± .
  .–. . ± .
  .–. . ± .

Ga   .–. . ± .
  .–. . ± .
  .
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complexes are in the minority with eight entries in the CSD as at the time of this
research. The coordination numbers are two, three and four. These complexes are rare
[23] and are used as transmetallation agents in the synthesis of dinuclear gold (I) NHC
complexes [26]. The range of the average Na–Ccarbene bond lengths lie between those of
Li–Ccarbene and K–Ccarbene as expected in relation to the change in cationic size down
group IA. In general, the M–Ccarbene bond lengths are higher than the sum of the
covalent radii of the constituent atoms (M–C = 1.96 Å, 2.34 Å and 2.71 Å for M = Li, Na
and K) which support predominantly ionic interactions in these complexes [6].

As shown in Table 2.2, a total of 55 group IIA imidazol-2-ylidene complexes were
retrievedwith varying coordination numbers from 3 to 7 around themetal centres. These
compounds are rather scarce with most of the reported complexes concentrated on
magnesium. They are usually employed as mild reducing agents due to the stabilizing
properties of NHCs for low-valent main group element compounds [23].The average M–
Ccarbene bond length ranges from 1.765–1.833 Å in the Be compounds to 2.547–2.644 Å in
the Ca complexes, a downward trend which is similar to those observed in the group IA
metal complexes.

Again, the lengths of the M–Ccarbene bonds support the electrostatic interactions be-
tween the NHC ligands and themetal centres. This is due to the relatively longer distances
of these bonds as compared to the covalent radii of the constituent atoms (M–C = 1.64 Å,
2.06 Å and 2.44 Å for M = Be, Mg and Ca).

The high stability of group IIIA element compounds emanates from their incomplete
octet electronic configurations. They form strong compounds with σ-donating Lewis
bases such as amines, phosphines and carbenes due to their Lewis acidic nature. As
shown in Table 2.3, a total of 251 entries were retrieved from the database with majority
(149) of them being borane adducts with the most varied coordination numbers (from
CN = 2 to CN = 6). Generally, the average bond lengths steadily increase down the group
with the M–Ccarbene bonding interactions being predominantly electrostatic due to the
increase in bonding distances relative to the sum of the covalent radii of the constituent
atoms (M–C = 1.51 Å, 1.89 Å and 1.90 Å for M = B, Al and Ga).

The high number of group IIIA entries retrieved from the database could also be
due to the fact that NHCs are good candidates for the stabilization of these molecular
compounds in all of their possible oxidation states [23]. It can be seen that tetrahedral
coordination is the most dominant geometry in the group IIIA compounds which
suggests an sp hybridization of the central atoms [8].

Figure 2.1 shows the structures of H, F and Cl substitutedM–Im complexes that were
theoretically investigated to understand the effect of nonbonding electrons on the sta-
bility of the M–Ccarbene bond. As demonstrated by Abernethy et al. [17], there is a high
possibility of lone pair donation from chloride atoms on a high oxidation vanadium ion
into the formally vacant pπ orbital on an N-heterocyclic carbene. This is akin to back-
bonding interaction which contributes to a decrease in the M–Ccarbene bond length and
hence the stability of the complex.

26 2 Effect of delocalization
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In Figure 2.1A, all the substituents on the central metal are trans to the M–Ccarbene
bond whereas in 1B, both substituents together with the M–Ccarbene bond lie in a
trigonal plane. However, in Figure 2.1C, one of the substituents lie in a position cis to
the carbene, a configuration which makes it possible for donation of nonbonding
electrons from the substituents into formally vacant pπ orbitals of the carbene carbon.
The effect of these differences on the M–Ccarbene bond in different main-group metal-
imidazol-2-ylidene complexes is given in Table 2.4.

Generally, the theoretically determined M–Ccarbene bond lengths are similar to the
crystallograhically determined experimental values despite the fact that the geometries
and coordination numbers of the experimentally determined complexes were not
restricted as compared to the theoretically determined structures. It can be observed that
for the group IA complexes, the M–Ccarbene bond length of the chloride substituted

Figure 2.1: Structures of the (A) group IA, (B) group IIA and (C) group IIIA imidazol-2-ylidene complexes.
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complexes were the shortest. With the lithium complex for example, the Li–C bond is
2.128Å for thehydride followedbyan increase to 2.134Å for thefluoride andadecrease to
2.110 Å for the chloride. In the case of sodium, the Na–C bond length is 2.549 Å for the
hydride, 2.515 Å for the fluoride and 2.495 Å for the chloride. Similar trends can be
observed in the groups IIA and IIIA complexes.

2.3.1 Binding energy

The binding energies of the gas-phase optimized structures were also estimated at the
DFT/B3LYP level with diffuse functions added to reduce the basis set superposition
error (BSSE). This was done to minimize the overestimation of the binding energy as a
result of each fragment utilizing the basis sets of other fragments in the complex [27].
The BSSE of all the complexes was corrected by the method of counterpoise correction
introduced by Boys and Bernardi [28]. The counterpoise corrected binding energy

(ΔECP
BE) is the difference between the corrected total energy of the optimized complex

(ECP
Complex) and that of the constituent fragments (E1 and E2; where 1 and 2 represent the

imidazol-2-ylidene ligand and the metal hydride/halide respectively)

ΔECP
BE = ΔECP

Complex − (E1 + E2) (2.1)

From Equation (2.1), a more negative binding energy gives a more stable complex.
Generally, the interaction between the Im and themetal centres have been proposed to
be purely ionic with σ-electron donation into vacant orbitals on the central metal ion
and insignificant backbonding electron donation onto the imidazol-2-ylidene ligand.

From table 2.5, the binding energy of the hydrides of group IA complexes is in the
order Li > Na > K. this order is similar to the electrostatic energy of interaction in these

Table .: Mean lengths (Å) of experimentally determined and theoretically calculated M–C bonds in
the respective complexes.

Metal Experimental Theoretical

Hydride Fluoride Chloride

Li . . . .
Na . . . .
K . . . .
Be . . . .
Mg . . . .
Ca . . . .
B . . . .
Al . . . .
Ga . . . .
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ions which supports the purely ionic interactions reported for these complexes [23]. In
the fluorides and chlorides however, the binding energies are in the order Li > Na < K
which suggests that whereas the interactions involving lithium or sodium halides and
the Im ligand could be purely electrostatic, there could be other factors influencing the
high stability of the potassium halide imidazol-2-ylidene complexes. These variations
in binding energies can also be observed in the fluorides of group IIA complexes with
values of −38.28, −38.28 and −30.12 kcal/mol for Be, Mg and Ca respectively. Other
values reported for group IIIA chloride complexes include −45.2, −51.5 and −47.7 kcal/
mol for B, Al and Ga respectively.

2.3.2 Natural bond orbital (NBO) analyses

Tobetterunderstand thecontributing factors involved in thehigh stability of thesehalide
complexes, second-order perturbation analysis of the Fock matrix was evaluated to
estimate the level of interaction between occupied (donor) orbitals and formally vacant
orbitals. The higher the stabilization energy, the greater the delocalization of electron
density from the donor orbitals into the accepter orbitals. The stabilization energy (E(2))
for each donor(i) and acceptor(j) is given as (Equation (2.2))

E(2) = ΔEij = qi
F(i, j)2
ϵj − ϵi

(2.2)

Where qi is the donor orbital occupancy and εj and εi are diagonal elements and F(i, j) is
the off diagonal natural bond orbital (NBO) Fock matrix elements. The NBO analyses
show that the M–Ccarbene bond involving the group IA complexes is purely electrostatic
with stabilization energies of 35.38, 35.38 and 33.25 kcal/mol for the complexes
involving he hydride, fluoride and chloride of lithium respectively where the donor
orbitals are the sp orbitals on the carbene carbonwith empty LP* orbitals on the central

Table .: Binding energies (kcal/mol) of the respective complexes.

Metal Hydride Fluoride Chloride

Li −. −. −.
Na −. −. −.
K −. −. −.
Be −. −. −.
Mg −. −. −.
Ca −. −. −.
B −. −. −.
Al −. −. −.
Ga −. −. −.
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lithium being the acceptor orbitals. Lower stabilization energies of 13.14, 12.85 and
16.13 kcal/mol were reported in the case of the respective sodium complexes. In the case
of the potassium complexes, the stabilization energies were 8.15, 8.42 and 9.32 kcal/mol
respectively. These trends in stabilization energy correspond to the order of the strength
of the M–Ccarbene bond length shown in Table 2.1 which increases down the group as a
result of theweakening electrostatic interactionsbetween themetal ions and the carbene
carbon. Besides these σ-donor interactions involving the carbene carbon and the central
metal ions, there were substantial delocalizations of nonbonding lone pair electrons
from the fluoride and chloride substituents into antibonding (H2–N8) orbitals on the Im
ligand in the potassium complexes. The stabilization energies of these interactions were
calculated to be 53.08 and 13.44 kcal/mol for the respective potassium fluoride and
chloride complexes. These added back bonding interactions can augment the carbene-
to-metal σ-donation to increase the binding energy of the potassiumhalide complexes as
reported in table 2.5. The Be–C bond in the beryllium hydride complex is predominantly
polar covalent with bond polarity of 84.14% C and 15.86% Be. In the Mg and Ca
complexes however, the M–Ccarbene bonds were purely electrostatic with bond stabili-
zation energies of 57.49, 61.74 and 70.13 kcal/mol respectively for the magnesium
hydride, fluoride and chloride complexes with minor delocalization of nonbonding
electron density from the chloride into the empty antibonding (C1–N8) orbitals on the
imidazol-2-ylidene ligand. Results of the NBO analyses of the M–Ccarbene bond in the
group IIIA complexes show that these bonds are covalent with substantial ionic bond
character down the group. Bond polarities of 68.46% C and 31.56% B; 73.06% C and
26.94%B; 69.95%C and 30.05%Bwere recorded for the respective hydride,fluoride and
chloride complexes of boron: 84.70%C and 15.30%Al; 87.26%C and 12.74%Al; 84.44%
C and 15.56% Al for the aluminium hydride, fluoride and chloride complexes: 82.15% C
and 17.85% Ga; 85.47% C and 14.56% Ga; 81.44% C and 18.56% Ga for the respective
gallium complexes. There were minor delocalization of lone pair electrons into anti-
bonding orbitals (BD*) on the respective Im ligands with interaction energy of 0.58 kcal/
mol involving LP(3) on Cl and BD*(C1–N9) in the aluminium chloride complex.

2.3.3 Thermodynamic stability

The strength of the interactions was further analysed by determining the free energy
changeΔG at 298.15 K. According to theGibbs energy relation, the free energy change of
a thermodynamic process at a given temperature, T, is given as

ΔG = ΔH − TΔS (2.3)

Where ΔH is the enthalpy change and ΔS is the entropy change for the process. For a
spontaneous change ΔG is negative which implies that exothermic processes with
entropy changes greater than zero(0) are always spontaneous. However, a process can
be endothermic with relatively high TΔS value to make it spontaneous. Therefore, a
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balance between the enthalpy and entropy changes is key in determining the spon-
taneity of a reaction. For gas-phase complexes, ΔG is often positive as a result of the
relatively large negative values of TΔS [29].

As shown in Table 2.6, almost all the processes, with the exception of the formation
of the potassium hydride imidazol-2-ylidene complex, are endothermic with ΔH values
ranging from 0.85 to 2.31 kcal/mol. There was however, an overall decrease in entropy
with ΔS values ranging from −0.02 to −0.04 kcal mol−1 K−1. This reduced entropy of the
interactions is as a result of constraints in the freedom ofmotion with some diminished
rotational and translational degree of freedom introduced during the formation of the
complexes [30]. For an endothermic process with reduced entropy, the change in Gibbs
free energy is always positive and such processes are nonspontaneous at all temper-
atures. It can be observed from Table 2.6 that the combined enthalpy/entropy effect
makes the overall ΔG > 0 meaning that these processes are nonspontaneous in the gas
phase.

2.4 Conclusions

This work used a combined crystallographic and density functional theory (DFT)
calculations to investigate the M-Ccarbene bond in a series of main group metal
imidazol-2ylidene complexes. A total of 356 entries with at least one imidazol-2-ylidene
ligand coordinated to the metal centre were retrieved from the Cambridge Structural
Database (CSD) by doing a substructure search using ConQuest version 2.1.0. Majority
(251) of the candidates were group IIIA metal complexes and the coordination number
around the metal centres varied from 2 to 9. The M-Ccarbene bond lengths were higher
than the covalent radii of the respective metal and carbene carbon suggesting

Table .: Computed thermodynamic properties for the gas-phase complexes (ΔH and ΔG in kcal
mol−, ΔS in kcal mol− K−).

Hydride Fluoride Chloride

ΔH ΔS ΔG ΔH ΔS ΔG ΔH ΔS ΔG

Li . −. . . −. . . −. .
Na . −. . . −. . . −. .
K −. −. . . −. . . −. .
Be . −. . . −. . . −. .
Mg . −. . . −. . . −. .
Ca . −. . . −. . . −. .
B . −. . . −. . . −. .
Al . −. . . −. . . −. .
Ga . −. . . −. . . −. .
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predominantly electrostatic interactions. Natural bond orbital (NBO) analysis of a series
of metal substituted hydride/halide imidazol-2-ylidene complexes further confirmed a
purely electrostatic interaction involving the group IA complexes but the covalent
character of theM-Ccarbene bond increases across the period beingpredominantly polar
covalent of varying degrees. Estimation of the thermodynamic stability of the M–Ccar-
bene bond showed that these processes are mostly endothermic in the gas phase with
reduced entropies giving an overall ΔG > 0.
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3 Educational components in the supervision
of chemistry postgraduate students:
experiences and reflections

Abstract: This article focuses on the educational aspects of mentoring chemistry post-
graduate students, analysing the challenges encountered by students in the transition
from undergraduate to postgraduate learning, and throughout the postgraduate projects
up to completionof PhD level, anddiscussing thedesignof suitable addressingoptions by
the mentor. The mentoring activity is thus viewed within a typical chemistry education
paradigm. Some challenges basically continue those encountered at undergraduate level
and others are specific to the postgraduate one, thus requiring new approaches. The
information presented in the article ismostly based on the author’s long experience at the
University of Venda (South Africa). The approach utilised in the study is a suitable
adaptation of action research. The analysis aims at being comprehensive, considering the
major features influencing students’ performance, and the strategies that can be adopted
to counteract negative impacts and to foster the development of scientific modes of
thinking and of research independence. It outlines how knownmajor difficulties, such as
diffuse poor language mastery (aggravated by second language instruction), complicate
both the undergraduate-postgraduate transition—by affecting the speed and extent to
which students learn new approaches—and the further stages, including thesis writing.
Writing-related difficulties are given particular attention because they have great impact
even for students who have acquired good abilities with the design and practical com-
ponents of research projects, and because the acquisition of adequate skills in scientific
writing is an inherent objective of postgraduate training.Most of the reportedobservations
refer to postgraduate studies in computational chemistry; this enables a broad perspec-
tive, by including the common challenges of obtaining, organising and analysing data, as
well as the challenges related to learning a new area of chemistry, not encountered in
undergraduate studies, and those related to specific demands such as adequate mathe-
matics knowledge, visualization abilities and the ability to abstract thinking.
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3.1 Introduction

3.1.1 Background information

The formal education and learning process continues as long as a young person is
learning, from all the levels of pre-university and undergraduate instruction to the end
of postgraduate studies. Different stages have different requirements. The corre-
sponding educational approaches need to be tuned to the characteristics of each stage
and of the given group of learners.

The main question of the educational endeavour—at all levels—is how to design
and implement approaches that can ensure the best responses and the best results from
students. The main objective of postgraduate studies is for students to learn how to do
research. The supervision of postgraduate students is mainly tuned to this objective;
while doing so, it also constitutes an undertaking continuing and advancing the ed-
ucation of the previous levels, above all in terms of acquisition or enhancement of
relevant abilities.

Educational studies for advanced levels of instruction are not frequent; not many
studies focus on the advanced chemistry courses of the undergraduate level, and
studies focusing on the postgraduate level are even rarer. The current article aims at
offering a comprehensive picture of educational questions related to chemistry post-
graduate studies and at outlining implementable options. The considered questions
stem from diagnoses about the challenges encountered by students. The content is
based on the author’s more-than-20-years’ experience at the University of Venda
(UNIVEN), where she has dominantly taught concept-based courses (the first year
general chemistry and all the undergraduate and postgraduate physical chemistry
courses), and mentored postgraduate students choosing computational chemistry
projects.

UNIVEN is a Historically Black University located in a rural area in the North-East
of South Africa. The levels of instruction comprise a 3-year B.Sc. degree (undergrad-
uate), and three postgraduate levels, namely B.Sc. Honors (Hons), M.Sc. and Ph.D.,
with expected durations of one, two and three years respectively. The Hons level marks
the transition from undergraduate to postgraduate studies; it includes both standard
courses with final exams (aimed at advancing content knowledge in inorganic,
organic, analytical and physical chemistry) and a simple research project; it is also the
level where students are expected to learn all the components of how to do research.
M.Sc. and Ph.D. studies are fully research-based.When their project is complete, Hons.
students write a mini-thesis, and M.Sc. and Ph.D. students write a thesis; furthermore,
M.Sc. students are expected to write an article in the final stage of their project, and
Ph.D. students are expected to write two articles during the three years.
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3.1.2 Continuity aspects and novel components in postgraduate
mentoring

The postgraduate level educational paradigm comprises continuity and novel aspects
with respect to the undergraduate one. Continuity aspects include the need to advance
abilities which have not been fully acquired in the undergraduate stage, but constitute
essential instruments in postgraduate studies, such as languagemastery, logicmastery
and abstract reasoning. Novel components are all the components related to learning
how to do research.

Learning how to do research involves content-related components (acquiring
additional content knowledge that is not part of the undergraduate and Hons courses)
and clear attention to the specificities of the selected research area. It also involves
fundamental attitude changes: from expecting that the teacher can provide all the
answers (as normal for the questions in standard assessment instruments) to
acknowledging and internalising that research is a shared task, where the mentor
provides guidance, but neither the student nor the mentor knows the answers a priori.

An inherent component of the research task is the ability to identify the in-
terconnections among different pieces of information, in order to build a compre-
hensive and articulated picture of the project and its results; this can be viewed in terms
of systems thinking [1−3] and, therefore, in terms of guiding the student to develop
adequate systems thinking abilities. Other novel objectives of a mentor’s guidance,
typical of postgraduate studies, include fostering increasing independence from the
student, through carefully planned combinations of suggestions prompting the stu-
dent to build further steps, and straightforward assistance when needed. They also
include expanding the student’s scope beyond his/her theme, to ensure readiness to
cross-disciplinary tasks, as this is very important in modern research and production
activities. An example of the latter is the stimulation of basic familiarization of
computational chemistry students with the possible needs of green chemistry research
and of green chemistry students with the design potentialities of computational
chemistry [4]. The participation of UNIVEN computational chemistry postgraduate
students in the IUPAC-endorsed Summer Schools on Green Chemistry has proved a
fruitful option to this purpose.

3.1.3 General and specific features of learning how to do research
in computational chemistry

As already mentioned, the author’s direct experience relates to postgraduate studies
involving computational chemistry projects. Additional information stems from ex-
changes of observations and analyses with colleagues running projects in other
chemistry areas, in various universities.

3.1 Introduction 37
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The fact that most of the observations and analyses reported in the current work
refer to computational chemistry postgraduate studies does not constitute a limitation,
or a generality loss. Computational chemistry projects involve the same major chal-
lenges as the other areas of chemistry, such as learning how to obtain, organise and
analyse data and how to present the obtained results; in addition, they involve specific
challenges such as the presence of greater demands in terms of conceptual under-
standing, mathematics mastery, visualization abilities and abstract thinking abilities.
They can, therefore, be considered ideal to comprehensively highlight the challenges
of postgraduate chemistry studies and their details, because they can unveil a broader
range of them. Furthermore, the fact that, at UNIVEN, only the best-performing stu-
dents consider computational chemistry as a possible option for their postgraduate
studies contributes to single out challenges that will be experienced by a largemajority
of students (if a best-performing student experiences them, the probability that other
students experience them is high).

A computational chemistry project is based on concepts not encountered in un-
dergraduate courses, as the quantum chemistry course has so far been offered at Hons
level at UNIVEN. Thus, the postgraduate level also entails the challenges inherent in
learning a new area of chemistry. A Hons student doing a computational chemistry
project learns the theoretical foundation while already engaging in the project-related
research. Even a simple postgraduate project (like the Hons ones) entails broader
conceptual knowledge than that provided by the quantum chemistry course. Conse-
quently, mentoring requires extensive contact time for the student to be in a position to
learn the new material rapidly enough to use it in the project.

Because of its nature, computational chemistry demands deep conceptual un-
derstanding at every stage of the learning or research process. Learning how to use
computational software is easy. The crucial components involve clear identification of
what one wants to find and of the approaches available to search for it, and clear
understanding of the nature of the obtained results. These components also necessitate
extensive student-mentor contact time.

3.2 Approaches selected for educational research
focusing on the postgraduate level

Educational research focusing on the postgraduate level is inherently different from
that concerning the undergraduate one, in terms of both investigation objects and
investigation approaches. The difference is determined first of all by the fact that
research projects are individual, different for different students. Furthermore, post-
graduate learning involves the acquisition of skills of a more holistic nature, as out-
lined more explicitly in section 3.3.1. The mentor needs to continuously assess a
student’s progress, in order to provide guidance specifically-tuned to the student’s
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progress at a given stage, but the assessment needs to respond to the holistic nature of
the skills that the student is gradually acquiring. There are no assessment tools com-
parable to tests and assignments: the assessment stems from the student-mentor in-
teractions. Likewise, educational research cannot rely on something similar to the
analysis and comparison of the answers provided by the students of a given group to a
specific question, or set of questions (as common for educational studies concerning
undergraduate or pre-university levels). Furthermore, some features that are crucial at
the postgraduate level are not easy to verify or analyse in a standardised manner (e.g.,
by defining references or parameters); a clear example is the fostering-independence
objective. As a result, educational research concerning the postgraduate level is
necessarily qualitative, focusing on the identification of problems and the design of
options aimed at addressing them. It aims at responding to thementor’s question “how
to provide the best guidance?” and it is based on observationswithin the experiences of
the joint student-mentor work (as also recalled in the title of this article).

The author has been using an action research [5] approach for all her educational
research [6], whether for undergraduate courses or for postgraduate supervision. The
methodology is apt to support extensive integration of educational research and
continuous improvement of teaching approaches; in otherwords, it is themost suitable
strategy for the purpose of using observations and their analysis to improve teaching or
mentoring approaches, and to do it with a broad scope (a scope extending to the entire
content of a given course for the undergraduate level, and to the entire project and
abilities-acquisition for the postgraduate one).

Action research has wide-ranging “experimental” character, if one bases it on
direct observations of students’ responses in the class and on the evidence provided by
students’ written works [6]. It enables a holistic approach, since the analysis of re-
sponses and evidence is not limited to one or few narrowly-selected issues, but extends
to all the aspects characterising a specific learning-topic. Its recursion character makes
it suitable for continuous optimisation of the ways a teacher interacts with the stu-
dents, presents a certain material and guides them to understand it, or guides a
postgraduate student through a research project.

The recursion character of action research can be summarised through the steps of
its «research + implementation» loop; these, in turn, are more clearly expressed
through an instruction-type wording, as if they were instructions in a flow chart
describing the loop [6]:
1. identify difficulties encountered by students
2. investigate their details
3. make reasonable guesses about their causes
4. design approaches to address identified problems
5. implement the approaches
6. pay keen attention to students’ responses and identify encountered difficulties
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7. make reasonable guesses about their causes, distinguishing the pre-existing ones
(like those identified in steps 1–3) and those that might highlight weaknesses in the
newly-design approaches or their implementation

8. design improved approaches
9. go to step 5 and proceed with a new loop

For the postgraduate level, this loop can be applied to the mentoring of a new student
with respect to previous ones, as well as to the mentoring of the same student through
subsequent stages or operations, as his/her project progresses.

All the observations reported in the next sections, as well as the outlined
addressing options, are the outcomes of action research. It may also be quickly
mentioned that the author refrains from the use of questionnaires on ethical bases [7],
and this further motivates the adoption of an approach based on professional obser-
vations within the learning-context reality.

3.3 Mentoring and learning in postgraduate studies

3.3.1 The main operations in postgraduate work

Different components of postgraduate work present different levels of difficulties and
pose different challenges to students. The main operations involved in the conduction
of a postgraduate project can be summarised as follows:
1. literature review;
2. project design and preparation of a research proposal;
3. performing the planned activities, both in terms of practical procedures and in

terms of reporting, organizing and analysing data;
4. preparation of presentations (e.g., reporting about the progress achieved at a

certain stage, or a conference presentation);
5. writing (with various objects: the project proposal; the final report or thesis; articles

for publication).

These operations are considered individually in the next subsections.
The term “operations” is not used here to imply a time sequence, but to define

types of tasks. Some operations (such as the literature review) pertain mostly to a
project initial stages; others, such as writing, are relevant for different actions in
different stages. Students may have already acquired partial familiarity with some of
these operations, but the mastery-level required for postgraduate studies is substan-
tially greater than for the undergraduate level. Attaining such mastery level is an
inherent component of postgraduate learning, and thementor’smonitoring is essential
to guide the acquisition.
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3.3.2 The literature review operation

The search for articles relevant to the project (literature review) is carried out on the
Internet, and students are very familiar with online searches. The main difficulties
concern the selection of articles that are actually pertinent to the given project and the
identification of the relationships between the contents of those articles and the details
of the project. Selection and identification involve basic systems thinking and rely on
prior generation of sufficiently clear ideas about the major features of the project,
which, in turn, rely on the mentor’s guidance.

Guidance is also crucial to train students to recognise and avoid articles from non-
reputable sources, and to recognise conceptual errors that might be present in some
sources. The latter is not an easy task, because it requires sufficiently strong conceptual
knowledge, which students may not always possess, above all in the early stages of
postgraduate studies. Furthermore, students tend to take for granted that whatever is
available on the Internet has to be correct, and articulated and detailed explanations
are needed to convince them that certain things—although present in an apparently
reliable source—are not correct. An example is the “moles of solution” term, found in
more than one Internet source; the explanation needs to recall the nature of the mol as
the unit of the amount of substance, and the fact that a solution, by definition, does not
consist of only one substance. Another example, found by some students in a source
that appeared reliable, concerned an illustration (Figure 3.1) regarding the concept of
radial probability density in the hydrogen atom, which is defined as the probability of
finding the electron in the volume between two spheres with radiuses r and r + dr; the
direction of the dr increment in the drawing reported in that source was not correct (it
should be the same as for r). Events like these offer suitable opportunities to stress the
importance of acquiring conceptual knowledge to be able to evaluate encountered
materials and recognise possible errors. They also favour the development of critical
thinking as an attitude for which the student is encouraged to verify everything against
what he/she already knows, and to analyse and discuss discrepancies.

The challenges related to writing the literature review component in a thesis are
discussed in section 3.3.6.

dr
r          r  dr 

Figure 3.1: Incorrect drawing of the infinitesimal increment dr (left) and correct one (right). The length
of dr is exaggerated to better visualise the problem.
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3.3.3 Designing a project

The design of a project, and the preparation of the associated proposal, implies the
identification of objectives and of what needs to be done to pursue them, both in terms
of practical operations and in terms of organizing and analysing obtained data. Thus,
the design entails the ability to recognise all the components of the project and their
mutual relationships; this, in turn, requires systems thinking for the student to inter-
connect the components and build the entire picture.

The designmay present different levels of difficulties, depending on the familiarity
that students have already acquired with the major practices of the selected area of
chemistry. It is often easier for projects involving experimental work, because of the
familiarization with practical work in the undergraduate courses, although further
guidance may be needed, e.g., for the design of synthesis procedures.

The design of a computational chemistry project is more challenging because the
underpinning knowledge is mostly new for the students. It requires a variety of re-
flections on the molecules of interest and on the objectives of the study. One of the
crucial issues is the selection of a number of molecules that is adequate for reliable
pattern identification and for the possibility of making realistic conclusions. Another
crucial issue is the selection of the level of theory for the calculations, requiring
reasonable balance between results’ accuracy and computational costs involved. The
mentor’s guidance needs to find a sound balance between direct provision of con-
ceptual information (what is tantamount to teaching) and guiding the student to search
for other information, understand its meaning and make inferences pertinent to the
project.

3.3.4 Performing the planned activities

Performing the planned activities is initially easier for the practical operations of
experimental work, because of already acquired familiarity; guidance is needed to
verify the quality of what is obtained at each step and to decide the next steps, or to
identify needs for modifications of initially planned routes. In the case of computa-
tional work, students acquire reasonable mastery of the basic procedures (input
preparation, computation instructions, analysis of optimised geometries) rather fast,
but apply them with a sort of “black box” approach, and specific mentoring is needed
to develop adequate comprehension of the meaning of each detail.

The organisation and analysis of the obtained data follow different patterns for
different research areas and corresponding investigation tools. Like for the earlier-
mentioned instances, students acquire familiarity with the treatment of experimental
data in previous years, although further guidance is needed in relation to the greater
sophistication of some projects.
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For computational projects, students have to learn de novowhich data are relevant
and where to find them in a calculation output, or how to calculate them from values
present in the output. Guidance is needed for all the aspects of data organisation and
analysis: how to build table setups which facilitate analysis; how to analyse the data
obtained from molecular calculations, search for possible patterns and make in-
ferences; which comparisons are significant; how to take into account the all-pervasive
association with conceptual knowledge.

Given the usually large amount of data to be treated, the author recommends that
students enter the data into suitably designed tables (or suitably designed figures for
optimised molecular geometries) as soon as they are obtained from calculations, and
visualize numerical values through diagrams as soon as a given set of data is complete.
This enables the student to keep track of the progress of his/her work and to evaluate
how to continue it. Furthermore, it enables early detection of errors which lead to
unreasonable results, as an out-of-range value indicates the probable presence of an
error, thus requiring verification. Although students should have learnt to evaluate the
reasonability of obtained results since the undergraduate level, the reasonability
criteria of values concerning the molecular level remain largely challenging.

After the bases for the analysis of the obtained results are laid out through tables
anddiagrams, the actual analysis needs to be expressed throughwords. The associated
challenges pertain to the realm of the challenges related to writing, and are discussed
in section 3.3.6.

3.3.5 Preparation of presentations

At UNIVEN, postgraduate chemistry students are expected to present their progress at
least once during the Hons. period, and once per semester for M.Sc. and Ph.D. studies.
Preparing a presentation of this type requires the abilities to:
– identify the main results obtained up to the moment of the presentation and their

significance for the whole project;
– organize the information, i.e., plan a reasonable sequence of the various pieces of

information and their distribution in self-consistent slides;
– write it (in the slides) in a way that is both scientifically correct and understandable.

Substantial guidance is often needed, above all in the terms discussed in section 3.3.6.
Students may also prepare presentations for conferences, more frequently in the

form of posters. The preparation needs to take into account that a conference pre-
sentationmust be self-consistent and sufficiently informative to attract the attention of
the other participants. The mentor’s guidance mostly responds to the terms discussed
in section 3.3.6.
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3.3.6 Writing: the most challenging operation

Writing is the most challenging component, where all the inadequacies converge and
mutually enhance. It requires the ability to design an outline, i.e., to attain a clear
picture of the material concerned (from theoretical aspects to the nature and signifi-
cance of the obtained results) and to organize the various pieces of information into a
logical framework. It also requires the ability to write in a correct and understandable
way. Because of the variety and importance of the features involved in the writing
operation, their analysis is here organised in a set of subsections, to facilitate read-
ability. The present section (3.3.6.) focuses onwriting in themore literalmeaning of the
term, i.e., the building of sentences, of descriptions, and of the text of individual
sections of a larger work (mainly, a thesis); the next section (3.3.7.) focuses on the
organization of the material.

3.3.6.1 Writing: students’ difficulties and mentor’s dilemmas

Thewriting stage highlights the often unabated impact of themain difficulties students
face throughout their studies. The frequently inadequate background preparation
engenders difficulties for writing the introduction of articles, or the theoretical back-
ground chapter of a thesis, or the analysis of obtained data in a way that relates
identified patterns to fundamental concepts and displays the foundation of the con-
clusions. The poor language mastery (made more serious by second language in-
struction) affects all the aspects, because it affects the clarity with which concepts are
understood, the development of adequate logical abilities, and the ability to express
what one would like to express (including the ability to write sentences that have a
literal meaning) [8–11]. It is also largely responsible for inadequate development of
visual literacy [12], thus bringing additional challenges for projects involving the study
of molecules.

The diffuse poverty of students’ language mastery creates difficult-to-address
problems for a teacher or a mentor. In the levels of instruction involving standard
assessment options, such as tests or assignments, the foundations and scope of the
assessment become uncertain, because the students’ difficulties at expressing their
answers constitute a substantial confounding factor [13]. An answer may be incorrect
because the student is not able to build a sentence conveying the meaning that he/she
would like to convey, but also because language difficulties hamper the clarity with
which concepts are understood. There is no way in which a teacher can estimate the
extent of the language-mastery impact [14] or differentiate it from the conceptual
component of an error. An incorrect answer cannot be given a positive evaluation. On
the other hand, when language problems determine poor understanding, the negative
assessment is determined by poor language mastery, not by the student’s actual

44 3 Postgraduate supervision: experiences and reflections

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



potentialities to understand chemistry. Basic fairness demands urgent attention to
ensuring adequate language-mastery development.

At the postgraduate level, the supervisor’s dilemma has a totally different nature,
because no standard assessment is involved. The student has to write a thesis and the
mentor has to offer guidance. The dilemma entails the identification of a reasonable
balance between the provision of direct inputs and the need that the student does the
writing. If the mentor’s inputs are massive, the thesis is not exactly the student’s work,
and this would defeat the purpose of postgraduate studies. If the mentor’s inputs are
greatly restricted, the quality of the thesis may suffer severely.

In the case of articles, it is more legitimate that the mentor contributes substantial
inputs to the writing of the text (above all in the earlier stages of a postgraduate
project), while the student organizes and analyses the data and prepares tentative
drafts of the text. The fact that the mentor is co-author of the article contributes to this
legitimisation, and the fact that the student prepares tentative drafts is part of the
learning process about writing.

A thesis is expected to be entirely the student’s work: the mentor is expected to
guide the writing, not to do it. However, because of poor language mastery, many
students would never be able to write it in a reasonably acceptable way. Leaving the
writing task largely to the student may lead to situations in which the external referees
infer (and openly comment) that thementor did not guide or proofread the thesis, or did
proofread it only superficially.

The author has opted for an approach that is highly time-demanding, but aims at
providing training: proofreading subsequent versions of the thesis together with the
student. In practice, the mentor and the student sit together and the mentor reads the
draft of the thesis, commenting or asking questions every time there is a problem
(which, for some pages, may occur nearly at each and every line). In this way, the
student is involved actively, as thementor’s questions engage the student in reflections
about what he/she wants to say and the actual meaning conveyed by the written
sentence, and in the search for correct assembling of words to convey the wanted
meaning. If the student does not answer a given question (what happens frequently,
above all in the initial stages), thementor provides all the explanations about grammar
errors, actual meaning conveyed by a sentence (if not the wanted one), or conceptual
errors conveyed. The student then re-drafts the given section, or set of sections, and
brings the new version to the next session with the mentor. This procedure is repeated
until a satisfactory result is obtained. To facilitate and partially speed up the process,
the author allows the student to record her questions and explanations, numbering the
relevant parts in the text to facilitate correspondence retrieval.

The procedure is time-taking because, given the students’ generally poor level of
language mastery, it may need to be repeated several times for the same text. On the
other hand, it gives the student the opportunity to focus on the correspondence be-
tween concepts and their expression and to learn how to write a scientific text.
Learning this is extremely important for a young person training to do scientific work,
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as is the case of postgraduate students. Through various contacts, the author has come
to realise that there are persons who stop publishing after completing their post-
graduate studies, not because they are not able to obtain results from their research,
but because they are not able to write about the obtained results. A student who does
not learn how to write will miss an ability that is likely to be crucial for his/her pro-
fessional future. Whether in academia, or in the industry, or in other sectors, a highly
qualified specialist is expected to write articles or reports. Therefore, fostering this
ability is essential. Nevertheless, the option adopted by the author entails two major
challenges: the need to devote substantial time to this activity with each individual
student, and the need that the mentor has adequate language mastery to be able to
perform accurate language analysis on the texts written by the students.

All the illustrative examples included in the next subsections refer to this type of
approach. Only comparatively simple errors are selected for illustration, because cases
in which no meaning is identifiable—although occurring frequently—would not be
suitable for analysis in this text (they require an approach for which the student is
invited to explain the desired meaning verbally, analyses its details with the mentor,
and then tries to build a new text on this basis).

3.3.6.2 Fostering accuracy through error analysis

The analysis of errors is a powerful explanation tool [14], which can be utilised for all
types of errors, from spelling mistakes to largely incorrect sentences or sentences
without identifiable literal meaning, and can focus on the language, or on the concept,
or simultaneously on both, according to needs. Guiding students to recognise the
nature of the errors in their writings needs approaches tailored to the students’ lan-
guage mastery and conceptual understanding.

This section considers errors whose identification does not require specific con-
ceptual knowledge, and that the student could be expected to be able to correct before
showing a certain text to the mentor, simply by doing careful proofreading. However,
efficient proofreading is also a skill directly linked to language mastery, and its
effectiveness sharply decreases when the languagemastery is poor, and evenmore in a
second language context.

Spelling should not be expected to be a problem at postgraduate level, but spelling
errors still surface [15].When both the incorrect (for the given text) word and the correct
one have a meaning, the mentor can simply ask the student to explain the two
meanings; for instance, if a student writes that “complimentary information is pro-
vided in Appendix A”, the mentor asks the student to explain the meaning of “com-
plimentary” and “complementary”, and to decidewhich one is themore appropriate in
the given context. Spelling mistakes are also frequent with surnames, such as writing
“Moller Plecent” in place of Møller–Plesset; in such cases, the mentor just advises the
student to check the spelling in relevant sources.
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Spelling errors may also stem from automatic corrections introduced by the
computer spell-checker. This may result in incorrect surnames (for instance, “Hartree–
Fork” in place of “Hartree–Fock”), or in incorrect technical terms; a frequent example
of the latter is the automatic replacement of “solvation” by “salvation”. It becomes
important to foster a critical attitude towardswhat a computer does automatically. This
implies the recognition that the computer does not understand the meaning of a
sentence, and that many technical terms are not present in its standard dictionary.
Therefore, it is necessary to correct the computer’s automatic changes of technical
terms, and it is advisable to add relevant technical terms to its dictionary.

The attention to spelling is part of the overall training to accuracy and critical
evaluation. Other aspects pertaining to accuracy are the correct use of dimensions
(units), the proper numbering of equations, or the correct and complete correspon-
dence between cited and reported references. These are all aspects that do not require
specific explanations, and the student is simply invited to double check and correct
them whenever errors appear.

3.3.6.3 Correct grammar and the meaning of sentences

Inadequate language mastery is associated with inadequate mastery of grammar and
insufficient awareness of its role in conveying the desired information. The regrettably
diffuse misconception considering that language is “not so important” in the sciences
contributes to insufficient attention to the grammatical and linguistic correctness of the
mode of expression and to general insufficient attention to the importance of language
mastery in science learning and practice [11].

Some errors are recurrent at all levels of instruction, like the incorrect expression of
comparisons. Statements such as “the intramolecular hydrogen bond in conformer A is
long than the intramolecular hydrogen bond in conformer B” (where “long” should be
replaced by “longer”) are so frequent that, after few cases, they are simply underlined
in the joint student-mentor sessions, with comments reminding the student that it is
“again the same error”. It can be recalled that comparisons are very important in the
analysis of results, for instance, when one tries to identify the factors influencing
specific molecular properties (relative energies, preferred geometries, HOMO-LUMO
energy gaps, dipole moments, characteristics of intramolecular hydrogen bonds when
present, etc.); therefore, expressing comparisons correctly is essential to communicate
the reasons for the identification of influencing factors.

Grammar errors appear also with regard to specific functions such as prepositions
[16] and logical connectives. In these cases, the mentor usually has to explain the
nature of the error.

Errors concerning the association ofwordswith specific roles [17] are also frequent,
including incorrect associations of subject and verb, or subject, verb and object. They
are more frequent when the subject and the verb are separated by some specifications
and are, therefore, at a certain distance. Then the mentor points out the relationships
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between them. For instance, the sentence “The relative energies of conformers A, B, C,
D, E and Fhave close relative energies” is analysed by isolating subject, verb and object
(“The relative energies … have close relative energies”), because this highlights that
the sentence states that the relative energies have relative energies, which is mean-
ingless. This isolation of the relevant words is frequently adequate for the student to
recognise the error.

Errors concerning the roles of clauses in a complex sentence are more difficult to
point out, because too often the student’s languagemastery is not adequate to grasp the
meaning of an explanation given through grammatical terms, even if simplified. An
example is offered by the sentence “As optimised geometries are reported in Figure 3.4
showing all the possible geometries which have an intramolecular hydrogen bond”,
which lacks the principal clause and, therefore, does not convey a direct meaning. After
repeated failures (with a number of analogous cases) to guide the student to identify the
problem through various types of explanations, the author has realised that the student
recognises the problem if she reads the sentence with an intonation that highlights the
incompleteness of the statement; then the student rewords it for the next session.

The correct use of punctuation is partly an issue of accuracy and partly an issue of
identifying the different meanings conveyed by different punctuation options. For the
latter cases, the just-described option (the mentor reading the sentence with an into-
nation that highlights the differences) has so far proved the only viable “cure”.

3.3.6.4 The meaning and correctness of descriptions

For errors concerning practical descriptions, it is easy to attract attention to the dis-
crepancies between what is written and reality. An example reported by various col-
leagues in different institutions can serve as illustration. A student describes a practical
procedure roughly with the following pattern: “The dry leaves are crushed and dis-
solved in dichloromethane; the mixture is then treated with… the dry crushed leaves
must beweighted”. Thementor asks questions related to the feasibility of the sequence
of instructions in the described procedure, starting with a simple one like “are you sure
that it is possible to follow your instructions in practice?” and, if the student does not
identify the problem, proceedingwithmore focused questions, such as “can youweigh
the dry leaves at the stage in which you write this instruction? (i.e., after dissolving
them?)”, and, finally, “where should the weighing instruction be written in this
sequence?” This case is easy because the reference against which the student is invited
to check the meaning of his/her written sentence relates to direct practical experience.

Computational chemistry theses present specific challenges because there are no
concrete references against which to check the correctness of themeaning conveyed by
a sentence or a description. The correct concepts pertain to a theory that the student is
still learning, and are often related to mathematical concepts, which chemistry stu-
dents tend to find particularly challenging. The mentor has to attract the student’s
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attention to the discrepancies between what he/she writes and the theoretical or
mathematical concepts, and long explanations are often needed.

A description, or the treatment of a certain issue, need to contain all the pieces of
information that can enable the reader to understand it. If relevant pieces of infor-
mation are missing, the mentor attracts the student’s attention on the fact that some-
thing is missing, and the student is asked to identify what is missing. For instance, if
one lists the solvents selected for the study of certain molecules in solution, one also
need to state why they are selected. If certain computational methods are selected for a
given study, one also needs to saywhy they are selected and explain their suitability for
the molecules considered, or for the objectives of the study.

Additional problems may appear with regard to the nature of molecular calcula-
tions. Most students have not sufficiently internalised the meaning of modelling as
simulations providing approximate descriptions of molecular systems and tend to
consider each set of results as a reality; for instance, the results of two different cal-
culations methods for the same molecule are viewed as two different, simultaneously
existing realities. Fostering the internalization that all results are approximations,
being models by their nature, is a demanding task, because it requires a higher level of
language and conceptual sophistication than many students have attained.

3.3.6.5 The analysis of obtained results—at the interface between thought and
language mastery

Language is the main instrument of thought [18]. This comprises all the activities that
require reflection. The analysis of obtained results requires reflection to make com-
parisons and identify patterns, and to coordinate the various pieces of information into
a coherent picture. Major challenges are often observed when students write about the
outcomes of the analysis.

A frequent occurrence is that the text simply repeats the values provided in the
tables, expressing them through words (e.g., “conformer A has relative energy
0.000 kcal/mol, conformer B has relative energy 0.846 kcal/mol, … ” and the like).
Then the mentor has to explain that such repetitions do not contribute any new in-
formation (because it is expected that a reader is able to read the tables), and that the
text needs to add something new to the tables, such as comparisons, identification of
patterns, hypotheses on the factors determining observed trends, and other interpre-
tation components. Inadequate language mastery poses enormous challenges in this
regard. The initial drafts of these components are often not sufficiently clear to be
understandable on reading. The mentor needs to ask the student to explain (verbally)
his/her observations, and then guide him/her to formulate a new text expressing them.
The guidance requires continuous analysis of the meaning conveyed by the proposed
text and its comparisonwith themeaning that is to be communicated. Itmay also entail
the cooperative building of a text-skeleton that the student will use as basic framework
to prepare improved drafts.

3.3 Mentoring and learning in postgraduate studies 49

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Fundamental logical relationships may prove particularly challenging both in
terms of recognition and in terms of expression. For instance, the identification and
expression of cause-effect relationships depends simultaneously on conceptual un-
derstanding and on language mastery [19], and it is often difficult to untangle the
relative weights of these two components. Two illustrative examples can be associated
with Figure 3.2 (which shows the general molecular structure of acylphloroglucinols
[20]). The statements “the planarity of the carbonyl oxygen in the R–C=O group, which
is involved in the hydrogen bond, is determined by the planarity of the R chain” and
“the formation of the intramolecular hydrogen bond is determined by the planarity of
the carbonyl oxygen in the R–C=O group” do not identify the cause correctly, because
the planarity of the carbonyl oxygen is determined by the presence of the intra-
molecular hydrogen bond (in the absence of this bond, the carbonyl oxygen is not co-
planar to the benzene ring); the latter statement actually reverses cause and effect. In
both cases, themajor problem likely concerns the interpretation level, and they provide
opportunity to guide the student to analyse molecular properties and identify what
may be responsible for what. On the other hand, analogous cases have been
encountered inwhich the student’s interpretation (as verbally expressed to thementor)
was correct, but its written expression conveyed a different meaning.
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Figure 3.2: Molecular structure of
acylphloroglucinols. The intramolecular
hydrogen bond mentioned in the text is
indicated by a blue dashed segment.
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3.3.6.6 Writing efficiency and economy

The main objective of a written text is to communicate something, and it is therefore
imperative that the text is understandable to the reader. Inviting the student to imagine
being in the position of the reader can foster awareness of the importance of
communication clarity and completeness.

A text must provide all the pieces of information that are needed for the reader to
understand the overall discourse and eachof its individual components. It is often useful
to initially draft a sketch of the pieces of information identified as necessary for a given
section, ordering them ina logical framework, so that the sketch canbeused as guidance
on writing. An illustrative example of a basic sketch of this type is given in Scheme 3.1.

The economy of a text requires conciseness of expression and avoidance of repe-
titions. The conciseness of expression depends largely on languagemastery: the better
the language mastery level, the greater the ability to express concepts through sen-
tences containing only the necessary terms and clauses, without dispersions. The
previouslymentioned recommendation of not repeating throughwords, in the text, the
values provided in the tables, is part of both being concise and avoiding repetitions.
Another important component is the avoidance of repetitions of the same pieces of

Scheme 3.1: Example of basic sketch for the identification of the pieces of information needed in a
section discussing the relative energies and conformational preferences of a set of molecules. The
example considers the results for the study of a set of molecules pertaining to the same class, and
grouped into three subclasses: I, II and III. The sketch also considers the hierarchical organisation of
the various issues.
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information in different parts of the text. The student is guided to recognise repetitions
and to learn how to refer to the content of other parts of the thesis without repeating it.

3.3.6.7 Writing independence and the ability to summarise

Some parts of a thesis are derived from other sources, above all the literature review
and the theoretical background. Writing these parts requires the ability to understand
the concepts expressed in the source and to summarise them, i.e., to express them
through a much shorter text and with one’s own word. Both features pose great
challenges to students. The tendency to resort to copy-and-paste (an operation made
easy by the electronic format of most sources) is overwhelming. Initial drafts of theses
may contain extensive copy-and-pasted portions both in the theoretical background
and in the literature review, and the mentor has to identify them, request rewording,
and often guide the rewording. In a context with diffuse language challenges, the
identification of copy-and-pasted parts is actually immediate, because their mode of
expression is correct and has good standard, i.e., has characteristics that do not appear
in students’ writings.

Besides straightforward copy-and-paste, cases in which students change only few
wordswith respect to the source are frequent. This entails two problems: the fact that, if
this concerns an extensive portion of a text, it remains a formof plagiarism; and the fact
that the new words are often not correct for the given context. Both aspects are
emphasised by the mentor’s guidance.

The copy-and-paste optionmay entail other risks. For instance, students may copy
sentences that appear attractive, but are not compatible with the context. For example,
the introduction of a sentence like “the experimental data are used to provide evalu-
ation of the results” has no meaning for a computational chemistry work that is not
accompanied by experimental work and does not compare computed values with
experimental data from literature (something that is not always possible, because
experimental data are not always available). On the other hand, the studentmight have
found the sentence in some reference and considered it a “nice” sentence to add to his/
her text. The mentor’s guidance needs to highlight the importance of consistency
between what is written and what has actually been carried out in the research [21].

Like other components inherent in language mastery, summarising a text is one of
those abilities that are more effectively learnt at an earlier stage and become more
difficult to acquire or promote to a desirable extent after 19–20 years of age. When a
student reaches postgraduate studies, it is often too late to attain high levels in
language-related abilities; a mentor can only aim at fostering passable levels to meet
the requirements of the student’s professional future. This can be best pursued in an
interactive way. For instance, for the literature review, the mentor asks the student to
point out (verbally) the most important pieces of information in a given article, and
then towrite 1–3 sentences to summarise them; the drafted sentences are analysed and
redrafted until a satisfactory result is reached. For the theoretical background, the
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mentor guides the student to select the components that are relevant to his/her work
from comprehensive sources (ideally, textbooks), to explain theirmeaning, and then to
write about them in a way that maintains the logic of the discourse. The extensive
presence of mathematics in the theoretical background of computational chemistry
theses poses additional challenges, both in terms of selecting the mathematical
treatments that are pertinent to the given project, and because, while equations need to
be copied from the source without alterations, the sentences between equations are
often very concise in the source and, rather than summarising them, the student may
need to expand the explanations, to better highlight the logical steps between sub-
sequent equations.

Independence in writing can be pursued only after a student has acquired suffi-
cient mastery of the basic features, such as writing grammatically correct sentences
that convey the wanted meaning, and combining them into larger texts that also
convey the wanted meaning. The independence would correspond to reaching suffi-
cient self-confidence for a student to have clear ideas of what and how he/she wants to
write. In other words, it corresponds to the acquisition of good mastery of the con-
nections between concepts and the language through which they are expressed, ulti-
mately leading to the acquisition of a personal style. It is however rare that a student
who has started with significant language-related difficulties reaches this level by the
end of a PhD course (the achievement has been observed with students who had
already attained sufficiently good language mastery by the beginning of their post-
graduate studies).

3.3.6.8 Writing captions—a task with specific requirements

When they start postgraduate studies, most students have not yet acquired sufficient
familiarity with the specificities of writing the captions of figures and tables, and need
ad hoc guidance even for very basic features, such as the fact that a caption consists of a
title and may contain additional information expressed through sentences after the
title, or the criteria about what to write and how to write it. The main criterion about
what to write is to ensure that the caption provides sufficient information for a reader to
understand what the table or the figure is about, without having to read the text. The
main criteria about how to write are concision and the fact that the title should not
consist of an explicit clause (i.e., should not contain a main clause with an explicit
verbal form). This latter condition is not easy to explain to students, because most of
them do not know the meaning of “clause” or “explicit verbal forms”; therefore, the
training has to rely on the correction of errors as they appear, until correct practices are
internalised. For instance, if a student writes a caption like “Table 3.3. The lengths of
the intramolecular hydrogen bonds are reported here below”, the mentor’s guidance
needs to highlight that:
– the title in a caption cannot contain an explicit verbal form and, therefore, “are

reported” must be removed;
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– “here below” is not appropriate for a caption andmust be removed (it would be an
actual error if the space distribution in the final version brings the table to the next
page);

– it is necessary to specify the “owners” of the intramolecular hydrogen bonds, for
the information to be complete.

After these remarks, a correct caption of the type “Table 3.3. Lengths of the intra-
molecular hydrogen bonds of the calculated molecules” is built.

The specification of the calculation method in the caption is often recommended.
For calculations involving a reference value that is not present in the given table, the
reference needs to be indicated. For instance, the conformer that is reference for the
calculation of relative energies appears in a table of relative energies (its relative energy
is 0.000); the vibrational frequency of a freeOHgrouputilised to calculate the red shifts
in the vibrational frequencies of OHs which are engaged in hydrogen bonds does not
appear in a table of red shifts and, therefore, needs to be specified in the caption.

3.3.7 Planning a thesis and organising its material

A thesis is a rather large overall text, divided into chapters which, in turn, are sub-
divided into sections and subsections. This requires the design of a framework, and of
how the available material is going to be distributed in it. A design of this type is a
typical example of systems thinking [1–3], because it requires the recognition of the
different sets of information to be considered and of their mutual relationships, so that
a plan for their organisation can be built.

The chapters of a computational chemistry thesis can be rather standard, namely:
– a short introductory chapter;
– a theoretical background chapter, introducing the concepts relevant to the

computational study of molecules, with greater focus on the methods selected in
the given project and the molecular properties considered in it;

– a literature review chapter on themolecules or class ofmolecules considered in the
given project. If short, it can be combinedwith the theoretical background chapter;

– chapters presenting the obtained results. Separate chapters may be devoted to
different sets of results (e.g., results in vacuo, results in solution, or others);

– a short closing chapter, providing an evaluation of the utilised procedures and the
obtained results, and some indications for further studies.

Given this rather standard setup, planning the chapters’ titles does not pose great
challenges to students. Themajor challenges are associatedwith planning the sections
and subsections of each chapter, i.e., planning how to organise the available infor-
mation (identifying the sequence with which different pieces of information are
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suitably presented). The chapters presenting the results appear to be the most chal-
lenging, likely because they are to present novel information.

The recommended—and most natural—strategy entails the preparation of an
initial plan of each chapter, with tentative titles and subtitles, which are then optimised
while writing. The figures and tables in which data have progressively been organised
should provide factual guidelines to the organisation of the chapters presenting the
results; however, the recognition of these implicit guidelines requires adequate

Where do you 
inform the 
reader about the 
classification of
your molecules?

4.1. Classification of the considered molecules 

Which molecular 
properties have 
you evaluated?

4.2. Results for the calculated molecules
4.2.1. Conformational preferences and relative energies 
4.2.2. Characteristics of intramolecular hydrogen bonds
4.2.3. Vibrational frequencies (harmonic approximation)

4.2.3.1. Vibrational frequencies of relevant bonds
4.2.3.2. Red shifts in the vibrational frequencies of

groups acting as donors in intramolecular 
hydrogen bonds

4.2.4. Frontier molecular orbitals and their energy gaps
4.2.5. Dipole moments

How do we 
compare the 
three subclasses?

4.3. Comparison of the three subclasses of molecules
4.3.1. Comparison of conformational preferences and 
relative energies 
4.3.2. Comparison of the characteristics of intramolecular 
hydrogen bonds
4.3.3. Comparison of vibrational frequencies (harmonic 
approximation)
4.3.4. Comparison of frontier molecular orbitals and their 
energy gaps

QUESTIONS IMPLICATIONS FOR CHAPTER SECTIONS

Scheme 3.2: Example of basic route for the identification of suitable chapter planning, considering
the results for the study of a set of molecules pertaining to the same class, and grouped into three
subclasses: I, II and III. It is assumed that themolecules can form intramolecular hydrogenbonds. The
route identification is expressed through questions; the answers to the question correspond to the
titles of sections and subsections. For the sake of section-numbering, it is assumed that the chapter is
the fourth chapter of the thesis.
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systems thinking abilities, and extensive mentor’s guidance is often needed. The
guidance is provided in an interactive way, inviting the student to categorise the
obtained information, so that the categories can be used to plan the chapters. Scheme 3.2
presents a basic example of categorisation and chapter-planning. Once the chapter
layout is thus pre-organised, the student can start writing the text, with the already
prepared figures and tables supporting the identification of most of the content.

3.3.8 Fostering independence

The previous sections have frequently mentioned the need for mentor’s guidance, and
outlined some modes through which it can be provided. On the other hand, one of the
central objectives of postgraduate studies is to train the students to become indepen-
dent researchers and, therefore, the way in which the guidance is provided needs to be
tuned to this purpose. Active student’s engagement and frequent mentor-student in-
teractions are crucial; they extend the benefits of active learning [22–29] to post-
graduate studies and enhance them through specific options made possible by the
“doing research” context. Ideally, the guidance about doing research should gradually
decrease and the supervisor-student relationship should gradually evolve into a sort of
guided collaboration, as the student increasingly acquires expertise, experience and
initiative.

The option adopted for the correction of subsequent drafts of articles or the thesis
(section 3.3.6.1) enables the student to be in charge of the analysis of results while
learning how to write about them, thus trying to build independence both for typically
research features and for writing. The fact that it contributes to foster independence is
an important reason for which this option is considered preferable to the practice in
which the mentor makes the corrections separately.

Independence also comprises the ability to plan and manage time. Time planning
for the components of a postgraduate project is actually part of the project proposal and
it standardly positions the writing of the thesis at the end because of the assumption
that all results must be obtained before writing. The author recommends that the
writing of the theoretical background and literature reviews chapters (which do not
depend on the results to be obtained) starts since the early stages, because of the
challenges posed by material thoroughly intertwined with conceptual demands. This
recommendation is rarely followed, because of serious underestimation of the time
needed to write those chapters; however, the ensuing difficulties within late writing
contribute to building the awareness of the importance of realistic time planning.
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3.4 Discussion and conclusions

The previous sections have outlined the major components of the supervision of
postgraduate chemistry students, within a perspective viewing supervision as an
educational activity. Most of the concrete references and examples were derived from
computational chemistry postgraduate activities; this, however, does not entail a
limitation of the overall discourse, because they encompass all the relevant compo-
nents of postgraduate chemistry studies, plus the additional challenges associated
with the requirements of attaining substantial theoretical knowledge and working
within the paradigm of its conceptual demands. The mentor’s guidance needs to
address all these demands. Tuning the guidance to the students’ needs requires careful
identification of these needs, which in turn relies on adequately extensive student-
mentor interactions.

The difficulties encountered by postgraduate students provide valuable in-
dications for desirable improvements in undergraduate chemistry education, both for
the extent and depth of conceptual knowledge and for themastery of skills constituting
essential tools for the acquisition of knowledge and for its applications. Some of these
skills should actually be acquired in pre-university instruction; if they do not reach
adequate level, further development needs to be pursued within specifically-focused
courses bridging secondary and tertiary instruction. The following paragraphs quickly
recall the most crucial skills.

Language mastery is an essential tool for all the components of the learning pro-
cess and also for the acquisition of other necessary abilities such as logical thinking [8],
systems thinking [1–3, 7], and the mastery of communication tools such as visualiza-
tion [8, 12]. Because of this, developing adequate language mastery is a conditio sine
qua non to ensure that students can benefit from their studies according to their po-
tentialities, without the heavy hampering effects ensuing from poor language mastery.
Initiatives integrating chemistry learning and language learning in secondary-tertiary
bridging courses can simultaneously build chemical knowledge and language
mastery, through reflections on the correspondence between chemistry concepts and
the way in whichwe express them [30, 31]. Ensuring adequate language training at this
stage is crucial. It would benefit many students and make their further studies more
profitable (whereas the language training provided through proofreading subsequent
thesis-drafts together with a postgraduate student—as outlined in previous sections—
benefits only one student at a time, because postgraduate projects are individual). In
addition, abilities related to the use and roles of language communication are more
effectively acquired by 19–20 years of age, which is largely the age corresponding to
bridging courses (this age criterion does not refer to the ability of learning a new
language, but to the internalisation of the meaning and usage of language).

Adequate familiarity with mathematics as a tool for description is important in
many areas of chemistry, and essential in physical and computational chemistry.
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Promoting it at pre-university and bridging levels would facilitate the understanding of
concepts and problem solving procedures, and the interpretation of results,
throughout undergraduate and postgraduate studies.

Adequate familiarity with the bases of the scientific method is important for stu-
dents to be able to perform a variety of tasks: analyse all the pieces of information
available for a given work and organise them in a functional way; distinguish between
aspects pertaining to physical reality and aspects pertaining to our descriptions or
models; and being aware of the nature of the obtained results in a given field [32].

In summary, the postgraduate level poses a variety of educational challenges,
some of which can be viewed as continuations of challenges that have not been
resolved in the undergraduate level,whereas others are novel and relate to the inherent
features of postgraduate studies, first of all training students to do research. Decreasing
the impact of the formers through timely measures would benefit students’ perfor-
mance in the undergraduate level and enable postgraduate studies to better focus on
the training to do research. Then, the student-mentor interactions could more rapidly
and extensively develop into collaboration to which the student contributes increas-
ingly more initiatives while simultaneously acquiring increasing independence.
Considering thementoring activity as an object of educational research requiring novel
approaches to take into adequate account its inherently creative character could help
enhance the quality of mentoring as well as that of pre-university and undergraduate
training.
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Miroslava Nedyalkova*, Ralitsa Robeva, Atanaska Elenkova and
Vasil Simeonov

4 Chemometric exploratory data analysis for
patients with diabetes type 2 and diabetic
complications

Abstract: The present study deals with the interpretation andmodeling of clinical data
for patients with diabetes mellitus type 2 (DMT2) additionally diagnosed with com-
plications of the disease by theuse ofmultivariate statisticalmethods. Themajor goal is
to determine some specific clinical descriptors characterizing each health problem by
applying the options of the exploratory data analysis. The results from the statistical
analysis are commented in details by medical reasons for each of the complications. It
was found that each of the complications is characterized by specific medical
descriptors linked into each one of the five latent factors identified by factor and
principal components analysis. Such an approach to interpret concomitant to DMT2
complications is original and allows a better understanding of the role of clinical
parameters for diagnostic and prevention goals.

Keywords: complications, DMT2, multivariate statistics

4.1 Introduction

Type 2 diabetes is a heterogeneous disorder, characterized by hyperglycemia and
increased risk of acute and chronic complications [1]. Diabetes complications are
associated with increased morbidity and mortality among patients along with sub-
stantial financial and social costs for the society [2].

The microvascular diabetic complications such as diabetic retinopathy, nephropa-
thy and neuropathy are related to the impairment of small blood vessels [3]. Increased
blood glucose levels induce endothelial damage, oxidative stress and aberrant pro-
duction of sorbitol and glycation end products. The following alterations in endothelial
permeability and coagulation facilitate the development of organ damages (reviewed
by Vithian et Hurel [4]). Diabetic retinopathy affects about 27% of diabetic patients
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worldwide and it is still one of the leading causes of severe visual impairment [5, 6]. The
duration and severity of the diabetes, as well as control of hyperglycemia are important
factors influencing the onset and progression of the diabetic retinal changes [7, 8].
Diabetic retinopathy is closely associated with diabetic nephropathy both sharing
similar pathophysiological pathways. Diabetic nephropathy affects up to 40% of
patients with diabetes, and it represents an important factor for the development of end-
stage renal disease [9, 10]. The optimal control of hyperglycemia and hypertension is
paramount for prevention of the progressive renal impairment [9, 10].

Alterations of the peripheral and autonomic nervous systems are common among
diabetic patients. Different risk factors such as increased glucose levels, hypertension,
obesity, dyslipidemia, smoking and alcohol abuse might influence the progression of
diabetic neuropathy [11, 12]. Considering the irreversibility of neural damage, pre-
vention focusing on improved glucose control and lifestyle changes is of crucial
importance for diabetic patients [13].

Macrovascular complications of diabetes reflect the negative impact of hyper-
glycemia on arteries leading to accelerated atherosclerosis and cardiovascular dis-
eases [3]. Diabetic patients are at increased risk of coronary heart disease, stroke,
peripheral artery diseases and vascular death [14–17]. The development of new
medical therapies ensuring better glucose control and treatment of concomitant
metabolic disturbances has decreased the risk of vascular complications. Neverthe-
less, the risk remains substantially increased considering the progressive increase of
diabetes prevalence worldwide [18, 19].

Diabetic micro- and macrovascular complications might be interrelated and
patients with microvascular complications suffer often from accelerated atheroscle-
rosis [20]. For instance, strongly increased cardiovascular morbidity and mortality has
been observed in patients with diabetic nephropathy [21]. The search for common and
distinct risk factors that could promote the development of micro- and macrovascular
diabetic complications is of great clinical importance. Therefore, the present study
aims to investigate the possible influence of several metabolic and hormonal param-
eters on the development of different diabetic complications.

4.2 Methods and results

4.2.1 Input data

The input data set was collected at Department of Endocrinology, Medical University,
Sofia, Bulgaria. The Institutional Ethics Committee approved the usage of the data for
the scientific purposes. The data set was of dimension [52 × 30], i.e., 52 patients with
diabetesmellitus type 2 (DMT2) were involved as for each of them 30 clinical parameters
were recorded. Additionally, data for diabetic complications were registered in order to
organize various subsets of patients with DMT2 and specific concomitant diseases.
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The clinical records were typical for such types of patients. They include anthro-
pometric indicators age, weight, height, waist circumference, blood pressure – systolic
(sysRR) and diastolic (diaRR) readings; blood parameters like erythrocyte sedimenta-
tion rate (ESR), hemoglobin (Hgb), erythrocytes (Er), leucocytes (Leu), thrombocytes
(Tro); liver and kidney functional parameters for alanine aminotransferase (ALAT),
aspartate aminotransferase (ASAT), gamma glutamyl transferase (GGT), alkaline
phosphatase (AF), creatinine (Crea), estimated glomerular filtration rate (eGFR), uric
acid (UA); lipid profile: high-density lipoproteins (HDL), low-density lipoproteins
(LDL), cholesterol (Chol), triglycerides (TG); glucose levels – hemoglobin A1c (HbA1c),
estimated average glucose (EAG). Additionally, content of electrolytes (K, Cl, Na, Ca, P)
and data for thyroid functional test – thyroid stimulating hormone (TSH) were used.

The input datawere separated into nine predetermined groups: all objects are with
diagnosis DMT2 but with respect to one concomitant health problem the groups are
subdivided as follows:
1. Fifty one patients with AH (arterial hypertension),
2. Forty eight patients with CHD (coronary heart disease),
3. Seven patients with OMI (myocardial infarction),
4. Nine patients with Stroke (ischemic or hemorrhagic stroke),
5. Fifty one patients with DPNP (diabetic polyneuropathy),
6. Seventeen patients with DR (diabetic retinopathy),
7. Sixteen patients with DN (diabetic nephropathy),
8. Forty seven patients with DMA (diabetic macroangiopathy),
9. Twelve patients with steatosis (steatosis hepatis).

For each data set several multivariate statistical methods for data mining were applied
in order to reveal similarity patterns between the patients or between the clinical
parameters, to identify, if possible, discriminant parameters for each concomitant
disease and to compare groups of parameters related both to basic health problem and
to the additional disease. This was the major goal of the present study.

4.2.1.1 Chemometric methods

Throughout the study three classicalmultivariate statisticalmethodswereused– cluster
analysis (hierarchical and nonhierarchical), two-way grouping and principal compo-
nents/factor analysis were used. All methods are well documented and find wide
application to need detailed description [22, 23]. Some short outlines of themethodswill
be presented below.

Hierarchical Cluster Analysis (HCA) is a traditional nonsupervised pattern
recognitionmethod trying to detect groups of similarity (clusters) within the structure
of the data set with respect both to the objects of interest and to the variables
describing the objects. Traditionally, HCA is performed on standardized input data to
achieve better clustering and interpretation of the similarity patterns. The similarity is
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usually determined by Euclidean distances between the objects or variables. Very
suitable for connecting of similar objects is the Ward’s method of linkage. The
graphical output of the analysis is a tree-like diagram called hierarchical dendro-
gram. Finally, the statistical significance of the clusters (cut-off point) is determined,
very often by the criterion of Sneath.

Nonhierarchical Cluster Analysis (K-means mode) is a supervised pattern recog-
nition approach of clustering based on a priory hypothesizes for a required number of
clusters (both for objects and variables). These hypothesizes are due to preliminary
information about the system of interest or expert opinions.

Two-way grouping is a chemometric technique of simultaneous linkage of objects
and variable on one and the same plot. It makes possible to find the correspondence
between certain clusters with certain variables responsible for the cluster formation.

Factor Analysis (FA) and Principal Components Analysis (PCA) are very similar
projection techniques leading to dimensionality reduction of the variable space. In
the course of the chemometric analysis the real variables are replaced by new (called
latent) variables or factors being linear combinations of the old ones. Each latent
factor explains a part of the total variance of the system. Thus, the input datamatrix is
decomposed to a matrix of the factor loadings (representing the new latent variables)
and a matrix of the factor scores (representing the new coordinates of the objects in
the reduced variable space). The choice of the number of latent factors is related with
the amount of variation explained by each of them. It is generally accepted that the
selected new latent variables should explain at least 70% of the total variance.
The data interpretation gets easier and simples by the use of the new set of latent
variables.

4.3 Results and discussion

In the first stage of the exploratory data analysis PCA was applied to each group of
patients as specified above. It was found that five latent factors for each of the analyzed
groups of DMT2 patients with specific concomitant disease (out of totally 30 variables)
explain over 70% of the total variance for each group of data.

In Table 4.1 a comparison between different outputs for each concomitant disease
is presented based on the results from factor analysis. Factor loadings with statistically
significant values for each latent factor were included in the Table in order to describe
statistically those clinical variables which are characteristic for each concomitant
disease.

From the table it is evident that the clinical parameters are linked in such away that
a group of correlated indicators appear in very similar manner for each one of the
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concomitant disease but with a different impact on the data structure (probably due to
the specificity of the disease):
1. ALAT, ASAT, GGT group is Factor 1 for AH, Stroke, DPNP, DMA;
2. ALAT, ASAT, GGT group is Factor 2 for CHD, Steatosis;
3. ALAT, ASAT, GGT group is Factor 5 for OMI;
4. Hb1Ac, EAG group is Factor 1 for OMI, Steatosis;
5. Hb1Ac, EAG group is Factor 2 for AH, DN;
6. Hb1Ac, EAG group is Factor 3 for DPNP;
7. Weight, Waist group is Factor 1 for DN;
8. Weight, Waist group is Factor 3 for OMI, Steatosis;
9. Weight, Waist group is Factor 4 for DR;
10. SysRR, DiasRR group is Factor 4 for AH;
11. SysRR, DiasRR group is Factor 5 for CHD, DPNP;
12. Hgb, Er group is Factor 3 for AH;
13. Hgb, Er group is Factor 4 for OMI;
14. Hgb, Er group is Factor 2 for DR.

In the next step of the data interpretation the averages for each parameter for each
concomitant disease and for all datawere calculated. Thus, each diseasewas described
by 30 averages and the input matrix had dimensions [10 × 30]. Applying multivariate
statistics to the normalized data set following conclusions could be derived.

4.3.1 Clustering of the parameters (HCA)

Five clusters are formed:
C4.1 (ASAT, ALAT, GGT, Hgb, Weight)
C4.2 (Height, K. Crea, Ca, Er, P, TSH)
C4.3 (TG, AF, Cl, diaRR, UA, Chol, SUE, SysRR)
C4.4 (Waist, Leu, Na, eGFR, Tro)
C4.5 (Age, Hb1Ac, EAG, DUR, HDL)

Clustering of the cases (all patients, nine concomitant diseases) (see Figures 4.1 and 4.2).
Three of the associated diseases are quite different (independent) from the rest

(stroke, OMI and Steatosis), DR and DN form a small group and the remaining four plus
all data set – another big cluster.

K-means clustering with hypothesis of formation of five supervised clusters of
variables and three supervised clusters of cases gave the following results:

Cluster 4.1 contains six variables (visceral obesity and thyroid function)
Waist, Leu, Tro, eGFR, Na, TSH

Cluster 4.2 contains five variables: (renal cluster)
Er, kreatinin, K, Ca, P
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Figure 4.2: Hierarchical dendrogram for cases.
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Figure 4.1: Hierarchical dendrogram for 30 parameters for all nine concomitant diseases and the set
with all patients.
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Cluster 4.3 contains nine variables: (hepatic function and lipid metabolism)
Height, weight, Hgb, ALAT, ASAT, GGT, AF, TG, Clen

Cluster 4.4 contains five variables: (hypertension cluster)
sysRR, diaRR, chol, ESR, UA

Cluster 4.5 contains five variables: (aging and glucose control cluster)
Age, Duration, HDL, HbA1c, EAG (see Figure 4.3)

K-means clustering of cases (concomitant diseases):
Three clusters scheme:

Cluster 4.1 (OMI and Steat) is characterized by low levels of Age, Duration, blood
pressure, cholesterol, HDL, SUE, uric acid and high levels of anthropometric param-
eters, Hgb, Leu, Tro, ASAT, ALAT, GGT, Na, P, TSH, e.g., younger patients and shorter
duration of disease (DMT2), relatively normal blood pressure, cholesterol and renal
functions and worsened blood parameters, liver function and hormone level (see
Figure 4.4).

Cluster 4.2 (AH, CHD, Stroke, DPNP,Dma, All) is characterized by the lowest levels
of most of the clinical parameters but with enhanced values for Hb1Ac, EAG, SUE,
eGFR, UA, e.g., worsened level of glucose (effect of DMT2 disease), some of the blood
parameters and renal function parameters.

Cluster . contains two cases

Distance

OMI_av .
Steat_av .

Cluster . contains six cases

Distance

AH_av .
CHD_av .
Stroke_av .
DPNP_av .
Dma_av .
All_av .

Cluster . contains two cases

Distance

DR_av .
DN_av .

68 4 Chemometric exploratory data analysis

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Plot of Means for Each Cluster
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Figure 4.3: Plot of means of each identified cluster of parameters for each disease.

AH – very close averages for all clusters of parameters (no separate parameters
seem to be very specific for this concomitant disease);
CHD – the same as previous case with AH but slight impact of parameters from
clusters 4.3 (moderately decreased levels of ASAT, ALAT, GGT, AF, Cl, TG, Hgb,
height, weight) and 4.5 (moderately increased levels of Age, duration, HDL, EAG,
HbAc1);
OMI – very strong negative impact of parameters of cluster 4.4 (blood pressure
indicators, chol, SUE and uric acid), significant positive impact of the parameters
from clusters 4.1 and 4.2 (waist, LEU, Tro, eGFR, Na, TSH and Er, Crea, K, Ca, P,
respectively);
Stroke – very significant negative impact of parameters of cluster 4.2 (Er, Crea, K,
Ca, P) and significant positive impact of parameters from clusters 4.1, 4.4, 4.5;
DPNP – similar to AH;
DR – lower levels for parameters of cluster 4.1 and enhanced levels for parameters
of cluster 4.4;
DN – lower levels for parameters of cluster 4.1 and enhanced levels for parameters
of cluster 4.2;
DMA – similar to AH;
Steat – very strong negative impact for parameters in cluster five and significant
negative impact by parameters in clusters 4.2 and 4.4; strong positive impact for
parameters in cluster threeandmoderatepositive impact forparameters in cluster 4.1;
All data – similar to AH (see Table 4.2).
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Cluster 4.3 (DR, DN) is characterized by low levels of Tro and high levels of blood
pressure (sysRR and diasRR), creatinine, HDL, SUE, Ca, Cl, K, e.g., impaired renal
function and blood circulation.

The two-way clustering confirms in general the results from K-means nonhierar-
chical cluster analysis (see Figure 4.5).

The factor analysis revealed five hidden factors determining over 90% of the total
varianceof the system. InFigure4.6a thebiplot Factor 1 versusFactor 2plane is presented.

The formation of groups of parameters with similar factor loadings is indicated:
(ASAT, ALAT, GGT); (duration, age, HDL); (HbA1c, EAG); (diasRR, sysRR, SUE,
chol, UA, Ca, AF) etc. Again, as in hierarchical clustering and K-means, one could
derive patterns of parameters similarity responsible for conditional latent factors
affecting the data structure – enzymatic factor, anthropometric factor, glucose
factor, blood and renal function factor.

Next figure from performing principal components analysis show the relationship
between thenine concomitant diseases (plus all data results) (see Figures 4.6b and 4.7).

Our study revealed the risk profiles of diabetic patients with different microvas-
cular and macrovascular complications. Almost all included patients were obese and
hypertensive and most of them suffered from cardiovascular diseases, e.g., coronary
heart disease. Approximately 13.5% of patients have survived myocardial infarction

Plot of  Means f or Each Cluster

 Cluster  4.1
 Cluster  4.2
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height sy sRR Er kreatinin GGT HDL EAG UA Cl TSH
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Figure 4.4: Plot of means for each parameter for each identified cluster of cases (diseases).
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and the most specific risk factors in their subgroup were the increased degree of
visceral obesity, increased TSH levels suggesting mild thyroid dysfunction and
worsened renal function. Abdominal obesity is a well-known risk factor for
myocardial infarction that could be especially important in diabetic female patients
[24, 25]. Hypothyroidism could promote obesity, hypertension and lipid abnormal-
ities, but it might be also an independent risk factor for the development of athero-
sclerosis and cardiovascular incidents [26, 27]. Moreover, patients with elevated TSH
levels and acute myocardial infarction have shown worse clinical outcome and
increased mortality in comparison to patients with normal thyroid function [28].
Thyroid hormone replacement exerts anti-ischemic and cardioprotective effects [29],
thus, it could reduce the risk of ischemic heart disease and acute myocardial
infarction among hypothyroid diabetic individuals. The chronic kidney disease in-
creases the risk of myocardial infarction and cardiovascular mortality in the general
population and among diabetic patients even after adjustment for traditional car-
diovascular risk factors [30, 31]. The linkage between diabetes, kidney impairment
and cardiovascular diseases might be mediated by different mechanisms including
hypertension, hypercoagulabilithy, chronic inflammation, oxidative stress, endo-
thelial dysfunction, disturbances of renin-angiotensin-aldosterone system, sympa-
thetic activity and calcium-phosphate homeostasis [21]. The improvement of glucose
control and other metabolic alterations through new therapeutic strategies such as

Two-Way  Joining Results
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Figure 4.5: Two-way joining results for the correspondence between cases and variables.
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Figure 4.6a: Biplot factor 1 versus Factor 2 (factor loadings).
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sodium glucose co-transporter 2 inhibitors and glucagon-like peptide-1 agonists
might help to reduce both micro- and macrovascular complications of diabetes [32].

Interestingly, our results showed that the blood pressure and cholesterol levels of
patients with MI were lower than in other patients which might be due to a more
aggressive treatment and better adherence to lipid-lowering and antihypertensive
treatment after the cardiovascular incident. Nonadherence to therapy as well as sub-
optimal dosing has been described as main obstacles precluding the reduction of
cardiovascular risk in many patients [33]. Therefore, more efforts should be taken to
promote the primary cardiovascular prevention in diabetic patients.

Considering the common pathophysiological pathways in the development of
diabetic macroangiopathy it might be suggested that similar risk factors predispose to
the development ofmyocardial infarction and stroke. However, slight differences in the
risk profile of patients have been observed in some studies [34]; (Naito et al. 2018).
Japanese patients with acute coronary syndrome tended to be younger, more obese,
and with increased prevalence of diabetes in comparison to patients with stroke
who were more often hypertensive. Accordingly, our results showed increased blood
pressure levels in diabetic patients with stroke unlike individuals with myocardial
infarction. It is not clear if the differences between groups result from intrinsic dif-
ferences in blood pressure levels or from different adherence to antihypertensives.
Nevertheless, control of hypertension is an important strategy for risk reduction in
patients. Additionally, age, duration of diabetes and increased HbA1c were all posi-
tively related to the presence of stroke. Duration of diabetes is a known risk factor for
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Figure 4.7: Factor loadings plot by PCA.
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stroke, while a U-shaped association between HbA1c and stroke has been described
[35, 36]. Therefore, an individualized approach to glucose control instead of intensive
glucose lowering has been strongly recommended by current studies [36, 37]. Inter-
estingly, our results showed that the kidney dysfunctionwasmore important risk factor
for myocardial infarction than for stroke. Further studies are needed to prove or reject
that suggestion.

Diabetic nephropathy was present in one third of the investigated patients.
Disturbed renal function was found in that subgroup of patients as expected. The risk
profile of individuals with diabetic nephropathy and diabetic retinopathy was similar,
but in the latter group the influence of hypertension was more pronounced. These
results support the need of aggressive hypertension treatment in order to prevent the
development and progression of diabetic microvascular disturbances [38, 39].

Some complications in diabetic patients were not related to specific risk factors.
Diabetic polyneuropathy was very common in the investigated group, and therefore,
no specific factor could be associated with its development. Recent meta-analysis
reported that significant risk factors for the neural alterations among diabetic patients
were chronological age, duration of diabetes, poor glucose control and the presence of
diabetic retinopathy, while obesity, smoking and dyslipidemia were not so important
[40]. On the opposite, other studies considered obesity, smoking, and dyslipidemia
as risk factors for the development of diabetic neuropathy [41–43]. Moreover, lipid
abnormalities could be involved in the pathogenesis of neural damages in diabetic
patients and thus, lipid lowering therapy might be considered as a possible tool in the
complex management of diabetic neuropathy [42, 44]. Further studies are needed to
identify the most important risk factors for the onset and progression of the diabetic
neural damages.

Additional data processing revealed that all investigated complications might be
separated in three main groups. Diabetic microvascular complications including reti-
nopathy and nephropathy showed similar risk pattern with pronounced impact of the
arterial hypertension. Most diabetic macrovascular complications along with diabetic
neuropathy were influenced mainly by the worsening of the glucose control. Inter-
estingly, the development of myocardial infarction and steatosis hepatics showed
similar risk profile dominated by the influence of visceral obesity and thyroid
dysfunction in relatively young patients with a short duration of diabetes and optimal
glucose and blood pressure control. Nonalcoholic fatty liver disease is not considered
as a traditional diabetic complication but it is very common among diabetic patients
because of the underlying insulin resistance and concomitant obesity [45]. Current
studies have reported conflicting results about the possible associations between hy-
pothyroidism and nonalcoholic fatty liver disease (reviewed by Eshraghian et Hami-
dian Jahromi, [46]. Our results supported the hypothesis that increased TSHmight be a
risk factor for the development of hepatic steatosis.

Amain limitation of our study was the small number of participants. Nevertheless,
the present study revealed important differences in the risk profile of different diabetic
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complications using a qualitatively new approach. The identifying of risk patterns that
could interconnect different subgroups of patients with specific complications might
be an important tool in the development of personalized medicine.

4.4 Conclusions

The exploratory data analysis reveals additional options for interpretation and
modeling of clinical data. In this attempt to combine formal chemometricswith specific
medical expertise a result is obtained which makes it possible to determine clinical
descriptors for concomitant complications for group of patients with DMT2. It supports
the whole medical protocol for treatment of the patients.

The novel approach not only identifies specific descriptors for medical compli-
cations of patients diagnosed with DMT2 but assists in decision making of the therapy
options.
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5.1 Introduction

Lower members of the Cycloalkanes have been of interesting study over the years
because of the high reactivity of cyclopropane which seems to have a connected effect
with other higher members. Cyclobutane is a colorless gas and commercially available
as a liquefied gas with a molecular formula (CH2)4 [1]. Cyclobutane is a cycloalkane
with carbon atoms attached in the form of a closed ring [2]. An atom or group of atoms
that substitute carbon atom gives the compound unique chemical properties and
consequently determines its reactivity [3].

The compound cyclopropane easily reacts with bromine to form 1,3-dibromopropane
and alsowith sulfuric acid to give 1-propylsulfuric acid. These cyclobutanes undergo C–C
bond cleavage with transition metal species. Series of methods have been used for the
synthesis of cyclobutanes. Upon irradiation of UV-light alkenes, dimerization occurs. The
dehalogenation of 1,4-dihalobutanes in the presence of reducing metals affords cyclo-
butanes. This compound was first synthesized in 1907 by the hydrogenation of cyclo-
butene in the presence of nickel [4].

Cyclobutane is effortlessly available by several techniques of synthesis with better
yields. Basically, because of the inherent ring strain, these reactive cleavages of cyclo-
butane bond are facile; the reaction mechanism determines the reaction rate and
cleavage point, also the nature of ring substituents, regents, and conditions of reactions.
Derivatives of cyclobutane are mostly used as starting materials for the production of
both cyclic and acyclic systems and heterobicyclic and oligocyclic compounds [5]. The
reactivity of cyclobutane can be enhanced when doped [6]. Interestingly, the haloge-
nated cycloalkanes have not been theoretically investigated exhaustively. Several
pharmaceuticals and cyclic natural products mostly contain halogenated cycloalkanes
and vast informationof their properties and synthetic procedures havebeen investigated
and reported in the literature [7].

The need to elucidate the conceptual density functional theory (CDFT), geomet-
rical properties, and other electronic properties of the doped cycloalkane give credence
to this study which will eventually widen the horizon for the theoretical study of
cycloalkanes in general.

5.2 Computational details

Quantum chemical calculations have been performed using the Gaussian 09W pack-
age and Gauss view 6.0 [8, 9], and the vibrational properties of the compounds were
rendered by the Vibrational Energy Distribution Analysis (VEDA) 4 software [10]. The
natural Bond Orbital (NBO) 7.0 Program was used to calculate the inter and intra-
molecular hyperconjugative interactions in the molecule whereas the UCA FUKUI
software was used to analyze the results accordingly [11]. The Multiwfn program [12]
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Table .: Calculated vibrational frequency for cyclobutane and its studied derivatives BLYP method
and -++G(d, p) basic set.

Unscaled
frequency (cm−)

Scaled frequency
(cm−)

Assignments with % of PED

Cyclobutane
  ν CH ()
  ν CH asy () + ν CH ()
  ν CH () + ν CH ()
  ν CH ()
  ν CH ()
  ν CH ()
  β HCH ()
  β HCH ()
  β HCH ()
  β HCH ()
  τ HCCC asy ()
  τ HCCC ()
  β HCC () + τ HCCC ()
*  τ HCCC ()
  β HCC () + τ HCCC () + τ HCCC () + τ HCCC ()
  β HCC () + β CCC asy () + τ HCCC asy ()
  β HCC asy () + τ HCCC () + τ CCCC ()
.  ν CC () + β HCC () + τ HCCC ()
  ν CC ()
  β HCC () + τ HCCC () + τ HCCC ()
  ν CC asy ()
  ν CC ()
  β CCC () + β HCC () + τ HCCC asy ()
*  β HCC () + τ HCCC asy ()
  β HCC () + β HCC asy () + τ HCCC ()

Azetidane (N)
  ν NH ()
  ν CH ()
  ν CH ()
  ν CH ()
  ν CH asy () + v CH ()
  ν CH ()
  ν CH ()
  β HCH ()
  β HCH ()
  β HCH ()
  β HNC () + τ HNCC ()
  τ HCNC asy ()
  τ HCNC ()
  τ HCCN asy ()
  β HCN () + τ HCCN asy () + τ HCNC () + τ CNCC ()
  β HCC asy () + τ HCCN ()
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Table .: (continued)

Unscaled
frequency (cm−)

Scaled frequency
(cm−)

Assignments with % of PED

  β HCN () + τ CNCC asy ()
  β HCC ()
  ν CC ()
  ν NC () + ν CC ()
  ν CC asy () + β CNC () + τ HNCC () + τ HCNC ()
  ν CC () + β CCN () + τ HCCN ()
  ν CC asy () + β CCN () + τ HCCN ()
  β HCC () + τ HCNC asy ()
  β HCC asy () + τ HNCC asy () + τ HCCN asy () + τ HCNC

asy ()
  β CNC asy () + β HCH () + β HNC asy () + τ HNCC () + τ

HCNC asy ()
  τ HCCN () + τ CNCC ()

Oxetane (O)
  ν CH asy ()
  ν CH ()
  ν CH asy () + ν CH asy ()
  ν CH ()
  ν CH () + ν CH asy ()
  ν CH () + ν CH ()
  β HCH () + β HCH ()
  β HCH ()
  β HCH () + β HCH asy ()
  τ HCOC () + τ HCCO asy + τ HCOC asy + τ COCC ()
  τ HCOC asy () + τ HCCO () + τ HCOC asy () + τ HCCO ()
  τ HCOC asy () + τ HCCO ()
  β HCC () + τ HCOC asy ()
  βHCCasy ()+βHCO ()+ τHCCOasy ()+ τHCCO ()+ τ

COCC ()
  β HCO ()
  β HCO () + τ COCC asy ()
  ν CC ()
  ν OC ()
  ν CC asy () + ν OC asy () + ν OC() + β CCO () + β COC

()
  ν CC () + ν OC () + β CCO () + β COC ()
  β HCC asy () + τ HCOC () + τ HCOC asy () + τ HCCO asy

() + τ HCOC asy () + τ HCOC asy () + τ HCOC asy ()
  β CCO () + β COC ()
  β HCC () + τ HCCO ()

THIETANE (S)
  ν CH () + v CH ()
  ν CH ()
  ν CH () + ν CH asy ()
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Table .: (continued)

Unscaled
frequency (cm−)

Scaled frequency
(cm−)

Assignments with % of PED

  ν CH ()
  ν CH ()
  ν CH ()
  β HCH ()
  β HCH asy ()
  β HCH () + τ HCSC asy ()
  βHCC asy ()+ βHCS asy ()+ τHCCS asy ()+ τHCSC asy

() + τ HCCS ()
  β HCC asy () + β HCS asy () + τ HCCS () + τ HCSC ()
  τ HCSC asy () + τ HCSC ()
  τ HCSC () + τ SCCC asy ()
  τ HCSC ()
  β HCC asy () + β HCS asy () + τ HCCS () + τ HCSC ()
  ν CC asy () + τ HCCS () + τ HCSC ()
  ν CC asy () + ν SC ()
  ν CC () + β HCS ()
  β CCC () + τ HCCS () + τ HCSC asy ()
  β HCC () + β HCS () + τ HCCS asy () + τ HCSC asy ()
  ν SC () + β CCC () + τ HCSC ()
  ν SC () + β SCC asy ()
  ν SC () + β SCC ()

Flourocyclobutane
  ν CH ()
  ν CH ()
  ν CH asy () + ν CH ()
  ν CH ()
  ν CH asy () + ν CH asy ()
  ν CH ()
  ν CH ()
  β HCH ()
  β HCH asy ()
  β HCH ()
  Opd CCCH asy ()
  β HCC () + τ HCCC asy ()
  β HCC asy () + τ HCCC ()
  β HCC () + τ HCCC ()
  β HCC asy () + β HCC () + τ HCCC asy ()
  β HCC asy () + β HCC asy () + τ HCCC ()
  τ HCCC (
  τ CCCC ()
  ν CC ()
  ν CC () + τ HCCC asy ()
  ν CC () + ν FC () + β CCC ()
  ν CC asy () + β HCH () + β HCC () + τ HCCC asy ()
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Table .: (continued)

Unscaled
frequency (cm−)

Scaled frequency
(cm−)

Assignments with % of PED

  ν CC asy () + ν CC asy () + β CCC ()
  ν CC () + τ HCCC asy ()
  τ HCCC ()
  ν CC () + β HCC () + τ HCCC ()
  ν CC () + ν FC () + β CCC ()
  ν CC asy () + ν FC asy () + τ HCCC () + τ CCCC asy

() + Opd FCCC asy () + τ CCCC ()
  ν CC asy () + β FCC ()

Chlorocyclobutane
  ν CH ()
  ν CH ()
  ν CH () + ν CH asy ()
  ν CH () + v CH ()
  ν CH () + ν CH ()
  ν CH ()
  ν CH () + v CH asy ()
  β HCH ()
  β HCH asy ()
  β HCH ()
  Opd CCCH ()
  β HCC ()
  β HCC asy () + τ HCCC asy () + τ HCCC () + Opd CCCH

()
  β HCC () + τ HCCC asy () + τ HCCC ()
  βHCC asy ()+ τHCCC () + τHCCC () + τHCCC () +Opd

CCCH ()
  β HCC asy () + τ HCCC asy () + τ CCCC asy ()
  β HCC asy () + τ HCCC ()
  ν CC () + β HCC () + τ CCCC ()
  ν CC ()
  ν CC () + ν CC ()
  ν CC asy () + β CCC asy () + β HCC asy ()
  ν CC asy () + β CCC ()
  ν CC asy () + ν CC () + β CCC () + τ HCCC asy () + Opd

CCCH asy ()
  ν ClC () + β CCC ()
  β HCC () + τ HCCC ()
  ν ClC asy () + β HCC () + τ HCCC ()
  ν ClC () + β CCC asy () + τ HCCC asy ()
  ν ClC () + β HCCC () + τ CCCC () + Opd ClCCC

()
Bromocyclobutane

  ν CH ()
  ν CH ()
  ν CH () + ν CH asy ()
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was equally used in explaining theoretically the Chemistry and the electronic struc-
tural analysis of the CDFT descriptors of cyclobutane. The Gaussian 09W and Gauss-
view 6.0 software were used for the ground state Geometry optimization of the studied
compounds using the DFT/B3LYP method at 6-311++G(d,p) basis set [13].

5.3 Results and discussion

5.3.1 Vibrational analysis

The fundamental modes of cyclobutene and its derivatives in relation to the vibrational
assignments connected with hypothetical IR absorbance and normal modes

Table .: (continued)

Unscaled
frequency (cm−)

Scaled frequency
(cm−)

Assignments with % of PED

  ν CH asy ()
  ν CH ()
  ν CH ()
  ν CH () + ν CH ()
  β HCH ()
  β HCH asy ()
  β HCH ()
  τ HCCC asy ()
  β HCC () + τ HCCC ()
  β HCC () + τ HCCC () + Opd CCCH ()
  β HCC asy () + τ HCCC ()
  β HCC asy () + β HCC ()
  β HCC asy () + τ HCCC () + Opd CCCH ()
  ν CC () + β HCC () + τ HCCC asy () + τ HCCC asy

()
  ν CC () + τ HCCC asy () + τ HCCC asy () + Opd CCCH asy

() + τ CCCC asy ()
  ν CC asy () + β HCC asy () + τ HCCC ()
  ν CC () + τ CCCC ()
  ν CC asy ()
  ν CC asy () + β CCC () + β HCC () + β CCC ()
  ν CC () + β CCC asy ()
  β CCC asy () + β HCC () + β CCC asy ()
  β HCC () + β HCC () + β HCC asy ()
  β CCC () + β HCC () + τ HCCC asy ()
  ν BrC () + τ CCCC () + Opd BrCCC ()
  ν BrC () + τ CCCC ()
  β BrCC ()
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characterized by PED are listed in Table 5.1. The vibrational calculation is focused on
the valuation of the vibrational modes related to the significant and precise skeletal
structure of the investigatedmolecules. The fundamental maximum vibrationalmodes
are equivalent to (3N − 6) for a nonlinear molecule [14] (Table 5.2).

When computationalmethods are used to theoretically predict normal vibrations
of small and complex systems; the idea of scaling is often used to afford computed
wavenumbers. This is because of the notion that hybrid DFT functionals overestimate
vibrational frequencies under harmonic approximation, thus several literature re-
ports have proposed scale factors for correcting this systematic error [15–17].
Therefore, the B3LYP/6-311++G(d,p) has been adopted in this study to calculate
vibrational frequencies according to [18, 19] the computed frequencies were then
multiplied by a scale factor as proposed by Scott and Radom to reduce the overall
deviations from experimental values. It is worthmentioning that the scale factor does
not result in any change in the manner of the calculated intensity patterns of the
simulated spectra because the vibrational modes are not affected; both scaled and
unscaled vibrational frequencies of the studied systems are reported in Table 5.1,
respectively.

C–H vibrations

C–H vibrations are traditionally located around frequencies 2800–3300 cm−1, at
which its positions are highly dependent on the hybridization of the carbon atom [19–
22]. PED assignments for the optimized and studied cyclobutane structure are
compared with results obtained from the NIST database, for correlation [23]. Satu-
rated C–H stretches occurred at 2984, 2669, 2940, 2933, and 2932 cm−1, which are
within the range of normal sp3 hybridized C–H stretch. These are comparable with
2895, 2893, and 2887 cm−1 obtained from the database. H–C–H bends occurred at
frequencies; 1453, 1418, 1412, and 1188 cm−1, that are also comparable to 1219 cm−1

from NIST data [21].

Table .: Calculated quantum descriptors for cyclobutane and its studied derivatives BLYP method
and -++G(d, p) basic set.

Compound CBT BrCB ClCB FCB Azetidane Oxetane Thietane

HOMO energy (eV) −. −. −. −. −. −. −.
LUMO energy (eV) −. −. −. −. −. −. −.
Energy gap (eV) . . . . . . .
Electronegativity (eV) . . . . . . .
Hardness (eV) . . . . . . .
Softness (eV) . . . . . . .
Electrophilicity Index (eV) . . . . . . .
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From Table 5.1, one can see that the C–H stretches for azetidine (nitrogen-
doped cyclobutane) occurred within 3018–2878 cm−1 range, those for oxetane
(oxygen doped cyclobutane) appeared within 3017–2906 cm−1 whereas thietane
(nitrogen-doped cyclobutane) gave its C–H stretches from 3015 to 2933 cm−1. This
implies that all doped structures’ C–H stretches are within natural range, though
occurred at higher frequencies equivalent to unsaturated compounds. This is
because of the presence of a more electronegative group in the ring, which causes
a decrease in electron density around the region. HCH bends for all doped
structures occurred at about 1500 ± 50 cm−1, which is interpreted that their effect
is similar on the ring [23].

H–C–Y, C–Y, and C–Y–C VIBRATIONS (where Y = N, O, or S)

From the PED assignments in Table 5.1, we ascertained that HCN bending vibration
occurred at 1115 cm−1, this is higher than the position of HCO bend (1102 and 1091 cm−1)
in the IR spectrum. Although HCS bending vibrations occurred at 982 cm−1, a lower
frequency when compared to those of HCN and HCO bends. We can assert that heavier
atoms led to a decrease in vibrational bend frequencies. C–Y–C (CSC) bending fre-
quency is perceived to be absent in the IR of thietane, only azetidine and oxetane gave
CNC and COC bending vibrations at 635 and 778 cm−1. On the other hand, Y–C stretches
for doped molecules appeared around 1000–500 cm−1. The N–C stretch of azetidine
occurred at 973 cm−1, and O–C group of oxetane gave symmetric stretches at 981 cm−1

whereas S–C of thietane gave symmetric stretches at 674, 638, and 510 cm−1. As ob-
tained in bending vibrations, an equivalent decrease in vibrational frequencies is
noticeable for stretches as you move from Azetidine to thietane.

C–X VIBRATIONS (where X = F, Cl or Br)

Flourocyclobutane gave symmetric C–F stretching vibrations at 919 and 5834 cm−1

whereas its asymmetric stretch appeared at 429 cm−1 (though at a very low intensity).
C–Cl Stretching vibrations for chlorocyclobutane are found at 803, 505, 349 cm−1

(symmetric), and 693 cm−1. Although bromocyclobutane gave symmetric C–Br
stretches at 503 and 272 cm−1, asymmetric are absent for C–Br bond. One can infer that
heavier X-element in the C–X stretching vibrations, whether symmetric or asymmetric,
occur at lower frequencies.

5.3.2 Bond Polarity Index (BPI)

The bond polarity index existing in atoms say A and B can be defined as:

BPIAB = (EIA − EIrefA ) − (EIB − EIrefB )
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where EI is energy index, EIA and EIB represent C and X, respectively, EI value in C–X
interaction derived from the calculation of substituted cyclobutane species and EIref is
the reference value which is obtained by manipulating the homonuclear atoms
(Figure 5.1). A greater proportion of the BPI between A and B signifies the presence of a
higher polarity in the respective [24, 25]. To quantitatively appreciate the electronic
structures of molecules, BPI is crucial and this can be linked with the concept of
electronegativity. Stephan and George in their article proposed a measurable factor of
bond polarity by using the electron localization function and QTIAM, they investigated
the BPI of X–H bonds and proposed that the bond polarities decrease in the order HF,
HCL, and HBr [24]. In this study, we observed that the BPI of the halogen-substituted
cyclobutane decreases in the order fluorocyclobutane, chlorocyclobutane, and bro-
mocyclobutane which infers that the BPI decreases down the group as shown in
Figure 5.2.Meanwhile, for nitrogen, oxygen, and sulfur substituted cyclobutane, BPI is
observed to increase as follows: Oxetane > Thietane > Azetidine as shown in Figure 5.3.

5.3.3 Intrinsic Bond Strength Index (IBSI)

Bond strength seeks to show how strongly each atom is joined to another atom, and as
such, shows the minimum energy requirement for bond breakage between the two
atoms. The intrinsic bond strength index seeks to quantify the strengths of chemical
bonds; it may also be used to compare the strength of weak interactions [12]. The
electron density contragradience domains inmolecules can be identified preciselywith

Figure 5.1: Schematic of the molecules investigated showing the numbering system and the
abbreviations used (cyclobutane CBT, fluorocyclobutane FCB, chlorocyclobutane ClCB,
bromocyclobutane BrCB).
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the IGMH-dg descriptor and also this contragradience by the IBSI can be quantified by
the contribution of two atomic orbitals in the region [26].

In this section, we have used IBSI which is defined in the framework of the inde-
pendent gradient model (IGM) because it allows for the connection between the inter-
and intra-fragment to be observed individually and thus prevent their cordialmeddling
and also the involvement of atoms and atomic couples to interfragmentary interactions
can be quantified, these features may help to identify “hot” atoms effortlessly.

The IBSI is expressed as IBSI =
(

1
d2
) ∫ δgpairdr

⎛⎝
1

d2H2

⎞⎠ ∫ dgH2dr

(5.1)

where d is the space in between the intermingling atoms being studied. The integral in
the numerator is equivalent to the atom pair dg index defined between the two atoms,
the denominator is the data for the reference system, the dH2 and the integral are the

Figure 5.3: Calculated bond polarity
index (BPI) for the heteroatom doped
derivatives of cyclohbutane.

Figure 5.2: Calculated bond polarity index (BPI)
for the halogen substituted derivatives of
cyclohbutane.
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bond length and atom pair dg index of H2 in its equilibrium structure, respectively. It
has been demonstrated that the IBSI value correlates modestly positively with the
strength of covalent bonds [12]. The results obtained from the IBSI of Halogen
substituted cyclobutane using the IGM framework shows that the IBSI of carbon to
halogen is 0.32659 C–F > 0.18334 C–Cl > 0.16136 C–Br as presented in Figure 5.4. With
this, it is proven that carbon to halogen bond strength decreases down the group. The
results obtained from the IBSI of carbon to heteroatom bond in azetidine, oxetane, and
thietane depicted in Figure 5.5 using the IGM framework shows that the IBSI of carbon
to heteroatom is 0.47489 C–N > 0.33896 C–O > 0.18334 C–S.

5.3.4 CDFT results using Fukui function on cyclobutane and its
associated halogenated and doped-ringed structures

CDFT is the concept of predicting chemical reactivity developed some time ago by R.
Parr. Several parameters are used in predicting suitable reactive centers and an un-
derstanding of the chemical behavior of molecules can be keen-sighted from this

Figure 5.5: Calculated intrinsic bond strength
index (IBSI) for the heteroatomdopedderivatives of
cyclohbutane.

Figure 5.4: Calculated intrinsic bond strength
index (IBSI) for the halogen substituted
derivatives of cyclohbutane.
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observation [27–30]. A very distinctive concept often used in predicting reactive sites as
far as the conceptual density functional theory is a concern is the Fukui functionwhose
condensed version has been mathematically defined as:

f(r) = [δμ]
[δν(r)]N = [

∂ρ(r)
∂N

]v(r) (5.2)

where the number of electrons is defined by N; and υ the potential. Fukui function can
be considered roughly in three determinate ways:

Nucleophilic attack : f +(r) = ρN+1(r) − ρN(r) ≈ ρLUMO(r) (5.3)

Electrophilic attack : f −(r) = ρN(r) − ρN−1(r) ≈ ρHOMO(r) (5.4)

Radical attack : f 0(r) = f +(r) + f −(r)
2

= ρN+1(r) − ρN−1(r)
2

≈
ρHOMO(r) + ρLUMO(r)

2
(5.5)

where, the cationic, neutral, and anionic species are represented as ρN−1, ρN, and ρN+1,
respectively. The electronic concentrations of the HOMO and LUMO orbitals are
designated by ρHOMO(r) and ρLUMO(r) [28–33].

Another important concept used in predicting reactive sites is the dual descriptor
put forward by Morell et al. [29], which is defined as

f (2)(r) = [δη]
[δυ(r)]N = [∂f(r)]

[∂N]υ(r) (5.6)

where ղ is the systems’ chemical hardness of the system. Considering similar rough
calculation as in the case of Fukui function, the dual descriptor can also be expressed
as:

f (2)(r) = f +(r) − f −(r) ≈ ρLUMO(r) − ρHOMO(r) (5.7)

The dual descriptor f ( 2)(r) assumes a positive value to indicate an electrophilic region
and negative values nucleophilic regions as proposed in the original work [29] where

ρLUMO(r), and ρHOMO(r) dominates. The dual descriptor can reveal both types of
reactive sites at the same time, which makes it a more convenient tool for predicting
reactive sites [28, 30]. The condensed dual descriptor can also be defined in like
manners as the condensed Fukui function for each individual atom as:

f 2A(r) = f +A (r) − f −A (r) = 2qAN − qAN+1 − qAN−1 (5.8)

The aforementioned formulas have been used in this work to designate the electro-
philic, and nucleophilic active sites respectively. It is generally accepted that higher
Fukui function values at designates centers denote an increased reactivity at specific
sites. According to the procedure, the Hirshfeld charges for the carbons in all com-
pounds were calculated in its N, N + 1, and N − 1 electronic states, respectively. The
condensed electrophilicity and nucleophilicity and the dual descriptor were obtained
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from the formulae given. From the results, the best possible reactive sites for electro-
philic substitution reaction were observed and noted accordingly. The result of the
condensed electrophilicity revealed that C1 and C4 would not be suitable for electro-
philic substitution as their f-values are the tiniest whereas the dual descriptor
prompted that C2 and C4 have stronger positive values than other atoms which makes
them unsuitable positions of substitution. The electrophilic factor for C3 is quite more
negative compared to other atoms, thus it’s a better position of reaction for any elec-
trophile. Though every other atom has negative values, but that of C1 is quite more
intense than C2 and C4, therefore the dual descriptor indicates that C3 followed by C1
are preferred points of reaction in electrophilic reactions. The electrophilic descriptor
for chlorocyclobutane shows that C3, C2 and C4 were more unfavorable for any elec-
trophilic substitution in like manners, the dual descriptor confirmed the assertion by
including C1. Position 1 and 3 have been noted as unfavorable sites of electrophilic
attack in flurocyclobutane whereas, C2 and C4 are identified to be more susceptible to
electrophilic attack. In the case of azetidine, C4 and C2 are less susceptible whereas C1
and C3 are more possible to react with any electrophile. The dual descriptor proposed
C4 to be the preferred point of electrophilic substitution in oxetane and that of thietane
was shown to be C1 and C3, respectively.

5.3.5 Quantum chemical descriptors

Conceptual density functional theory is a chemical reactivity descriptor which aims at
evaluating quantum chemical descriptors such as electronegativity (X ), chemical
hardness (ղ), softness (S), chemical potential (µ), electrophilicity index (ω), etc. with
the sole aim of giving reasonable insight into the reactive nature and stability of
chemical systems. The aforesaid quantum descriptors were calculated using the
following equations

χ = −μ = I + A
2

(5.9)

η = I − A
2

(5.10)

S = I
2
η (5.11)

ω = μ2

2
η (5.12)

Quantum chemical parameters such as EHOMO, ELUMO, ΔE (LUMO–HOMO energy gap),
proton affinity, offers substantial insight into the reactive, and stable nature of com-
pounds and the electrophilicity and nucleophilicity descriptors.
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Energy gap: The key parameters in the determination of chemical reactivity of atoms
are theHOMOandLUMO. Electrons tend to fill orbitalswith the least energy first (HOMO)
before those with higher energies (LUMO) as a result, the HOMO is a characteristic
nucleophile whereas the LUMO is an electrophile. The HOMO and LUMO values were
evaluatedusingMultiwfnand thedifference inenergy isa factorof theHOMOandLUMO.

Energy gap(ΔE) = ELUMO − EHOMO

where EHOMO and ELUMO represent the HOMO and LUMO energies respectively in (eV).
The computed HOMO and LUMO energy values for the studied systems alongwith their
variation in energy gap are presented in Table 5.3. From the observed trends in our
results, there is a steady increase in the energy gap between the halogenated rings
(BrCB to FCB). This implies that more energy will be required for reactivity as we move
from bromocyclobutane to flourocyclobutane. However, there is an observed decrease
in the energy gap between the doped structures, from azetidine to thietane.

Electrophilicity (ω) and nucleophilicity are two valuable chemical reactivity indices
proposedbyParr [33] to aid thepredictionof chemical reactivity. The electrophilicity index

Table .: Calculated second-order perturbation theory analysis for cyclobutane and its studied de-
rivatives BLYP method and -++G(d, p) basic set.

Bromocyclobutane

S/N Donor Occupancy Acceptor Occupancy E(a)

(kJ/mol)
E(J ) – E(i)b F(i, j)c

(a.u)

 σC–C . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–Br . . . .
 σC–C . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–Br . . . .
 σC–H . σC–H . . . .
 σ()Br . σC–C . . . .
 ()Br . σC–C . . . .

Chlorocycobutane
 σC–C . σC–Cl . . . .
 σC–C . σC–H . . . .
 σC–H . σC–Cl . . . .
 σC–H . σC–H . . . .
 σC–C . σC–Cl . . . .
 σC–H . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–Cl . . . .
 σC–H . σC–H . . . .
 σC–H . σC–H . . . .
 ()Cl . σC–C . . . .
 LP() Cl . σC–C . . . .
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Table .: (continued)

Bromocyclobutane

S/N Donor Occupancy Acceptor Occupancy E(a)

(kJ/mol)
E(J ) – E(i)b F(i, j)c

(a.u)

Fluorocyclobutane
 σC–C . σC–F . . . .
 σC–C . σC–H . . . .
 σC–H . σC–F . . . .
 σC–H . σC–H . . . .
 σC–C . σC–F . . . .
 σC–H . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–F . . . .
 σC–H . σC–H . . . .
 LP () F . σC–C . . . .
 LP () F LP () F σSC–C . . . .

Azitidane
 σC–C . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–H . . . .
 σC–H . σC–H . . . .
 σC–N . σC–H . . . .
 σC–H . σC–H . . . .
 σC–N . σC–H . . . .
 LP () N . σC–H . . . .

Oxetane
 σC–C . σC–O . . . .
 σC–C . σC–O . . . .
 σC–H . σC–H . . . .
 σC–H . σC–H . . . .
 σC–O . σC–H . . . .
 σC–H . σC–H . . . .
 σC–H . σC–H .  . . .
 σC–O . σC–H . . . .
 LP π O . σC–H . . . .

Thietane
 σC–C . σC–H . . . .
 σC–C . σC–H . . . .
 σC–H . σC–S . . . .
 σC–H . σC–H . . . .
 σC–H . σC–H . . . .
 σC–S . σC–H . . . .
 σC–H . σC–H . . . .
 σC–H . σC–C . . . .
 σC–S . σC–H . . . .
 LP π S . σC–H . . . .

94 5 Electronic structure theory study

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



is calculated using the formula,ω = μ2
2 η depending on the electronegativity and hardness

values of chemical species [34]. The electrophilicity index defines the tendency of electron
acceptors to attain further electronic charge from the environment whereas nucleophi-
licity has been described as the multiplicative inverse of electrophilicity (ω = 1/ɛ). The
calculated electrophilicity index of the studied systems as presented in Table 5.3 shows a
steady increase in the electrophilicity index in the case of the doped compounds ranging
from azetidine = 1.7621, oxetane = 1.9179, and thietane = 1.9666. However, in the halogen-
substituted compounds, Bromocyclobutanehas thehighest electrophilicity index= 2.3538

Koopmans theorem is one of the alternate approaches used to envisage the ionization
energy and electron affinity values of chemical species and proposed these two concepts
to be negatives of HOMO and LUMO energies respectively. According to Koopmans the-

orem [35], hardness, softness, and electronegativity can be calculated using: η = I−A
2

(chemical hardness), S = I
2 η (softness), and χ = −μ = I+A

2 (electronegativity) where the

hardness of a species defined as IP-EA is the resistance of molecules to exchange electron
density with the immediate surroundings whereas the Mulliken electronegativity
described as the negative of chemical potential is the degree of the attracting propensity of
an atom toward a shared pair of electrons [33–38]. From the observed trends as presented
in Table 5.3, the chemical hardness of halogen-substituted compounds increase as an
order from BCB (3.4514), ClCB (3.8110), and FCB (4.1153) whereas in the case of the doped
compounds, oxetane has the highest chemical hardness value of 3.3616. For chemical
softness, there is a decrease from BrCB > ClCB > FCB with 0.145, 0.1312, and 0.1215,
respectively. For the doped compounds, thietane is observed to possess the highest
softness of 0.1792. Because the stability of molecules is ascertained through its hardness
andsoftness,we canaffirm that the stability of the studied systems follows theabove trend
withFCBandoxetanebeing themost stable basedonhardness values and the compounds
with the least values will be the most reactive compounds based on this concept.
Observation of the electronegativity results shows a consistent increase in the electro-
negativity values between the halogen-substituted compounds in the order; (BrCB –
4.03085, ClCB – 4.1282, and FCB – 4.3707) which is in line with common knowledge and
inclinations of the said concept for the halogen compounds. Between the doped com-
pounds, the oxetane has the highest electronegativity value of 3.5909 which also is in
agreement with several literature reports and the notion that electronegativity increases
across the period and decreases down the groups in the periodic table of elements [31–38].

5.3.6 Natural bond orbital analysis (NBO)

The intramolecular and intermolecular hyperconjugative interactions inmolecules can
be exploited without reasonable doubt from the analysis of natural bond orbital [39].
NBOs majorly consist of natural atomic hybrid orbitals which are orthonormal sets of
localized orbitals with maximum occupancy (highest percentage of total electron
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density), which gives the most precise plausible natural Lewis structure. NBO analysis
makes available substantial evidence about the nature of bonding orbitals, their oc-
cupancies and the type and nature of the interaction (inter or intramolecular hyper-
conjugative or charge transfer) existing between virtual and occupied Lewis orbitals.
The analysis is conducted by considering all probable interactions between donor
(occupied Lewis NBOs) and acceptors (vacant) non-Lewis NBOs, and approximating
their energetic significance by second-order perturbation theory of Fockmatrix [18, 40]

E(2) = −ησ
<σ

⃒

⃒

⃒

⃒

⃒

̂F
⃒

⃒

⃒

⃒

⃒

σ∗>2

ϵσ∗ − ϵσ

where ̂F is the Fock operator, ϵσ and ϵσ∗ are the energies of theNBO, and ησ is the orbital
occupancy.

The result of the analysis is tabulated in Table 5.3. The inference with respect to
hybridization is that σC4–F12 in flourocycobutane is a product of sp1.00 hybrid rendered
by 19.05% s, 80.69% p, and 0.25% d orbitals with 1.99602 electrons in the bond which is
the highest electron occupancy in the molecule. σC1–C2 is seen to have the lowers
electron occupancy and is formed by the hybridization of sp3.07 hybrid with 24.51% s,
75.19% p, and 0.30% d character. The trend in the electron occupancy across the com-
pounds shows that the highest electron occupancy is found in bonds between the
halogen substituents and the heteroatoms. This is in linewith the conventional notion of
the electronegativity behaviors of these substituents. The result of the second-order
perturbation theoryanalysis is presented inTable 5.3. The inference from this result is the
highest stabilization noted is between σC1–C2 to σC4–Cl12 (7.24 kcal/mol) of chlor-
ocyclobutane and σC1–C2 to σC4–F12 (6.04 kcal/mol) of flourocyclobutane. The lowest
observed stabilization energy is from σC3–H9 to σC4–F12 (0.59 kcal/mol) of flour-
ocyclobutane and σC3–O10 to σC1–H4 (0.69 kcal/mol) of oxetane. The high stabilization
energywhich exists in the compounds can be attributed to the strong ionization energies
of the halogen atoms. This high ionization energy gives stability to the compound.

5.3.7 Atomic charge analysis

The ADCH charge of Tian Lu and Feiwu, 2012 [41] are modified Hirshfeld charges that
have considered some of the negligence of Hirshfeld charges particularly, the neglect
of dipole moment reproducibility [41]. The atomic dipole of each atom has been
extended into a correction charge placed at neighboring atoms to give theADCHcharge
by summing the original Hirshfeld charge and the correction charge. ADCH charge is
very reasonable in chemical sense and is given as QA = qA + ∑a

bΔqBA where ΔqBA is

correction charge, qA is the Hirshfeld charge defined as qA = − ∫ ωA(r)Δρ(r)dr where
ρ(r) is the actual electron density of the molecule, ωA(r) is the atomic weight function.

The ADCH values of cyclobutane and its substituted compounds were calculated
using a combination of Gauss-09 software andmultiwfn-3.7-(dev) software. Table 5.4
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compares the theoretically calculated ADCH values for cyclobutane (CB), fluo-
rocyclobutane (FCB), chlorocyclobutane (ClCB), bromocyclobutane (BrCB), and
cyclobutane doped with oxygen (OCB), nitrogen (NCB) and sulfur (SCB). It is clear
from Table 5.4 that the ADCH values for all the halo substituted groups at position C1
are more negative compare to that of C1 for normal cyclobutane with that of FCB
(−0.1810) > ClCB (−0.1688) > BrCB (−0.1679) > CB (−0.1673). That of the doped groups
is also higher in negative value compare to normal CB except for SCBwith that of NCB
(−0.1751) > OCB (−0.1708) > CB (−0.1673) > SCB (−0.1524). These differences observed
may likely be because of the differences in the electronegative values of the elements
attached to the cyclobutane ring which in turn bring about the differences in the pull
of electrons through negative inductive effects (-I effect) which decreases with an
increase in distance of the element bringing about the electronic effect. Thus, when
fluorine with a high electronegative value is attached to one of the carbons of
cyclobutane, it pulls electron to itself creating a partial permanent dipole moment δ−

and δ+, this effect will be more on the carbons directly attached to fluorine and the
effect decreases as the distance increases, this explains why carbon C2 of all the halo
substituted cyclobutane showed a lower negative value. The ADCH result presented
in this paper is similar to that presented by Tian Lu and Feiwu (2012) [36] on the ADCH
for P-toulene sulfuric acid.

5.3.8 Molecular electrostatic potential (MEP)

Molecular electrostatic potential as a quantum reactivity parameter which functions by
revealing the sensitivity of a molecular surface toward electrostatic interaction with
othermolecular structures has been used in this study to probe specific sites of possible
interaction. This quantum molecular descriptor is however essential in the sense that
correlation between diverse facets of reactions is probable. Notwithstanding this fact, it
is also not very appropriate for the estimation of sensitive centers inmolecular systems
based on the fact that the molecular electrostatic potential is calculated by using the
unperturbed geometry and as such does not take into consideration the effect of po-
larization on the interacting species [42, 43]. The results are, however, presented in
Figure 5.6. The ESP around the heteroatoms in the studied systems is very negative
because of their evident negative atomic charges, thus very negative molecular elec-
trostatic potential values. On the contrary, the carbon atoms and hydrogen counter-
parts are characterized by low electron density and low MEP values, the situation
becomes quite different when considering the distribution of MEP in cyclobutane, it is
rather characterized by a uniform electronic distribution with the carbon atoms pos-
sessing higher MEP values than the hydrogen atoms. This clearly shows that the
substituted halogens and doped heteroatoms are important andmost probable sites of
electrostatic interactions.
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5.4 Conclusions

The vibrational assignments, NBO analysis, CDFT, Quantum mechanical descriptors,
andmolecular electrostatic potential analysis have been investigated in this study. The
corresponding wavenumbers of the studied compounds have as well been assigned by
PED analysis. Several inter and intramolecular hyperconjugative interactions within
the studied compounds have been revealed by the NBO analysis with a confirmation of
geometric hybridization and electronic occupancy. A good correlation between
calculated vibrational frequencies and experimental standard data have been
observed. Specific suitable and unfavorable sites of electrophilic substitution have
been noted by analyzing the Fukui function and dual descriptor as calculated by the
CDFT analysis; likewise, the electrostatic interaction regions have similarly been
noticed by the molecular electrostatic potential (MEP) analysis. The charge population
analysis shows that the type of substituent on the ring influences the charge population
and also adjacent atoms are very much affected by the chemical nature of the
substituted atoms. The NBO result suggests that the molecules are stabilized by lone
pair delocalization of electrons from the substituted atoms and MEP studies revealed
that substituted halogens and doped heteroatoms are important and most probable
sites of electrostatic interactions.
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Figure 5.6: Molecular electrostatic potential surface of the studied compounds.

5.4 Conclusions 99

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Research funding: None declared.
Conflict of interest statement: All authors unanimously declare zero conflict of
interest.

References

1. Sakhaee N, Sakhaee S. Pseudorotation in cyclooctane, using spherical conformational landscape
model. Comput Theor Chem 2020;1184:112845.

2. Hu YJ, Li LX, Han JC, Min L, Li CC. Recent advances in the total synthesis of natural products
containing eight-membered carbocycles (2009–2019). Chem Rev 2020;120:5910–53.

3. MartinsSO, EdnaMaOAR, JosephP, Jorge C, lyndonA, CorneliusM, et al. Synthesis of cyclobutane-
fused tetracycic scaffolds via visible-light photocatalysis for building molecular complexity. J Am
Chem Soc 2020;142:3094–103.

4. Willstätter R, Bruce J. “Zur Kenntnis der Cyclobutanreihe” [On our knowledge of the cyclobutane
series]. Ber Dtsch Chem Ges 1907;40:3979–99.

5. de Meijere A, editor. Carbocyclic four-membered ring compounds. In: Houben–Weyl methods of
organic chemistry, vol 17e/r. Stuttgart: Thieme; 1997.

6. Zhang X, Nie Y, Yuan Y, Lu F, Geng Z. Density functional theory investigation on the mechanism of
dehydrogenation of cyclohexane catalyzed by heteronuclear NiTi. J Comput Theor Chem 2020;
1184:112820.

7. Pande JV, Bindwal AB, Pakande YB, Biniwale RB. Application of microwave synthesized Ag–Rh
nanoparticles in cyclohexane dehydrogenation for enhanced H2 delivery. Int J Hydrogenation
Energy 2018;43:7411–23.

8. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, et al. Gaussian 09,
Revision C. 02. Wallingford CT: Gaussian, Inc.; 2009.

9. Dennington RD, Keith TA, Millam JM. GaussView 6.0. 16, Semichem. Inc., Shawnee Mission KS;
2016.

10. Jamroz MH. Vibrational energy distribution analysis. Warsaw: VEDA4; 2004. p. 2004–10.
11. Sanchez-Marquez J, Zorrilla D, Sanchez-Coronilla A, Desiree M, Navas J, Fernandez-Lorenzo C,

et al. Introducing “UCA FUKUI software; reactivity-index calculations”. J Mol Model 2004;20:2492.
12. Tian L, Feiwu CM. A multifunctional analyzer. J Comput Chem 2012;33:580–92.
13. YuHS,HeX, Truhlar DG.MN15: a new local exchange-correlation functional for Kohn–Shamdensity

functional theory with broad accuracy for atoms, molecules, and solids. J Chem Theor Comput
2016;12:1280–93.

14. RoegesNPG. A guide to complete interpretation of infrared spectra of organic structures. NewYork:
Wiley; 1994.

15. Scortt AP, Radom L. Harmonic vibrational frequencies: an evaluation of Hartree–Fock, Moller–
Plesset, quadratic configuration interaction, density functional theory, and semiempirical scale
factors. J Phys Chem 1996;100:16502–13.

16. Kesharwani MK, Brauer B, Martin JML. Frequency and zero-point vibrational energy scale factors
for double-hybrid density functionals (and other selected methods): can anharmonic force fields
be avoided? J Phys Chem 2015;119:1701–14.

17. Houriez C, Ferre N, Flament JP,MasellaM, Siri D. Electronic basis of the comparable hydrogenbond
properties of small H2CO/(H2O)n and H2NO/(H2O)n systems (n = 1, 2). J Phys Chem 2007;111:
11673–82.

100 5 Electronic structure theory study

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



18. Bisong EA, Louis H, Unimuke TO, Odey JO, Ubana EI, Edim MM, et al. Vibrational, electronic,
spectroscopic properties, and NBO analysis of P-xylene, 3,6-difluoro-p-xylee, 3,5-dichloro-p-
xylene and 3,6-dibromo-p-xylene: DFT study. Heliyon 2020;6:e05783.

19. Venkatesh G, Govidaraju M, Kamal C, Vennila P, Kaya S. Structural, electronic and optical
properties of 2,5-dichloro-p-xylene: experimental and theoretical calculations using DFT method.
RSC Adv 2017;7:1401.

20. AhmadMS, Khalid M, ShaheenMA, Tahir MN, KhanMU, Braga AAC, et al. Synthesis and XRD, FT-IR
vibrational, UV–vis, and nonlinear optical exploration of novel tetra substituted imidazole
derivatives: a synergistic experimental–computational analysis. J Phys Chem Solid 2018;115:
265–76.

21. KhalidM, UllahMA, AdeelM, KhanMU, Tahir MN, Braga AAC. Synthesis, crystal structure analysis,
spectral IR, UV–Vis, NMR assessments, electronic and nonlinear optical properties of potent
quinoline based derivatives: interplay of experimental and DFT study. J Saudi Chem Soc 2019;23:
546–60.

22. KhanMU, IbrahimM, KhalidM, Jamil S, Al-Saadi AA, JanjuaMRSA. Quantum chemical designing of
indolo [3, 2, 1-jk] carbazole-based dyes for highly efficient nonlinear optical properties. ChemPhys
Lett 2019;719:59–66.

23. Shimanouchi T. Tables of vibrational frequencies, consolidated, vol. I. National Bureau of
Standards; 1972.

24. Karnan M, Balachandran V, Murugan M, Murali MK, Nataraj A. Vibrational (FT-IR and FT-Raman)
spectra, NBO, HOMO–LUMO,Molecular electrostatic potential surface and computational analysis
of 4-(trifluoromethyl) benzylbromide. Spectrochim Acta Mol Biomol Spectrosc 2013;116:84–95.

25. Raub S, Jansen G. A quantitative measure of bond polarity from the electron localization function
and the theory of atoms in molecules. Theor Chem Acc 2001;106:223–32.

26. Allen LC, Egolf DA, Knight ET, Liang C. Bond polarity index. J Phys Chem 1990;94:5602–7.
27. Klein J, Khartabil H, Boisson J-C, Contreras-García J, Piquemal J-P, Hénon E. New way for probing

bond strength. J Phys Chem 2020;124:1850–60.
28. Domingo LR, Rios-Gutierrez M, Perez P. Applications of the conceptual density functional theory

indices to organic chemistry reactivity. Molecules 2016;21:748.
29. Cao J, Ren Q, Chen F, Lu T. Comparative study of the methods for predicting the reactive site of

nucleophilic reaction. Sci China Chem 2015;58:1845–52.
30. Morell C, Grand A, Toro-Labbe A. New dual descriptor for chemical reactivity. J Phys Chem 2004;

109:205–12.
31. Wang B, Rong C, Chattaraj PK, Liu S. A comparative study to predict regioselectivity,

electrophilicity and nucleophilicity with Fukui function and Hirshfeld charge. Theor Chem Acc
2019;138:124.

32. Parr RG, Yang W. Density functional theory of atoms and molecules. New York, NY, USA: Oxford
University Press; 1989.

33. Parr RG, Pearson RG. Absolute hardness: companion parameter to absolute electronegativity. J Am
Chem Soc 1983;105:7512–6.

34. Parr RG, Szentpaly LV, Liu S. Electrophilicity index. J Am Chem Soc 1999;121:1922–4.
35. Vennila P, Govindaraju M, Venkatesh G, Kamal C, Mary SY, Panicker CY, et al. A complete

computational and spectroscopic study of 2-bromo-1,4-dichlorobenzene-A frequently used
benzene derivative. J Mol Struct 2018;1151:245–55.

36. Koopmans T. Über die Zuordnung von Wellenfunktionen und Eigenwerten zu deninzelnen
Elektronen Eines Atoms. Physica 1934;1:104–13.

37. Pearson RG. Hard and soft acids and bases. J Am Chem Soc 1963;85:3533–5339.
38. Pearson RG. Absolute electronegativity and hardness: application to inorganic chemistry. Inorg

Chem 1988;27:734–40.

References 101

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



39. Pearson RG. Absolute electronegativity and hardness correlated with molecular orbital theory.
Proc Natl Acad Sci USA 1986;83:8440–1.

40. Dunnington BD, Schmidt JR. Generalization of natural bond orbital analysis of periodic systems:
applications to solids and surfaces via plane-wave density functional theory. J ChemTheor Comput
2012;8:1902–11.

41. Rubarani PG, Sampath KS. Natural bond orbital (NBO) population analysis of 1-azanapthalene-8-
ol. ACTA Physica Polonica A 2014;125:18–22.

42. Lu T, Chen F. Atomic dipole moment corrected Hirshfeld population method. J Theor Comput Chem
2012;11:163–83.

43. Polistzer P, Murray JS. The fundamental nature and role of the electrostatic potential in atoms and
molecules. Theor Chem Acc 2002;108:132–42.

102 5 Electronic structure theory study

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Emmanuel A. Bisong*, Hitler Louis*, Tomsmith O. Unimuke,
Victoria M. Bassey, John A. Agwupuye, Linda I. Peter,
Francis O. Ekpen and Aderemi T. Adeleye

6 Theoretical investigation of the stability,
reactivity, and the interaction of methyl-
substituted peridinium-based ionic liquids

Abstract: This research work focuses on the reactivity, stability, and electronic inter-
action of pyridinium hydrogen nitrate (PHN)-based ionic liquids and the influence of
methyl substituent on this class of ionic liquids: Ortho- (O-MPHN), meta- (M-MPHN),
and para- (P-MPHN) substitution. Natural bond orbital (NBO) calculations were per-
formed at the density functional theory (DFT) with Becke’s Lee Yang and Parr func-
tional (B3LYP) methods and DFT/B3LYP/6-311++G(d,p) as basis set using GAUSSIAN
09W and GAUSSVIEW 6.0 software and the most important interaction between donor
(Filled Lewis-type NBO’s) and the acceptor (vacant non-Lewis NBOs) were observed.
From our natural bond orbital (NBO) result, it could be deduced that the higher the
stabilization energy value, the greater the interaction between the donor and acceptor
NBOs. The stability of the studied compounds is said to follow the order from
O-MPHN > PHN > P-MPHN > M-MPHN based on the hyperconjugative interaction
(stabilization energy) of the most significant interaction. The result of the highest
occupied molecular orbital (HOMO), shows that PHN has the highest HOMO while the
substituted derivatives have similar HOMO values between −7.70 and −7.98 eV thus
PHN complex is the best electron donorwhile the substituted derivatives act as electron
acceptors due to the presence of methyl group substituent which is observed to be
electron deficient as a result of its withdrawal effect from the aromatic ring. Further-
more, the electron density, real space functions such as energy density and Laplacian
of electron density at bond critical point (BCP) of the hydrogen bond interaction of the
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studied compounds were analyzed using Multifunctional Wavefunction analyzer
software version 3.7 and it was observed that the hydrogen at position 6 and oxygen at
position 11 (H6–O11) of M-methyl pyridinium nitrate with bond distance of 4.59 (Å)
gave binding energywith the strongest electrostatic interaction between the cation and
anion of the compounds under investigation. We also observed from our results that,
substitution at the ortho position enhances the stability and strengthen the extent of
charge transfer. This therefore implies that substitution at ortho position is more
favorable for inter- and intramolecular interactions resulting to stabilization of the
studied molecules.

Keywords: DFT; ionic liquids; NBO; nitrate; pyridine; reactivity.

6.1 Introduction

Ionic liquids (ILs) could be defined in simple terms as liquids composed of ions (cations
and anions) only and further expanded to be salts withmelting point lower than 100 °C
[1, 2]. Pyridinium-based ionic liquids have pyridinium ion as the cation and this class of
ionic liquids are widely available due to its stability, reactivity, and catalysis in organic
synthesis, pharmaceutical agents and other important applications [3, 4]. In recent
decades, ILs are seen to be excellent alternative to the volatile organic solvents because
of their environmental friendliness [1, 4]. The structural features and physicochemical
properties of ILs give a better understanding of their stability and interactions [5].

ILs found applications in many areas including extraction media for metals [6],
materials for dye-synthesized solar cells [7], solvent for separation sciences [8], elec-
trolyte for electrochemical storage device [9]. Furthermore, they are widely applied in
organic systems such as but not limited to Diels-Alder reaction, Friedel-Crafts reaction
and Michael Protocol [10]. So far, a lot of works on ILs have been reported. In 1992,
Wikes and Zaworotko [7] synthesized the first air-stable ILs. This therefore, served as a
road map for a wide range of synthesized application of ILs. Rajni [4] reviewed the
concept of ILs synthesis and application in catalysis. Irina and Lyubov [5] reported
extensively theoretical investigation on the nature of the interactions in
triethanolamonium-based ionic liquids. In this work, detail theoretical investigation
on the stability, reactivity, and the interactions of methyl-substituted pyridinium-
based ILs with nitric acid (HNO3) in terms of natural bond orbital (NBO), highest
occupied molecular orbital (HOMO), lowest unoccupied molecular orbital (LUMO),
energy gap, atoms-in-molecule (AIM), atomic dipole moment corrected hirshfeld
(ADCH) for atomic charge analysis of pyridine and its interaction with nitric acid, effect
ofmethyl substituent onmeta, para, ortho positions have been carried out theoretically
which to the best our knowledge have not been reported for methyl-substituted pyr-
idinium-based ILs.
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6.2 Computational details

To give a better understanding of the effect of methyl substituent on the various
positions of pyridinium-based ILs, pyridinium-based ionic liquid structure was ob-
tained from literature studies [11] andmethyl group attached to study its effect on ortho,
para, and meta positions. GAUSSIAN 09W [12] and GAUSSVIEW 6.0 [13] software.
Natural Bond Orbitals (NBO) 7.0 program [14] and Multifunctional Wavefunction
Analyzer version 3.7 software [15] were used. Geometric optimization was done
imploring density functional theory (DFT) with Becke’s Lee Yang and Parr functional
(B3LYP) methods and DFT/B3LYP/6-311++G(d,p) as basis set using GAUSSIAN 09W.
The highest occupied molecular orbital (HOMO), lowest unoccupied molecular orbital
(LUMO), and energy gap were obtained which give explanation on the stability of the
studied compound. NBO explains charge transfer, intra-/intermolecular interaction.
Atoms in molecule (AIM) and atomic dipole moment corrected Hirshfeld (ADCH) were
carried out with Multifunctional Wavefunction Analyzer software to understand
hydrogen bonding interaction and atomic charge analysis of pyridinium ion (cation)
and its interaction with nitric acid (anion) respectively.

6.3 Results and discussion

6.3.1 Natural bond orbital (NBO) analysis

NBO analysis offers an efficient method for investigating intra and intermolecular
bonding interactions among bonds, and provides the most accurate (natural Lewis
structure) representation of orbitals, because all orbital details are mathematically
chosen to include the highest possible percentage of the electron density. NBO analysis
gives information about interactions in both filled and virtual orbitals which could
facilitate the analysis of intra- and intermolecular interactions [16]. This is performed
by considering all possible and most significant interactions between filled donor and
vacant acceptor orbitals, and estimating their energy contribution by second-order
perturbation theory. NBO calculations were performed at the DFT/B3LYP/6-
311++G(d,p) levels. The most important interaction between donor (Filled Lewis-type
NBO’s) and the acceptor (vacant non-Lewis NBOs) is presented in Table 6.1, being the
second-order theory resulting frommicrodisturbances based on the Fock matrix in the
NBO basis of the studied compounds. The higher the stabilization energy value, the
greater the interaction between the donor and acceptor NBOs. Hyperconjugative in-
teractions in molecules plays an essential role and denotes weak departure from the
ideal localized Lewis structure which constitute noncovalent interactions.

The second-order perturbation energies constant with the intramolecular hyper-
conjugative interactions ofMeta PyridiniumHydrogenNitrate (MPHN),Ortho Pyridinium
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Table .: Second order perturbation theory analysis of the most interacting NBOs of the studied
molecules using BLYP/-++G(d,p) functional aE represent the energy of hyperconjugative inter-
action (stabilization energy), benergy difference between donor and acceptor E (i) and E (j) NBOorbitals,
cF(i, j) is the Fock matrix element between i and j NBO).

Donor (i) Occupancy Acceptor (j) Occupancy E()a (kcal/mol) E (j) − E (i)b (a.u.) F(i, j)c (a.u.)

M-MPHN
πC-C . π*C-C . . . .

π*N–C . . . .
πC–C . π*C–C . . . .

π*N–C . . . .
σC–C . σ*C–H . . . .
πN–C . π*C–C . . . .

π*C–C . . . .
π*N–C . π*C–C . . . .

π*C–C . . . .
LP()N . σ*C–C . . . .

σ*C–C . . . .
LP*()H . . . .

CR() O . LP*() H . . . .
LP()O . LP*() H . . . .
LP() O . LP*() H . . . .
σN–O . σ*N–O . . . .
LP()O . σ*N–O . . . .
LP() O . σ*O–N . . . .

π*N–O . . . .
LP() O . σ*N–O . . . .
LP() O . σ*O–N . . . .

σ*O–N . . . .
O-MPHN
σC–C . σ*C–H . . . .
πC–C . π*C–C . . . .

π*N–C . . . .
σC–N . σ*C–C . . . .
πC–C . π*C–C . . . .

π*N–C . . . .
πN–C . π*C–C . . . .

π*C–C . . . .
LP()N . σ*C–C . . . .

σ*C–C . . . .
π*N–C . π*C–C . . . .

π*C–C . . . .
LP() N . LP*() H . . . .
CR()O . LP*() H . . . .
LP() O . LP*() H . . . .
LP() O . LP*() H . . . .
σN–O . σ*N–O . . . .
LP() O . σ*N–O . . . .
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Table .: (continued)

Donor (i) Occupancy Acceptor (j) Occupancy E()a (kcal/mol) E (j) − E (i)b (a.u.) F(i, j)c (a.u.)

LP() O . σ*O–N . . . .
π*N–O . . . .

LP()O . σ*N–O . . . .
LP()O . σ*O–N . . . .

σ*O–N . . . .
P-MPHN
σC–C . σ*C–C . . . .
πC–C . σ*C–C . . . .
σC–N . σ*N–C . . . .
σC–H . σ*C–N . . . .

σ*C–C . . . .
πC–C . π*C–C . . . .

π*N–C . . . .
πN–C . π*C–C . . . .

π*C–C . . . .
LP() N . σ*C–C . . . .

σ*C–C . . . .
π*N–C . π*C–C . . . .

π*C–C . . . .
LP()N . LP*()H . . . .
LP()O . LP*()H . . . .

LP*()H . . . .
LP()O . LP*()H . . . .
σN–O . σ*N–O . . . .
LP()O . σ*N–O . . . .
LP()O . σ*O–N . . . .

π*N–O . . . .
LP()O . σ*N–O . . . .
LP()O . σ*O–N . . . .

σ*O–N . . . .
PHN
σC–C . σ*C–H . . . .
πC–C . π*C–C . . . .

π*C–N . . . .
σC–H . σ*C–N . . . .
πC–C . π*C–C . . . .

π*C–N . . . .
πC–N . π*C–C . . . .

π*C–C . . . .
σC–H . σ*C–N . . . .
LP()N . σ*C–C . . . .

σ*C–C . . . .
π*C–N . π*C–C . . . .

π*C–C . . . .
CR()O . LP*()H . . . .
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Hydrogen Nitrate (OPHN), Para Pyridinium Hydrogen Nitrate (PPHN), and Pyridinium
HydrogenNitrate (PHN)-based ionic liquid respectivelywhich result in the intermolecular
charge transfer (ICT) affecting stabilization of the systems respectively are presented in
Table 6.1. The maximum interactions with the highest E(2) energy for MPHM are:
π∗(N5 − C14)→ π∗(C3 − C4) (100.59 kcal/mol), π∗(N5 − C14)→ π∗(C1 − C2)
(84.99 kcal/mol), π(C3 − C4)→ π∗(N5 − C14) (30.92 kcal/mol), while those of O and
P-MPHM are π∗(N5 − C15)→ π∗(C3 − C4) (140.98 kcal/mol), π∗(N5 − C15)→
π∗(C1 − C2) (97.86 kcal/mol), π(C3 − C4)→ π∗(N5 − C15) (31.90 kcal/mol),
π(N5−C13)→π∗(C1−C2) (78.09 kcal/mol), π(N5−C13)→π∗(C3−C4) (98.29 kcal/mol),
π(C3 −C4)→π∗(N5 −C13) (33.79 kcal/mol), similarly, the strongest interaction result-
ing to the highest stabilization observed in PHN are π∗(C5 −N6)→∗(C3 −C4)
(112.70 kcal/mol), π∗(C5 −N6)→π∗(C1 −C2) (79.60 kcal/mol), and π(C3−C4)→
π∗(C5−N6) (31.26 kcal/mol) this clearly shows that the resonance observed in the system
results from the delocalization of electrons principally from the nitrogen atom in the ring
to theadjacent carbonantibondingacceptors of the ringand theyare related toπ→π∗ and
π∗→π∗ interactions. These strong interactions within the pyridine ring system as
observed in the results suggest that the compounds are resonance stabilized. The second-
order perturbations energies consistent with the inter molecular hyper conjugative
interactionbetween thehydrogenand theanion fragment (N–Handmolecular unit 3NO3)
such as; LP(3)O10→LP∗(1)H6 (389.76 kcal/mol) and LP(3)O11→σ∗N12−O13
(151.36 kcal/mol), LP(3)O11→LP∗(1)H7 (384.57 kcal/mol), LP(3)O12→σ∗(N13−O14)
(151.54 kcal/mol), LP(3)O9→LP∗(1)H6 (387.85 kcal/mol), LP(3)O10→σ∗(N11−O12)
(150.92 kcal/mol), LP(3)O13→LP∗(1)H9 (394.29 kcal/mol), LP(3)O14→σ∗(N15−O16)
(150.96 kcal/mol) respectively corresponding to M, O, P-PHN, and PHN are considerably
very large and aremost responsible for intramolecular hydrogen bonding existing within
the molecule. Hydrogen bonds are expected to arise from charge transfer from lone pairs
(LP) of proton acceptors to the antibonding of the proton donor and thus the amount of
charge transfer and energy of interaction has a significant effect in the strength of the

Table .: (continued)

Donor (i) Occupancy Acceptor (j) Occupancy E()a (kcal/mol) E (j) − E (i)b (a.u.) F(i, j)c (a.u.)

LP()O . LP*()H . . . .
LP()O . LP*()H . . . .
σN–O . σ*N–O . . . .
LP()O . σ*N–O . . . .
LP()O . σ*O–N . . . .

π*N-O . . . .
LP()O . σ*N–O . . . .
LP()O . σ*O–N . . . .

σ*O–N . . . .
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resulting hydrogen bond. The larger the second-order perturbation energy value (E2-
value), the greater the extent of charge transfer from the Lewis type donor to the non-
Lewis-type acceptors and as such the higher their interaction and strength of hydrogen
bond. The result suggest that the strongest charge transfer and hydrogen bond strength
occurs in the pyridinium hydrogen nitrate (PHN) and decreases with substitution, the
ortho substituted methyl-PHN is seen to give the least E2 energy from the LP→LP∗(H)
interaction and these interactions are observed to give the highest calculated stabilization
energy and also the extent of charge transfer for this interaction is higher than that
observed for LP→σ∗(N−O).

A few nonbonding interactions of 7.44 kcal/molmeta-substituted methyl pyridinium
hydrogen nitrate (M-MPHN), 8.44 kcal/mol ortho-substitutedmethyl pyridiniumhydrogen
nitrate (O-MPHN), 7.48 kcal/mol para-substituted methyl pyridinium hydrogen nitrate
(P-MPHN), and 7.55 kcal/mol (PHN) are obtained for LP(1)N5→ σ∗(C4 − C14),
LP(1)N5→ σ∗(C4 − C15), LP(1)N5→ σ∗C3 − C4), LP(1)N6→ σ∗(C4 − C5) respec-
tively which increase the stability of the system. The increasing stabilization energy
observed for theO-MPHNcanbe attributed to the electron donation from themethyl group
close to the pyridinium nitrogen in the ring which increases the stability by reducing the
strong electron withdrawing effect of the oxygen atoms; this is in line with the E2 values
obtained for the intramolecular interaction within the ring by resonance from
π∗(N5 − C15)→ π∗(C3 − C4)which is the strongest interaction. Thus, we can infer from
the result that substitution at the ortho position enhances the stability and strengthen the
extent of charge transfer (ortho substitution is more favorable for inter and intramolecular
interactions resulting to the stabilizationof the system)and the strongest electrondonation
occurs from the LP orbitals of the oxygen atom of the anion to the antibonding orbitals of
the hydrogen atom (*N–H) which shows significant increase in the covalent character of
the N–H–O bond. The stability of the molecules is said to follow the order from
O-MPHN > PHN > P-MPHN > M-MPHN based on the E2 energy of the most significant
interaction.

The distribution of charge on molecules has significant impact on the vibrational
properties. The corresponding NBO charge distribution of the studied compounds is
presented in Figure 6.1 obtained at the B3LYP/6311++G(d,p) level. It is noted that the
strong negative and positive partial charges on the individual atoms of the studied
compounds increase based on the interaction experienced by neighboring atoms [17].
These observed distribution of charges on atoms indicates strong electrostatic repul-
sive interactions between atoms which contribute to the intra- and intermolecular
interactions. The NBO calculated atomic charge values shows that C2, C4, N5, O10, O11
and the methyl carbon atom have large negative values (indicated with red colors) and
thus act as electron acceptors while C1, C14 (M-MPHN), C1, C15 (O-MPHN), C1, C13
(P-MPHN), C1, C5 (PHN) have large positive value due to the polarity of C-N bond. The
lowest occupancy orbitals π*N5–C14 (0.42545e), πC1–C2 (1.61324e) (M-MHPN), π*N5–
C15 (0.42601e), πC1–C2 (1.62543e) (O-MPHN), π*N5–C13 (0.42260e), πC3–C4 (1.61198e)
(P-MPHN), π*C5–N6 (0.41151e), πC1–C2 (1.61718e) (PHN), were expressed via a similar
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contribution in the range of 39.71% sp1.72 (N5), 60.29% sp2.20(C14), 46.65% sp1.00 (C1),
and 53.35% sp1.00 (C2) respectively.

6.3.2 Analysis of HOMO–LUMO

The highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbitals (LUMO) give us information about the chemical stability of molecules [18].
Insight into the nature of reactivity of most chemical species as well as their structural
and physical properties can be explicitly obtained by investigating molecular orbitals.
The HOMO is often associated with the ability to donate electrons while the LUMO
represents the tendency to accept electrons. The ground state to the first excited state
electronic transitions inmolecules as a result of energy absorption is often related with
the movement of electrons from the highest occupied molecular orbitals to the lowest
unoccupied molecular orbital (LUMO). π-type HOMO and π-type LUMO are inherently
localized within and delocalized over the entire ring respectively thus the transition
from the HOMO to the LUMO involves energy transfer from the aromatic ring. The
difference in energy between the HOMO and LUMO has been extensively utilized in
probing the bioactivity of molecules based on charge transfer [19, 20]. It has also been
reported in most literature studies that the kinetic stability of compounds is related to
the difference in energy between the HOMO and LUMO of such compounds thus, small
values of energy gap inmolecules signifies a greater tendency for suchmolecules to be
polarized and also denotes high chemical reactivity and low kinetic stability [21–24].

Figure 6.1: NBO charge distribution of the studied compounds obtained at the B3LYP/6311++G(d,p)
level.
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The HOMO and LUMO energies calculated at the B3LYP/6311++G(d,p) level of theory
for the studied compounds are presented in Table 6.2. The result shows that PHN has
the highest HOMO while the substituted derivatives have similar HOMO values be-
tween −7.70 and −7.98 eV thus PHN complex is the best electron donor while the
substituted derivatives act as electron acceptors due to the presence of methyl group
substituent which is observed to be electron deficient due towithdrawal effect from the
aromatic ring. observation of the energy gap suggest that M-MPHN has the lowest
energy gap which suggest that it is the softest complex based on the concept of
hardness and softness whereas the complex with the highest energy gap is P-MPHN;
thus, it is the hardestmolecule and as suchmore polarizable based on this concept, the
chemical hardness and softness of molecules have been demonstrated in previous
reports to have a direct correlation with the stability of most systems. The stability of
the studied compounds based on the HOMO-LUMO concept and observation of the

Table .: HOMO, LUMO, energy gap.

Compound HOMO LUMO Energy gap

M-MPHN −. eV −. eV . kJ/mol
O-MPHN −. eV −. eV . kJ/mol
P-MPHN −. eV −. eV . kJ/mol
PHN −. eV −. eV . kJ/mol

Figure 6.2: Orbitals involved in the electronic transition ofmetapyridiniumhydrogen nitrate (MPHN),
para pyridinium hydrogen nitrate (PPHN), ortho pyridinium hydrogen nitrate (OPHN), and pyridinium
hydrogen nitrate (PHN) for the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) respectively.
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energy gap difference is seen to follow a trend in the order P-MPHN > PHN > O-
MPHN > M-MPHN which shows that substitution at the para position enhances the
stability of the ionic liquid system and substitution at themeta position slightly distorts
the kinetic stability. Figure 6.2 shows orbitals involved in the electronic transition of the
studied compounds for the highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO)

6.3.3 Atomic dipole moment corrected Hirshfeld (ADCH) atomic
charge analysis of pyridinium ion and its interaction with
hydrogen nitrate: emphasis on the nitrogen charge

In the ADCH method, atomic dipole moment of each atom is expanded to correction
charges placed at neighboring atoms and the ADCH charge is the sum of the Hirshfeld
charge and correction charge [24]. The charge density on the compounds before
and after interaction with hydrogen nitrate Table 6.3, shows that the para-substituted
position has a charge density of −0.3456 which is more electronegative than that
of pyridinium ion which is −0.3318, implying that the methyl group alters the
electron density on the pyridinium ring. This is seen to increase from the
Para_Pyridinium > Meta_Pyridinium > Ortho_Pyridinium substitutions. On interac-
tion with hydrogen nitrate, the electron charge density on pyridinium ring is greatly
altered as the nitric acid which is more electron withdrawing pulls more electronic
charge to itself. This is observed with the higher values of atomic charges after
interaction, as compared with those before interaction.

6.3.4 The electrostatic molecular potential (ESP) plot

The ESP plot of the interaction of methyl-substituted pyridine with hydrogen nitrate is
reported in Figure 6.3. The heavily colored region of red and blue corresponds to
regions of low and high electron charge density respectively. The para-substituted ESP
has a relatively denser region of electron density (blue) which is as a result of the high
amount of charge density located in the hydrogen nitrate fragment [25]. This validates
our observation in ADCH charge analysis that the N-atom of the p-substituted frag-
ments possess the relatively higher charge density. In general, the NO3 fragments

Table .: Atomic dipole moment corrected Hirshfeld (ADCH) atomic charge analysis of
pyridine and its interaction with nitric acid: emphasis on the nitrogen charge.

Compound Before interaction After interaction

Pyridine −. −.
O-pyridine −. −.
M-pyridine −. −.
P-pyridine −. −.
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demonstrated high charge density due to the electron withdrawing power of NO3
−

relative to the pyridinium ion fragment.

6.3.5 Binding energy

As reported in Table 6.4, Binding energy of the para-substituted pyridinium ion
is −3.23 kJ/mol which shows that para-substituted pyridinium interaction with
hydrogen nitrate is more stable as compared to the ortho- and meta-substituted pyr-
idinium ion. The ortho, meta, and bare pyridinium ILs binding energy follow the
pattern:M (1.42) >O (1.39) > Pyr. (1.34). The binding energy is evaluated according to the
equation: Binding Energy (BE) = E(A) + E(B) – E(A&B), where Fragment A: Pyridine,
Fragment B: hydrogen nitrate, and pyridinium complex is (A&B).

Figure 6.3: The electrostatic molecular potential (ESP) plot.

Table .: Binding energy.

Fragment
A

Energy of
fragment A
(Hartree)

Energy of
fragment B
(Hartree)

Energy of
complex
(Hartree)

E(A) + E(B)
(Hartree)

Binding
energy

(Hartree)

Binding
energy

(kJ/mol)

PHN −. −. −. −. . .
O-PHN −. −. −. −. . .
M-PHN −. −. −. −. . .
P-PHN −. −. −. −. −. −.
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6.3.6 Atoms-in-molecules (AIM) descriptors and H-atom binding
energies

The atoms-in-molecules (AIM) were computed to investigate the intermolecular
interaction between the cation and anion of the studied compounds. The hydrogen
bond designated by X–B…Y–Z in scholarly research papers, connotes an attractive
interaction between a hydrogen atom from a molecule (or molecular fragment) X–H
where X is more electronegative element than H, and an atom(s) in the same (or
different) molecule, in which there is bond formation. One of the most important
quantities that characterizes hydrogen bond (HB) is the binding energy (BE) between
two species (monomers) in complex geometry [26, 27].

In this study, the electron density, real space functions such as energy density and
Laplacian of electron density at bond critical point (BCP) of the HB interaction of the
studied compounds were analyzed using Multifunctional Wavefunction Analyzer
software version 3.7 [15, 28]. The BE and the wave function-based HB descriptors were
calculated for bond critical point (BCP; ρBCP) of HBs using the approximation;

BE(kcal/mol) = −223.08 × ρBCP/a.u. + 0.74235

With amean absolute percentage error (MAPE) of 14.7% [26]. The results of the BEs and
classification of the intermolecular HBs for the fully optimized molecules is presented
in Table 6.5. In our investigated, the binding energies of −10.36 (N6–H9) and −15.85
(H10–O14); −11.55 (H8–O12) and −10.97 (N5–H7); −10.19 (N5–H6) and −17.83
(H6–O11); −16.42 (N2–H6) and −10.30 (H10–O14) were obtained for pyridinium nitrate,
O-methyl pyridinium nitrate, M-methyl pyridinium nitrate, and P-methyl pyridinium
nitrate respectively. Interestingly, the bond formed between H10–O14 (in pyridinium
nitrate), H6–O11 (inM-methyl pyridinium nitrate), and N2–H6 (in P-methyl pyridinium
nitrate) are strong hydrogen bonds driven by electrostatic interaction. On the other
hand, other N–H and H–O bonds of the titled molecules (Table 6.5) are classified as

Table .: Binding energy of the studiedmolecules and classification of H-bonds calculated at BLYP/
aug-cc-PVDZ level.

ILs Structure Bond
distance (Å)

BE
(kcal/mol)

Strength Major nature

Pyridinium nitrate CN…HON . −. Weak-to-medium Electrostatic
CH…ONO . −. Strong Electrostatic

O-methyl
pyridinium nitrate

CH…ONO . −. Weak-to-medium Electrostatic
CN…HON . −. Weak-to medium Electrostatic

M-methyl
pyridinium nitrate

CN…HON . −. Weak-to-medium Electrostatic
CH…ONO . −. Strong Electrostatic

P-methyl
pyridinium nitrate

CN…HON . −. Strong Electrostatic
CH…ONO . −. Weak-to-strong Electrostatic
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weak-to-medium HBs since the magnitude of each of the molecules BE is larger than
2.5 kcal/mol but lower than 15.0 kcal/mol and are characterized by electrostatic
interaction [26]. However, H6–O11 with bond distance of 4.59 (Å) of M-methyl pyr-
idinium nitrate gave BE with the strongest electrostatic interaction between the cation
and anion of the studied compounds.

6.4 Conclusions

Extensive theoretical evaluation and discussion on the basic chemistry of methyl-
substituted pyridinium-based ionic liquids in the aspect of reactivity, stability, and
interaction has been provided in this study. Key findings have beenmade theoretically.
However, experimental work is needed to validate the theoretical study. From our
findings, methyl substitution on the various positions of pyridinium hydrogen nitrate,
shows the meta position is least stable while the ortho position is the most stable.
Moreover, methyl group is electron deficient. Thus, PHN complex is the best electron
donor while the substituted derivatives act as electron acceptors due to the presence of
methyl group substituent which is observed to be electron deficient as a result of its
withdrawal effect from the aromatic ring. Furthermore, we were able to establish an
interesting trend in the stability of the studied compounds from O-MPHN > PHN > P-
MPHN > M-MPHN based on the hyperconjugative interaction (stabilization energy) of
the most significant interaction
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7 Chemical computational approaches for
optimization of effective surfactants in
enhanced oil recovery

Abstract: The surfactant flooding becomes an attractive method among several
Enhanced Oil Recovery (EOR) processes to improve the recovery of residual oil left
behind in the reservoir after secondary oil recovery process. The designing of a new
effective surfactant is a comparatively complex and often time consuming process as
well as cost-effective due to its dependency on the crude oil and reservoir properties.
An alternative chemical computational approach is focused in this article to optimize
the performance of effective surfactant system for EOR. The molecular dynamics (MD),
dissipative particle dynamics (DPD) and density functional theory (DFT) simulations
aremostly used chemical computational approaches to study the behaviour inmultiple
phase systems like surfactant/oil/brine. This article highlighted a review on the impact
of surfactant head group structure on oil/water interfacial property like interfacial
tensions, interface formation energy, interfacial thickness by MD simulation. The ef-
fect of entropy in micelle formation has also discussed through MD simulation. The
polarity, dipole moment, charge distribution and molecular structure optimization
have been illustrated by DFT. A relatively new coarse-grained method, DPD is also
emphasized the phase behaviour of surfactant/oil/brine as well as polymer-surfactant
complex system.

Keywords: computational modeling, density functional theory, dissipative particle
dynamics, interfacial tensions, molecular dynamics simulation, oil–water interface

7.1 Introduction

Energy from various fossil fuels like oil, coal, natural gas, etc. has become an important
factor of the global economic development for past century. Among these natural fuels,
petroleum remains the main power source [1–3]. It has been predicted that the global
energy consumption will increase by 1.7% per annum in barrels of the oil production
between 2020 and 2030, as the projected oil utilization is to be reached about 15.3
billion tons yearly. Hence, if this intensity of demand will carry, the availability of
crude oil in the reservoirs can fulfill this requirement by around next 40 years [4, 5].

*Corresponding author: Abhijit Samanta, School of Engineering and Applied Sciences, The Neotia
University, Sarisha, West Bengal 743368, India, E-mail: abhijit.ism08@hotmail.com
Tandrima Banerjee, Department of Chemical Sciences, Indian Institute of Science Education and
Research (IISER) Kolkata, West Bengal 741246, India

This article has previously been published in the journal Physical Sciences Reviews. Please cite as: T. Banerjee
and A. Samanta “Chemical computational approaches for optimization of effective surfactants in enhanced oil
recovery” Physical Sciences Reviews [Online] 2021, 7. DOI: 10.1515/psr-2020-0098 | https://doi.org/10.1515/
9783110739763-007

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Therefore, it has become crucial to increase the present production efficiency in the
next few decades, which can be reached by enhancing the oil production from existing
reservoirs or discovering new oil fields. The implicational of conventional oil recovery
methods using primary and secondary recovery process is able to produce only ∼30–
40% of the oil exists in an oil reservoir [6–9]. The primary recovery is the step to use an
attempt to recover oil initially from a reservoir by the inherent reservoir pressure. Then
remaining trapped oil is recovered by injecting seawater or gas after the dissipation of
the initial reservoir pressure (secondary recovery) [10]. Tertiary recovery, also known as
enhanced oil recovery (EOR) technology is applied to boost the extraction of residual
oil which cannot be recovered after water or brine flooding [11–14]. Among different
EOR techniques, chemical enhanced oil recovery (cEOR) becomes an attractive and
potential technology existing to boost the recovery of remaining oil and the surfactant
flooding process is one of promising cEOR methods implemented globally using
different surfactants [15, 16].

Surfactants consist of both the hydrophilic and hydrophobic groups and have
capacity to decrease the surface tension of air/water and oil/water interfaces; conse-
quently it reduces the capillary forces betweenwater and oil within the reservoir pores,
which leads to recover the trapped oil easily [17–21]. Other oil recovery mechanisms by
application of surfactants also include formation of microemulsification, the wetta-
bility alteration of reservoir rock, and improvement of the interfacial rheological
properties [22–27]. Several researchers have been described about the application of a
large number of surfactants in both the laboratory and field tests [28–30]. Selection of
appropriate surfactants is the key factor for surfactant flooding which depends on a
series factors such as surfactant architecture, physicochemical properties of reservoir
like salinity, pH, temperature, formation type, permeability and porosity of rock; and
other factors for example surfactant cost, adsorption of the surfactant, and, ultimately,
oil recovery efficiency. Applications of commercial synthetic surfactants with high
concentration have high cost effect to achieve satisfactory results [14, 31].

Therefore oil industry is facing the challenges today to predict numerous funda-
mental characteristics of the interfaces of surfactant–solvent systems such as surface
properties, IFT, contact angles and adsorption isotherms etc. Now-a-days, chemical
computational approaches become one of the most interesting methods with the
advancement of computational capacities of modern PCs. The surfactant adsorption
isotherm, surface activity and contact angle can be predicted through the first principles
molecular modeling computations. Advanced computational chemistry research has
been developed in such a ways that the experimental results of a systems can also be
describedwith a satisfactory solution and supplementedwith molecular dynamics (MD)
simulation [32–35], density gradient [36, 37] and density functional theory (DFT) [38],
dissipative particle dynamics (DPD) methods within coarse-grained approach [39, 40],
and self-consistent field theory [41]. Several research reports have been exemplified
about the applications of MD, DPD and DFT simulation modeling to determine the
molecular structure, IFT and different thermodynamics properties of surfactant
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molecules. The microscopic structures and IFT of the mixed surfactant from sodium
dodecyl sulfate (SDS)/C4mimBr were studied at the water/hexane interface by MD
simulation [42]. Different thermodynamic parameters of the anionic, nonionic, zwitter-
ionic and gemini surfactants were determined by MD modeling, where it has been
observed that the micellization process is an entropy-driven process and decreases with
increasing temperature [43]. The MD studies of zwitterionic surfactant like sulfobetaine
type surfactantwere performedbyGROMACS,which showed that the IFTwas reachedup
to 1.6mN·m−1,when thenumber of surfactantswasup to 134at thedecane/water interface
[44]. The MD simulation studies of aqueous solution of curcumin and dodecyl-
trimethylammonium bromide (DTAB) showed that two different aggregation states
namely monomer and pre-micelle state of DTAB were interacted with curcumin through
electrostaticandhydrophobic interactions, respectively [45]. TheDPDsimulation studyof
the phase transition of aqueous solution of SDS has performed using the coarse-gained
models of SDS and obtained a comparative result on critical micelle concentration (CMC)
value of SDS with experimentally observed value [46]. The DPD simulation has showed
that the average aggregation numbers (AN) ofmicelles in aqueous solutions of surfactant
oligomers raise with a power law of AN ∼ ca while the surfactant concentration c≫ CMC
and the self-diffusion coefficients (D) also decrease with a power law of D ∼ c−a while
wormlikemicelles are formed [47]. The classical DFT, also known as interfacial statistical
associating fluid theory, has been applied for a better understanding of effect of the
molecular architecture of surfactant onmicellization and interfacial properties [48]. Chen
et al. [49] have optimized that the formation of an anionic surfactant complexes
CH3(CH2)7OSO−3(H2O)n (n = 0–6) with DFT method and also calculated their molecular
frequencies at the air/water interface. Some primary thermodynamic parameters of a
binary mixture containing SDS in aqueous tartrazine (TAR) have been evaluated by
calculating the frequency of molecular orbital energies in relation to pre- and post-
micellization processes using computational DFT approach [50]. The adsorption and
surface tension isotherms at the air/water or oil/water interface with different nonionic
surfactants have been calculated using the DFT [51]. Therefore, this article reviewed the
modern computationalmodelingmethods to optimize the performance of best surfactant
at the oil/water interfaces from the perspective of its applications in EOR using the MD,
DPD and DFT simulations.

7.2 Fundamentals of use of surfactant in EOR

The oil recovery (NP) in cEOR can be represented by Eq. (7.1):

NP = EDEAEVI(
SOVP

BO
) (7.1)

where ED is the pore to pore displacement efficiency (microscopic efficiency) which can
improve by the addition of alkali and surfactant; EA is the areal displacement efficiency
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which can improve by addition of polymer [52–54]; EVI is the vertical displacement
efficiency which can also improve by polymer addition; both the EA and EVI are known

as macroscopic efficiencies [55–58] and (

SOVP
BO

)the stock tank oil saturation.

Water or brine flooding during secondary recovery can’t displace the trapped oil
due to high capillary forces. The pore to pore displacement efficiency can be enhanced
by reducing the capillary forces and IFT of oil/water interface. Equation (7.2) describes
the correlation between the viscous forces and the capillary forces by a dimensionless
number, known as capillary number [59].

Capillary number(Nca) = μν
γ cos θ

(7.2)

where μ, v, γ and θ denote the viscosity of the aqueous phase, velocity, IFT between oil
andwater, and contact angle respectively. The oil recovery and sweeping of residual oil
are directly dependent on capillary number which is generally ranges from 10−7 to 10−6

in case of conventional brine flooding. It has been reported that if Nca increases from
10−4 to 10−3, the residual oil saturation reduces to 90% [60], and whenNca reaches 10

−2,
the residual oil saturation approaches to zero [61]. Application of surfactantswith brine
during cEOR process can reduce the IFT from 20 to 30 mN/m to a range of 10−2–10−3 to
achieve sufficient oil recovery [62, 63].

7.3 Chemical computational approaches for surfactant

This part of the article describes the fundamental theory of different chemical
computational approaches used for oil recovery research such as MD and DPD simu-
lation methods.

7.3.1 Molecular dynamics (MD) simulation

The MD simulation is an important chemical computational approach widely applied in
the fields of structure, dynamics and thermodynamics of molecular systems. This
method has attracted the oil recovery research community rapidly as it can greatly relate
and interpret experimental results with the simulated processes of themodel system at a
microscopic level under the controlled conditions [64–67]. This MD simulation method
helps to formulate a new effective surfactant system without costly laboratory experi-
ments. The formulation of effective surfactant is often a time consuming process as the
physicochemical properties of surfactant mainly depends on the composition of the
crude oil and surfactant system. The main objective of MD simulation is to link between
experimental results and theoretical model, by which the interactions between mole-
cules and their bulk properties can be predicted. One of the main advantages of this
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method is it can be applied on systems even under difficult or impossible in laboratory
conditions like very high temperature and pressure. The basic theory and fundamental
equations of MD simulation approach is discussed in the next part.

7.3.1.1 Equations of motion and potential energy

The MD method is based on the solution of Newton’s equation of motion of a set of
interacting atoms and calculations of the microscopic and macroscopic properties
using the resulting trajectories of interactions. Applying Newton’s equations of motion
for a set of interacting atoms represents (Eq. (7.3)):

d r
.

i

dt
= v

.
i

mi
d2 r

.
i

dt2
= mi

d v
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i

dt
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⎪

⎬

⎪

⎪

⎪
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⎭

(7.3)

where r
.

i, v
.

i,mi and F
.

i are the positions, velocity, mass, and force vectors of i-th atom
respectively.

Firstly one has to give the details of initial positions and velocities of the atoms to
start a simulation. To specify the initial positions may be assigned arbitrarily and
positioned in a simple cube and its value may taken from a theoretical model or
sometimes obtained from laboratory investigation. On the other hand, the initial ve-
locities can also be chosen arbitrarily from Boltzmann distribution at the temperature
of concern [68].

7.3.1.2 Force fields

Considering N numbers of atoms are interacting in a system, the force, F
.

i is obtained
from the potential energy gradient function (Eq. (7.4)):

F
.

i = −∇ r
.

i
U( r

.
1, r

.
2, r

.
3 … r

.
n) (7.4)

The potential energy U( r.1, r
.

2, r
.

3 … r
.

n) is calculated from the summation of bonded
and non-bonded interaction energies which are generally due to intermolecular, Van
der Waals (vdW) and electrostatics forces [69]:

U( r
.

1, r
.

2, r
.

3... r
.

n) = ∑
bonds

ai

2
(ri − ri0)2 + ∑

angles

bi

2
(θi − θi0)2 + ∑
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ci
2
[ 1 +cos(nωi − γ)i]

+ ∑
atom pairs

4ϵij[ (

σij

rij
)

12

−(σij

rij
)

6

] + ∑
atom pairs

qiqj
4πϵ0ϵrrij

(7.5)
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The first term in the equation (Eq. (7.5)) describes the bonded potential modeling for all
the covalent bonds present in a molecular configuration, where ri and ri0 denote the
bond length and equilibriumbond length respectively. The angle of potentialmodeling
is described by second term for the angle formation between two bonds sharing a
commonatom,where θi= the corresponding bond angle and θi0 = its equilibriumvalue.
ai and bi are describes as the force constants for the bonded and angle potentials. The
third term denotes for the torsion angle potential, which is used to restrict the circular
movement of four consecutive bonded atoms around the chemical bond. In this term
the periodic energy can be determined by the periodicity n, the rotational energy
barriers is given by ci and the current dihedral angle and the phase angle are given byωi

and γi respectively.
TheVan derWaals (vdW) repulsive and attractive inter-atomic forces are described

by the fourth term, where εij, rij and σij are the minimum (well depth) of the potential,
distance and collision diameter for atoms i and j respectively. The vdW interactions are
calculated by applying the Lorentz–Berthelot combination rules, which are repre-

sented by ϵij = ̅̅̅ϵiϵj
√

and σij = (

σi+σj

2 )[70]. Here, the terms εi, εj, σi and σj indicate the

well depths and the collision diameters for the atoms i and j respectively.
The Coulomb potential is illustrated by the last term in Eq. (7.5), where qi and qj are

charges of the atoms, and ε0 and εr are the dielectric permittivity of vacuum and the relative
dielectric constant of a medium in which the atoms i and j are located, respectively.

7.3.1.3 Leap-frog algorithm

The leap-frog algorithm is used for integrating the equations of motion during the MD
simulation process [68, 71]. Approximation for the position and dynamic properties
(velocities and accelerations) is given by Eqs. (7.6) and (7.7).

r
.

i(t + Δt) = r
.

i(t) + Δt v.i(t + 1
2
Δt) (7.6)

v
.

i(t + 1
2
Δt) = v

.
i(t − 1

2
Δt) + Δt a.i(t) (7.7)

To apply the leap-frog algorithm, at first the velocities v
.

i(t + 1
2Δt) are computed from

the velocities at time (t − 1
2Δt) and the accelerations at time t together with Δt (Eq. (7.7)).

Then the positions r
.

i(t + Δt) are determined from the positions at time t and the
calculated velocities together with Δt (Eq. (7.6)). Therefore, the velocity at time t can be
determined by Eq. (7.8).
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v
.

i(t) = 1
2
[ v

.
i (t + 1

2
Δt) + v

.
i(t − 1

2
Δt)] (7.8)

As a result the velocities leap-frog over the positions is given by the values at (t + 1
2Δt)

and the positions then leap over the velocities at time t + Δt. Then the user can specify
the integration time step Δt. The simulation becomes unstable with too large time step
due to increase the energy whereas a large amount of computational time requires for
too small time step. The best possible alternative of the time step in the system is
considered roughly as a factor of one-tenth of the fastest time scale.

7.3.1.4 Treatment of non-bonded interactions

Force calculation is the most prolonged process in MD modeling, particularly compu-
tation of the vdW and electrostatic interactions for each pair of interacting atoms [72]. A
cut-off distance can be used to save the time and costs of computational procedures by
the approximation of the calculation. That means the interactions between two atoms
have taken apart by a distance greater than the given cut-off distance are not considered.
This is the best method for computation of the vdW forces, which rapidly disappear at
longer distance. However the electrostatic interactions gradually reduce with the dis-
tance. Significant errors canbe occurredafter theyare computedat the cut-off distance.A
number of approximation algorithms are available to control this issue, and example of
onemethod is to split it into two components viz. short-range and long-range. The short-
range component canbemeasured in real space,whereas the long-range component can
be determined using Fourier space. The Fourier-based particle-mesh Ewald (PME)
method can be employed in the MD simulations [73, 74].

7.3.1.5 Boundary condition

To calculate the macroscopic properties of any system, at first one has to simulate small
system under proper boundary condition in MD simulation and then compute for bulk
properties. There are a number of methods can apply the boundary condition in MD
simulation.

The periodic boundary condition (PBC) is widely applied in MD simulation to
eliminate boundary effects for the reason of finite size [75, 76]. The PBC simulation cell is
schematically represented in all directions to shape an infinite lattice as depicted in
Figure 7.1. The particle in the central cell is only accounted during simulation process,
when a central cell particle shifts and its periodic image in the every adjoining cell also
moves in the similar way. When a particle leaves the central cell its periodic represen-
tation approaches from the opposite face. Therefore, it may consider that the number of
particles in the central cell is conserved and no rigid boundaries are required during the
simulation process. So, a range of cell sizes and shapes can be used as PBC to perform
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simulations and this has also important implication to compute the interaction energy
and hence forces.

7.3.1.6 Ensemble

In MD simulation if the number of atoms (N ), box volume (V ), and total energy (E ) are
set as constant then it is considered as microcaonical (NVE) ensemble [77, 78].
Generally, the small part of a large simulation system is considered as a canonical
system. Temperatures may be considered approximately constant if the temperature
fluctuations for large NVE systems are small. Sometimes the canonical ensembles in
simulating system are required either constant temperature (NVT) or constant pressure
and temperature (NPT). Sometimes the controlled Hamiltonian equation of motion
needs to be solved for the simulation in canonical ensemble to obtain the required
ensemble. Nose and Hoover have formulated an extended system Hamiltonian dy-
namics to simulate the NVT and NPT ensembles [79].

7.3.2 Dissipative particle dynamics (DPD) simulation

The DPD simulation is applied to simulate to equilibrium and dynamical properties of
fluids [80–83]. This type of mesoscopic simulation procedure was first introduced by
Hoogerbrugge andKoelman in the year 1992 [84, 85] andconsequentlymodifiedbyGroot
et al. [80, 81, 86]. This technique has been used in diverse systems including aqueous
solutions of surfactants and polymer [87–89], colloidal suspensions [90], fluid flow in
porous media [91], and many more over last two decades. The term “bead” in DPD
simulation is known for different atoms those are coarse-grained into one particle. These

Figure 7.1: Schematic representation of
PBC. Central cell is highlighted for
simulation and surrounded by
neighbouring periodic images.

126 7 Chemical computational approaches

 EBSCOhost - printed on 2/13/2023 6:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



beads act together with one another through pair wise additive forces that conserve the
momentumand contribute exact hydrodynamic behaviour. The time of evolution ofDPD
beads is controlled by the Newton’s equations of motion like MD simulation (Eq. (7.3)).

The force F
.

i exerted on i-th bead is the summation of a conservative force (F.
C

ij ), a
dissipative force (F.

D

ij ) and a random force (F.
R

ij ) as shown in Eq. (7.9). These entire

forces generally work within a sphere of interaction which is known as the cut-off
length of a DPD system (rC).

F
.

i = mi
d v
.

i

dt
= ∑

j≠i
(F

.C

ij + F
.D

ij + F
.R

ij) (7.9)

7.3.2.1 Soft and repulsive potential

The conservative force (F.
C

ij ) is given by

F
.C

ij = {

aij 1 − rij/rC( )r̂ij, rij < rC
0, rij ≥ rC

(7.10)

where aij = the strength of the repulsive interaction between beads i and j, r
.

ij = r
.

j − r
.

i
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i and r
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. Note that F
.C

ij

is finite when r
.

j = 0 (i.e. overlapping of two DPD beads totally with one another) which
indicates that the DPD method is a soft potential. The main characteristic of this soft
potential permits a larger time scale in DPD application in comparison with MDmethod
where a theoretical-molecular model of the physical system is used to derive the soft

potential. A plot of conservative force (F.
C

ij ) versus distance (rij) is shown in Figure 7.2,

which shows that F
.C

ij ismodelled as a linear function of rijand F
.C

ij = 0 at the cut-off length

(rC). In the figure, the repulsion between the interacting beads is maximum, when aij is
constant.

Figure 7.2: (A) definition of distance rij and (B) plot of the conservative force versus distance rij.
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The dissipative force (F.
D

ij ) is expressed in terms of friction and energy dissipation

as bead i passes bead j and given by:

F
.D

ij = −γωD
(rij)( r

.
ij . v

.
ij)̂rij (7.11)

where γ = the friction coefficient parameter, ωD(rij) = the dissipative weight function
vanishing for rij > rC, and v

.
ij = v

.
j − v

.
i.

The random force (F.
R

ij ) illustrates the loss of kinetic energy from dissipation and

expresses as

F
.R

ij = σωR
(rij)θijr̂ij (7.12)

where σ = strength of the random force, ωR(rij) = random weight function which is
vanishing for rij > rC, and θij = randomly fluctuating variable with uniform distribution
and unit variance (Gaussian Statistics): 〈θij(t)θkl(t′)〉 = (δikδjl + δilδjk)δ(t − t′), where δij
is the Kronecker delta and δ(t − t ′) is the Dirac delta function.

Any one of the two weight functions (ωD and ωR) can be determined by the

relationship ωD(rij) = [ωR(rij)]2, when another is selected arbitrarily [92]. The weight
function may be usually chosen as [80]:

ωD
(rij) = {

(1 − rij)
2, for rij < rC

0, for rij ≥ rC
(7.13)

The friction coefficient (γ) is expressed by the relation σ2 = 2γkBT that relates the
strength of random and the friction coefficient that implies that a constant temperature
maintained during simulation. Where T = absolute temperature of the system and
kB = the Boltzmann constant. Generally kBT is set as one during DPD simulations
processes.

7.3.2.2 Spring force

The DPD simulations can be applied to configure surfactant architectures by modifi-

cation of hydrophilic head and hydrophobic tail beads. A spring force (F.
S

ij) has been set
into the simulations to illustrate the limitations between the bonded successive beads
within a surfactant molecule and is expressed by

F
.S

ij = −kS(1−rijr0)r̂ij (7.14)

where kS = spring constant and r0 = equilibrium bond length.

Therefore the total force (F.ij) on the DPD beads is expressed by the combination of
the spring force as below (Eq. (7.15))
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ij + F
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ij) (7.15)

7.3.2.3 Modified velocity Verlet algorithm

The modified velocity Verlet algorithm is applied to solve the equations of motions as
describes below [80].
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(7.16)

where r
.

i(t) = position for bead i at time t, f
.

i(t) = force for bead i at time t,
v
.′

i(t) = predicted velocities at time t, v
.

i(t) = corrected velocities at time t, Δ t = inte-
gration time step and λ = an adjustable parameter in the range 0–1, most preferable
value is found as 0.5.

7.3.2.4 Units of length and time

Application of the reduced units of length and times are very much important for cal-
culations of all parameters in DPD simulation. The unit of length is signified by the DPD
cut-off length rC , unit of energy is denoted by kBT and the unit of mass is considered as
masses of beads. For example, if the degree of coarse graining of waterNm = 5 represents

that each water bead contains five water molecules and has volume Vb ≃ 150Å
3
[93].

During DPD simulation, the reduced density of oneDPDbead (i.e. the average number of

beads in 1r3C) is set to ρ= 5 and consequently rC = ̅̅̅̅̅̅

5 × 1503
√ = 9.0856Å. The time scale can

be estimated by comparing the self-diffusion constant of water and the calculated time
constant of the simulation is given as [81]

τ = (Nm Dsimr3C)
DWater

(7.17)

where τ = DPD time constant
Dsim = simulated water self-diffusion coefficient, and
DWater = experimental water self-diffusion coefficient

When aii = 15kBT/rC, Dsim = 3.0615r2C/τ.
For DWater = 2.43 × 10−3cm2/s calculated τ = 5.2 ps.
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7.4 Application of chemical computational
approaches

7.4.1 Application of MD and DFT Simulation in EOR

The molecular dynamics (MD) technique has been extensively applied to model the
complex systems like oil/brine/surfactant and hence it is rapidly gaining importance in
EOR process [94–100]. It relates the experimental results at a microscopic level with the
simulated processes under control of components and conditions. MD simulations are
helpful in modeling of a new surfactant based on the change of nature of IFT, interface
formationenergyand interfacial thickness due towater and surfactant interaction. It also
provides an idea about the mechanism of influence of molecular configuration on IFT
[101]. Atomistic molecular dynamics simulations are also used for wettability alteration
of oil-wet carbonate reservoirs, which is one of the significant mechanisms in EOR using
non-ionic and anionic surfactants [102]. The micellization ability and calculation of
thermodynamic properties of anionic, nonionic, zwitterionic and gemini surfactants can
also be investigated through MD simulations. This study also helps to provide detailed
information about the effects of molecular arrangement of surfactant and their physi-
ochemical characteristics in aqueous medium on micelle formation [103]. The simula-
tions of self-assembled micelles of anionic (SDS) and cationic surfactants (CTAB) have
been performed to obtain detailed atomistic information of micellar structures though
MD simulations with COSMOmic (an extension of COSMO-RS) [104].

7.4.1.1 Different computational methods of MD simulations

The adsorptionof surfactantmolecules on theoil/water interface creates a self-aggregated
monolayer that increases the interfacial interactions like interaction between water and
surfactant hydrophilic head group, and oil and surfactant hydrophobic tail [105–110]. In
general these interactions can reduce the oil/water IFT. In order to investigate the inter-
facial characteristics of surfactant/oil/water systems, several laboratory investigational
and theoretical researches have been conducted. One of MD simulation software, Mate-
rials Studio 4.0 software is used for simulating and modeling of surfactant molecules of
using PCFF force field [111]. Sometimes short NPT ensembles MD simulations have been
conducted to frozen the surfactant head groups and water molecules under certain
temperature and themolecules are unfrozened to conduct NVT ensemblesMD simulation
for statistical property calculation. Other computational tools like Verlet algorithm used
for integration [112], Andersen thermostat for temperature control [113, 114] andBerendsen
method for pressure control [114] are applied for simulation. Charge Group method is
applied for the calculation of non-bond interactions [115].

DFT is generally applied for calculation of the electron distribution and molecular
polarity of a molecule. The electron distribution of a molecule can be estimated by
GGA/PBE method based on a set of a double zeta plus polarization (DNP) function
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[116, 117]. For example, themolecular polarity has been calculated by a water solvation
model with real space cut-off radius of 0.37 nm and the lowest end of the potential
energy surface is obtained by a frequency analysis.

Xu et al. [101] has investigated the the influencesof headgroup structure onoil–water
IFT of four anionic surfactants viz. SDS, sodium dodecyl sulfonate (SDSn), sodium
dodecyl benzene sulfonate (SDBS) and sodium dodecyl-di(oxyethylene) ether sulfate
(AES). In order to get an idea about the mechanism of interaction, a combination of MD
simulations technique and quantum mechanical calculations have been conducted to
find interfacial energy, interfacial thickness and interactionbetween surfactant andwater
molecule. It has been observed from the simulation studies that the decreasing capability
of IFT of these four surfactants follow the order: SDSn < SDS < SDBS < AES (Figure 7.3).
Since with decrease in the IFT of crude oil on rock, the work of adhesion decreases that
leads to easy desorption of the crude oil from the rock surface and helps in EOR.

Since IFT has direct relationship with the interface formation energy (IFE), the
interfacial thickness and interactions among surfactant, oil andwater, hence these three
parameters have been investigated by MD simulation studies. The IFE of single surfac-
tant molecule defined by Eq. (7.18) and the corresponding calculated values have been
tabulated in Table 7.1. The IFE values of four anionic surfactants obey the sequence as
AES > SDBS > SDS > SDSn, therefore the IFTs observe the reverse order as
AES < SDBS < SDS < SDSn. Another important parameter that effect IFT is interfacial
thickness of surfactants and pure oil/water system which can also be calculated by MD
simulation. If toil and twater are the interfacial thickness of pure oil/water systems, then
twater follows the sequence as SDSn < SDS < SDBS < AES and toil follows the order as
SDSn < SDS < AES < SDBS.

Interface formation energy(IFE) = Etotal − (n×Esurfactant, single × Edodecane−water)
n

(7.18)

where Etotal = energy of the whole system

Figure 7.3: IFT of the four anionic surfactant systems [101]. Copyright © 2013 Elsevier.
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Esurfactant,single = energy of one single surfactant molecule and
Edodecane-water = energy of pure dodecane/water system (n is the number of sur-

factant molecules).
Reduction of IFT also depends on the interaction between hydrophilic head

group of surfactant molecules and water which is mainly due to the contribution of
polar atoms present in both water and surfactant head group. The polarity of the
surfactants is obtained from DFT calculations and observes the sequence as
AES > SDBS > SDS > SDSn. Since the total hydration number of surfactant depends on
the polarity hence the order of total hydration number of surfactants must follow the
sequence as AES > SDBS > SDS > SDSn. Again greater the hydration number stronger
will be the interaction which will lead to lowering of IFT, hence IFTs obey the order
SDSn > SDS > SDBS > AES, which is accordance with previous results. The charge distri-
bution of the anionic parts of above four surfactants have been calculated which suggest
that the polarity of those surfactantsmay follow the sequence asAES > SDBS > SDS > SDSn
and these are verified by their dipole moment calculations (Figure 7.4).

The mechanism of surfactant flooding in EOR process in oil-wet carbonate reser-
voirs is mainly depends on the wettability alteration of the reservoir rock. The wetting
nature of the carbonate rock is oil-wet due to adsorption of the polar components in
crude oil on the rock surfaces. The reservoir rock becomes oil-wet to water-wet on
addition of surfactant as the hydrophilic head groups are adsorbed on the rock surfaces
and hydrophobic segments are adsorbed on the non-polar oil phase. The wettability of
a system is investigated through the GROMACS 5.1.2 software using CHARMM36 force
field in the MD simulations process [118, 119]. PBC are implemented in all directions.
The Van derWaals interactions are obtained from Lennard–Jones (LJ) potentials with a
certain cut-off distance and the long-range electrostatic forces are calculated applying
the PME algorithm. Bai et al. [102] have constructed some realistic models to under-
stand the influence of surfactant on the wettability of calcite surfaces using a calcite
pore and a crude oil. They have used SPCFW model for water [120] and simulations
were performed at 1 bar pressure and constant temperature at 300 K controlled by the
Nosé–Hoover thermostat. The pressure wasmanaged either by the Parrinello–Rahman
barostat for NPT type simulation or by pistons made of dummy atoms for NVT type
simulation. TheMD simulationswith forced flooding has been investigated by combing

Table .: IFE of different oil–water and surfactant mixtures []. Copyright ©  Elsevier.

Systems Energy (kJ/mol)

ESurfactant, single EOil–water ETotal IFE

SDSn −. −. −. −.
SDS −. −. −. −.
SDBS . −. −. −.
AES −. −. −. −.
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the calcite surface in the corner geometry and a multi-components oil model based on
GC–MS analysis of a real crude oil. The simulation studies for flooding have described
that the wettability alteration of a corner system are observed both for an anionic
surfactant, octadeca ethylene glycol monodecyl ether (CH3(CH2)12(OCH2CH2)18OH) and
a nonionic surfactant, ammonium decylsulfate (CH3(CH2)9OSO3)

−(NH4)
+).

Another software Gaussian 09 using the B3LYP/6-31G was used for DFT calcula-
tions to know the effect of the microscopic charge distribution on the surfactant
molecule. Here the polarized continuum model (PCM) is used to simulate water (sol-
vent) molecules. Fully optimized molecular geometries with the Merz–Singh–Kollman
(MK) scheme were used for determining the partial charges [121, 122].

The ability of the wettability alteration of both the anionic and non-ionic
surfactants can be determined by comparing the surfactant flooding with just brine
flooding. Figure 7.5 compares different surfactant flooding after brine flooding on
different calcite models. The figure illustrates that the images for (i) brine flooding are

Figure 7.4: Charge distributions of the anionic parts of surfactants [101]. Copyright © 2013 Elsevier.
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represented by A–C, (ii) non-ionic surfactant flooding by D–F and (iii) anionic sur-
factant flooding by G–I. The snapshots of the cross section of the corner models of
upper, middle and lower images are taken at 0, 10, and 20 ns from the beginning of the
simulations studies respectively. The orange and green colours signify for surfactants
and oil, and water molecules are not represented for clearness.

The ratio of polar to non-polar molecules in the remaining oil is also responsible for
wettability alteration. Figure 7.6 represents the mole percentage of the ratios between
polar and non-polar constituents of the residual oil with simulation timing during sur-
factant andbrineflooding. It reveals that the surfactantmolecules facilitate the extraction
of polar components from the reservoir surface compared to the brine known as the
“surface cleaning mechanism”. It has been observed that neither anionic nor nonionic
surfactants canconfigure the ionpairswith carboxylicacids, thesekindof effects canonly

Figure 7.5: Screenshots of themodel calcite corner geometry during simulation at 0, 10, and 20 ns of
brine and surfactant flooding from beginning of the simulation [102]. Copyright © 2020 American
Chemical Society.
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be originated by the Van der Waals and weak electrostatic interactions among the sur-
factant molecules and carboxylic acids, which provides a “drag” effect operating along
with the aqueous phase. Terrón-Mejía et al. [123] have also informed similar type of
mechanism in a coarse-grained DPD simulation study. The polar to non-polar of anionic
surfactant is higher than that of the non-ionic surfactant due to theweaker intermolecular
interaction of anionic surfactant within the oil compared to the non-ionic one.

Alongwith Interfacial interaction andwettability, the self-assembling of surfactant
molecules has taken part as a significant role in EOR techniques. The micelles for-
mation and the configuration of micelles are governed by thermodynamic properties.
The thermodynamic properties of anionic, nonionic, zwitterion and gemini surfactants
are calculated by MD simulation [103]. The entropy is the key factor for the develop-
ment of micellization and the entropy-driven contribution reduces with rising of
temperature. To calculate the thermodynamics properties of micellization, at first
different surfactants are drawn by the ChemDraw software, subsequently the struc-
tures are optimized applying the B3LYP/6-31+g(d) basis set in GAMESS (US) [124] and
the charge distribution is determined by the MK approaches [125]. GROMACS (5.1.2) is
the simulation tool using GROMOS 53a6 force field [126, 127]. The force field parameters
are corrected through the Automated Topology Builder (ATB) [128]. Then SD frog
hopping algorithm is applied for simulation calculations. Langevin piston method is
used for temperature coupling. NVT and NPT ensembles are selected and then

ΔGθ
m,ΔH

θ
m and ΔSθm are calculated at different temperature for different types of

surfactant.

Figure 7.6: Progression of % of molar ratio between polar and non-polar components in the residual
oil during surfactant flooding simulations [102].
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ΔGθ
m is related to the critical micelle concentration (CMC) by the following relation:

ΔGθ
m = 2RTlnCMC or ΔGθ

m = 2RTlnCMC

ΔHθ
m = −2RT2
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∂lnCMC
∂T
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(7.19)

where R is the universal gas constant and T is the absolute temperature.
Thus smaller the value of change in Gibbs free energy, greater is the stability of the

surfactant molecules. With rise in temperature, the hydrogen bonding between the
oxygen atom of the head group of surfactant molecule and water is ruptured and
enhances micelle formation. Thus comparisons of the properties of several surfactant
molecules have been described that the sequence of micellization at the same tem-
perature follows as gemini surfactant > zwitterionic surfactant > non-ionic surfac-
tant > anionic surfactant (Figure 7.7). The entropy plays a major role in micelle
formation at different temperatures, but with increase in temperature the contribution
of entropy decreases and enthalpy increases.

Storm et al. [104] have investigated the size, shape and density profile of multiple
self-assembled micelles of an anionic (SDS) and a cationic surfactant (Cetyltrimethyl
ammoniumbromide, CTAB) at different concentration in order to find their influences on
partition equilibria. For these purposes they have combined all atoms in MD simulation
with COSMOmic software, which is an extension of COSMO-RS [129]. For simulation in
GROMACS 4.5.3 with CHARMM36 additive force field is also carried out to reproduce
quantum mechanical (QM) energies modifying Lennar–Jones (LJ) potentials [130]. A
short simulation process in the NVT ensemble has performed using the Nosé–Hoover
thermostat. After these initialization steps, all simulations are performed in the NPT
ensemble using the Nosé-Hoover thermostat and the Parrinello–Rahman barostat. For

Figure 7.7: The plot of ln(CMC)
versus T/K of four different types of
surfactant [103]. Copyright © The
Royal Society of Chemistry 2019.
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COSMOmic DFT/COSMO files wereworked out with Turbomole 5.10 on the BPTZVP level
using RI (resolution of the identity) approximation [131–133]. The schematic snaps of the
COSMO-RS and COSMOthe COSMO-RS are presented in Figures 7.8 and 7.9. In the case of
the COSMO-RS figure, a histogram of the COSMO surface polarization charge densities of
the surface fragments is shown in the upper diagram (σ-profile). Here σ is the conductor

Figure 7.8: Schematic diagram of the COSMO-RSmethod: upper diagram is a histogram for σ-profile
and lower diagram is for solvent σ-profile [134]. Copyright © the Owner Societies 2019.

Figure 7.9: Schematic diagram of COSMOmic
method [134]. Copyright © the Owner Societies
2019.
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polarization charge density. The lower diagram signifies the solvent σ-profile diagram
where calculation of the chemical potential of each molecule is done by the solvent
σ-potential to the surface segments of the solute. In COSMO σ-profiles andσ-potentials of
the layers are estimated considering all positions and orientations of a solute molecule
are calculated from the state specific free energy from the local σ-potentials. A new
methodof rigorous extensionofCOSMO-RS isCOSMOplex,which is applied topredict the
structure and properties of much broader range of complex, self-aggregating inhomo-
geneous systems like micelles, microemulsions and liquid–liquid interfaces [134].

7.4.2 Application of DPD simulation in EOR

As inMD simulations all atomic degrees of freedom are taken into account, it became a
time consuming process especially for complex systemwithmanymolecules. The DPD
simulation is chosen for surfactant molecule. The properties polymer-surfactant ag-
gregation can be investigated using DPD method for a polymer-surfactant-water sys-
tem. In order to achieve the chemical potential of a surfactant molecule, the Wisdom
InsertionMethod is used. It was observed from the experiment that on addition of small
amount of surfactant, the polymer shrink and then with increase in the surfactant
concentration it passes through the minimum (Figure 7.10).

Depending upon the polymer-surfactant interaction, the surfactant adsorption on
polymer is occurred by two modes – (i) continuous adsorption and (ii) adsorption of
surfactant by discretemicelles.When the polymer and surfactant interaction is governed

Figure 7.10: Plot of Polymer endpoint separation versus square root of added volume fraction of
surfactant in the simulation box [133].
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by tail group of surfactant thenmechanism (i) is followed and if the interaction depends
on surfactant head group thenmechanism (ii) is followed. In that case, the size ofmicelle
decreases with increase in hydrophobic groups in polymer.

Themicroemulsionproperties such as optimumsalinity can be efficiently calculated
and implemented on DPD level by a new method called Method of Moments [135]. The
surfactant/oil/brine interface is simulated to determine the (lateral) stress profile and its
moments by thismethod. Thismethod is computationally fast, flexible and can apply for
themixtures of surfactants, solvents, complex oils, etc. Culgi software package is used in
DPD simulation. The capabilities of the DPD method to simulate oil/brine/surfactant
systems are illustrated below with a few examples of simulations.

An entire molecule or a molecular fragment is represented as one particle or “bead”
in DPD method. The DPD simulation study by Buijse et al. [135] has considered the SDS
molecule is represented by five connected beads: four tail-beads and one head-bead,
hexanemolecule as twobeads, octadecane as six beads andwater is representedby three
molecules per bead. The simulations have been performed in a simulation box of size
5 × 5 × 12 nm for SDS in hexane/water and octadecane/water at T = 298 K. The IFT is
calculated as a function of the area occupied by an SDS molecule at the interface of oil/
water with ∼100 SDS molecules, ∼900 hexane molecules and ∼4500 water molecules
(total number of beads: ∼3800).

Amixture of oil components can also be simulated by DPDmethod. The DPDdensity
profile study of an oil as a mixture of octadecane (C18) and propane (C3) in 60/40% and
brine solution (0.5 M NaCl) shows that the total density fluctuates close to the interfaces,
due to the repulsion between oil and water beads. From the density contributions of the
individual components it is clear the surfactant get adsorbed at the interface, while the
Na+ ions concentrate in a layer close to the anionic surfactant heads, as expected. One of
the interesting aspects of this simulation is the separation of oil components close to the
interface. The C3/C18 concentration ratio is significantly higher at the interface, compared
to bulk. This result reflects the different affinities of different oil components towards the
surfactant. Especially in crude oils, which are complex mixtures of many components,
this preferential partitioning of oil components at the interface can have a significant
effect on the IFT. Coarse grained simulation methods like DPD are quite suitable to study
these effects because complex systems, with many (different) molecules, can be simu-
lated in a relatively fast way. The constituents of system and number of surfactant mol-
ecules have played an important role to examine the properties of interfacial regions
between oil, water and different surfactant molecules. The interactions between a
nonionic surfactants (octaethylene glycol monododecyl ether, C12E8), an anionic sur-
factants (SDS) and oil/water have been reported using the coarse-grained modeling
technique in DPD simulations [136]. In this study, the ionic surfactant has beenmodelled
by adjusting the interface parameters as head–head and head–water interactions. The
DPDmodeling of SDS at oil/water interface has revealed that IFT is depended on the total
concentration of SDS and shown in Figure 7.11. It has been clearly observed that the IFT
value does not change beyond the micelle formation after CMC, which indicates that the
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interface becomes saturated at CMC and further addition of SDS can’t reach at the
interface. The simulation results also describes that the IFT value reduces linearly with
the concentration below its CMC. A typical plot of IFT as a function of total surfactant
concentration is also presented here. The simulation process with longer surfactant like
C12E8becomesmore complicateddue to the steric effect; hence intramolecular angles are
required to incorporate during simulation in DPD model. During this study the surface
excess value is taken quite similar as SDS (3.3 and 2.4 × 10−10 mol/cm2) and the number of
surfactant beads is considered as double of SDS on the interface as the length of C12E8 is
twice compared toSDS length. The simulation results have shown that the variationof IFT
with concentrationof C12E8 is comparable to that of SDS, but theCMC is observedat lower
than SDS (Figure 7.12). This study is consistent with the Gibbs adsorption equation. The

Figure 7.12: Plot of IFT versus total concentration of C12E8. Images of DPD simulations for
interactions between surfactant molecules and oil/water interface (where surfactant heads and tails
are revealed in red and blue beads, and oils and water molecules are shown as orange and gray
beads) [136]. Copyright © 2018 AIP Publishing.

Figure 7.11: Plot of IFT versus total concentration of SDS. Images of DPD simulations for interactions
between surfactant molecules and oil/water interface (where surfactant heads and tails are revealed
in red and blue beads, and oils and water molecules are shown as orange and gray beads) [136].
Copyright © 2018 AIP Publishing.
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figure also shows that all theadded surfactant formsmicelles inwaterphaseafter theCMC
and the IFT doesnot changewith rising surfactant concentration due the saturation of the
interface with surfactant micelles.

7.5 Conclusions

Optimization of effective surfactant for cEOR is laboratory intense and time-consuming
mainly because of the complex nature of the crude oil and reservoir rock matrix. The
MD simulations reveal that the head group structure of surfactant have influence on
interface formation energy, interfacial thickness and the character of surfactants and
water interaction, these three parameters are the crucial factors for reduction of the
interfacial tensions. Some observations form simulation process specify that the
inferred interfacial tension obeys an order which is just reverse of the interfacial
thickness, interface formation energy and interaction behaviours of water and those
surfactant molecules. The polarity of surfactant molecules strongly depends on the
molecular structure and the polarity can be enhanced by adding oxygen, oxyethyl
group and benzene ring to the molecular structure of surfactants. A Novel, coarse
grained, molecular modeling methods such as DPD have the potential to support and
significantly speed up the surfactant screening process and the development of new
surfactant structures. Multi-component surfactants and oils can be simulated accu-
rately and relatively fast. Fine tuning of the DPD parameters describing the particle-
particle interaction potentials is required to obtain a good match with experimental
results. The DPD models for coarse-grained methods are also applied to find the
appropriate parameters to explain the behaviour of surfactants on oil/water inter-
face.Still there have several questions to fix the optimization of the effective surfactant
for EOR such as which head group configuration has the best effective hydrophilic
ability; what is the best surfactant polarity for IFT reduction; how physical parameters
like temperature and pressure influence the surfactant head group structure and
consequently the IFT; and which will be best ratio of hydrophilicity to hydrophobicity
of a surfactant molecule etc. Therefore, there will be enormous scopes of study to
develop better molecular structure of different surfactants by computational ap-
proaches. A deeper perceptive of the connection between surfactant configuration and
its effectiveness will attract the oil researchers extensively in a new direction of this
research.
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8 Determination of bulk and surface
properties of liquid Bi-Sn alloys using an
improved quasi-lattice theory

Abstract: The thermodynamic properties of Bi-Snwere studied at 600 and 900 K using
a quasi-lattice theory. After successful fitting of Gibbs free energies of mixing and
thermodynamic activities, the fitting parameters were used to investigate the enthalpy
of mixing, the entropy of mixing, concentration fluctuations, Warren-Cowley short-
range-order parameter, surface concentrations and surface tensions of the binary
systems. Positive and symmetrically shaped enthalpies of mixing were observed in all
composition range, while negative excess entropies of mixing were observed. Bi-Sn
showed a slight preference for like-atoms as nearest neighbours in all composition
range. The nature of atomic order in Bi-Sn at 600 and 900 K appeared similar. The
highest tendency for homocoordination exists at compositionwheremole fraction of Bi
is about 40%. It was also observed that Bi (whose surface tension is lower than that of
Sn) has the highest surface enrichment in the Bi-Sn systems. Unlike many previous
applications of the quasi-lattice theory where constant values were used to approxi-
mate coordination numbers, temperature and composition-dependent coordination
numbers were applied in this work.

Keywords: average coordination number; concentration fluctuations; lead-free solder;
surface concentration; surface tension.

8.1 Introduction

Before the last two decades, the eutectic Pb-Sn alloy has been the major soldering
material in the electronics industry. However, the toxic nature of Pb has led to the
restriction in the use of Pb-based materials, hence, the need for substitutes [1, 2]. Bi-Sn
andBi-Sn-based ternary systems have been identified as Pb-free solder candidates, due
to the low liquidus temperature of Bi-Sn [1]. Moreover, the determination of a good
solder candidate requires several other assessments, such as wettability, solidification
behaviour, solder joint strength, safety to the environment, electrical conductivity and
chemical stability [3]. Some researchers expect ternary and multi-component alloys to
be better solder candidates because they possess lower liquidus temperatures than
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their binary counterparts [4]. Notwithstanding, the understanding of the thermody-
namics of binary alloy systems is important in the study of their ternary and multi-
component systems [4, 5].

The thermodynamic properties of the Bi-Sn binary system have been studied both
experimentally and theoretically [6–13]. Some scientists have also worked on Bi-Sn-
based ternary and multi-component systems [3, 7, 8, 14–16]. Experimental thermody-
namic data (Gibbs free energies of mixing, entropies and enthalpies of mixing,
thermodynamic activities) of Bi-Sn for 600 K is available in binary alloy repository [9].
Also, Katayama et al. [7] have studied the Bi-Sn and Bi-Sb-Sn systems at 900 K via EMF
method. However, a literature search on the nature of atomic order and surface
properties of Bi-Sn shows that research work is deficient in that area.

Amongst several existing thermodynamic models, the quasi-lattice theory (QLT)
[17] is preferred for its ability to describe alloy systems in terms of the relative bonding
energies between atom pairs and success in the study of concentration-concentration
fluctuations in the long-wavelength limit. Unlike the widely used approximations of
the Complex formation model by Bhatia and Hargrove [18] (where coordination
number is either two or infinity), QLT [17] depends on more physically reasonable
coordination numbers. Inmany previous applications of QLT [17], constants have been
used to approximate coordination number.

In this work, the bulk and surface properties of Bi-Sn is studied using an improved
quasi-lattice theory, introduced in our previous work [19], where more physically
realistic coordination numbers have been incorporated into the popular quasi-lattice
theory [17]. A model for estimating temperature-dependent coordination numbers of
pure liquid metals, developed by Tao [20], is adopted for the estimation of nature and
temperature-dependent coordination numbers in this work. Bi-Sn is studied at 600 and
900 K to provide information on the temperature dependence of the bulk and surface
properties, andalso help inBi-Sb-Sn studies viaQLT, in future. Thisworkwill contribute
to the knowledge on the thermodynamic properties of the Bi-Sn system which is
important in understanding its process metallurgy and further materials development.

Section 2 gives details onQLT, its improvement, and application toGibbs free energy
of mixing, thermodynamic activity, enthalpy of formation, entropy of formation, con-
centration fluctuations, Warren-Cowley chemical short-range-order parameter and sur-
face properties calculation. Section 3 contains results and discussions on the computed
thermodynamic properties while Section 4 contains summary and conclusions.

8.2 Theoretical framework

8.2.1 Average coordination number ( ̂Z)

The average coordination number of liquid alloys, ̂Z, is depends on the nature,
composition and temperature of the system [20–23]. Equation is introduced to account
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for the composition-dependent nature of Coordination number (Z ) in liquid alloys [24].
Where Zi is the coordination number of pure element i and ci is themolar concentration
of component i in the system.

̂Z = ∑
2

i=1
Zici (8.1)

The model of Tao [20], which estimates temperature-dependent coordination numbers
for pure liquid metals (Zi) from their physical properties, defined in Eq. (8.2), is used in
this work.

Zi = 4
̅̅̅

2π
√
3

(

r3mi − r30i
rmi − r0i

)

0.6022 rmi

Vmi
exp(

ΔHmi(Tmi − T)
ZcRTTmi

) (8.2)

where T is the temperature of the system under study, ΔHmi and Tmi are the melting
enthalpy and melting temperature of component i, respectively, Zc is the close-packed
coordination number of magnitude 12, Vmi is the molar volume of component i at T, r0i
and rmi are the beginning and first peak values of radial distance distribution function
near the melting point of liquid metal i, respectively. The relevant parameters used in
this work to estimate Zi are presented in Table 8.1 [25].

Expanding Eqs. (8.1) and (8.2) for Bi-Sn binary systemgives Eq. (8.3), an expression
for average coordination number that is dependent on nature, composition and
temperature.

̂Z(cBi,T) = 4×0.6022
̅̅̅

2π
√

3

⎡

⎢

⎢

⎢

⎢

⎣

(

r3mBi− r30Bi
rmBi− r0Bi)

rmBi

VmBi
exp(

ΔHmBi(TmBi−T)
ZcRTTmBi

)cBi

+( r3mSn− r30Sn
rmSn− r0Sn)

rmSn

VmSn
exp(

ΔHmSn(TmSn−T)
ZcRTTmSn

)(1−cBi)

⎤

⎥

⎥

⎥

⎥

⎦

(8.3)

Subscripts Bi and Sn in Eq. (8.3) correspond to the two components (Bi and Sn) in the
Bi-Sn binary system.

The Average coordination number( ̂Z), defined in Eq. (8.3), is adopted in this work
to apply quasi-lattice theory to the study of Bi-Sn systems.

Table .: Calculated Zi of each component and essential parameters related to its calculation.

Metal Vmi
a (cm/mol) Tmi

a ΔHmi
a rmi

a, b ri
a, b Zi (T)

c

i (K) (kJ/mol)  K  K

Bi . [ + . (T − )]  . . . . .
Sn . [ + . (T − )]  . . . . .

aThese parameters were obtained from []. bUnit is − cm. cThe various values for different temperatures were
obtained using Eq. (.).
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8.2.2 Quasi-lattice theory for compound forming liquid alloys
(QLT)

Following the assumptions by Bhatia and Singh [17] on QLT, it can be deduced that NBi

moles of Bi and NSn moles of Sn will mix to form a pseudo-ternary mixture comprising
of n1 moles of unassociated Bi atoms (specie 1), n2 moles of unassociated Sn atoms
(specie 2) and n3 moles of BiμSnν complex (specie 3). Where μ and ν are small integers
obtained from stoichiometric information while cBi and cSn are the molar concentra-
tions of Bi and Sn, respectively (cBi + cSn = 1). If the total number ofmoles in themixture
is N, then Eqs. (8.4)–(8.8) can be equivalent to the laws of conservation of matter. The

average coordination number ( ̂Z) described in Section 8.2.1 is used in this section to
replace the nominal Z, which is common in previous works on QLT.

NBi + NSn = N (8.4)

NBi = NcBi (8.5)

NSn = N − NBi = N − NcBi = N( 1 − cBi) (8.6)

n1 = NcBi − μn3 (8.7)

n2 = N( 1 − cBi) − νn3 (8.8)

The expressions for Gibbs free energy ofmixing (GM) given as Eq. (8.9) can bewritten as
Eq. (8.10) [18, 26].

GM = G − NcBi G
(0)
Bi − NcSn G

(0)
Sn (8.9)

GM = −n3g + G′ (8.10)

where G(0)
i is the chemical potential for species i in the mixture, G is the free energy of

the mixture, g is the free energy of formation of chemical complex, the term “−n3g”
denotes the lowering of free energy as a result of chemical complex formation, G′ is the
free energy ofmixing of the pseudo-ternarymixture assumed to interact weakly, andG′
depends on the underlying relevant theory being applied to study weakly interacting
mixtures. Generally, g and G′ is defined as Eqs. (8.11) and (8.12).

g = μG( 0)
Bi + νG(0)

Sn − G(0)
Bi Sn (8.11)

G′ = G − ( n1 G
(0)
Bi + n2 G

( 0)
Sn + n3 G

( 0)
Bi Sn) (8.12)

For an ideal mixture, G′ can be defined as Eq. (8.13), where R and T are the molar gas
constant and temperature, respectively.

G′ = RT( n1 ln
n1

n1 + n2 + n3
+ n2ln

n2

n1 + n2 + n3
+ n3ln

n3
n1 + n2 + n3

) (8.13)
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Assuming only one type of complex is formed, the QLT by Bhatia and Singh [17] gives
the expression for GM as Eq. (8.14), where ζ andℵ are defined in Eqs. (8.15) and (8.16),
respectively.

GM =−n3g+RT

⎡

⎢

⎢

⎢

⎣

n1ln
n1
N
+n2ln

n2
N
+n3ln

(μ+ν)n3

N

−1
2
̂Zn3(μ+ν− ζ )ln μ+ν

μ+ν− ζ −
1
2
̂Zℵln

ℵ
N

⎤

⎥

⎥

⎥

⎦

+ 1
ℵ

⎛⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

n1n2

N
ν12+n1n3

N
ν13

+n2n3

N
ν23

⎞⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(8.14)

ζ = 2(μ+ν−1)
̂Z

(8.15)

ℵ=n1+n2+(μ+ν−2(μ+ν−1)
̂Z

)n3 =N −2(μ+ν−1)
̂Z

n3 =N − ζn3 (8.16)

The νijs gives information on the inter-specie energetics of species i and j in the pseudo-
ternarymixture. Interaction parameters g, ν12, ν13 and ν23 are determinedbyfitting, until
Eq. (8.14) conforms to experimental thermodynamic data. The equilibrium condition of
n3 at a specified temperature is given in Eq. (8.17) [17].

(

∂GM

∂n3
)

T ,P,N , c′1

= 0 (8.17)

When Eq. (8.14) is substituted forGM in Eq. (8.17), it gives Eq. (8.18) (where Q is defined
in Eq. (8.19)).

nμ1n
ν
2 = ( μ + ν)n3 e(Q−g/RT)ℵμ+ν−1 (8.18)

Q = 1
ℵRT

⎛⎜⎝

−( νn1 + μn2)ν12 + ( n1 − μn3)ν13
+ ( n2 − νn3)ν23 + ζ

ℵ
( n1 n2ν12 + n1n3ν13 + n2n3ν23)

⎞⎟⎠

− 1
2
̂Z( μ + ν − ζ )ln μ + ν

μ + ν − ζ
(8.19)

The directly observed thermodynamic activity can be derived from thermodynamic
function in Eq. (8.20), where i refers to Bi or Sn [17, 27]. Simplification of Eq. (8.20) for

components Bi and Sn while considering the composition-dependent nature of ̂Z gives
Eqs. (8.21) and (8.22). Where ZBi and ZSn are the coordination numbers of pure liquid Bi
and Sn at the specified T, respectively.

lnai = 1
RT

(

∂GM

∂Ni
)

T ,P,N

(8.20)
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lnaBi = ln(
n1

N
) − 1

2
̂Zln(

ℵ
N
) + n2ν12 + n3ν13

ℵRT
− n1n2ν12 + n1n3ν13 + n2n3ν23

ℵ2RT

−ZBi − ̂Z
2N

[ N ln(
ℵ
N
) + n3( μ + ν)ln( μ + ν

μ + ν − ζ
)]

− n3ζ
ℵ2RT

ZBi − ̂Z
̂ZN

( n1 n2ν12 + n1n3ν13 + n2n3ν23)

(8.21)

lnaSn = ln(
n2

N
) − 1

2
̂Zln(

ℵ
N
) + n1ν12 + n3ν23

ℵRT
− n1n2ν12 + n1n3ν13 + n2n3ν23

ℵ2RT

−ZSn − ̂Z
2N

[ N ln(
ℵ
N
) + n3( μ + ν)ln( μ + ν

μ + ν − ζ
)]

− n3ζ
ℵ2RT

ZSn − ̂Z
̂ZN

( n1 n2ν12 + n1n3ν13 + n2n3ν23)

(8.22)

Equation (8.18) is solved numerically to obtain n3 at each concentration of study, having
set the interaction parameters to convenient start values. The corresponding n1and n2 for
each n3 are obtained from Eqs. (8.7) and (8.8). Thereafter, n1, n2 and n3 are used in Eqs.
(8.14), (8.21) and (8.22), and to compute GM and thermodynamic activities of Bi and Sn
(ais). The computed GM and ais are then compared with experimental GM and ais, and
adjustment of interaction parameters (g, ν12, ν13, ν23) is made in order to obtain a good fit.
The final set of interaction parameters that give satisfactory agreement between exper-
imental and computed data are then used to compute other thermodynamic quantities.

Mean absolute percentage error (Eri) estimation, as defined in Eq. (8.23), was used
to measure the agreements between two sets of data [28].

Eri = ±100
t

∑
t

i=1
[

di,  ex − di,  pr

di,  ex
] (8.23)

where di,ex and di,pr are the existing and predicted values, respectively, while t is the
size of data set.

The assumed complex obtained from stoichiometric information [7, 9] is Bi1Sn1.
Table 8.2 shows the interaction parameters obtained for Bi-Sn at 600 and 900 K and the
corresponding mean absolute percentage error in QLT computation. Bi-Sn can be
described as weakly interacting because their values of g/RT is small compared to
strongly interacting systems like Mg-Bi, Tl-Te, K-Te and Na-Sn with interaction pa-
rameters ranging from 16.7 to 47.8 [18, 29]. The negative νijs imply attractive in-
teractions between the species. The theoretically fitted GM and ais, with corresponding
experimentally observed values [7, 9], for Bi-Sn at both temperatures are plotted in
Figure 8.1 and Figure 8.2. The small Eri values in Table 8.2 and the plots presented in
Figure 8.1 and Figure 8.2 show that the interaction parameters for both temperatures
give good fits. Hence, the interaction parameters, listed in Table 8.2, will be used in
further thermodynamic studies in this work.
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Figure 8.2: Activities of all components in Bi-Sn at 600 and 900 K.

Figure 8.1: GM in Bi-Sn at 600 and 900 K.

Table .: Interaction parameters for each binary system and their corresponding mean absolute
percentage error.

μ ν g
RT

ν
RT

ν
RT

ν
RT

Eri (%)

System GM ais

Bi-Sn at  K   −. . −. . . .
Bi-Sn at  K   −. . −. . . .
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8.2.2.1 Enthalpy and entropy of mixing

To study the enthalpy and entropy of mixing within the quasi-lattice theory, the
knowledge of the partial differentials of the interaction parameters with respect to
temperature is required. The enthalpy of mixing, HM, can be defined from thermody-
namic relations [26, 30] as given in Eq. (8.24). Differentiating GM, Eq. (8.14), which

contains the temperature-dependent g, νijs and ̂Z, and substituting in Eq. (8.24) gives
Eq. (8.25).

HM = GM − T(
∂GM

∂T
)

P

(8.24)

HM = −n3( g −T ∂g
∂T

) + 1
2
∂̂Z
∂T

RT2
( n3 ( μ + ν)ln μ + ν

μ + ν − ζ
+ Nln

ℵ
N
)

+ 1
ℵ
∑∑

3

i<j
ninj( νij −T ∂νij

∂T
) + T

∂̂Z
∂T

n3ζ
ℵ2

̂Z
∑∑

3

i<j
ninjνij

(8.25)

SM = HM − GM

T
(8.26)

SM = n3
∂g
∂T

− R
⎛⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

n1ln
n1

N
+ n2 ln

n2

N
+ n3 ln

( μ + ν)n3

N

−1
2
̂Zn3( μ + ν − ζ )ln μ + ν

μ + ν − ζ
− 1
2
̂Zℵln

ℵ
N

⎞⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

+ 1
2
∂̂Z
∂T

RT( n3 ( μ + ν)ln μ + ν
μ + ν − ζ

+ N ln
ℵ
N
)

− 1
ℵ
∑∑

3

i<j
ninj

∂νij
∂T

+ ∂̂Z
∂T

n3ζ
ℵ2

̂Z
∑∑

3

i<j
ninjνij

(8.27)

∂̂Z
∂T

= −ZBicBi(
ΔHmBi

ZcRT
2 +

1
T − TmBi + 1

) − ZSncSn(
ΔHmSn

ZcRT
2 +

1
T − TmSn + 1

) (8.28)

The entropy of mixing, SM, is defined in Eq. (8.26) [26, 30]. The expression for SM is
simplified and given in Eq. (8.27). Eq. (8.27) is obtained by substituting Eqs. (8.14) and
(8.25) and forGM andHM, respectively, in Eq. (8.26). The partial differential of the average

coordination number with respect to system temperature (∂̂Z/∂T) in Eqs. (8.24) and

(8.27) and is defined in Eq. (8.28). The ∂̂Z/∂T in Eq. (8.28) is based on the model of Tao
[20], which is used in this work to compute coordination numbers of pure liquid metals.
Since the interaction parameters are temperature dependent, the partial differentials:
∂g/∂T, ∂ν12/∂T, ∂ν13/∂T and ∂ν23/∂T, were fitted to conform with experimental HM and
SM, for Bi-Sn at 600 K. Excess entropy of mixing (SxsM )was estimated from real and ideal
entropies of mixing, using thermodynamic relations given in Eq. (8.29) [26, 30].
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SxsM = SM + NR∑ci ln ci (8.29)

8.2.2.2 Concentration-concentration fluctuations in the long-wavelength limit and
Warren-Cowley short-range-order parameter

Concentration-concentration fluctuations in the long-wavelength limit (Scc(0)) is a
microscopic function that is useful in the study of the nature of atomic order. It provides
information that determines the phase-separating or compound-forming nature of
alloys. The Scc(0) is related to GM and thermodynamic activities, as defined in

Eq. (8.30). The measured Scc(0) values are compared with their ideal values (Sccid(0))
(Eq. (8.31)) at specified compositions tomake useful deductions [27, 31]. When Scc(0) <
Sccid(0) for a certain composition, it implies a tendency for heterocoordination, while

Scc(0) > Sccid(0) implies a tendency for homocoordination [27, 31].

Scc(0) = RT/(

∂
2GM

∂c2Bi
)

T ,P,N

= cSnaBi/(

∂aBi

∂cBi
)

T,P,N

= cBiaSn/(

∂aSn

∂cSn
)

T ,P,N

(8.30)

Sccid(0) = cBicSn (8.31)

The second-order differential in Eq. (8.30) can be solved numerically to obtain Scc(0).
The Warren-Cowley short-range-order parameter, α1, is used to determine the

extent of order in the liquid alloy [32, 33]. The α1 can be deduced from the knowledge of
the concentration-concentration and number-number structure factors from diffrac-
tion experiments. However, experimental structure factors are not easily measured
during diffraction. Furthermore, α1 can be determined from the knowledge of Scc (0)

and Sccid(0) as defined in Eq. (8.35) [31–33]. When α1 > 0, it implies like-atom pairing as
nearest neighbours, whereas α1 < 0 corresponds to unlike-atom pairing as nearest
neighbours, while α1 = 0 denotes random distribution of atoms. The limiting values for
α1when cBi ≤ 1/2 and cBi ≥ 1/2 are given in Eqs. (8.32) and (8.33), respectively. Eqs. (8.32)
and (8.33) reduces to Eq. (8.34) when cBi = cSn = 1/2 [31].

−cBi
cSn

≤ α1 ≤ 1 (8.32)

−cSn
cBi

≤ α1 ≤ 1 (8.33)

−1 ≤ α1 ≤ +1 (8.34)

When the value of α1 is maximum (+1), it implies complete phase separation of com-
ponents in the mixture, while its minimum value (−1) implies complete ordering of

unlike-atoms as nearest neighbours. The relationship between α1, Scc (0) and Sccid(0)
are provided in Eq. (8.35) [31–33].
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α1 = ( S cc(0)/Sccid(0)) − 1

Scc(0)/Sccid(0)( ̂Z − 1) + 1
(8.35)

The Average coordination number, ̂Z, used in Eq. (8.35) was computed using Eq. (8.3).

8.2.3 Surface concentration and surface tension

A statistical mechanical approach to the modelling of surface properties, using the
concept of a layered structure near the interface is known to be useful in binary alloys
[27, 34]. The grand partition functions setup for the surface layer and the bulk provides
a relation between surface and bulk compositions, given in Eq. (8.36) [35]. In Eq. (8.36),
σ is the surface tension of the mixture, csi , σi, γi and γsi , are the surface concentration,
surface tension, bulk activity coefficient and surface activity coefficient of component i
at temperatureT, respectively,A0 is themean surface area of themixture (defined in Eq.
(8.37)), N0 is Avogadro’s number and kB is Boltzmann’s constant. The surface activity
coefficient, γsi , is defined in Eq. (8.38), where γi(csi ) implies the use of csi in place of ci in
the computation of activity coefficient. Similar to bulk properties (where ai = ci × γi),
surface activity (asi ) is a product of csi and γsi .

Equation is solved numerically to obtain surface concentration and surface tension
for Bi-Sn at 600 and 900 K.

σ = σBi + kBT
A0

ln
csBi
cBi

+ kBT
A0

ln
γsBi
γBi

= σSn + kBT
A0

ln
csSn
cSn

+ kBT
A0

ln
γsSn
γSn

(8.36)

A0 = 1.102 N−⅔
0 [cBiV⅔

mBi + cSnV⅔
mSn] (8.37)

ln γsi = p ln γi( c
s

i
) + q ln γi (8.38)

In Eq. (8.38), p and q are surface coordination functions such that p + 2q = 1 (p and q are
1/2 and 1/4, respectively, for closed packed structures).Where p and q can be defined as
fractions of the total number of nearest neighboursmade by an atomwithin the layer in
which it lies and that in the adjoining layer, respectively.

Table 8.3 gives the surface tension for pure Bi and Sn at 600 and 900 K, and these
values are applied in the solution of Eq. (8.36).

Table .: Surface tension for pure components.

Metal σia (N m−)

i  K  K

Bi . .
Sn . .

aObtained from [].
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8.3 Results and discussion

Based on the theoretical formalism described in Section 8.2, it is important to note that
the fitted interaction parameters will remain unchanged in the calculations of enthalpy
and entropy of formation for Bi-Sn at 600 K; concentration fluctuations, Warren-
Cowley short-range-order parameter, surface concentrations and surface tension at
600 and 900 K. The fitted parameters will form the basis for understanding the ener-
getics of the alloys.

8.3.1 Enthalpy and entropy of mixing

The partial differentials of interaction parameters for Bi-Sn at 600 K were fitted while
retaining the interaction parameters presented in Table 8.2. Satisfactory partial dif-
ferentials, presented in Table 8.4, give good predictions of enthalpy and entropy
mixing (HM and SM) [9]. Parameter g in Table 8.2 agrees with ∂g/∂T (Table 8.4), in the
sense that the negative ∂g/∂T suggests decreased energy of formation of chemical
complexeswith temperature increase. The positive ∂νis/∂T values can be interpreted as
increasing repulsion between pseudo-ternary species as system temperature increases.
Conversely, negative ∂νis/∂T values can be interpreted as decreasing repulsion be-
tween pseudo-ternary species as system temperature increases. The agreements be-
tween the theoretical fitting and experimentally observed values of HM and SM were
quantified by estimating Eri (Eq. (8.23)). Excess entropy of mixing (SxsM ) was estimated
by applying Eqs. (8.27) and (8.29).

Furthermore, HM/RT and SxsM /R for all concentration range were estimated and the
results are graphically representedwith plots in Figure 8.3. The Eri values, presented in
Table 8.4, and theHM/RT and SxsM /R plots in Figure 8.3 show good agreements between
the fitted theoretical values and experiments [9].

The HM/RT plot in Figure 8.3 shows that Bi-Sn at 600 K is symmetric about the
equiatomic composition and exhibits positive deviation from Raoultian behaviour
across all concentration range. Also, the SxsM plot in Figure 8.3 reveals negative values in
all composition range and asymmetry around the equiatomic composition.

Table .: Partial differentials of interaction parameters obtained from experimental data [].

System ∂g
∂T

∂ν
∂T

∂ν
∂T

∂ν
∂T

Eri (%)

HM SM

Bi-Sn at  K −. R . R −. R . R . .
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8.3.2 Concentration-concentration fluctuations in the long-
wavelength limit and Warren-Cowley short-range-order
parameter

The Scc(0) for Bi-Sn at 600 and 900 K, were computed and the results were plotted and
presented in Figure 8.4. The interpretation of the Scc(0) results depends on the cor-
responding ideal values at every composition. Figure 8.4 shows homocoordination
tendency in the entire composition range of Bi-Sn at 600 and 900 K.

The ∝1 for the Bi-Sn systems were computed and the results were plotted and
presented in Figure 8.5. Figure 8.5 shows that ∝1 > 1 for all compositions and at both
temperatures, which corroborates the Scc(0) results. The peak value of ∝1 is about

Figure 8.3: Concentration
dependence of HM/RT and Sxs

M /R at
600 K. Triangles represent HM/RT
obtained from experiments [9],
squares represent Sxs

M /R obtained
from experiments [9], solid line
represents QLT-computed HM/RT
while dashed line represents
QLT-computed Sxs

M /R.

Figure 8.4: Scc(0) for Bi-Sn at 600
and 900 K.
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+0.015, this implies that a slight homocoordination property exists in the Bi-Sn sys-
tems, in otherwords, there is a slight preference for like-atoms as nearest neighbours. It
can also be observed that, at about cBi ≥ 0.35, segregation tendency increaseswith a rise
in temperature, while the reverse is the case at about cBi < 0.35.

8.3.3 Surface concentration and surface tension

The surface concentrations of Bi and Sn, as well as the surface tension of the Bi-Sn
system, were obtained simultaneously, as functions of bulk concentrations by solving
Eq. (8.36), and the results are presented as plots in Figure 8.6 and Figure 8.7. The plots
in Figure 8.6 show an expected trend, particularly, the surface concentration increases
with an increase in bulk concentration for Bi and Sn at 600 and 900 K. Also, Figure 8.6
shows that the surface of the Bi-Sn system is enriched with Bi-atoms within 600 and
900 K, for example, when cBi ≈ 0.1, csBi ≈ 0.4 at 900 K and csBi ≈ 0.6 at 600 K. The surface
concentration of Bi decreases as temperature of Bi-Sn rises. Since csBi + csSn = 1, it can
also be deduced that the surface concentration of Sn increases as temperature of Bi-Sn
rises.

The computed surface tension of Bi-Sn at 600 and 900 K, presented in Figure 8.7,
reduces as temperature rises. This surface tension plots have a concave-like shape
which agrees with many studies on surface properties that the component with lower
surface tension, that is, Bismuth, has the greatest surface enrichment.

Experimental surface tension data of Bi-Sn at 600 K [10–13] were also plotted in
Figure 8.7, and they show similar trend with computed data. The computed and
experimental data show satisfactory agreement, with the difference between the
various data sets indicating an acceptable difference of less than 5.1%.

Figure 8.5: α1 for Bi-Sn at 600 and
900 K.
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8.4 Conclusions

The improved QLT [19], which applies nature, composition and temperature-
dependent coordination numbers, has been successfully applied to model the ther-
modynamic properties of Bi-Sn at 600 and 900 K.

Figure 8.7: Concentration
dependenceof surface tension for Bi-
Sn at 600 and 900 K. Solid and
dashed lines represent QLT
computation at 600 and 900 K,
respectively. Experimental values at
600 K are represented by squares
[10], circles [11], triangles [12] and
stars [13].

Figure 8.6: cSBi versus cBi for Bi-Sn at
600 and 900 K.
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The fitted parameters were observed to reliably predict the Gibbs free energies of
mixing and thermodynamic activities of alloy components. The same set of interaction
parameters were used while fitting their temperature derivatives, to model the integral
enthalpies and entropies of mixing of Bi-Sn at 600 K. The integral enthalpies of mixing
exhibited positive deviation from Raoultian behaviour and is symmetric about the
equiatomic composition, while the integral excess entropies ofmixing is negative in all
composition range and asymmetric about the equiatomic composition. The Scc(0) and
∝1 computations for Bi-Sn at 600 and 900 K revealed slight segregation tendencies.
Surface property studies reveal that Bi atoms segregate to the Bi-Sn surface, and the
enrichment of Bi atoms at the surface reduceswith temperature. The surface tension for
Bi-Sn at 600 and 900 K was also predicted. The information provided in this work will
help in the prediction of bulk and surface properties of Bi-Sn-based ternary and multi-
component systems.
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9 Identification of potential histone
deacetylase inhibitory biflavonoids from
Garcinia kola (Guttiferae) using in silico
protein-ligand interaction

Abstract: Overactivity of histone deacetylases (HDACs) is the underlying cause of
some cancers, thus, inhibiting their overactivities is a rational treatment option. How-
ever, endeavors to employ current anti-HDACs agents in cancer treatment have yielded
limited success. Consequently, there is need to explore anti-HDACs natural products,
especially from plants sources, because of the intimate relationship plant products and
drug discovery have enjoyed over the centuries. To identify possible HDACs inhibitors,
Garcinia kola (Guttiferae) seed-derived compounds were screened in silico for
HDAC-inhibitory tendencies because of their reported anticancer potentials. Fifteen
G. kola-derived compounds and givinostat were docked with five selected HDACs using
AutodockVina, while the binding interactions of the compounds with high binding
affinities for thefiveHDACswere viewedwithDiscovery StudioVisualizer BIOVIA, 2016.
Results indicated that four of the compounds studied, including amentoflavone, Gar-
cinia biflavonoid 1, Garcinia biflavonoid 2 and kolaflavanone have higher binding
propensity for all the five HDACs relative to givinostat, the standard HDAC inhibitor.
This study indicated that inhibition of HDAC might be another key mechanism
accountable for the bioactivities ofG. kola and its intrinsic compounds. The results from
this study implied that the compounds could be further investigated as drugable HDAC
inhibitors with potential pharmacological applications in the treatment of cancers.

Keywords: biflavonoids, cancer, Garcinia kola, histone deacetylase, kolaviron, mo-
lecular docking

9.1 Introduction

Aberrations in the activities of histone deacetylases (HDACs) have been linked
with a range of negative health outcomes, including cancer which is currently a
major leading cause of death globally [1, 2]. HDACs and histone acetyl-transferases
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regulate the acetylation of histones in post translational modifications that control
chromatin packing and gene expression [3]. In addition to histone modification,
HDACs also regulate some cellular activities, including the stability of non-histone
proteins, protein-DNA interaction and protein–protein interactions [4, 5], thereby
regulating cellular activities, examples of which include cell propagation, apoptosis,
aging, cancer plus other disease conditions [3]. The 18 HDACs already characterized
in human are grouped into four classes; class I which include HDACs 1, 2, 3 and 8;
class II which include HDACs 4, 5, 6, 7, 9 and 10; class III, which are referred to as
sirtuins (SIRTs) include SIRTs 1, 2, 3, 4, 5, 6 and 7; and class IV which include HDAC 11
[6, 7]. Overexpression of HDAC1 has been reported in lung [8], breast [9] and colon
cancers [10], while overexpression of HDAC2 is seen in colon [11], gastric [12] and
cervical cancers [13]. Elevation of HDAC3 has been reported in prostate cancer [14],
HDAC8 in neuroblastoma [15], HDAC7 in lung cancer [16], pancreatic adenocarci-
noma [17] and salivary mucoepidermoid carcinoma [18]. Thus, HDAC inhibitors are
now seen as important options in the treatment of cancers, including nature-derived
agents, such as phytochemicals because of the intimate relationship natural products
have enjoyed with drug discovery over the centuries, coupled with concerns over the
toxicity of approved synthetic anticancer HDAC inhibitors [19–21].

Garcinia kola (Guttiferae) seed has enjoyed great patronage in Central and West
Africa, where it is cherished and consumed as a snack and for medicinal purposes
[22, 23]. Various bioactive compounds have been isolated from this seed, including
kolaviron, a combination of Garcinia biflavonoid 1 (GB1), Garcinia biflavonoid
2 (GB2), and kolaflavanone [24], garcinoic acid [25], 9,19-cyclolanost-24-en-3-ol,
9,19-cyclolanostan-3-ol, lanosterol [26], lupeol [27], kolanone [28], hexadecanoic
acid, linoloic acid, 9-octadecenoic acid, 2.3-Dihydro-3,5-dihydeoxy-6-methyl ester,
9-Octadecenamide [29], amentoflavone, 24-methylenecyclartenol, cycloartenol [30],
δ-tocotrienol, gacinianin and garcinal [31, 32].

Some of the pharmacological activities that have been credited to G. kola
seed-derived extracts and compounds include antioxidative, antiinflammatory, anti-
genotoxic, hepatoprotective, neuroprotective and cardioprotective activities [33, 34].
Also, themodulatory effect ofG. kola seed extracts on antiproliferative- and anticancer-
related pathways are also well documented [35–38]; these include up-regulating
antioxidant defense power [32, 39, 40], suppressing the expression of cyclooxygenase-
2 (COX-2), inducible nitric oxide synthase (iNOS), inhibiting the activation of nuclear
factor kappa B (NF-κB), activator protein-1 (AP-1) [41], stress-inducible proteins clus-
terin, heat shock proteins, caspase-3 and caspase-9, p53, Bax and Bcl-2 in various
experimental models [22, 40].

In spite of the battery of pharmacological activities attributed to G. kola-derived
extracts and compounds, theHDAC-inhibitory activity ofG. kola-derived compounds is
unknown. This study was therefore aimed at investigating the HDAC-inhibitory po-
tentials of G. kola-derived compounds via in silico docking methods.
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9.2 Materials and methods

9.2.1 Ligand preparation

The Spatial Data File (SDF) structures of givinostat, the standard HDAC inhibitor, and fifteen G. kola-
derived compounds, including 3-beta 2,4-methylenecycloartan 3-ol, amentoflavone, cycloartenol,
δ-tocotrienol, elaidamide, elaidic acid, garcinal, GB1, GB2, garcinoic acid, hexadecanoic acid, kola-
flavanone, kolanone, lanosterol and lupeol were downloaded from http://www.pubchem.ncbi.nlm.
nih.gov (the PubChem database). The compounds were changed to Protein Data Bank (PDB) format
with Discovery Studio Visualizer, BIOVIA, 2016. Polar hydrogen charges of the Gasteiger-type were
assigned while the nonpolar hydrogens were combined with the carbons, followed by setting the
internal degrees of freedom and torsions. The ligands were then converted to the dockable PDB, Partial
Charge and Atom Type (PDBQT) format using Autodock tools.

9.2.2 Protein preparation

The structures of the selected proteins (HDAC1, 2, 3, 7 and 8) with PDB IDs of 4BKX, 4LY1, 4A69, 3C10
and 5FCW, respectively, were obtained from http://www.rcsb.org. The crystal structures were prepared
one by one by deleting the attached water and ligands molecules, and the missing hydrogen atoms
added with the aid of Scripps Research Institute’s Autodock v4.2. Subsequently, nonpolar hydrogens
were combined as polar hydrogen where added to each enzyme. The proteins were thereafter saved as
PDBQT format to be used for molecular docking.

9.2.3 Molecular docking

Docking of compounds with selected HDACswas achieved by using AutodockVina [42]. The PDBQT
format of each proteins and compounds were dropped in the appropriate columns, followed by
running of the software. A cluster examination, dependent on root mean square deviation figures
relative to the starting geometry was then carried out and the smallest energy conformation of the
more populated cluster was taken to be the most dependable option. The binding propensities of
the compounds for the selected HDACs were recorded and graded by their energy values. To
compare the docking scores, themolecular associations of the compounds and HDACs, the binding
energy ranked higher than that of givinostat were analyzed using Discovery Studio Visualizer,
BIOVIA, 2016 to get the details of the residues contributing significantly toward their stability at the
various binding sites.

9.3 Results

The binding affinities of G. kola-derived compounds for the selected HDACs are
shown in Table 9.1. From the result obtained, four compounds have notably higher
binding affinity for the five selected HDACs relative to givinostat. Givinostat formed
three hydrogen bonds with HDAC1 via Asp306, Asp209 and Gln26 in addition to
hydrophobic interaction i.e. π-alkyl interaction with Pro29 and π-π stacking with
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His28 and Phe150. GB2 has the most negative binding affinity for HDAC1 and 2, −12.3
and −13.3 kcal/mol, respectively, compared to the respective values of −9.8
and −10.5 kcal/mol for givinostat. Amentoflavone and GB1 recorded the highest
binding affinity (−12 kcal/mol) for HDAC3 compared to −10.4 kcal/mol of givinostat
(Table 9.1), while GB2 has the highest binding affinity for HDAC7, i.e. −13.8 kcal/mol
compared to −10.4 kcal/mol recorded for givinostat (Table 9.1). The duo of amento-
flavone and GB2 have equal binding affinity of −12.9 kcal/mol for HDAC8, outscoring
the −10.5 kcal/mol recorded for givinostat.

From the molecular binding interaction profiles, results showed that amento-
flavone exhibited π-cation interaction with Arg36 and Asp256 in the HDAC1 bind-
ing site, in addition to two π-alkyl interaction with Ile249 and Val198
(Figure 9.1a). Similar to amentoflavone, GB1 has a π-cation interaction with Arg36,
with extra hydrogen bond formation with His39 and Glu325 (Figure 9.1b). Also,
π-alkyl interactions were observed between amentoflavone and Arg55, and Ile249 of
HDAC1. A combination of hydrogen bonds with Tyr15, Asn40, Ile249, π-alkyl in-
teractions with Arg55, Val198, π-π stacking with Try15, Phe252 and a single donor-
donor interaction with Lys260 were observed in the binding interaction of GB1 with
HDAC1 (Figure 9.1c). GB2 was seen to interact with Asn40, Asp332 and Lys260 via
hydrogen bonds, Ile249 via π-sigma bond, Arg36 via π-cation interaction and Phe252
via π-π stacking (Figure 9.1d).

Table .: Binding affinity of Garcinia kola-derived compounds to HDAC, HDAC, HDAC, HDAC and
HDAC.

S/N Compounds Binding affinity (kcal/mol)

HDAC HDAC HDAC HDAC HDAC

S Givinostat −. −. −. −. −.
 beta ,-methylenecycloartan -ol −. −. −. −. −.
 Amentoflavone −. −. −. −. −.
 Cycloartenol −. −. −. −. −.
 δ-tocotrienol −. −. −. −. −.
 Elaidamide −. −. −. −. −.
 Elaidic acid −. −. −. −. −.
 Garcinal −. −. −. −. −.
 Garcinia biflavonoid  −. −. −. −. −.
 Garcinia biflavonoid  −. −. −. −. −.
 Garcinoic acid −. −. −. −. −.
 Hexadecanoic acid −. −. −. −. −.
 Kolaflavanone −. −. −. −. −.
 Kolanone −. −. −. −. −.
 Lanosterol −. −. −. −. −.
 Lupeol −. −. −. −. −.
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For HDAC2 and givinostat, a combination of hydrogen bonds with Glu151, Lys252,
Lys268, π-alkyl interactions with Pro248, Ala221 and π-π stacking with Phe372 were
observed in the binding interactions. The binding of amentoflavone to HDAC2 revealed
a total of five hydrogen bonds with Lys148, Glu151, Lys252 and Ser153, π-anion in-
teractions with Glu190 and Asp218 and an π-sigma interaction with Thr213 (Figure 9.2a).
GB1 had a donor-donor interaction with Lys148 and Gly220 in addition to hydrogen
bond formationwith Thr193, Arg217 and Ser251 ofHDAC2 (Figure 9.2b). Some similarities

Figure 9.1: Interaction between amino acids in the binding site of HDAC1 and (a) Givinostat, (b)
Amentoflavone, (c) Garcinia biflavonoid 1, (d) Garcinia biflavonoid 2, (e) Kolaflavanone. Green dotted
line: hydrogenbond, purple dotted line:π-sigmabond, orangedotted line:π-cation/anion bond, pink
dotted line: π-π stacking, faint pink dotted line: π-alkyl bond, red dotted line: donor-donor
interaction, cyan dotted line: carbon-hydrogen bond.
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were observed in the binding profiles of GB1, GB2 and kolaflavanone with identical
interactions with Lys247 (π-π stacking), Thr193 (hydrogen bond), Pro248 (π-alkyl bond)
(Figure 9.2c and 9.2d).

Electrostatic force of attraction (π-cation/π-anion) was visible between Glu156 and
Lys474 of HDAC3 and givinostat in addition to a single π-π stacking with Phe444,
π-alkyl interaction with Lys159 and Arg441. Molecular interactions between HDAC3
and the compounds revealed different binding patterns with amino acids in the

Figure 9.2: Interaction between amino acids in the binding site of HDAC2 and (a) Givinostat, (b)
Amentoflavone, (c) Garcinia biflavonoid 1, (d) Garcinia biflavonoid 2, (e) Kolaflavanone. Green dotted
line: hydrogenbond, purple dotted line:π-sigmabond, orangedotted line:π-cation/anion bond, pink
dotted line: π-π stacking, faint pink dotted line: π-alkyl bond, red dotted line: donor-donor
interaction, cyan dotted line: carbon-hydrogen bond.
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binding sites of the enzyme. Amentoflavone exhibited hydrophobic interaction in the
form of π-anion bond with Arg224 and Glu465 as well as π-π stacking and π-alkyl
interaction with Tyr354 and Met429, respectively (Figure 9.3a). A total of six hydrogen
bonds were formed between GB1 and Tyr195, Asn197, Tyr354, Gln357 and Met431 of
HDAC3 (Figure 9.3b). GB2 and kolaflavanone have similar binding pattern with HDAC3
which include hydrogen bond formation with Thr4, Tyr18, Asp92, Asn450, carbon-
hydrogen bond with Gly19 and hydrophobic interaction (π-alkyl bond) with Pro95 and
Ile122 (Figure 9.3c and 9.3d).

Figure 9.3: Interaction between amino acids in the binding site of HDAC3 and (a) Givinostat, (b)
Amentoflavone, (c) Garcinia biflavonoid 1, (d) Garcinia biflavonoid 2, (e) Kolaflavanone. Green dotted
line: hydrogenbond, purple dotted line:π-sigmabond, orangedotted line:π-cation/anion bond, pink
dotted line: π-π stacking, faint pink dotted line: π-alkyl bond, red dotted line: donor-donor
interaction, cyan dotted line: carbon-hydrogen bond.
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Givinostat exhibited π-sigma interactions with Leu588 and Leu604 of HDAC7
together with π-alkyl interactions with Pro593, Leu607 and Leu608, carbon-hydrogen
bonds with Leu607 and Trp629. Hydrophobic interaction consisting of mainly π-sigma
bond with Arg655, π-π stacking with Phe518, Trp552, π-alkyl interactions with Arg568
and Arg655 were identified in the binding profile of amentoflavone with HDAC7
(Figure 9.4a). Hydrophobic interaction played a prominent role in the binding of GB1
with HDAC7, forming π-π stacking with Phe518, with π-cation interaction with Arg561

Figure 9.4: Interaction between amino acids in the binding site of HDAC7 and (a) Givinostat, (b)
Amentoflavone, (c) Garcinia biflavonoid 1, (d) Garcinia biflavonoid 2, (e) Kolaflavanone. Green dotted
line: hydrogenbond, purple dotted line:π-sigmabond, orangedotted line:π-cation/anion bond, pink
dotted line: π-π stacking, faint pink dotted line: π-alkyl bond, red dotted line: donor-donor
interaction, cyan dotted line: carbon-hydrogen bond.
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and π-alkyl interactions Arg568 and Arg655 (Figure 9.4b). As observed for HDAC3,
similarities were seen in the binding profile of GB2 and kolaflavanone where π-π
stacking with Phe518 and Trp552 adds to π-anion interaction with Arg561 and π-alkyl
interaction with Arg655. However, the distinguishing feature in the interaction of the
two compounds is the donor-donor interactions with Gln549 and Ser526 recorded by
GB2 (Figure 9.4c) and the hydrogen bond formation seen between kolaflavanone and
HDAC7 (Figure 9.4d).

Figure 9.5: Interaction between amino acids in the binding site of HDAC8 and (a) Givinostat, (b)
Amentoflavone, (c) Garcinia biflavonoid 1, (d) Garcinia biflavonoid 2, (e) Kolaflavanone. Green dotted
line: hydrogenbond, purple dotted line:π-sigmabond, orangedotted line:π-cation/anion bond, pink
dotted line: π-π stacking, faint pink dotted line: π-alkyl bond, red dotted line: donor-donor
interaction, cyan dotted line: carbon-hydrogen bond.
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Hydrogen bond formation between an amine and hydroxyl group in the side chain
of givinostat and HDAC8 were seen, coupled with two π-π stacking with Tyr100 and
Phe152 as well as an π-alkyl interaction with Pro273. Multiple bonds were observed
between HDAC8 and amentoflavone, with hydrophobic interactions (π-alkyl bonds)
with Pro273 and Met274 as well as π-π stacking with Phe208 (Figure 9.5a). The binding
of GB1, GB2 and kolaflavanone to HDAC8 followed a similar pattern, in addition to
hydrogen bond formations with Gly206 and Ala339, the three compounds formed
π-alkyl bonds with Pro273 and Leu308 as well as a carbon-hydrogen bondwith Asn307
in the HDAC8 binding site (Figure 9.5b, 9.5c, and 9.5d). The observed similarities
between the compounds may be due to presence of the same ring systems in the
compounds (Figure 9.6).

9.4 Discussion and conclusions

9.4.1 Discussion

Identification of targets and their inhibitors by computational studies is one of the
strategies employed for resource optimization in drug development [43, 44]. To identify
more promising and non-toxic HDACs inhibitors, 15 bioactive compounds identified

Figure 9.6: Structures of promisingHDAC inhibitors identified fromGarcinia kola; (a) amentoflavone,
(b) Garcinia biflavonoid 1, (c) Garcinia biflavonoid 2, (d) kolaflavanone.
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from G. kola were docked with HDAC1, HDAC2, HDAC3, HDAC7 and HDAC8. From the
results obtained, four compounds, amentoflavone, GB1, GB2 and kolaflavanone, stood
out as potential HDAC inhibitors. The higher negative binding affinities of these
compounds relative to givinostat indicate that they might be better HDACs inhibitors
compared to givinostat. Interestingly, three out of these compounds, GB1, GB2 and
kolaflavanone, are the constituents of kolaviron, the biflavonoid complex from G. kola
seed, reportedly the most active phytochemical from this plant product [22]. Several
pharmacological activities have been attributed to this biflavonoid complex. The
complex is also reported to have several pharmacokinetic advantages over simple
monomeric flavonoids because of its ability to survive first-pass metabolism which
inactivates most flavonoids [45]. The cellular mechanisms responsible for the che-
mopreventive ability of kolaviron include antioxidant and free radical scavenging
activity, thus protecting DNA, lipids and proteins from oxidative damage [46]. Other
mechanisms underlying the chemopreventive activities of kolaviron include inhibition
of the expression of COX-2 and iNOS, abrogation of the DNA binding activity of NF-κB
and AP-1, induced by dimethyl nitrosamine [41]. From the results obtained in this
study, inhibition of HDACs might be another important mechanism underlying the
anticancer potential of this biflavonoid. The fourth notable compound, amentoflavone,
which is also a well-known plant-derived biflavonoid [47] have also been credited with
a battery of pharmacological activities, including antioxidant effect, via attenuation of,
ROS, malondialdehyde and augmentation of the activity of antioxidant enzymes in
experimentally induced oxidative stress conditions [48, 49]. Other bioactivities
attributed to amentoflavone include antiinflammatory effect, via inhibition of tumor
necrosis factor-α (TNF-α), suppression of the production of prostaglandin E-2, and the
nuclear translocation of c-Fos, interleukin-1β and IL-6 [47], antitumor effect, through
caspase 3 activation, diminution of mitochondrial membrane potential, release of
mitochondrial cytochrome c in breast cancerMCF-7 cells, inhibition of cell division and
growth (progression from G0/G1 to S phase) and regulatory effect on genes controlling
apoptosis and cell cycle, including Bax and caspase 9 [47, 50]. Other mechanisms
underlying the anticancer activity of amentoflavone include inhibition of fatty acid
synthase expression in human epidermal growth factor receptor 2 (HER2)-positive
human breast carcinoma SKBR3 cells, upregulation of polyoma enhancer activator 3
(PEA3), which represses HER2 at the level of transcription to impede phosphorylation
of protein kinase B (PKB), mechanistic target of rapamycin and c-Jun N-terminal ki-
nases [51, 52]. However, despite the plethora of studies investigating the pharmaco-
logical activities of amentoflavone, to the knowledge of the authors, the
HDAC-inhibitory effect of this compound has not been reported. Interestingly, with
the high docking energy of this compound with the selected HDACs, it very likely that
the compound is a potential HDAC inhibitor and qualifies for further studies.
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9.4.2 Conclusions

Inhibition of HDAC is a critical strategy in the search for anticancer therapeutics.
However, endeavors to employ current anti-HDACs agents in cancer treatment have
yielded limited success, prompting the need to explore anti-HDACs natural products,
especially from plants sources. The outcome of this in silico study indicated that four
compounds from G. kola seed including amentoflavone, GB1, GB2, and kolaflavanone
have high binding tendencies for the selected HDACs compared with givinostat, the
standard HDAC inhibitor. These results indicated that four G. kola-derived compounds
are potential inhibitors of the selected HDACs. However, further investigations using in
vitro and in vivo studies are required to validate these compounds as inhibitors of the
selected HDAC isoforms.
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10 Thermodynamics of the micellization of
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triethanolamine-water media: a
conductometry study

Abstract: The effect of triethanolamine, a solvent with wide technical and industrial
benefit on the micellization of an aqueous mixture of cationic surfactants, dodecyl-
trimethylammonium bromide (DETAB) and hexadecyltrimethylammonium bromide
(HATAB) was studied to examining the stability of the mixed micelles at 298.1, 303.1,
308.1 and 313.1 K using the electrical conductance method. The values of the critical
micelle concentration (C*) were found to decrease with an increase in the concentra-
tion of triethanolamine (TEA). The values of the free energy ofmicellization (ΔGm)were
negative at a particular temperature, and the extent of spontaneity was discovered to
increase when the concentration of TEA was increased. However, an increase in tem-
peraturewas observed to have anegative linear relationshipwith the spontaneity of the
process. The formation of the mixed micelles was an exothermic process, and it was
also TEA and temperature-dependent with a trend similar to those observed in the free
energy of micellization (ΔGm). The degree of disorderliness of the system was also
found to be entropy driven at a higher concentration of TEA. The synergistic interaction
between the molecules of DETAB–HATAB in the presence of TEA (0.4% v/v) and the
spontaneity of the system was at the maximum at 0.1:0.9 mol fraction ratio and the
energetics of the systemwas discussed based on hydrophobic–solvophobic interaction
of the monomers in TEA at elevated temperatures.
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10.1 Introduction

Surfactant molecule possesses a water-loving segment and a hydrophile [1]. This
amphiphilic nature of the surface-active agent is responsible for their (a) adsorption at
an interface in an orientation such that the hydrophobic tail points upwardly from the
aqueousmedium, and the hydrophilic part resides inwater [2]. This sequence leads to a
decrease in surface free energy of the system [3–5]. At saturation (b) surfactant self-
assemble into an entity calledmicelle or mixed-micelles as in the case of monomeric or
mixture of surfactant species, respectively [6]. These dual, incompatible unusual but
noteful characteristics of surfactant (amphiphile) play vital roles in processes of in-
terest such as dye solubilization, fabric softening, improve drug solubilization deter-
gency, oil recovery [7, 8] and as a catalyst to enhance the rate of chemical and
biological reactions [9–11].

Cationic surfactants have a net positive charge that is independent of the pH of the
system localized at the head group are of immense value [3]. A mixture of surfactant
yielding micelles that comprised of the two surfactants in different proportion (x) are
more efficient and cost-effective than micelles from a single monomer [12, 13].

The formation of micelles which is majorly as a result of hydrophobic interactions
originated from the hydrocarbon segments, and which must be strong enough to
overcome the opposing electrostatic forces from the hydrophilic portion of the sur-
factant molecules [8, 9, 11] occurs at a well-defined concentration [6, 9, 14] called the
critical concentration called the critical micelle concentration (CMC). The CMC is the
concentration of economic importance [15] especially in the case of favourable inter-
action [16] (synergism) in the mixed state, hence the structural, thermodynamics and
kinetic properties of surfactants involved in industrial and technical processes are
defined at a specific concentration (C) which corresponds to the concentration of
optimal performance (C > CMC) as micelles are present [8, 11, 17].

The micellization process and the CMC have been reported to be significantly
influenced by solvents, temperature and a broad range of solutes [8, 17, 18]. The effects
of additives to surfactants which may result in improved performance of the products
[3] have also been reported to be because of the solvent structural features and
behaviour in terms of reinforcing water structure or otherwise, hydration phenomenon
(temperature) and reduction in electrostatic repulsion by ionic electrolytes [19].

Previous studies on cationic-cationic mixtures are very scanty, as a lot of re-
searchers focused on cationic surfactants that have bulky head groups (TPPB, TTPyB).
Very few have, however, tried to study the effect of co-solvent/additives such as DMSO,
DMF, MeOH, THF, DO, EG among other co-solvents on the aggregation properties, and
the effects of the aforementioned co-solvents based on their reports are largely
inhibitory [8, 20–22]. A lot of reports is also available in the literature on binary mix-
tures of cationic surfactants in aqueous and aqueous–organic media [15, 19, 23, 24],
however, investigations of the effect of temperature on the micellization of mixed
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cationic surfactants especially those of the linear quaternary ammonium halides in
triethanolamine has not been mentioned.

The co-solvent of choice, TEA, with OH and NH functional groups (Figure 10.1), are
used in the formulations of herbicides, cleaning and soil dispersing (laundering)
agents, drug carriers and a host of other industrial processes [25]. The presence of the
OH group in its structure can allow the formation of multiple hydrogen bonds, a
condition which according to Evan [26, 27] stands as a prerequisite for micelle for-
mation. Additionally, the OH can also be incorporated into the mixed-micellar core by
acting as a bridge [23] thereby minimizing the electrostatic repulsive force among the
polar head groups, and at the same time increase the van derWaals interaction through
the large hydrophobic volume in the structure.

Mixed-micelles of cationic surfactants consisting of OH segments can preserve
aquatic lives as it has been reported to be efficient in reducing water pollution by
emulsification of oil spills in the aquatic system [28].

Considering the widespread application of mixed micelles of dodecyl-
trimethylammonium bromide (DETAB) and hexadecyltrimethylammonium bromide
(HATAB) in Triethanolamine (TEA), information on the overall stability and feasibility
of the process of the potential products is of value, and need to be ascertained through
the evaluation of the energetics of the aggregation process. The structure of the sur-
factants and the co-solvent (TEA) are shown in Figure 10.1.

Figure 10.1: Structure of a: DETAB
b: HATAB c: TEA.
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Conductancemeasurement has been described bymany researchers to be the ideal
diagnostic technique for probing changes in concentration of ionic surfactants in
aqueous and aqueous–organic media [29, 30].

10.2 Materials and methods

10.2.1 Materials

The n-alkyl, dodecyltrimethylammonium bromide (DETAB-C12) and hexadecyl-
trimethylammonium bromide (HATAB-C16) were purchased from Sigma Aldrich com-
pany. These cationic surfactants are of the highest purity, that are commercially
available, and they are therefore used without further purification. The TEA was of
analytical grade also purchased from Sigma Aldrich and used as received. The water
used for this work was re-distilled, with a specific conductivity value that ranged
between 1 and 3 μs cm−1 at room temperature. The concentration of the mixture was
expressed in mole fraction in accordance with ideal mixing system at temperatures
298.1, 303.1, 308.1 and 313.1 K.

Jenway conductivity meter of model 4510 with a dip-type probe of 1.0 cm−1 cell
constant was used for the experiment. The electrode was calibrated before use with an
aqueous solution of 0.01 mol l−1 KCl which is of known conductivity.

10.2.1.1 Methods

The conductance of the mixture DETAB–HATAB solution based on mole fractional
ratio in 0.0, 0.2 and 0.4% v/v was measured using the titrimetric method at temper-
atures of 293.1 through 313.1 K at an interval of 5.1 K. A thermostated water bath was
used for the experiment at the working temperatures. The solution of the surfactant
mixture was prepared (mole fraction) in accordance with Clint’s [31] model which is
based on the ideal mixing system as shown in Eq. (10.1).

1
idCMC

= ∑
N=2

i=1

αi

CMCi
(10.1)

The idCMC is the critical concentration for the ideal mixture, CMCi, its critical micelle
concentrations of the pure forms (DETAB and HATAB), and is related to the CMC1 and
CMC2 of the pure components and αi the bulk mole fraction. The experimental details
have been described in our previous work [3].
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10.3 Results and discussion

10.3.1 Results

10.3.1.1 Determination of the critical mixed micelle concentration

The electrical conductivity of 0.1:0.9, 0.2:0.8, 0.3:0.7, 0.4:0.6, 0.5:0.5 and 0.6:0.4 of
different mole fractional combinations where the first value in each mixture (0.1, 0.2,
0.3, 0.4, 0.5 and 0.6 represent the fraction of the first components in the mixture) of
DETAB–HATAB following ideal mixing with and without different percentage of TEA
was measured to determine the critical micelle concentration (C12) of the mixture and

Table .: Thermodynamic behaviour of micellization of DTAB–HTAB in .% v/v TEA.
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other thermodynamically dependent mixed micellar parameters. The conductance
values, k, obtained were plotted as a function of surfactants (mol L−1), and the plot
yielded a straight-line graph with an inflection point which corresponds to a single
break C*. The graph has two different slopes representing pre (A1) and post (A2) mixed
micellar regions. The ratio of the slopes (alpha1) gives information about the counter

ion dissociation (β1 = A2
A1
), whereas the fraction of counter-ion binding (β12) to the

mixed micellar surface was calculated by subtracting the value of β1 from unity.
However, the use of the conventional plots for the determination of micellar CMC has
remained elusive owing to the presence of curvatures which is largely because of the
gradual transition from monomer to micelle especially at higher surfactant concen-
tration, aqua–co-solventmedia and temperature greater than 298.1 K has been taken as

Table .: Thermodynamic behaviour of micellization of DTAB–HTAB in .% v/v TEA.

α C*(mmoll−) �ΔGmx

kJ mol�

�ΔHmx

kJ mol�

ΔSmx

J mol�K�
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the second CMC [32]. To surmount the problem of uncertainty in locating the break-
point, the values of the critical micelle concentration of the mixed micelle (C*) of
DETAB–HATAB were determined graphically with the aid of the method proposed by
Carpena et al. [33] which involved mathematical fittings to the conductance data to
obtain a nonlinear function followed by the integration of the Boltzmann-type Sigmoid
equation (Eq. 10.2).

k = A0 + A1C + A3(A2 − A1)ln[1 + exp(C − A4/A3)

1 + exp(−A4/A3)
] (10.2)

A0 represents the initial conductivity of water, A1 and A2 are the slopes for low (pre
micelle) and high (post micelle) regions, A3 is the width of transition between the two
regions, and the central point of the transition, respectively. The values of A4 corre-
sponds to the centre of transition, and it is equal to the experimental critical micelle
concentration of the mixedmicelles (C*). The summary of results of the mixedmicellar
parameters in aqueous-TEA (0.2 and 0.4% v/v) at different temperatures were pre-
sented in Tables 10.1 and 10.2. The plot of differential conductivity (κ) versus mixed
surfactant concentration using Eq. (10.1) was shown in Figure 10.2.

10.3.2 Mixed micelle formation. And Solvent Effect

The micellization process was discovered to deviate from ideality in TEA at 0.2% v/v,
and the enhancement of the aggregation process was seen when the percentage con-
centration of TEA was increased to 0.4% v/v as the values of the critical mixed micelle
concentration (C*) becamemarkedly smaller than that predicted by assuming an ideal

Figure 10.2: Plot of the differential conductivity against the concentration of DETAB-HATAB in Water-
TEA at 298.1K.
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mixing system indicating a favourable (synergism) interaction between the mixed
surfactants in TEA at higher solvent addition.

Several factors could be responsible for this nonconformity to ideality. A decrease
in the values of C* of DETAB-HATAB in aqueous-triethanolamine mixed-media could
be ascribed to the argumentation of the 3-D structure of water by TEA through
hydrophobic-solvophobic interaction. The hydrophobicity (driving force for aggrega-
tion) of the process was strengthened in a manner that TEA was able to infiltrate the
mixed micellar core, intercalating such that the distance between the hydrophile was
increased with a concomitant reduction in ion-ion repulsion, hence early mixed
micelle formation. The deviation of C* from ideality was a result of the synergistic
interaction between the mixed surfactants in the aqueous –TEA system. Figure 10.3
depicted the extent of deviation from ideal behaviour.

10.3.3 Effect of Temperature on the Mixed micelle formation

Mixed-micelle that has a linear relationship with temperature was obtained as the
values of C* increased with an increase in temperature, a behaviour that is charac-
teristic of ionic surfactants [34] because of (a) dehydration of the head group at a higher
temperaturewhich led to an increase in repulsion among the polar head groups and the
disruption of the palisade layer of the mixed-micelles which shifted the equilibrium
position in favour of the surfactant monomers are factors that came to play with the
aggregation behaviour at elevated temperature [35, 36]. Figure 10.4 showed the vari-
ation of the C* with solution mole fraction (αi) as a function of temperature.

Figure 10.3: The plot of (C*) of DETAB-HATAB in TEA-Watermixture as a function of themole fraction of
DTABr. at 298K (Extent of deviation from ideality).
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Consequential adjustment to Clint’s equation [31] was inevitable (Eq. 10.1) and this
was carried out by Rubingh [37] through the introduction of activity coefficients to
account for non-ideality in surfactant mixtures. Equation (10.3) gave themodified form
of Clint’s equation

1

CMCideal = ∑
N=2

i=1

αi

σiCMCi
(10.3)

The activity coefficients (σi) of the components can be expressed as follows

σ1 = exp βx(1 − χ1)2 (10.4a)

σ2 = exp βx(χ1)2 (10.4b)

Where σ1 and σ2 represent the activity coefficients for the first component (DETAB) and
the second component (HATAB), respectively of the mixed micelles. The values of the
activity coefficients of σI were found to be below unity, with the values of σ2 closer to
the standard state than the values of σ1.

10.3.4 Thermodynamics of Mixed-Micelles

The energetic of the micellization process with organic co-solvent was examined by
evaluating relevant thermodynamic quantities using the phase separation model [37]
According to the regular solution theory, the relationship between the excess free
energy (GE) the excess enthalpy (HE) and the changes in Gibb’s free energy and
enthalpy of micellization are given by

GE = HE = ΔHm = RT   (χ1lnσ1 + (1 − χ1)lnσ2) (10.5)

Figure 10.4: Representative Plot of
C* versus mole fraction in TEA-Water
(0.2%) at different temperatures.
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ΔGM = RT(χ1ln(χ1σ1) + (1 − χ1)ln((1 − χ1)σ2)) (10.6)

ΔSm = ΔHm − ΔGm 
T

(10.7)

The values of Gibb’s free energy of micellization (ΔGm) for DETAB-HATAB were
negative at 0.2% v/v cosolvent addition. The spontaneity of the process, however,
decreased when the temperature > 298.1 K. When the concentration of the cosolvent
was increased to 0.4% v/v, the hydrophobic-solvophobic interaction was found to
increase as less work (ΔGm) was expended to achieve the desire results, the values of
the free energy of themixedmicelle becamemore negative, and these values were also
temperature-dependent., because of solubility of some of the hydrophobic part [34, 36]
and an increase in the K.E of the system at a higher temperature. Furthermore, the
negative values obtained indicated that the mixed micelles were more stable than the
micelle formed from the individual surfactant components. Similar findings have been
reported in the literature [19, 20].

The process of aggregation was exothermic, and the results obtained were also
shown in Tables 10.1 and 10.2. When TEA (0.2%) was added to the mixture of
C12TAB-C16TAB, the values of enthalpy of micellization were negative, However, the
formation of themixedmicelle becamemore exothermic when themediumwas further
fortified with a higher concentration of TEA (0.4% v/v) as the values became more
negative because of reinforcement of the three-dimensional structure ofwaterwith TEA
own to its structural making capacity. These values (-ΔHm) also decreased with an
increase in temperature. On the overall, the process was exothermic in nature.

The values of the entropy of micellization (ΔSm) were discovered to be positive at a
given composition of the organic co-solvent used (TEA). An increase in the percentage
composition (0.4 v/v %) further enhanced the motional freedom of the ordered
structure of water by broken more of the ‘Frank-Evan icebergs’ during the formation of
mixed micelles. However, there was a loss of water structure at a higher temperature.
Although the mixed micelle is an ordered entity, but the process of concealment of the
tail group into the interior of the mixed micelle, along site the intercalation of the co-
solvent involved liberation of water/in the vicinity of the aggregation zone, a process
that is largely random in nature.

10.4 Conclusion

Micellization of cationic surfactants that differ in the hydrocarbon segments were
examined in the presence of an organic cosolvent (TEA) as a function of temperature
was studied with a view to examining the stability of the product in terms of energetics
of the process.

From the results it was discovered that when a mixture of DETAB-HATAB was
accentuated with varying concentrations of organic additive such as TEA, the critical
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micelle concentration values that would be lower than that predicted by ideal
behaviour could be obtained. This synergistic interaction is of industrial value as C*
values represent in practice, the smallest concentration at which maximum benefit,
because of cost-effectiveness could be obtained. Furthermore, the energetics of the
process was found to be thermodynamically feasible at the studied temperature.
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