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## Preface to the first volume of Model Order Reduction

This is the first of the three-volume set Model Order Reduction intended to be used as a handbook in partial fulfilment of the goals of the COST Action EU-MORNET. The first two volumes deal with methods and algorithms, while the third and final volume is devoted to specific applications. Before discussing the contents of Volume 1 (for the contents of Volumes 2 and 3, see the respective editorials there), we would like to explain the background of this project.

## EU-MORNET: Model Order Reduction in Europe

European researchers have realized the importance of Model Order Reduction (MOR) and reduced-order modeling already since the 1990s, in the scientific computing and computational engineering communities as well as in the area of systems and control. Since then, the interest has grown steadily, with many workshops and conferences having been organized, and several MOR research groups emerging. In the early 2000s, the first workshops were organized that brought researchers from these various areas together. This includes the 2003 workshop on "Dimension Reduction of Large-Scale Systems" at the Mathematical Research Center Oberwolfach and the 2005 workshop "Model Order Reduction - Coupled Problems and Optimization" at the Lorentz Center in Leiden. Both inspired the publication of tutorial-style collections, leading to two of the first books on MOR. ${ }^{1,2}$ At the same time, the first research monograph fully dedicated to MOR appeared. ${ }^{3}$ In addition, comprehensive European projects like CODESTAR ("Compact modelling of on-chip passive structures at high frequencies", 2002-2004), CHAMELEON-RF ("Comprehensive High-Accuracy Modelling of Electromagnetic Effects in Complete Nanoscale RF Blocks", 2004-2006), and O-MOORE-NICE! ("Operational MOdel Order REduction for Nanoscale IC Electronics", 2007-2010) made abundant use of MOR. The European Research Training Network COMSON ("Coupled Multiscale Simulation and Optimization in Nanoelectronics", 2007-2009) also had a major task on MOR, and organized an autumn school on the Dutch island of Terschelling. It is still remembered by many participants, due to the nice food and luxurious accommodation, but also because many leading MOR researchers from all over the world were present. During this autumn school, there

[^0][^1]was a first discussion on starting a European network on MOR, but due to the lack of funding opportunities, there was no immediate follow-up.

In 2013, Peter Benner, chair of one of the MOR centers in Europe (the Max Planck Institute for Dynamics of Complex Technical Systems in Magdeburg), together with Albert Cohen (Paris), Mario Ohlberger (Münster), and Karen Willcox (then at MIT) organized a workshop in the Luminy mathematics research centre CiRM, located beautifully off the coast in the south of France, and this turned out to be the ideal setting for the preparation of a so-called COST Action on MOR. The lectures during the day and the very pleasant atmosphere in the evenings put us in the right mood for writing. The aim of the proposal was to "bring together all major groups in Europe working on a range of model reduction strategies with applications in many of the COST domains". The proposal survived the first round, and was admitted to the second round, which meant going to Brussels for an interview with a very broad and general committee. The overall chances of success were approximately $4 \%$, but we succeeded and hence EU-MORNET was born. The first management committee meeting took place in Brussels in April 2014, and since then many activities have been organized and undertaken. Highlights were the MoRePaS conferences in Trieste and Nantes, the Durham workshop in August 2017, organized jointly with the London Mathematical Society, and MODRED held 2017 in Odense. The network was growing constantly, and when the funded period of EU-MORNET ended in April 2018, more than 300 researchers had joined the network. We hope to sustain this network, e. g., via its webpage eumor.net, as coordination of activities has turned out to be very fruitful, it has put MOR in the spotlights, and we observe that the interest in MOR is only growing: many European projects make use of it, or emphasize its importance like the recently ended ECSEL project Delphi4LED. A glimpse at some of the various applications encompassing MOR in its computational workflows is provided in Volume 3 of this handbook project. We are very grateful to the COST Organization for supporting this initiative, thereby bringing MOR in Europe to the next level. This handbook also serves as the ultimate dissemination effort of EU-MORNET and will hopefully help generations of new researchers and practitioners to get a gentle introduction into the field and to find inspiration for their own development and research work.

## Introduction to Volume 1

This first volume starts with an introductory chapter to MOR in general as a very broad field of research, encompassing multiple techniques with applications in a wide variety of fields. This chapter serves two main purposes. On the one hand, it provides an introduction to the handbook project itself, helping the reader navigate through the three volumes, explaining their organization, providing pointers into the various chapters where specific methods are presented or where particular applications are further explored. Additionally, this first chapter also serves as a conduit to introduce
concepts and notation used throughout the various chapters and volumes, in an attempt to support, simplify and enrich the reader's experience when probing the information provided in the three volumes of "Model Order Reduction".

After this initial, introductory chapter, all chapters of this first volume mostly focus on the concept of MOR applied in a system-theoretical context. The common principle among methods and algorithms in this setting is the basic assumption that there is an underlying system description whose behavior can be determined from the knowledge of the dynamics of a set of state variables. Specific developments both in theory and applications, including deployment in commercial CAD tools, took place over the years in specific settings and disciplines, sometimes using different language and notation. However, all such methods share a common framework, which we attempted to capture in this book.

The second chapter in this volume, by T. Breiten and T. Stykel, is devoted to methods associated with the concept of energy of a system and with the problem of how to represent it in balanced coordinates. This enables discarding the least relevant states from an input-output perspective. The resulting truncated system has several very interesting properties, which are discussed in the context of linear and nonlinear reduction.

The third chapter by L. Feng and P. Benner delves into the realm of momentmatching methods (also known as Padé-type approximations, relating to rational interpolation) as a metric for reduction, and details methods based on projection techniques for compressing linear, nonlinear and parametric systems.

The next chapter of P. Tiso et al. is devoted to modal truncation applied to linear and nonlinear systems. This chapter discusses techniques based on analysis of the system dynamics, in particular the observation of its eigenmodes and consequent truncation leading to reduced-order models.

Enforcing specific desirable or required system properties after reduction is the target of the next chapter, by S. Grivet-Talocia and L. M. Silveira, which is devoted to post-processing techniques. In particular, the most prominent techniques for enforcing passivity of linear systems via perturbation approaches are introduced and discussed.

The following chapter serves as an interesting bridge between moment-matching methods described as rational interpolation, to data-driven interpolation techniques connecting to approaches that start from measurements of the system. This chapter, by D. Karachalios, I. V. Gosea and A. C. Antoulas, introduces the Loewner framework for system reduction and connects to moment matching, interpolation and projection.

The seventh chapter, by R. Zimmermann, continues the trend of discussing interpolation methods, but it introduces manifold interpolation as a supporting tool in the reduction framework of parameterized systems.

The final three chapters are entirely dedicated to exploring model reduction techniques fueled by data obtained from system behavior.

The eighth chapter, by P. Triverio, discusses Vector Fitting, a data-driven algorithm where samples or measurements of the system response are used to construct a reduced representation.

The ninth chapter, by G. Santin and B. Haasdonk, stays in the realm of data-driven reduction and introduces kernel methods as surrogate system models. It introduces a series of methods where the system representation is unknown or eschewed and a reduced representation is constructed or estimated from the information garnered by sampling the system or its outputs.

Last but not the least, the tenth and final chapter, by J. Kleijnen, presents Kriging techniques: a set of data-driven interpolation techniques for generating a reduced model through kernel regression assuming an underlying Gaussian distribution.

At this point, we would like to thank also all the contributing authors who brought this project to life, the numerous anonymous reviewers who ensured the quality of the 30 chapters of the three volumes of the Model Order Reduction handbook series, and last but not least Harshit Bansal, who helped with producing the index for every of the three volumes. Our gratitude also goes to the De Gruyter staff, and in particular to Nadja Schedensack, for accompanying this project constructively over more than four years, with unprecedented patience.

Peter Benner, Stefano Grivet-Talocia, Alfio Quarteroni, Gianluigi Rozza, Wil Schilders, Luìs Miguel Silveira

Magdeburg, Germany
Torino, Milano, Trieste, Italy
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#### Abstract

This is the first chapter of a three-volume series dedicated to theory and application of Model Order Reduction (MOR). We motivate and introduce the basic concepts and notation, with reference to the two main cultural approaches to MOR: the system-theoretic approach employing state-space models and transfer function concepts (Volume 1), and the numerical analysis approach as applied to partial differential operators (Volume 2), for which projection and approximation in suitable function spaces provide a rich set of tools for MOR. These two approaches are complementary but share the main objective of simplifying numerical computations while retaining accuracy. Despite the sometimes different adopted language and notation, they also share the main ideas and key concepts, which are briefly summarized in this chapter. The material is presented so that all chapters in this three-volume series are put into context, by highlighting the specific problems that they address. An overview of all MOR applications in Volume 3 is also provided.


Keywords: model order reduction, (Petrov-)Galerkin projection, snapshots, parametric operator equation, transfer function

MSC 2010: 35B30, 37M99, 41A05, 65K99, 93A15, 93C05

### 1.1 Overview

The ever-increasing demand for realistic simulations of complex products and processes places a heavy burden on the shoulders of mathematicians and, more generally, researchers and engineers working in the area of computational science and engineering (CSE). Realistic simulations imply that the errors of the virtual models should be small, and that different aspects of the product or process must be taken into account, resulting in complex coupled simulations.

[^2]〇 Open Access. © 2021 Peter Benner et al., published by De Gruyter. (cc)BY-NC-ND This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Often, there is a lot of superfluous detail in these simulations that is not needed to provide accurate results. With the current advances in new computer architectures, viz. the availability of many processors, one might be tempted to just use the abundant computational resources. However, this could lead to enormous energy consumption for the simulations, which should be avoided if possible. Besides, it could still lead to very lengthy and time-consuming simulations. Hence, it seems wise to use methods that can reduce the size of such huge problems, and which are able to get rid of the superfluous and unnecessary detail, still guaranteeing the accuracy of solutions.

An example is provided by the co-simulation of an electronic circuit with the interconnect structure that is mounted on top of the circuit to provide all desired connections. The metallic interconnect structure causes electromagnetic effects that may influence the behavior of the underlying circuit. There is no need, however, to solve the Maxwell equations for this complex three-dimensional structure in full detail, only the most dominant effects causing delays need to be included. This is where model order reduction (MOR) comes into play; MOR methods are able to extract the dominant behavior by reducing the size of the system to be solved.

To explain what MOR is, we often use the following picture:


If we showed the picture on the right, everyone would recognize that this is a rabbit. Hence, we do not need the detailed representation in the left picture to describe the animal. Maybe we would need a slightly more detailed description as shown in the middle picture, depending on the demands. ${ }^{1}$ MOR works in the same way: the original problem is reduced, the representation of the solution is given with far less variables, and the hope is that this is sufficient to guarantee an accurate solution. If more accuracy is needed, clearly the problem size should be reduced to a lesser extent.

[^3]By now, MOR is a very active and relatively mature field of research. Much progress has been made in the past 40 years, and in many different directions. The seminal papers by Feldmann and Freund (1994/95) [9, 10], simultaneously with [12], sparked many development in the area of Krylov-type methods, strongly related to the field of numerical linear algebra. Mimetic elements were considered, leading to passivitypreserving and structure-preserving methods, necessary to retain vital properties of the original system of equations in electronics and electromagnetics. First textbooks appeared with a special focus on applications in this area, [11] even before the above papers, and after the field had matured, new textbooks [13, 22] and several collections [3, 5] were published.

Within the systems and control area, one concentrates mainly on balancing techniques, involving the solution of Lyapunov equations. The main ideas center on preserving those states in a dynamical system that can be reached with the least amount of energy, and on the other hand, those states that provide the most information when observed. In balanced coordinates, both sets of states coincide. Here, the seminal paper of [16] has to be mentioned which rendered these ideas computationally feasible. A first textbook in this area was published in 2001 by Obinata and Anderson [17].

Also, the need for MOR was already discussed in the 1960s in mechanical engineering, from which the technique of modal truncation emerged, in combination with substructuring and with further developments like component mode synthesis. These are nowadays standard techniques, found in many variants in structural analysis software, and covered by many textbooks in numerical mechanics. A comprehensive textbook focusing on this area is [18].

First textbooks and collections of tutorials that made connections between the MOR techniques developed mainly in the above-mentioned application areas started appearing in the mid-2000s, including the fundamental textbook [1] by Antoulas in 2005 , and the edited volumes [6, 21].

Later, researchers started to consider parametric model order reduction, especially within the area of reduced basis methods, focusing on the fast solution of parametric partial differential equations (PDEs) [14, 19, 20]. A related, but somewhat different approach to parametric PDEs was developed in the framework of the proper generalized decomposition [8]. One can also find a collection of articles on MOR for parametric problems in [7].

Methods for nonlinear problems were also considered, important developments being the empirical interpolation methods and other so-called hyperreduction techniques. But also methods like proper orthogonal decomposition (POD), where snapshots of the solution of a nonlinear problem are used to create a basis for solutions, became popular for nonlinear problems. Basic concepts of these approaches, including also the MOR techniques already mentioned above, also with some historical perspectives, can be found in the collection of tutorials [4].

The demand for more realistic simulations led to the development of MOR methods for interconnected and coupled systems. Extensions to descriptor systems, or alternatively differential-algebraic systems, led to the creation of index-preserving methods and to the development of an interpolatory projection framework for model reduction of descriptor systems. An entirely different approach is provided by data-driven methods, in which the Loewner framework plays an important role; see the recent textbook on the interpolatory framework including the Loewner framework for more details [2].

Most recently, focus also turned to data-driven and non-intrusive MOR methods, requiring no or only incomplete knowledge of the physical model, but merely relying on tools or software to produce relevant data from which a model description can be inferred. One prominent technique in this area is dynamic mode decomposition [15], with many new methods emerging even more recently, often making connections to techniques from machine and deep learning.

The three volumes constituting this handbook of Model Order Reduction discuss many of the aforementioned developments and methods. This first volume contains theoretical expositions of system-theoretic, interpolatory, and data-driven methods and algorithms. The second volume treats snapshot-based methods and algorithms for parametric PDEs. The mathematical strategy behind these methods relies on Galerkin projection on finite-dimensional subspaces generated by snapshot solutions corresponding to a specific choice of parameters. The third volume contains a large variety of applications of MOR. Originally, the fields of mechanical engineering, automation and control, as well as the electronics industry were the main driving forces for the developments of MOR methods, but in recent years, MOR has been introduced in many other fields (not all covered in Volume 3, though), like chemical and biomedical engineering, life sciences, geosciences, finance, fluid mechanics and aerodynamics, to name a few. Moreover, Volume 3 also provides a chapter surveying the landscape of existing MOR software.

### 1.2 A quick tour

MOR is a multidisciplinary topic, which has been developed over the last decades by mathematicians, scientists and engineers from widely different communities. Although the main ideas in MOR can be classified in a relatively small set of fundamental problem statements and related reduction approaches, these ideas have been developed by different communities with different languages, notation, and scope. One of the purposes of the Model Order Reduction handbook project is in fact to provide a comprehensive overview of MOR approaches, hopefully forming bridges that cross different disciplines.

Several classifications can be attempted in the world of MOR. Probably the most natural high-level classification distinguishes between the two main cultural approaches of system theory on one side, and numerical analysis as applied to solving PDEs on the other. Other classifications may be considered, for instance based on the various classes of reduction approaches, which may be model-driven or data-driven, optimal or heuristic, deterministic or stochastic, or alternatively on the type of the system being addressed, which can be linear or nonlinear, uniquely defined or parameterized by some geometrical or material variable, deterministic or stochastic, finite- or infinite-dimensional. The specific methods that apply in each of these cases will be discussed in detail in the various chapters of this three-volume series. In this initial chapter we mainly distinguish the two major cultural approaches to MOR, for which reduction methods, notation and language are sometimes quite different in the existing literature.

System-theoretic approaches usually deal with a system under investigation described as a large-scale set of Ordinary Differential Equations (ODEs) or DifferentialAlgebraic Equations (DAEs), whose dynamics is expressed in terms of a set of state variables. The main objective is to derive some compact Reduced-Order Model (ROM) with the same structure, characterized by a significantly smaller number of states, and whose response approximates the true system response according to well-defined criteria. Very often the ROM represents a component of a larger system that is impossible or impractical to solve in its full-size formulation. In this setting, reduction is required in order to replace the original large-scale description of individual components with accurate and robust ROMs, so that a global system-level numerical simulation becomes feasible.

A second major approach to MOR addresses fast numerical solution of PDEs. In this setting, the field problem of a PDE is taken as the starting point. In the snapshotbased methods, the full-order variational form is often retained by the MOR process. This allows projection-based methods to utilize the parametric operator equations and define a reduced-order operator of the same parametric dependency. Since the starting point is the PDE form, a discretization in space and time is required, leading to a large-scale discretized model. Various methods exist to control the approximation error, often balancing rigorousness with computability.

We see that the above two approaches share their main objective of speeding up numerical computations with control over approximation errors, although the starting points are different. We should, however, consider that the two approaches practically coincide once a field problem described in terms of PDEs is discretized in its space variables in terms of suitable coefficients, which basically play the same role of the state variables in system-theoretical approaches.

We address the two approaches in Sections 1.2.1 and 1.2.2, by introducing basic notation and concepts that will be used extensively throughout Volumes 1 and 2 of this book series. Section 1.2.3 provides a glimpse at the MOR applications that are extensively discussed in Volume 3.

### 1.2.1 The system-theoretic approach

System-theoretic approaches consider models whose dynamics is expressed in terms of internal state variables, which in the finite-dimensional setting are denoted as $x(t) \in$ $\mathcal{X} \subset \mathbb{R}^{n}$. These states evolve with time $t \in\left[t_{0}, T\right]$ according to dynamic equations which are driven by some inputs or control signals $u(t) \in \mathcal{U} \subset \mathbb{R}^{m}$, whereas the quantities of interest or outputs are $y(t) \in \mathcal{Y} \subset \mathbb{R}^{q}$, usually with $q \ll n$. Denoting the "true" system as $\mathcal{S}$, the MOR objective is to obtain an approximate system $\widehat{\mathcal{S}}$ with a small number $r \ll n$ of internal states $\widehat{x}(t) \in \widehat{\mathcal{X}} \subset \mathbb{R}^{r}$. Reduction is conducted by enforcing appropriate approximation conditions such that, given input signals $u(t)$, the ROM $\widehat{\mathcal{S}}$ provides an output $\widehat{y}(t)$ that is "close" in some sense to the corresponding output $y(t)$ of the original system $\mathcal{S}$.

### 1.2.1.1 Standard system descriptions: the LTI case

The simplest system description assumes Linearity and Time-Invariance (LTI) and is provided by a set of ODEs in state-space form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t), \quad x\left(t_{0}\right)=x_{0},  \tag{1.1}\\
& y(t)=C x(t)+D u(t),
\end{align*}
$$

where $\dot{x}(t)$ denotes the time derivative of $x(t), A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{q \times n}, D \in$ $\mathbb{R}^{q \times m}$ are constant matrices, and $x_{0}$ is a prescribed initial condition. A more general formulation of LTI system dynamics can be expressed in descriptor form,

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t), \quad x\left(t_{0}\right)=x_{0}, \\
y(t) & =C x(t)+D u(t), \tag{1.2}
\end{align*}
$$

where an additional and possibly singular matrix $E \in \mathbb{R}^{n \times n}$ enters the state equations. Casting (1.2) in the Laplace domain and assuming vanishing initial conditions, $x_{0}=0$, leads to

$$
\begin{equation*}
Y(s)=H(s) U(s), \quad H(s)=C(s E-A)^{-1} B+D, \tag{1.3}
\end{equation*}
$$

where $H(s)$ is the transfer function of the system and $s \in \mathbb{C}$ is the Laplace variable. Well-posedness of (1.3) requires that $\operatorname{det}(s E-A) \neq 0$ for some $s$, i. e., that the pencil $(A, E)$ is regular. In most cases also an (asymptotic) stability requirement is established, so that all finite eigenvalues of the pencil $(A, E)$ have a (strictly) negative real part.

This system description forms the basis of most of the following chapters in this volume.

### 1.2.1.2 Approximation criteria

Some common approximation criteria that are appropriate for LTI systems are listed now:

- The quantities of interest of both full-scale system $\mathcal{S}$ and reduced system $\widehat{\mathcal{S}}$ are the outputs $y(t)$ and $\hat{y}(t)$, respectively. Therefore, it is natural to bound the output error defined as $\|\hat{y}-y\|_{\mathcal{L}}$ within a suitable function space $\mathcal{L}$, with the natural choice being the Hilbert space of square integrable signals $L_{2}\left(t_{0}, T\right)$, with

$$
\begin{equation*}
\|y\|_{L_{2}\left(t_{0}, T\right)}^{2}=\int_{t_{0}}^{T}\|y(t)\|_{2}^{2} d t . \tag{1.4}
\end{equation*}
$$

- An alternative is to control the error of the ROM transfer function $\widehat{H}(s)$ by minimizing $\|\widehat{H}-H\|_{\mathcal{H}}$, where $\mathcal{H}$ is an appropriate function space. Common choices are the Hardy spaces $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$, which are adequate under asymptotic stability assumptions, for which

$$
\begin{equation*}
\|H\|_{\mathcal{H}_{2}}^{2}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\|H(\jmath \omega)\|_{F}^{2} d \omega, \quad\|H\|_{\mathcal{H}_{\infty}}=\sup _{s \in \mathbb{C}_{+}}\|H(s)\|_{2} \tag{1.5}
\end{equation*}
$$

where $F$ denotes the Frobenius norm and $\jmath=\sqrt{-1}$. We refer to Chapter 2 in this volume for more precise definitions and for an introduction of the main systemtheoretic properties that are relevant for error control in MOR.

- Data-driven approaches aim at enforcing suitable interpolation or approximation conditions starting from available samples of the original transfer function $H_{k}=$ $H\left(s_{k}\right)$ at a set of complex frequencies $s_{k}$ for $k=1, \ldots, \bar{k}$. Interpolation methods (see Chapter 6, where the Loewner framework is introduced and discussed) enforce

$$
\begin{equation*}
\widehat{H}\left(s_{k}\right)=H_{k}, \quad \forall k=1, \ldots, \bar{k}, \tag{1.6}
\end{equation*}
$$

possibly extending this exact matching also to higher derivatives

$$
\begin{equation*}
\left.\frac{d^{v} \widehat{H}}{d s^{v}}\right|_{s_{k}}=H_{k}^{(v)}, \quad \forall v=0, \ldots, \bar{v}_{k}, \quad \forall k=1, \ldots, \bar{k}, \tag{1.7}
\end{equation*}
$$

giving rise to so-called moment-matching methods (see Chapter 3). In some cases, the point and moment matching is performed at adaptively selected frequencies $s_{k} \in \mathbb{C}$; see, e. g., the IRKA algorithm in Chapter 3. Moments can also be matched implicitly through projection of the original system onto suitably-defined Krylov subspaces, also discussed in Chapter 3.

- A relaxed version of the above matching conditions involves minimization of the least squares error,

$$
\begin{equation*}
\sum_{k=1}^{\bar{k}}\left\|\widehat{H}\left(s_{k}\right)-H_{k}\right\|_{F}^{2} \tag{1.8}
\end{equation*}
$$

Curve fitting approaches, including the Vector Fitting (VF) methods (see Chapter 8) fall into this class. When data $H_{k}$ come from measurements, only purely imaginary frequencies $s_{k}=\jmath \omega_{k}$ are available and used.

- A fundamental class of system-theoretic approaches for MOR are based on truncation of state-space or descriptor systems, where those state variables that are poorly coupled to the inputs or which provide negligible contribution to the outputs are discarded. Balanced truncation methods (see Chapter 2) and modal methods (Chapter 4) belong to this class.
- Some applications require additional constraints to be enforced during reduction. A notable case is enforcements of passivity and of dissipativity, which are appropriate for systems that are unable to generate energy on their own. Dissipativity conditions for state-space systems are reviewed in Chapters 5 and 2, together with appropriate methods for their enforcement, either as a feature of the MOR scheme or as a postprocessing.


### 1.2.1.3 Parameterized LTI systems

An additional layer of complexity is introduced by allowing the system $\mathcal{S}$ to be parameterized by some deterministic and/or stochastic variables $\mu \in \mathcal{P} \subset \mathbb{R}^{p}$. Assuming that the input signals $u$ are not parameter-dependent, we can write (1.2) in the parameterized form

$$
\begin{align*}
E(\mu) \dot{x}(t, \mu) & =A(\mu) x(t, \mu)+B(\mu) u(t), \quad x\left(t_{0}, \mu\right)=x_{0}(\mu),  \tag{1.9}\\
y(t, \mu) & =C(\mu) x(t, \mu)+D(\mu) u(t),
\end{align*}
$$

with the corresponding transfer function

$$
\begin{equation*}
H(s, \mu)=C(\mu)(s E(\mu)-A(\mu))^{-1} B(\mu)+D(\mu) \tag{1.10}
\end{equation*}
$$

In this parameterized setting, one is usually interested in preserving a closed-form parameterization also in the ROM, so that the corresponding transfer function must match (1.10) not only throughout the frequency band of interest, but also throughout the parameter space. Chapter 3 provides an overview of moment-matching parameterized MOR (PMOR) in the case of affine dependence of $E(\mu)$ and $A(\mu)$ on the parameters. The so-called reduced basis methods discussed in Chapter 4 of Volume 2 would provide the counterpart of PMOR in the PDE reduction setting, which is extensively treated in all chapters of Volume 2.

### 1.2.1.4 Nonlinear systems

Generalization to nonlinear systems is also possible, although effectiveness of MOR strongly depends on the class of systems being considered. Several results are avail-
able for systems that can be cast in the form

$$
\begin{align*}
& \dot{x}(t)=f(x(t))+g(x(t)) u(t),  \tag{1.11}\\
& y(t)=h(x(t)),
\end{align*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$ are smooth functions. A notable particular case is the quadratic-bilinear form, for which the nonlinear functions can be written and/or approximated as quadratic polynomials in their variables and compactly expressed, e.g., as

$$
\begin{equation*}
f(x)=f(0)+A_{1} x+A_{2}(x \otimes x), \tag{1.12}
\end{equation*}
$$

where $\otimes$ is the Kronecker product and $f(0) \in \mathbb{R}^{n}, A_{1} \in \mathbb{R}^{n \times n}, A_{2} \in \mathbb{R}^{n \times n^{2}}$ are constant matrices. A discussion of methods applicable to MOR of such systems is available in Chapters 2 and 3.

In more general settings, supporting algorithms providing interpolation/approximation of high-dimensional nonlinear multivariate functions are indeed available. We mention the Empirical Interpolation Methods in their various formulations introduced in Chapter 1 of Volume 2 and manifold interpolation (Chapter 7 in this volume), which provides a general framework for interpolation of orthogonal bases, subspaces or positive definite system matrices. Both these approaches are recurrent tools in several modern MOR frameworks.

### 1.2.1.5 Surrogate modeling

Extending the framework of classical MOR, which in the system-theoretic approach is usually applied to a state-spate description, surrogate modeling approaches provide tools for processing sequences of input-output data points and constructing an approximate metamodel that explains and reproduces their relationship. The last two chapters in this volume describe two alternative approaches for surrogate modeling. Chapter 9 presents an overview of the celebrated kernel methods, an approach that is very popular in the machine learning community, both for acceleration of complex simulation models, but also for classification and signal processing. Chapter 10 discusses Kriging methods or Gaussian Processes (GPs), with emphasis on design and analysis of computer experiments. These extensions of MOR bridge the gap between control and system theory with statistics, computer science, and (big) data science, further demonstrating how pervasive the key objectives are that characterize MOR.

### 1.2.2 The PDE approach

The second major approach to MOR starts from a field problem defined over a continuous domain $\Omega$. Thus, a parametric PDE is given as starting point of the MOR procedure.

Two main steps are performed: the numerical discretization in space and time and the projection of the discretized form onto a reduced-order space. The projection space is chosen such that the field variable is well approximated in a natural PDE norm or it is chosen with respect to a given output quantity of interest. These basic tools are discussed in more detail in Chapter 1 of Volume 2.

The variational or weak form of a parametric linear PDE in the continuous setting is posed over a suitable Hilbert space $V(\Omega)$ and given as

$$
\begin{equation*}
a(u(\boldsymbol{\mu}), v ; \boldsymbol{\mu})=f(v ; \boldsymbol{\mu}) \quad \forall v \in V \tag{1.13}
\end{equation*}
$$

with bilinear form $a: V \times V \times \mathcal{P} \rightarrow \mathbb{R}$ and linear form $f: V \times \mathcal{P} \rightarrow \mathbb{R}$. The parameter vector is denoted $\boldsymbol{\mu}$ and is an element of the parameter space $\mathcal{P}$. In many application scenarios, a particular output of interest $s: \mathcal{P} \rightarrow \mathbb{R}$ is sought, given by the linear form $l: V \times \mathcal{P} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
s(\boldsymbol{\mu})=l(u(\boldsymbol{\mu}) ; \boldsymbol{\mu}) . \tag{1.14}
\end{equation*}
$$

The case of a coercive and continuous bilinear form is the setting for many introductory examples but does not cover all PDE settings. E. g., in electromagnetics, i. e., when solving Maxwell's equations, an inf-sup stable sesquilinear form is often considered. In unsteady problems, the time-dependence is often made explicit and time is treated differently from other parameters in the ROM setting; see the POD-greedy algorithm for example. Nonlinear problems require particular care and methods, which are often adapted to the particular type of nonlinearity.

A suitable discretization method is chosen to approximate the field variable $u$, defining a corresponding discrete space $V_{h}$. The method of weighted residuals is invoked to turn the continuous form (1.13) into a discrete variational formulation.

The weak form in the discrete setting is given as

$$
\begin{equation*}
a\left(u_{h}(\boldsymbol{\mu}), v_{h} ; \boldsymbol{\mu}\right)=f\left(v_{h} ; \boldsymbol{\mu}\right) \quad \forall v_{h} \in V_{h}, \tag{1.15}
\end{equation*}
$$

with bilinear form $a: V_{h} \times V_{h} \times \mathcal{P} \rightarrow \mathbb{R}$ and linear form $f: V_{h} \times \mathcal{P} \rightarrow \mathbb{R}$. The space of all $v_{h}$ is the test space, while the space of $u_{h}$ is the trial space.

A discrete solution is found by invoking Galerkin orthogonality, by enforcing that the test space is orthogonal to the residual. In Ritz-Galerkin methods, the residual is tested against the same set of functions as the ansatz functions, i. e., the test space is the same as the ansatz or trial space. In a more general Petrov-Galerkin method, test space and trial space are chosen as different spaces.

Starting from the discrete high-fidelity formulation (1.15), another Galerkin projection is invoked to arrive at the reduced-order formulation. A set of solutions is computed at parameter values $S_{N_{\max }}=\left\{\boldsymbol{\mu}^{1}, \ldots, \boldsymbol{\mu}^{\left.N_{\max }\right\}}\right\}$, either by pre-specifying $S_{N_{\max }}$ or using an iterative algorithm such as the greedy sampling. These solutions are often called 'snapshots'. A projection space $V_{N}$ is determined by a suitable method. The dif-
ferent methods are briefly introduced below and discussed in much detail in dedicated chapters of Volume 2.

The reduced-order variational formulation is to determine $u_{N}(\boldsymbol{\mu}) \in V_{N}$, such that

$$
\begin{equation*}
a\left(u_{N}(\boldsymbol{\mu}), v_{N} ; \boldsymbol{\mu}\right)=f\left(v_{N} ; \boldsymbol{\mu}\right) \quad \forall v_{N} \in V_{N} . \tag{1.16}
\end{equation*}
$$

With matrix $\mathbb{A}_{h}$ assembling the bilinear form and the load vector $\mathbf{f}_{h}$, let $\mathbb{V} \in$ $\mathbb{R}^{N_{h} \times N}$ denote the matrix of basis vectors, derived from the snapshot solutions and project (1.15) onto the reduced-order space as

$$
\begin{equation*}
\mathbb{V}^{T} \mathbb{A}_{h} \mathbb{V} \mathbf{u}_{N}=\mathbb{V}^{T} \mathbf{f}_{h} \tag{1.17}
\end{equation*}
$$

The high-order solution is then approximated as

$$
\begin{equation*}
\mathbf{u}_{h} \approx \mathbb{V} \mathbf{u}_{N} . \tag{1.18}
\end{equation*}
$$

Typical ROM ingredients are an affine parameter dependency, an offline-online decomposition and error bounds, which are explained in Chapter 1 of Volume 2.

Pointers to subsequent chapters for accurate ROMs in the PDE setting are given in this section for Volume 2. Each chapter explains in a detailed way a different method of how to obtain the projection spaces or follows an alternate route altogether. Numerical examples can be found in the respective chapters.

- Proper Orthogonal Decomposition

In the Proper Orthogonal Decomposition (POD), the projection space is determined from the principal modes of the singular value decomposition of sampled field solutions. The sampling is uniform over the parameter domain in many cases. POD is covered in depth in Chapter 2 of Volume 2.

- Proper Generalized Decomposition

The Proper Generalized Decomposition (PGD) assumes a separated representation, in which all variables, i.e., space, time and parameters, can be treated in the same way; see Chapter 3 of Volume 2. Error indicators and error bounds serve to iteratively build the approximation spaces.

- Reduced Basis Method

Reduced Basis (RB) MOR uses residual-based error indicators and error estimators to determine the projection space by a greedy sampling; see Chapter 4 of Volume 2. It is not uncommon in the literature to consider POD as a RB method.

- Hyperreduction

Hyperreduction techniques are related to the Empirical Interpolation Method (EIM) which generally aims to approximate an affine parameter dependency for an originally non-affine problem. The EIM is introduced in Chapter 1 of Volume 2 while the chapter on hyperreduction (Chapter 5 of Volume 2) details how these techniques can be used for ROM generation.

- Localized Model Order Reduction

The localized model reduction aims to determine local ROMs valid over parts of the computational domain and construct a global approximation through suitable couplings of local ROMs. The localized ROMs are usually generated with POD and RB techniques; see Chapter 6 of Volume 2.

- Dynamic Mode Decomposition

The Dynamic Mode Decomposition (DMD) is also based on the singular value decomposition; see Chapter 7 of Volume 2. The starting points are measurements of the time-trajectory which aim to approximate the time-advancement operator. The DMD is thus understood as a data-driven approach, since it does not project an affinely expanded system matrix.

### 1.2.3 Applications

In this section, we briefly introduce the several MOR applications that are collected in the third volume of this book series. Several early developments in MOR originated in the exponentially growing field of microelectronics during the last few decades of the 20th century. The enormous growth in complexity in designing microprocessors and computing systems was requiring scalable, efficient, and especially automated design and verification methods. This necessity provided a fertile ground for research on MOR, so that many contributors from mathematics, system and control theory, and electronics engineering proposed several key ideas and algorithms that are still widely adopted in modern tools. Chapter 4 of Volume 3 reviews some of these steps and provides an overview of MOR applications in microelectronics. It is not a surprise that MOR proves very successful also in electromagnetics, since electric/electronic circuits are just a lumped approximation of the more general Maxwell's field formulations. Applications of MOR in electromagnetics are discussed in detail in Chapter 5 of Volume 3.

Not long after the initial developments, the MOR field became more and more mature, with consolidated approaches both in the system-theoretic and in the PDE communities. This enabled reaching cross- and multidisciplinary applications. Volume 3 of this book series reports on several such applications of MOR, in particular: chemical process optimization (Chapter 1 of Volume 3), mechanical engineering (Chapter 2 of Volume 3), acoustics and vibration (Chapter 3 of Volume 3), computational aerodynamics (Chapter 6 of Volume 3) and fluid dynamics (Chapter 9 of Volume 3). These chapters build on the methods discussed in the first two volumes, in some cases proposing application-driven customized versions, and testify that pervasivity of MOR exists in practically all fields of applied engineering.

Consolidation of MOR theory made algorithms more and more reliable. Therefore, unexpected applications started to be pursued even on biological systems. One of the most striking yet successful extensions is cardiovascular modeling (Chapter 8 of Volume 3), which attempts a quantitative prediction of the behavior of the most existing
complex "system", the human body. The same objective is shared by Chapter 7 of Volume 3 on MOR applications to the neurosciences.

MOR continues its mainstream advancement in those areas, such as mathematics and control, where methodological aspects have been introduced and are still continuously refined. Chapter 11 of Volume 3 combines classical reduction approaches with graph theory for the reduction of network systems. This contribution is quite timely nowadays, when relations between distributed systems, agents, individuals at physical or social level are often described and explained based on their networked interconnection structure. Another timely application of MOR is described in Chapter 10 of Volume 3, discussing the very important aspects of uncertainty quantification, which play a fundamental role in all applications when the description of the systems in terms of their constitutive parameters is not deterministic but subject to stochastic variations.

Chapter 12 of Volume 3 confirms the relevance of MOR in industrial production settings. The recent paradigm shift towards "Industry 4.0" augmented the requirements for sophisticated prediction methods and tools. It is now conceivable that suitably constructed abstraction layers can be devised to build so-called "digital twins", with the objective of mimicking the behavior of actual physical systems in real time and during their lifetime. This chapter provides an overview of the state of the art in this respect, where MOR plays once again a key role.

We conclude this introduction advising the reader to check Chapter 13 of Volume 3, which provides an overview of existing MOR software. Several commercial and academic software packages are reviewed, suitably classified with respect to the type of problems being addressed. Many of the latter packages can be freely downloaded, used, and possibly extended by active MOR researchers with new features and functionalities.
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## 2 Balancing-related model reduction methods


#### Abstract

This chapter provides an introduction to the concept of system balancing. An overview of the historical development is given, and application areas for balancing-based model reduction are presented. Beginning with linear systems, the idea of a balanced system is explained and illustrated by an introductory example. A detailed description of the algorithmic realization, including implementable pseudocodes, is provided and numerical challenges are pointed out. Generalizations of the classical method of balanced truncation are reviewed. In particular, more general system classes such as differential-algebraic equations as well as nonlinear systems are discussed. Two numerical examples resulting from common partial differential equations are reviewed and analyzed with respect to the applicability of balancing-related methods. Pseudocodes will allow the reader to examine the method independently.
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### 2.1 Introduction

Balancing-based model reduction relies on the concept of truncating a system that is given in so-called balanced coordinates. The obvious questions to be discussed are: what are balanced coordinates and how do we obtain them? Regarding the first question, we consider different Gramian matrices that represent particular energies for the underlying system. For the second question, we introduce suitable state-space transformations based on solutions of (non-)linear matrix equations that transform the system into balanced coordinates. The final reduced-order models are then obtained by discarding states from the balanced full-order model. The reasoning behind this rationale is that in balanced coordinates, we can easily find the states that contribute least to the system energy.

### 2.1.1 Historical development and overview

Balancing-based model reduction has its origin in the design and synthesis of digital filters; see [90]. In their work, Mullis and Roberts study optimal and equal word

[^4]length filters obtained by state-space transformations of discrete-time linear systems. In [89], the method was picked up from a detailed system-theoretic point of view and put into the context of principal component analysis. Besides relating the results from [90] to the concepts of controllability and observability, Moore already observed that preservation of stability is guaranteed for the reduced-order model. Together with the preservation of controllability and observability, this was proven in [100]. Another appealing feature of the classical balanced truncation method is the availability of an a priori error bound with respect to the $\mathcal{H}_{\infty}$-norm; see [40, 48]. An efficient algorithmic realization of this method was developed in [79], and its numerical robustness was enhanced in [115, 132].

Modifications of balanced truncation were proposed soon after the appearance of the work by Mullis and Roberts [90]. Let us mention stochastic balanced truncation introduced in [38] and further investigated in, e.g., [55, 56, 140], positive real balanced truncation [38, 63, 92] and bounded real balanced truncation [92, 94]. For systems involving slow and fast dynamics, the method of singular perturbation approximation was suggested and analyzed in [83]. For systems operating at a known frequency range, the method of frequency-weighted balanced truncation was introduced in [40] and further refined in, e. g., [139, 143], while frequency-limited balanced truncation was discussed in [23, 47]. In the context of designing reduced-order controllers, we mention linear quadratic Gaussian (LQG) balanced truncation which goes back to [137, 72, 93] and $\mathcal{H}_{\infty}$ balanced truncation [91]. Balanced truncation for positive systems was presented in [43, 110]. Most of the balancing-related methods for standard state-space systems were extended to differential-algebraic equations (DAEs) [29, 87, 108, 110, 127]. Furthermore, structure-preserving balanced truncation algorithms for second-order systems were considered in [27, 33, 86, 106], whereas balanced realizations for periodic discrete-time systems were discussed in [42, 135]. Balancing transformations for linear time-varying systems were first introduced in [119, 138] and further investigated in $[78,116]$. The concept of balanced truncation was extended to a class of linear infinite-dimensional systems with finite-dimensional inputs and outputs in [49] and further studied in a more general setting in [61, 105]. Based on appropriate Hamilton-Jacobi equations, Scherpen extended balancing for linear systems to nonlinear systems in [117].

Due to the necessity of solving a set of (non-)linear matrix equations, for a long time, balanced truncation was considered to be applicable only to small and medium size systems. With the development of so-called low-rank methods, see, e. g., [24, 25, 80, 97], balancing-based reduced-order models nowadays can also be computed for large-scale systems resulting from a spatial semi-discretization of multidimensional partial differential equations. For model reduction of parametric systems, a combination of the reduced basis method for solving parameter-dependent matrix equations and balanced truncation was presented in [118, 122]. As a further topic of recent and ongoing research, we mention the use of other algebraic Gramians for balancing of
certain classes of control systems, among them linear stochastic systems [13, 26], bilinear systems [1, 13, 16] and quadratic-bilinear systems [15].

### 2.1.2 Structure of this chapter

In Section 2.2, we give an introduction to the classical version of balanced truncation for linear time-invariant (LTI) control systems. We introduce the control-theoretic notation required for understanding the steps to construct a balanced reduced-order model. Based on an explicit minimal example with two states, we study the effect of a balancing transformation and its consequences with respect to internal system properties such as controllability and observability. We summarize the theoretical properties of a balanced reduced-order model in Section 2.2 .4 and provide a detailed selfimplementable algorithm in Section 2.2.6. This also includes a discussion on approximation methods for large-scale linear matrix equations. Section 2.3 summarizes the different classes of Gramians used in the context of positive real balancing, bounded real balancing, LQG balancing, stochastic balancing, singular perturbation approximation, and cross-Gramian-based balancing, respectively. Furthermore, Section 2.4 describes the required modifications of the method when additional algebraic constraints are present, i. e., the underlying dynamics is described by a DAE system. In Section 2.5, we give an overview of different extensions of balanced truncation that are applicable in a nonlinear setting. In Section 2.6, we briefly discuss balanced truncation of (periodic) discrete-time systems and second-order systems. Section 2.7 illustrates possibilities and limits of balancing-based model reduction by means of two test examples.

### 2.2 Balanced truncation

The content of this section is well known in the literature and can be found similarly in, e. g., [4, 11, 60]. For the presentation of the necessary control-theoretic concepts, we refer to any textbook on control theory, e. g., [4, 70, 123, 144].

### 2.2.1 Formulation of the problem

For the remainder of this section, we consider a continuous LTI system of the form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t), \quad x(0)=x_{0}, \\
& y(t)=C x(t)+D u(t), \tag{2.1}
\end{align*}
$$

where $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}$ and $D \in \mathbb{R}^{p \times m}$. For fixed time $t$, we call $x(t)$, $u(t)$ and $y(t)$ the state, control and output of the system. Unless stated otherwise, we
always assume that the system is asymptotically stable, i. e., the system matrix $A$ has no eigenvalues in the closed right half-plane $\mathbb{C}^{+}$. Given the original system (2.1) of dimension $n$, the goal of model reduction is to construct a reduced-order system of the same form

$$
\begin{align*}
& \dot{\hat{x}}(t)=\widehat{A} \widehat{x}(t)+\widehat{B} u(t), \quad \widehat{x}(0)=\widehat{x}_{0}, \\
& \widehat{y}(t)=\widehat{C} \widehat{x}(t)+\widehat{D} u(t), \tag{2.2}
\end{align*}
$$

where $\widehat{A} \in \mathbb{R}^{r \times r}, \widehat{B} \in \mathbb{R}^{r \times m}, \widehat{C} \in \mathbb{R}^{p \times r}$ and $\widehat{D} \in \mathbb{R}^{p \times m}$. Usually, for the construction of (2.2), we have the two (concurrent) goals. On the one hand, the system should actually be a reduced-order system consisting of fewer system states. Formally, we thus require $r \ll n$. On the other hand, the system should constitute an approximation of the original system and we, therefore, also demand that the reduced output approximates the original one, i. e., $y(t) \approx \hat{y}(t)$. For the construction of the reduced system matrices, we employ a Petrov-Galerkin projection framework: given two subspaces $\mathcal{V}, \mathcal{W} \subset \mathbb{R}^{n}$ of dimension $r$ and associated basis matrices $V, W \in \mathbb{R}^{n \times r}$, we approximate $x(t)$ by $V \widehat{x}(t)$ and enforce an orthogonality constraint on the residual

$$
V \dot{\hat{x}}(t)-A V \widehat{x}(t)-B u(t) \perp \mathcal{W} .
$$

Since the columns of $W$ span the subspace $\mathcal{W}$, the latter condition can equivalently be expressed as

$$
\begin{equation*}
W^{T}(V \dot{\hat{x}}(t)-A V \widehat{x}(t)-B u(t))=0 . \tag{2.3}
\end{equation*}
$$

In case of biorthogonal matrices $V, W$, we have $W^{T} V=I$ and (2.3) yields a reduced system (2.2), where

$$
\widehat{A}=W^{T} A V, \quad \widehat{B}=W^{T} B, \quad \widehat{C}=C V
$$

Since the feedthrough term $D$ is independent of the system dimension $n$, we may construct a reduced system with $\widehat{D}=D$ and thus restrict ourselves to the case $D=0$. Note, however, that, for other classes of systems and variants of balanced truncation, choosing $\hat{D}=D$ is not always appropriate.

### 2.2.2 Basics from LTI system theory

With regard to establishing a measure for the approximation quality of (2.2), recall that by means of the variation of constants formula for $x_{0}=0$ and $\widehat{x}_{0}=0$, the output error is given by

$$
y(t)-\widehat{y}(t)=\int_{0}^{t}\left(C e^{A(t-\tau)} B-\widehat{C} e^{\widehat{A}(t-\tau)} \widehat{B}\right) u(\tau) \mathrm{d} \tau+(D-\widehat{D}) u(t) .
$$

An application of the Laplace transformation $\mathcal{L}[\cdot]$ allows us to rewrite the difference in frequency domain as

$$
\begin{equation*}
\mathcal{L}[y](s)-\mathcal{L}[\hat{y}](s)=(\mathbf{G}(s)-\widehat{\mathbf{G}}(s)) \mathcal{L}[u](s) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}(s)=C(s I-A)^{-1} B+D, \tag{2.5}
\end{equation*}
$$

and $\widehat{\mathbf{G}}(s)=\widehat{C}(s I-\widehat{A})^{-1} \widehat{B}+\widehat{D}$ are the transfer functions of systems (2.1) and (2.2), respectively. Assuming additionally that the reduced system matrix $\widehat{A}$ is asymptotically stable, the transfer functions $\mathbf{G}, \widehat{\mathbf{G}}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{p \times m}$ are analytic in $\mathbb{C}^{+}$and we can consider the Hardy space

$$
\mathcal{H}_{\infty}=\left\{\mathbf{F}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{p \times m} \mid \mathbf{F} \text { is analytic in } \mathbb{C}^{+} \text {and }\|\mathbf{F}\|_{\mathcal{H}_{\infty}}<\infty\right\}
$$

where

$$
\|\mathbf{F}\|_{\mathcal{H}_{\infty}}:=\sup _{s \in \mathbb{C}^{+}}\|\mathbf{F}(s)\|_{2}
$$

and $\|\cdot\|_{2}$ denotes the spectral matrix norm. As a consequence of (2.4), the Plancherel theorem implies

$$
\begin{equation*}
\|y-\widehat{y}\|_{L_{2}\left(0, \infty ; \mathbb{R}^{p}\right)} \leq\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}}\|u\|_{L_{2}\left(0, \infty ; \mathbb{R}^{m}\right)} \tag{2.6}
\end{equation*}
$$

where the $L_{2}\left(0, \infty ; \mathbb{R}^{p}\right)$-norm for a time-varying function $f:(0, \infty) \rightarrow \mathbb{R}^{p}$ is defined as

$$
\|f\|_{L^{2}\left(0, \infty ; \mathbb{R}^{p}\right)}:=\left(\int_{0}^{\infty} f(t)^{T} f(t) \mathrm{d} t\right)^{\frac{1}{2}}
$$

Since balanced truncation yields an a priori error bound with respect to the $\mathcal{H}_{\infty}$-norm, we can relate the quality of a reduced system to the $L_{2}\left(0, \infty ; \mathbb{R}^{p}\right)$-error of the underlying output signals.

Let us further recall that the finite-time controllability and observability Gramians of system (2.1) are defined as

$$
X(t)=\int_{0}^{t} e^{A \tau} B B^{T} e^{A^{T} \tau} \mathrm{~d} \tau, \quad Y(t)=\int_{0}^{t} e^{A^{T} \tau} C^{T} C e^{A \tau} \mathrm{~d} \tau
$$

The relevance of these Gramians in the context of model reduction is due to their connection to the input-output behavior of the system. In particular, given a reachable state $x_{d} \in \mathbb{R}^{n}$, using the Moore-Penrose inverse $X\left(t_{f}\right)^{\dagger}$, we can define a control

$$
\tilde{u}(t)=B^{T} e^{A^{T}\left(t_{f}-t\right)} X\left(t_{f}\right)^{\dagger} x_{d}
$$

that steers system (2.1) from $x(0)=0$ to $x\left(t_{f}\right)=x_{d}$ in time $t_{f}$. Moreover, this control is optimal in the sense that, for an arbitrary control $u$ steering the system from 0 to $x_{d}$, we find that

$$
\begin{equation*}
x_{d}^{T} X\left(t_{f}\right)^{\dagger} x_{d}=\|\tilde{u}\|_{L_{2}\left(0, t_{f} ; \mathbb{R}^{m}\right)}^{2} \leq\|u\|_{L_{2}\left(0, t_{f} ; \mathbb{R}^{m}\right)}^{2} \tag{2.7}
\end{equation*}
$$

Note that, for times $t_{1} \leq t_{2}$, we have

$$
\begin{equation*}
z^{T} X\left(t_{2}\right) z \geq z^{T} X\left(t_{1}\right) z \quad \text { for all } z \in \mathbb{R}^{n} \tag{2.8}
\end{equation*}
$$

This implies $X\left(t_{2}\right) \succeq X\left(t_{1}\right)$ or, equivalently, $X\left(t_{2}\right)-X\left(t_{1}\right) \succeq 0$ meaning that $X\left(t_{2}\right)-X\left(t_{1}\right)$ is a positive semi-definite matrix. An analogous notation $\leq 0$ will be used for negative semi-definite matrices. The reasoning then is that the infinite-time controllability Gramian

$$
\begin{equation*}
X=\int_{0}^{\infty} e^{A t} B B^{T} e^{A^{T} t} \mathrm{~d} t \tag{2.9}
\end{equation*}
$$

which exists since $A$ is asymptotically stable, encodes the minimum input energy required to reach the target state $x_{d}$. On the infinite-time horizon, the asymptotic limit of property (2.7) is usually expressed as

$$
\begin{equation*}
x_{d}^{T} X^{\dagger} x_{d}=\min _{\substack{u \in L_{2}\left(-\infty, 0 ; \mathbb{R}^{m}\right) \\ x(-\infty)=0, x(0)=x_{d}-\infty}} \int^{0} u^{T}(t) u(t) \mathrm{d} t \tag{2.10}
\end{equation*}
$$

A similar conclusion can be drawn by noting that $Y\left(t_{f}\right)$ yields the output energy $\|y\|_{L^{2}\left(0, t_{f} ; \mathbb{R}^{p}\right)}^{2}$ generated by the initial condition $x(0)=x_{0}$. This energy is given by

$$
\begin{equation*}
\|y\|_{L_{2}\left(0, t_{f} ; \mathbb{R}^{p}\right)}^{2}=\int_{0}^{t_{f}}\left(C e^{A t} x_{0}\right)^{T}\left(C e^{A t} x_{0}\right) \mathrm{d} \tau=x_{0}^{T} Y\left(t_{f}\right) x_{0} \tag{2.11}
\end{equation*}
$$

Hence, the infinite-time observability Gramian

$$
\begin{equation*}
Y=\int_{0}^{\infty} e^{A^{T} t} C^{T} C e^{A t} \mathrm{~d} t \tag{2.12}
\end{equation*}
$$

yields a natural way of measuring the amount of energy included in given states. In particular, it can be shown that $X$ and $Y$ satisfy

$$
\begin{align*}
& A X+X A^{T}+B B^{T}=0  \tag{2.13}\\
& A^{T} Y+Y A+C^{T} C=0 \tag{2.14}
\end{align*}
$$

The above equations are linear matrix equations in the unknowns $X, Y \in \mathbb{R}^{n \times n}$ and are called Lyapunov equations.

### 2.2.3 The concept of balancing

We have seen that the Gramians $X$ and $Y$ contain information about the input and output energy of the system. However, it remains open how this information can be used in order to obtain a reduced-order model. In general, we cannot expect that a state that is easy to reach produces, at the same time, a large amount of output energy. To illustrate this further, let us consider two different LTI systems of the form (2.1), where the system matrices are given by

$$
A=\left[\begin{array}{cc}
-2 & -200  \tag{2.15}\\
0 & -\frac{1}{2}
\end{array}\right], \quad B=\left[\begin{array}{c}
2 \\
0.02
\end{array}\right], \quad C=\left[\begin{array}{ll}
0.02 & 1
\end{array}\right], \quad D=0
$$

and

$$
\widetilde{A}=\left[\begin{array}{cc}
-2 & -\frac{200}{10001}  \tag{2.16}\\
-\frac{200}{10001} & -\frac{1}{2}
\end{array}\right], \quad \widetilde{B}=\left[\begin{array}{c}
2 \\
0.02
\end{array}\right], \quad \widetilde{C}=\left[\begin{array}{ll}
2 & 0.02
\end{array}\right], \quad \widetilde{D}=0 .
$$

Without further knowledge, the approximability of the above two systems remains unclear. Let us thus have a look at the transfer functions $\mathbf{G}$ and $\widetilde{\mathbf{G}}$ that can (approximately) be computed as

$$
\mathbf{G}(s)=\frac{0.05 s}{s^{2}+2.5 s+1}, \quad \widetilde{\mathbf{G}}(s) \approx \frac{4 s+1.999}{s^{2}+2.5 s+0.9996} .
$$

From this point of view, one can argue that a reasonable approximation of the second system is given as

$$
\widetilde{\mathbf{G}}(s) \approx \frac{4 s+2}{s^{2}+2.5 s+1}=\frac{4(2 s+1)}{(2 s+1)(s+2)}=\frac{4}{s+2}=: \widehat{\mathbf{G}}(s)
$$

In other words, we expect a one-dimensional reduced-order model realized via $\widehat{A}=-2$ and $\widehat{B}=\widehat{C}=2$ to yield a small approximation error. On the other hand, for the first transfer function $\mathbf{G}$, an immediate approximation is not obvious. With the previously introduced concepts, one might ask whether there is a difference between $\mathbf{G}$ and $\widetilde{\mathbf{G}}$ from a control-theoretic point of view. In this regard, let us analyze the corresponding controllability and observability Gramians. In our example, it is possible to obtain the exact solutions as

$$
\begin{array}{ll}
X=\left[\begin{array}{cc}
1 & 0 \\
0 & 10^{-4}
\end{array}\right], & Y=\left[\begin{array}{cc}
10^{-4} & 0 \\
0 & 1
\end{array}\right], \\
\widetilde{X}=\left[\begin{array}{cc}
1 & 0 \\
0 & 10^{-4}
\end{array}\right], \quad \widetilde{Y}=\left[\begin{array}{cc}
1 & 0 \\
0 & 10^{-4}
\end{array}\right] .
\end{array}
$$

From (2.7) and (2.11), for the first system, we now conclude that states of the form $x=$ $\left[\begin{array}{l}\alpha \\ 0\end{array}\right]$ are easier to reach than those of the form $x=\left[\begin{array}{l}0 \\ \alpha\end{array}\right]$ with $\alpha \in \mathbb{R}$. On the other hand,
the output energy associated to states of the form $x=\left[\begin{array}{l}0 \\ \alpha\end{array}\right]$ is significantly larger than the energy of the states $x=\left[\begin{array}{c}\alpha \\ 0\end{array}\right]$. The situation is different for the second system. Here, states of the form $x=\left[\begin{array}{c}\alpha \\ 0\end{array}\right]$ are comparably easy to reach and, simultaneously, yield a large amount of output energy. It is thus natural to construct a reduced system by keeping the first coordinate while discarding the second one. As a surprising result, this yields the already discussed reduced transfer function $\widehat{\mathbf{G}}(s)=\frac{4}{s+2}$. Let us further emphasize that the Gramians $\widetilde{X}$ and $\widetilde{Y}$ of the second system are equal and diagonal, they are in balanced form.

The example indicates that balanced systems significantly simplify the decision process of which states to discard. Let us thus, for now, assume that system (2.1) is given in balanced form such that for the Gramians

$$
X=Y=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right) .
$$

We assume without loss of generality that the diagonal entries are ordered according to $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}$. Moreover, we focus on systems that are controllable and observable, i. e., systems that satisfy $\sigma_{n}>0$. For obtaining a reduced-order system, we partition the system as follows:

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{x}_{1}(t) \\
\dot{x}_{2}(t)
\end{array}\right] } & =\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] u(t),  \tag{2.17}\\
y(t) & =\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+D u(t),
\end{align*}
$$

where $A_{11} \in \mathbb{R}^{r \times r}, A_{12} \in \mathbb{R}^{r \times(n-r)}, A_{21} \in \mathbb{R}^{(n-r) \times r}, A_{22} \in \mathbb{R}^{(n-r) \times(n-r)}, B_{1} \in \mathbb{R}^{r \times m}$, $B_{2} \in \mathbb{R}^{(n-r) \times m}, C_{1} \in \mathbb{R}^{p \times r}$ and $C_{2} \in \mathbb{R}^{p \times(n-r)}$. The crucial observation now is that the balanced form allows us to compare states partitioned according to (2.17). Indeed, given unit vectors $x_{d}=e_{j}, j \leq r$, and $\tilde{x}_{d}=e_{k}, k>r$, for the optimal controls $u$ and $\tilde{u}$ that steer the system (asymptotically) to $x_{d}$ and $\tilde{x}_{d}$ in infinite time, we find that

$$
\|u\|_{L_{2}\left(-\infty, 0 ; \mathbb{R}^{m}\right)}^{2}=e_{j}^{T} X^{\dagger} e_{j}=\frac{1}{\sigma_{j}} \leq \frac{1}{\sigma_{k}}=e_{k}^{T} X^{\dagger} e_{k}=\|\tilde{u}\|_{L_{2}\left(-\infty, 0 ; \mathbb{R}^{m}\right)}^{2} .
$$

At the same time, for the associated output signals $y$ and $\tilde{y}$, we have

$$
\|y\|_{L_{2}\left(0, \infty ; \mathbb{R}^{p}\right)}^{2}=e_{j}^{T} Y e_{j}=\sigma_{j} \geq \sigma_{k}=e_{k}^{T} Y e_{k}=\|\tilde{y}\|_{L_{2}\left(0, \infty ; \mathbb{R}^{p}\right)}^{2} .
$$

It therefore seems natural to discard states of the form $x=\left[\begin{array}{c}0 \\ \alpha\end{array}\right]$ while keeping those of the form $x=\left[\begin{array}{l}\alpha \\ 0\end{array}\right]$. As a consequence, we obtain a reduced-order model

$$
\begin{align*}
\dot{x}_{1}(t) & =A_{11} x_{1}(t)+B_{1} u(t),  \tag{2.18}\\
\widehat{y}(t) & =C_{1} x_{1}(t)+D u(t),
\end{align*}
$$

where $\hat{y}$ is an approximation of $y$.

### 2.2.4 Theoretical properties

Let us now summarize the most important properties of the reduced-order system (2.18). First of all, since the original model was assumed to be balanced, from (2.13) and (2.14) we know that the Gramians satisfy

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{cc}
X_{1} & 0 \\
0 & X_{2}
\end{array}\right]+\left[\begin{array}{cc}
X_{1} & 0 \\
0 & X_{2}
\end{array}\right]\left[\begin{array}{ll}
A_{11}^{T} & A_{21}^{T} \\
A_{12}^{T} & A_{22}^{T}
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]^{T}=0,} \\
& {\left[\begin{array}{ll}
A_{11}^{T} & A_{21}^{T} \\
A_{12}^{T} & A_{22}^{T}
\end{array}\right]\left[\begin{array}{cc}
Y_{1} & 0 \\
0 & Y_{2}
\end{array}\right]+\left[\begin{array}{cc}
Y_{1} & 0 \\
0 & Y_{2}
\end{array}\right]\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21}^{T} & A_{22}^{T}
\end{array}\right]+\left[\begin{array}{l}
C_{1}^{T} \\
C_{2}^{T}
\end{array}\right]\left[\begin{array}{l}
C_{1}^{T} \\
C_{2}^{T}
\end{array}\right]^{T}=0,}
\end{aligned}
$$

where $X_{1}=Y_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ and $X_{2}=Y_{2}=\operatorname{diag}\left(\sigma_{r+1}, \ldots, \sigma_{n}\right)$. The eigenvalues $\sigma_{1}, \ldots, \sigma_{n}$ of $X$ and $Y$ are called the Hankel singular values. In fact, they are singular values of the Hankel operator of the underlying system, see, e. g., [4]. Inspection of the $(1,1)$ blocks of these matrix equations immediately shows that the Gramians of the reduced system (2.18) are given by $X_{1}$ and $Y_{1}$, respectively. Hence, we obtain

The reduced-order system is in balanced form.
If we additionally assume that $\sigma_{r}>\sigma_{r+1}$, i. e., there exists a true gap between the smallest diagonal entry of the Gramians $X_{1}=Y_{1}$ and the largest diagonal entry of $X_{2}=Y_{2}$, it can further be shown, see [100], that

> the reduced-order system is asymptotically stable.

Since the original system was assumed to be controllable and observable, all entries of $X_{1}$ and $Y_{1}$ are nonzero, i. e.,
the reduced-order system is controllable and observable.
Moreover, an a priori error bound with respect to the $\mathcal{H}_{\infty}$-norm can be given.
For the original and reduced-order transfer functions $\mathbf{G}$ and $\widehat{\mathbf{G}}$, we find that

$$
\begin{equation*}
\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq 2 \sum_{i=r+1}^{n} \sigma_{i} . \tag{2.19}
\end{equation*}
$$

For a more detailed presentation and corresponding proofs, we refer to the original work [40, 48, 89, 90, 100] or, e. g., [4, Chapter 7].

### 2.2.5 Systems with inhomogeneous initial condition

In the previous discussion, system (2.1) was assumed to have a homogeneous initial condition $x(0)=0$. If this is not the case, the Laplace transformation of the output
contains an additional term of the form $C(S I-A)^{-1} x_{0}$. We can thus define an augmented transfer function $\mathbf{G}(s)=C(s I-A)^{-1}\left[B, x_{0}\right]+[D, 0]$ and subsequently apply the classical balancing method to this system. Alternatively, we can interpret the inhomogeneous system as the homogeneous one

$$
\begin{aligned}
\dot{x}(t) & =A x(t)+\left[B, x_{0}\right]\left[\begin{array}{c}
u(t) \\
u_{0}(t)
\end{array}\right], \quad x(0)=0, \\
y(t) & =C x(t)+[D, 0]\left[\begin{array}{c}
u(t) \\
u_{0}(t)
\end{array}\right],
\end{aligned}
$$

where $u_{0}$ is considered to be a unit pulse input. This idea has been initially proposed and theoretically studied in [65]; see also [9]. A variation of this approach has recently been proposed in [8] and relies on the superposition principle for linear systems. Based on partitioning the system response into an uncontrolled part with inhomogeneous initial condition and a controlled part with homogeneous initial condition, the method reduces the associated systems individually.

### 2.2.6 Algorithmic realization

Up to this point, for the construction of the reduced-order model (2.18), we assumed (2.1) to be in balanced form. A natural question arises how to obtain this balanced form for a general system. In this subsection, we discuss the computation of such a balanced realization which, subsequently, can be truncated to construct a balanced reduced-order model.

## Square root balanced truncation method

The following method is typically referred to as square root balanced truncation and goes back to [79]. Let us analyze the effect of a coordinate transform $\tilde{x}=T x$ characterized by a regular transformation matrix $T \in \mathbb{R}^{n \times n}$. Rewriting the dynamics with respect to the coordinates $\tilde{x}$, we obtain the equivalent control system

$$
\begin{array}{r}
\dot{\tilde{x}}(t)=\widetilde{A} \tilde{x}(t)+\widetilde{B} u(t),  \tag{2.20}\\
y(t)=\widetilde{C} \tilde{x}(t)+D u(t),
\end{array}
$$

with $\widetilde{A}=T A T^{-1}, \widetilde{B}=T B$ and $\widetilde{C}=C T^{-1}$. The associated infinite-time controllability and observability Gramians are then given by

$$
\begin{aligned}
& \widetilde{X}=\int_{0}^{\infty} e^{\widetilde{A} t} \widetilde{B} \widetilde{B}^{T} e^{\widetilde{A}^{T} t} \mathrm{~d} t=\int_{0}^{\infty} T e^{A t} T^{-1} T B B^{T} T^{T} T^{-T} e^{A^{T} t} T^{T} \mathrm{~d} t=T X T^{T}, \\
& \widetilde{Y}=\int_{0}^{\infty} e^{\widetilde{A}^{T}} t \widetilde{C}^{T} \widetilde{C} e^{\widetilde{A} t} \mathrm{~d} t=\int_{0}^{\infty} T^{-T} e^{A^{T} t} T^{T} T^{-T} C^{T} C T^{-1} T e^{A t} T^{-1} \mathrm{~d} t=T^{-T} Y T^{-1} .
\end{aligned}
$$

Hence, we seek $T$ such that $T X T^{T}=T^{-T} Y T^{-1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$. With this in mind, we assume that the symmetric positive definite Gramians $X$ and $Y$ are given in Cholesky form

$$
X=L_{X}^{T} L_{X}, \quad Y=L_{Y}^{T} L_{Y}
$$

where $L_{X}, L_{Y} \in \mathbb{R}^{n \times n}$ are not necessarily upper triangular matrices. Let us further compute the singular value decomposition (SVD) of the product of the Cholesky factors, i. e.,

$$
L_{X} L_{Y}^{T}=U \Sigma Z^{T}
$$

where $U, Z \in \mathbb{R}^{n \times n}$ are orthogonal matrices and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)>0$ is positive definite. By algebraic manipulations, the reader may verify that a balancing coordinate transformation is given by $T=\Sigma^{-\frac{1}{2}} Z^{T} L_{Y}$. In particular, for the Gramians of the transformed system (2.20), we find that $\widetilde{X}=\widetilde{Y}=\Sigma$. From here, it is now possible to construct (2.18) by simply discarding the $(n-r)$-dimensional part of the balanced dynamics. However, from a numerical point of view, it is advisable to directly compute projection matrices $V$ and $W$ that lead to a reduced system (2.2) which coincides with (2.18). Indeed, the balancing coordinate transformation $T$ is ill-conditioned whenever some of the Hankel singular values are very small. Let us thus consider a partitioning

$$
L_{X} L_{Y}^{T}=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0  \tag{2.21}\\
0 & \Sigma_{2}
\end{array}\right]\left[\begin{array}{l}
Z_{1}^{T} \\
Z_{2}^{T}
\end{array}\right]
$$

where $U_{1}, Z_{1} \in \mathbb{R}^{n \times r}$ and $\Sigma_{1} \in \mathbb{R}^{r \times r}$. Corresponding to the Petrov-Galerkin framework, we now set

$$
V=L_{X}^{T} U_{1} \Sigma_{1}^{-\frac{1}{2}}, \quad W=L_{Y}^{T} Z_{1} \Sigma_{1}^{-\frac{1}{2}}
$$

Again, by algebraic manipulations it can be verified that $V$ and $W$ satisfy $W^{T} V=I$ and that $\left(A_{11}, B_{1}, C_{1}, D\right)=\left(W^{T} A V, W^{T} B, C V, D\right)$.

## Linear matrix equations

As we have seen, the square root balancing method relies on the computation of the Cholesky factors $L_{X}$ and $L_{Y}$, which, in turn, depend on the Gramians $X$ and $Y$. In order to perform the transformation step, we thus have to compute $X$ and $Y$ either via their integral representations or as the solutions to the Lyapunov equations (2.13) and (2.14). Here, we focus on the latter approach. For approximation techniques based on quadrature, we refer to [113]. As a representative for both $X$ and $Y$, consider a linear matrix equation for the unknown $X$ of the form

$$
\begin{equation*}
A X+X A^{T}=G \tag{2.22}
\end{equation*}
$$

where $A, G \in \mathbb{R}^{n \times n}$. From an abstract linear algebra point of view, we can replace this matrix equation with an ordinary linear system of dimension $n^{2}$. For this purpose, we recall the vectorization operator as well as the Kronecker product defined by

$$
\begin{aligned}
& \text { vec: } \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^{n m}, \quad \operatorname{vec}(A) \mapsto\left[a_{11}, \ldots, a_{n 1}, a_{12}, \ldots, a_{1 n}, \ldots, a_{n n}\right]^{T}, \\
& \otimes: \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times q} \rightarrow \mathbb{R}^{n p \times m q}, \quad \otimes(A, B)=A \otimes B=\left[\begin{array}{ccc}
a_{11} B & \ldots & a_{1 m} B \\
\vdots & \ddots & \vdots \\
a_{n 1} B & \ldots & a_{n m} B
\end{array}\right] .
\end{aligned}
$$

For matrices $A, B$ and $C$ of compatible dimensions, these operators are related via the formula

$$
\operatorname{vec}(A B C)=\left(C^{T} \otimes A\right) \operatorname{vec}(B)
$$

We can now apply the vectorization operator to both sides in (2.22) to obtain the equivalent linear system

$$
\begin{equation*}
(I \otimes A+A \otimes I) \operatorname{vec}(X)=\operatorname{vec}(G), \tag{2.23}
\end{equation*}
$$

where $I$ denotes the identity matrix of dimension $n$. While this yields the possibility to compute the solution by standard solvers for linear systems, the complexity now scales with the dimension $n^{2}$, e. g., a standard LU decomposition will have complexity $\mathcal{O}\left(n^{6}\right)$. For small to medium scale systems, the Bartels-Stewart algorithm [6] can be considered to be the method of choice. The main idea of this algorithm is first to transform the matrix $A$ into a real Schur form $Q^{T} A Q$ by means of an orthogonal transformation $Q \in \mathbb{R}^{n \times n}$. The quasi-upper triangular form of the resulting matrix $Q^{T} A Q$ can then be exploited to obtain a solution of (2.22). A detailed description of the method can be found in [6]. Note that a corresponding MATLAB implementation lyap is provided by the Systems and Control Toolbox. As a variant of the Bartels-Stewart algorithm, let us mention Hammarling's method [62] which directly computes a Cholesky factorization $X=L_{X}^{T} L_{X}, L_{X} \in \mathbb{R}^{n \times n}$, of the solution of (2.22) with $G=-B B^{T}$. Again, a MATLAB implementation lyapchol is accessible in the Systems and Control Toolbox.

For systems resulting from a spatial semi-discretization of partial differential equations (PDEs), the previous methods are often not computationally feasible. As a remedy, in recent years, there has been an increasing interest in finding efficient approximation techniques for linear matrix equations of the form (2.22). Most of these methods can be categorized into Krylov subspaces methods, alternating directions implicit (ADI) based methods as well as iterative solvers that exploit the specific Kronecker structure. For a recent survey of low-rank methods for large-scale matrix equations, we refer to [28, 120]. A more detailed discussion with application to model reduction by balanced truncation can be found in [11]. Common for all these methods is that they rely on a low-rank approximation of the true solution which is known to exist for a large class of systems including parabolic second-order PDEs; see [5, 51, 57, 95, 98].

## Pseudocode

A pseudocode summarizing the classical balanced truncation method is shown in Algorithm 2.1. For large-scale systems, steps 1 and 2 should be replaced by an approximation technique as described previously. Let us emphasize that the remaining steps remain unchanged when

$$
X=L_{X}^{T} L_{X} \approx \hat{L}_{X}^{T} \widehat{L}_{X}, \quad Y=L_{Y}^{T} L_{Y} \approx \hat{L}_{Y}^{T} \widehat{L}_{Y}
$$

are approximated by low-rank matrices with factors $\widehat{L}_{X} \in \mathbb{R}^{k_{1} \times n}$ and $\widehat{L}_{Y} \in \mathbb{R}^{k_{2} \times n}$, where $k_{1}, k_{2} \ll n$.

```
Algorithm 2.1: Balanced truncation for LTI control systems in MATLAB.
Require: Original system \(A, B, C, D\); error tolerance tol.
Ensure: Reduced system \(\widehat{A}, \widehat{B}, \widehat{C}, \widehat{D}\) with \(\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq\) tol.
    1: Compute the solution \(X=L_{X}^{T} L_{X}\) of (2.13). \(\quad \triangleright L X=\operatorname{lyapchol}(\mathrm{A}, \mathrm{B})\)
    2: Compute the solution \(Y=L_{Y}^{T} L_{Y}\) of (2.14). \(\triangleright L Y=\) lyapchol ( \(\mathrm{A}^{\prime}, \mathrm{C}^{\prime}\) )
    3: Compute the SVD (2.21) of \(L_{X} L_{Y}^{T}\), \(\triangleright[\mathrm{U}, \Sigma, \mathrm{Z}]=\operatorname{svd}\left(L X * L Y^{\prime}\right)\)
    where \(r\) is chosen such that \(2 \sum_{i=r+1}^{n} \sigma_{i} \leq\) tol.
4: Define \(V=L_{X}^{T} U_{1} \Sigma_{1}^{-\frac{1}{2}}\) and \(W=L_{Y}^{T} Z_{1} \Sigma_{1}^{-\frac{1}{2}}\).
5: Define \(\widehat{A}=W^{T} A V, \widehat{B}=W^{T} B, \widehat{C}=C V\) and \(\widehat{D}=D\).
```


### 2.3 Variants of classical balancing

In this section, we present a brief survey on other balancing-related model reduction techniques which have been developed for various classes of control systems with different control-theoretic properties. A key idea of all these methods is to define a pair of Gramians which characterize the inherent properties of the particular class of systems. Then the reduced-order model is obtained by transforming the system into a balanced form such that the Gramians of the transformed system are equal and diagonal and truncating the state components corresponding to the small diagonal elements of the Gramians.

We start our consideration by introducing a concept of dissipativity which was extensively studied by Willems [141, 142]. System (2.1) is called dissipative with respect to a supply rate $w(u(t), y(t))$ if there exists a non-negative function $\mathcal{S}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying the dissipation inequality

$$
\begin{equation*}
\mathcal{S}\left(x\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{1}} w(u(\tau), y(\tau)) \mathrm{d} \tau \geq \mathcal{S}\left(x\left(t_{1}\right)\right) \tag{2.24}
\end{equation*}
$$

for all $t_{0}, t_{1} \in \mathbb{R}$ with $t_{1} \geq t_{0}$ and all $u \in L_{2}\left(t_{0}, t_{1} ; \mathbb{R}^{m}\right)$. The function $\mathcal{S}$ is called the storage function. The dissipation inequality implies that the increase in the internal energy described by the storage function $\mathcal{S}$ on the time interval $\left(t_{0}, t_{1}\right)$ does not exceed the energy supplied to the system. By choosing the quadratic supply rate

$$
\begin{equation*}
w(u(t), y(t))=y^{T}(t) Q y(t)+2 y^{T}(t) S u(t)+u^{T}(t) R u(t) \tag{2.25}
\end{equation*}
$$

with $Q=Q^{T} \in \mathbb{R}^{p \times p}, S \in \mathbb{R}^{p \times m}$ and $R=R^{T} \in \mathbb{R}^{m \times m}$, the dissipativity of (2.1) can be characterized in terms of the Kalman-Yakubovich-Popov lemma [3, 32]. If system (2.1) is minimal, i. e., it is controllable and observable, then the following statements are equivalent:

1. System (2.1) is dissipative with respect to the supply rate $w$ as in (2.25).
2. There exists a symmetric, positive definite matrix $Y \in \mathbb{R}^{n \times n}$ such that the linear matrix inequality (LMI)

$$
\left[\begin{array}{cc}
A^{T} Y+Y A-C^{T} Q C & Y B-C^{T}(Q D+S)  \tag{2.26}\\
B^{T} Y-(Q D+S)^{T} C & -R-D^{T} Q D-D^{T} S-S^{T} D
\end{array}\right] \preceq 0
$$

is fulfilled.
3. There exists a matrix triple $(Y, K, J)$ with $K \in \mathbb{R}^{k \times n}, J \in \mathbb{R}^{k \times m}$ and symmetric, positive definite $Y \in \mathbb{R}^{n \times n}$ satisfying the Lur'e matrix equation

$$
\left[\begin{array}{cc}
A^{T} Y+Y A-C^{T} Q C & Y B-C^{T}(Q D+S)  \tag{2.27}\\
B^{T} Y-(Q D+S)^{T} C & -R-D^{T} Q D-D^{T} S-S^{T} D
\end{array}\right]=-\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]^{T} .
$$

Note that, if $R_{Y}=R+D^{T} Q D+D^{T} S+S^{T} D$ is positive definite, then $J$ is nonsingular and, hence, the Lur'e equation (2.27) can equivalently be written as the Riccati equation

$$
A^{T} Y+Y A-C^{T} Q C+\left(Y B-C^{T}(Q D+S)\right) R_{Y}^{-1}\left(Y B-C^{T}(Q D+S)\right)^{T}=0
$$

In general, the solution of (2.26) is not unique. There exist, however, unique solutions $Y_{\min }$ and $Y_{\max }$ such that $0<Y_{\min } \preceq Y \preceq Y_{\max }$ for all symmetric solutions $Y$ of (2.26). These extremal solutions can be used to characterize the required supply and available storage of system (2.1) defined as

$$
\begin{aligned}
& \mathcal{S}_{r}\left(x_{0}\right)=\inf _{\substack{u \in L_{2}\left(-\infty, 0,0 ; \mathbb{R}^{m}\right) \\
x(-\infty)=0, x(0)=x_{0}-\infty}}^{0} w(u(\tau), y(\tau)) \mathrm{d} \tau, \\
& \mathcal{S}_{a}\left(x_{0}\right)=\sup _{\substack{u \in L_{2}\left(0, \infty ; \mathbb{R}^{m}\right) \\
x(0)=x_{0}, x(\infty)=0}}-\int_{0}^{\infty} w(u(\tau), y(\tau)) \mathrm{d} \tau,
\end{aligned}
$$

respectively. The required supply $\mathcal{S}_{r}\left(x_{0}\right)$ describes the minimum amount of energy that has to be supplied to the system to steer it from the zero state into the state $x(0)=x_{0}$,
whereas the available storage $\mathcal{S}_{a}\left(x_{0}\right)$ determines the maximum amount of energy that can be extracted from the system starting at the initial state $x(0)=x_{0}$ and reaching the zero state. For these quadratic functionals, we find that

$$
\mathcal{S}_{r}\left(x_{0}\right)=x_{0}^{T} Y_{\max } x_{0}, \quad \mathcal{S}_{a}\left(x_{0}\right)=x_{0}^{T} Y_{\min } x_{0},
$$

see [142]. These energy representations suggest, just as in the classical balancing approach, to take $Y_{\max }^{-1}$ and $Y_{\min }$ as a pair of Gramians and use them for balancing and truncation. Since the numerical solution of LMIs is, in general, much more expensive than that of Lur'e or Riccati equations, we restrict ourselves to the definition of the Gramians as solutions to matrix equations. Let us further emphasize that the dual Lur'e equation

$$
\left[\begin{array}{cc}
A X+X A^{T}-B Q B^{T} & X C^{T}-B(D Q+S)^{T}  \tag{2.28}\\
C X-(D Q+S) B^{T} & -Q-D R D^{T}-D S^{T}-S D^{T}
\end{array}\right]=-\left[\begin{array}{l}
L \\
F
\end{array}\right]\left[\begin{array}{l}
L \\
F
\end{array}\right]^{T}
$$

for a matrix triple $(X, L, F)$ with $X \in \mathbb{R}^{n \times n}, L \in \mathbb{R}^{n \times l}$ and $F \in \mathbb{R}^{m \times l}$ is also of great interest. One can show, e. g., [56, 92] that the extremal solutions of (2.27) and (2.28) satisfy the relations

$$
Y_{\min }=X_{\max }^{-1}, \quad Y_{\max }=X_{\min }^{-1}
$$

Thus, to avoid the explicit inversion of $Y_{\max }$, we can balance the minimal solutions $Y_{\min }$ and $X_{\min }$ of the Lur'e equations (2.27) and (2.28), respectively. In the following, we show that several particular choices of $Q, S$ and $R$ in (2.25) correspond to various physical properties of the control system (2.1) and lead to different balanced truncation methods that preserve these properties in reduced-order models.

### 2.3.1 Positive real balancing

First, we consider system (2.1) with $m=p$ and set $Q=0, S=\frac{1}{2} I_{m}$ and $R=0$. Then the supply rate takes the form

$$
w(u(t), y(t))=y^{T}(t) u(t) .
$$

In this case, system (2.1) satisfying the dissipation inequality (2.24) is called passive. Such systems play an important role in circuit theory and network analysis [3]; see also Chapter 5 of this volume. Passivity-preserving balanced truncation for such systems was considered in [63, 101]. If system (2.1) is controllable, then the dissipation inequality (2.24) is equivalent to the condition

$$
\int_{0}^{t} y^{T}(\tau) u(\tau) \mathrm{d} \tau \geq 0
$$

which holds for all $t>0$ and all $u \in L_{2}\left(0, \infty ; \mathbb{R}^{m}\right)$; see [142]. This condition is often used as a definition of passivity. It is equivalent to the positive realness of the transfer function $\mathbf{G}(s)=C(s I-A)^{-1} B+D$ meaning that $\mathbf{G}$ is analytic in $\mathbb{C}^{+}$and $\mathbf{G}(s)+\mathbf{G}^{T}(\bar{s}) \geq 0$ for all $s \in \mathbb{C}^{+}$; see [3]. This property is, further, equivalent to the solvability of the positive real Lur'e equations

$$
\left[\begin{array}{cc}
A X+X A^{T} & X C^{T}-B  \tag{2.29}\\
C X-B^{T} & -D-D^{T}
\end{array}\right]=-\left[\begin{array}{l}
L \\
F
\end{array}\right]\left[\begin{array}{l}
L \\
F
\end{array}\right]^{T}
$$

and

$$
\left[\begin{array}{cc}
A^{T} Y+Y A & Y B-C^{T}  \tag{2.30}\\
B^{T} Y-C & -D^{T}-D
\end{array}\right]=-\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]^{T} .
$$

The positive real Gramians of system (2.1) are then defined as the minimal solutions

$$
X^{\mathrm{PR}}=X_{\min }, \quad Y^{\mathrm{PR}}=Y_{\min }
$$

of these equations. In positive real balancing, system (2.1) is transformed into the coordinates such that $X^{\mathrm{PR}}=Y^{\mathrm{PR}}=\operatorname{diag}\left(\sigma_{1}^{\mathrm{PR}}, \ldots, \sigma_{n}^{\mathrm{PR}}\right)$ with the positive real characteristic values $\sigma_{i}^{\mathrm{PR}}$ ordered decreasingly. Applying the square root balanced truncation method as in Algorithm 2.1 with $X$ and $Y$ replaced by $X^{\mathrm{PR}}$ and $Y^{\mathrm{PR}}$, respectively, we get the reduced-order system (2.2) which is passive and satisfies the error bound

$$
\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq 2\left\|\left(D+D^{T}\right)^{-1}\right\|_{2}\left\|\mathbf{G}+D^{T}\right\|_{\mathcal{H}_{\infty}}\left\|\widehat{\mathbf{G}}+D^{T}\right\|_{\mathcal{H}_{\infty}} \sum_{i=r+1}^{n} \sigma_{i}^{\mathrm{PR}}
$$

provided $D+D^{T}$ is nonsingular; see $[60,92]$.

### 2.3.2 Bounded real balancing

An important property of network systems in the scattering form [3] is contractivity. This property corresponds to dissipativity with respect to the supply rate

$$
w(u(t), y(t))=-y^{T}(t) y(t)+u^{T}(t) u(t)
$$

obtained from (2.25) by taking $Q=-I_{p}, S=0$ and $R=I_{m}$. The controllable system (2.1) is contractive if and only if its transfer function $\mathbf{G}$ is bounded real, i. e., $\mathbf{G}$ is analytic in $\mathbb{C}^{+}$and $I-\mathbf{G}^{T}(\bar{s}) \mathbf{G}(s) \succeq 0$ for all $s \in \mathbb{C}^{+}$; see [3]. Such systems are useful, for example, in $L_{2}$-gain constraint controller design [50]. To verify contractivity, we can also use the bounded real Lur'e equations

$$
\left[\begin{array}{cc}
A X+X A^{T}+B B^{T} & X C^{T}+B D^{T} \\
C X+D B^{T} & D D^{T}-I
\end{array}\right]=-\left[\begin{array}{l}
L \\
F
\end{array}\right]\left[\begin{array}{l}
L \\
F
\end{array}\right]^{T}
$$

and

$$
\left[\begin{array}{cc}
A^{T} Y+Y A+C^{T} C & Y B+C^{T} D \\
B^{T} Y+D^{T} C & D^{T} D-I
\end{array}\right]=-\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]^{T}
$$

Their minimal solutions define the bounded real Gramians

$$
X^{\mathrm{BR}}=X_{\min }, \quad Y^{\mathrm{BR}}=Y_{\min } .
$$

Transforming the LTI system (2.1) into a bounded real balanced form such that $X^{\mathrm{BR}}=Y^{\mathrm{BR}}=\operatorname{diag}\left(\sigma_{1}^{\mathrm{BR}}, \ldots, \sigma_{n}^{\mathrm{BR}}\right)$ and truncating the states corresponding to small bounded real characteristic values $\sigma_{i}^{\mathrm{BR}}$ results in a contractive reduced-order model (2.2) satisfying the error bound

$$
\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq 2 \sum_{i=r+1}^{n} \sigma_{i}^{\mathrm{BR}} .
$$

These properties of the bounded real balanced truncation method were proved in [94].
It is well known that the square transfer function $\mathbf{G}(s)$ is bounded real if and only if its Moebius transform given by $\mathbf{G}_{M}(s)=(\mathbf{G}(s)-I)(\mathbf{G}(s)+I)^{-1}$ is positive real [39]. Note that this transform coincides with its inverse, i.e.,

$$
\mathbf{G}(s)=\left(\mathbf{G}_{M}(s)-I\right)\left(\mathbf{G}_{M}(s)+I\right)^{-1} .
$$

This relation leads to another model reduction method which preserves contractivity (resp. passivity). It consists in computing a reduced-order system

$$
\widetilde{\mathbf{G}}(s)=\left(\widetilde{\mathbf{G}}_{M}(s)-I\right)\left(\widetilde{\mathbf{G}}_{M}(s)+I\right)^{-1},
$$

where the approximation $\widetilde{\mathbf{G}}_{M}(s)$ is obtained by the positive real (resp. bounded real) balanced truncation applied to the Moebius-transformed system $\mathbf{G}_{M}(s)$; see [108] for details.

### 2.3.3 Linear-quadratic Gaussian balancing

Although Lyapunov-based balanced truncation is a well-established model reduction method, it suffers from some limitations when applied to controller reduction. For such a problem, the LQG balanced truncation approach was developed in [72, 93, 137] which can also be applied to unstable systems and guarantees closed-loop stability with the reduced-order controller. This approach relies on the supply rate

$$
w(u(t), y(t))=y^{T}(t) y(t)+u^{T}(t) u(t)
$$

obtained from (2.25) by setting $Q=I_{p}, S=0$ and $R=I_{m}$. For the linear quadratic optimal regulator problem

$$
J\left(x_{0}\right)=\min _{\substack{u \in L_{2}\left(0, \infty ; \mathbb{R}^{m}\right) \\ x(0)=x_{0} \\ \lim _{t \rightarrow \infty} x(t)=0}} \int_{0}^{\infty} w(u(\tau), y(\tau)) \mathrm{d} \tau,
$$

the optimal cost is given by $J\left(x_{0}\right)=x_{0}^{T} Y_{+} x_{0}$, where $\left(Y_{+}, K_{+}, L_{+}\right)$is the stabilizing solution of the Lur'e equation

$$
\left[\begin{array}{cc}
A^{T} Y+Y A+C^{T} C & Y B+C^{T} D \\
B^{T} Y+D^{T} C & I+D^{T} D
\end{array}\right]=\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]\left[\begin{array}{c}
K^{T} \\
J^{T}
\end{array}\right]^{T}
$$

Furthermore, the stabilizing solution $\left(X_{+}, L_{+}, F_{+}\right)$of the dual Lur'e equation

$$
\left[\begin{array}{cc}
A X+X A^{T}+B B^{T} & X C^{T}+B D^{T} \\
C X+D B^{T} & I+D D^{T}
\end{array}\right]=\left[\begin{array}{c}
L \\
F
\end{array}\right]\left[\begin{array}{c}
L \\
F
\end{array}\right]^{T}
$$

can be used to describe the optimal filter cost. Note that the stabilizing solutions are characterized by the property that all finite eigenvalues of the pencils

$$
\left[\begin{array}{cc}
\lambda I-A & -B \\
-K_{+} & -J_{+}
\end{array}\right], \quad\left[\begin{array}{cc}
\lambda I-A & -L_{+} \\
-C & -F_{+}
\end{array}\right]
$$

have negative real part. The LQG Gramians can now be defined as

$$
X^{\mathrm{LQG}}=X_{+}, \quad Y^{\mathrm{LQG}}=Y_{+} .
$$

In LQG balanced coordinates, it holds $X^{\mathrm{LQG}}=Y^{\mathrm{LQG}}=\operatorname{diag}\left(\sigma_{1}^{\mathrm{LQG}}, \ldots, \sigma_{n}^{L Q G}\right)$, where $\sigma_{i}^{\mathrm{LQG}}$ are called $L Q G$ characteristic values. The reduced-order model (2.2) is then determined by projection onto the subspace corresponding to $r$ dominant LQG characteristic values. Since (2.1) and (2.2) are not necessarily asymptotically stable, the $\mathcal{H}_{\infty}$-norm of the error $\mathbf{G}-\widehat{\mathbf{G}}$ is generally not defined. In [91], an error bound in the gap metric was presented. It is based on the normalized left coprime factorization $\mathbf{G}(s)=\mathbf{M}^{-1}(s) \mathbf{N}(s)$, where

$$
[\mathbf{N}(s), \mathbf{M}(s)]=[0,-I]\left[\begin{array}{cc}
s I-A & -L_{+} \\
-C & -F_{+}
\end{array}\right]^{-1}\left[\begin{array}{ll}
B & 0 \\
D & I
\end{array}\right]
$$

is the stable rational function. The LQG balanced truncation can then be interpreted as the classical balanced truncation applied to the system $[\mathbf{N}, \mathbf{M}] \in \mathcal{H}_{\infty}$. The resulting reduced-order system [ $\widehat{\mathbf{N}}, \widehat{\mathbf{M}}$ ] is stable and provides the normalized left coprime factorization of $\widehat{\mathbf{G}}$, i. e., $\widehat{\mathbf{G}}(s)=\widehat{\mathbf{M}}^{-1}(s) \widehat{\mathbf{N}}(s)$. Then the gap metric error bound is given by

$$
\|[\mathbf{N}, \mathbf{M}]-[\widehat{\mathbf{N}}, \widehat{\mathbf{M}}]\|_{\mathcal{H}_{\infty}} \leq 2 \sum_{i=r+1}^{n} \frac{\sigma_{i}^{\mathrm{LQG}}}{\sqrt{1+\left(\sigma_{i}^{\mathrm{LQG}}\right)^{2}}} ;
$$

see [91] for the proof.

### 2.3.4 Stochastic balancing

Stochastic balanced truncation was first introduced in [38] for stochastic processes and further studied in [55,56, 63, 136]. This approach belongs to a class of relative error methods which attempt to minimize the relative error $\left\|\mathbf{G}^{-1}(\mathbf{G}-\widehat{\mathbf{G}})\right\|_{\mathcal{H}_{\infty}}$. It does not rely on a special form of the supply rate any more but rather on spectral factors as defined below.

Let $\boldsymbol{\Phi}(s)=\mathbf{Z}(s)+\mathbf{Z}^{T}(-s)$ be the power spectrum of the positive real transfer function $\mathbf{Z}(s)=C_{\mathbf{Z}}(s I-A)^{-1} B_{\mathbf{Z}}+D_{\mathbf{Z}}$ with a minimal realization $\left(A, B_{\mathbf{Z}}, C_{\mathbf{Z}}, D_{\mathbf{Z}}\right)$. Furthermore, we consider the left spectral factor $\mathbf{V}(s)$ and the right spectral factor $\mathbf{W}(s)$ of $\boldsymbol{\Phi}(s)$ satisfying

$$
\boldsymbol{\Phi}(s)=\mathbf{V}(s) \mathbf{V}^{T}(-s)=\mathbf{W}^{T}(-s) \mathbf{W}(s)
$$

Solving the positive real Lur'e equations

$$
\left[\begin{array}{cc}
A X+X A^{T} & X C_{\mathbf{Z}}^{T}-B_{\mathbf{Z}}  \tag{2.31}\\
C_{\mathbf{Z}} X-B_{\mathbf{Z}}^{T} & -D_{\mathbf{Z}}-D_{\mathbf{Z}}^{T}
\end{array}\right]=-\left[\begin{array}{c}
L_{\mathbf{Z}} \\
F_{\mathbf{Z}}
\end{array}\right]\left[\begin{array}{c}
L_{\mathbf{Z}} \\
F_{\mathbf{Z}}
\end{array}\right]^{T}
$$

and

$$
\left[\begin{array}{cc}
A^{T} Y+Y A & Y B_{\mathbf{Z}}-C_{\mathbf{Z}}^{T}  \tag{2.32}\\
B_{\mathbf{Z}}^{T} Y-C_{\mathbf{Z}} & -D_{\mathbf{Z}}^{T}-D_{\mathbf{Z}}
\end{array}\right]=-\left[\begin{array}{c}
K_{\mathbf{Z}}^{T} \\
J_{\mathbf{Z}}^{T}
\end{array}\right]\left[\begin{array}{c}
K_{\mathbf{Z}}^{T} \\
J_{\mathbf{Z}}^{T}
\end{array}\right]^{T}
$$

for $\left(X, L_{\mathbf{Z}}, F_{\mathbf{Z}}\right)$ and $\left(Y, K_{\mathbf{Z}}, J_{\mathbf{Z}}\right)$, respectively, the spectral factors can be realized as

$$
\begin{align*}
\mathbf{V}(s) & =C_{\mathbf{Z}}(s I-A)^{-1} L_{\mathbf{Z}}+F_{\mathbf{Z}},  \tag{2.33}\\
\mathbf{W}(s) & =K_{\mathbf{Z}}(s I-A)^{-1} B_{\mathbf{Z}}+J_{\mathbf{Z}} ; \tag{2.34}
\end{align*}
$$

see [56] for details. Then the balanced stochastic realization is obtained by performing a state-space transformation of the realizations of $\mathbf{Z}(s), \mathbf{V}(s)$ and $\mathbf{W}(s)$ such that the controllability Gramian of $\mathbf{V}(s)$ is equal to the observability Gramian of $\mathbf{W}(s)$. These Gramians solve the Lyapunov equations

$$
\begin{align*}
A X+X A^{T} & =-L_{\mathbf{Z}} L_{\mathbf{Z}}^{T}  \tag{2.35}\\
A^{T} Y+Y A & =-K_{\mathbf{Z}}^{T} K_{\mathbf{Z}} \tag{2.36}
\end{align*}
$$

respectively.
Depending on whether the system $\mathbf{V}(s)$ or $\mathbf{W}(s)$ has to be reduced, one obtains two different model reduction methods: left spectral factor balanced truncation and right spectral factor balanced truncation. In the first method, given a square nonsingular transfer function $\mathbf{G}(s)=\mathbf{V}(s)$ as in (2.33), where all eigenvalues of $A$ have negative real part, we first calculate its controllability Gramian $X$ by solving (2.35). Then using (2.31), we find

$$
B_{\mathbf{Z}}=X C_{\mathbf{Z}}^{T}+L_{\mathbf{Z}} F_{\mathbf{Z}}^{T}, \quad D_{\mathbf{Z}}+D_{\mathbf{Z}}^{T}=F_{\mathbf{Z}} F_{\mathbf{Z}}^{T}
$$

Inserting these matrices into the Lur'e equation (2.32), we determine, finally, the minimal solution $Y_{\min }$ of (2.32). Note that this matrix is also the observability Gramian of $\mathbf{W}$ since it satisfies the Lyapunov equation (2.36). We use now the stochastic Gramians

$$
X^{\mathrm{ST}}=X, \quad Y^{\mathrm{ST}}=Y_{\min }
$$

to define the stochastic balanced realization of $\mathbf{G}(s)=\mathbf{V}(s)$ such that $X^{\mathrm{ST}}$ and $Y^{\mathrm{ST}}$ are equal and diagonal, i. e., $X^{\mathrm{ST}}=Y^{\mathrm{ST}}=\operatorname{diag}\left(\sigma_{1}^{\mathrm{ST}}, \ldots, \sigma_{n}^{\mathrm{ST}}\right)$. Reducing this realization by truncating the states corresponding to small stochastic characteristic values $\sigma_{i}^{\mathrm{ST}}$, we obtain an approximation $\widehat{\mathbf{G}}(s)$ which satisfies the relative error bound

$$
\left\|\mathbf{G}^{-1}(\mathbf{G}-\widehat{\mathbf{G}})\right\|_{\mathcal{H}_{\infty}} \leq \prod_{i=r+1}^{n} \frac{1+\sigma_{i}^{\mathrm{ST}}}{1-\sigma_{i}^{\mathrm{ST}}}-1,
$$

derived in [56]. Note that the stochastic characteristic values satisfy $0 \leq \sigma_{i}^{\mathrm{ST}} \leq 1$. Moreover, if $r$ exceeds the number of $\sigma_{i}^{S T}$ with $\sigma_{i}^{S T}=1$, then $\widehat{\mathbf{G}}(s)$ preserves zeros of $\mathbf{G}(s)$ in $\mathbb{C}^{+}$; see [55]. This property immediately implies that, if $\mathbf{G}(s)$ is minimum phase, i. e., it has no zeros in $\mathbb{C}^{+}$, then $\widehat{\mathbf{G}}(s)$ is also minimum phase.

For given $\mathbf{G}(s)=\mathbf{W}(s)$ as in (2.34), the stochastic balanced realization can be determined by first solving the Lyapunov equation (2.36) for $Y$ and then computing the minimal solution $X_{\text {min }}$ of the Lur'e equation (2.31) with

$$
C_{\mathbf{Z}}=B_{\mathbf{Z}}^{T} Y+J_{\mathbf{Z}}^{T} K_{\mathbf{Z}}, \quad D_{\mathbf{Z}}^{T}+D_{\mathbf{Z}}=J_{\mathbf{Z}}^{T} J_{\mathbf{Z}}
$$

obtained from (2.32). Balancing the Gramian pair $\left(X_{\min }, Y\right)$ and performing model reduction, we obtain an approximation $\widehat{\mathbf{G}}(s)$ with similar properties as in the previous method.

The balancing-related model reduction methods considered above require solving Lur'e or Riccati matrix equations. Numerical methods for large-scale Lur'e equations presented in $[102,103]$ are based on deflating subspaces of an associated even matrix pencil. Furthermore, an extension of the ADI method to Lur'e equations was proposed in [85]. For Riccati equations, many different numerical methods have been developed over the last 30 years; see [30]. Let us just mention some of them relying on a low-rank approximation: Krylov subspace methods [67, 121], Newton's method [19, 24, 28], and ADI-type methods [12, 81, 84].

### 2.3.5 Singular perturbation approximation

Another variant of classical balancing relies on partitioning the balanced system (2.17) into slow and fast dynamics. Instead of setting $x_{2}=0$ and obtaining the reduced-order model via (2.18), consider the dynamics of $x_{2}$ to reach a steady state such that $\dot{x}_{2}(t)=0$.

As a consequence, the partitioning (2.17) allows to explicitly solve the second equation for the variable $x_{2}$. In particular, we find that

$$
x_{2}(t)=-A_{22}^{-1} A_{21} x_{1}(t)-A_{22}^{-1} B_{2} u(t) .
$$

Inserting this expression into the first equation leads to

$$
\begin{align*}
\dot{x}_{1}(t) & =\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right) x_{1}(t)+\left(B_{1}-A_{12} A_{22}^{-1} B_{2}\right) u(t), \\
\widehat{y}(t) & =\left(C_{1}-C_{2} A_{22}^{-1} A_{21}\right) x_{1}(t)-C_{2} A_{22}^{-1} B_{2} u(t)+D u(t) \tag{2.37}
\end{align*}
$$

from which we obtain another reduced-order model of the form

$$
\begin{aligned}
& \widehat{A}=\left(A_{11}-A_{12} A_{22}^{-1} A_{21}\right), \quad \widehat{B}=B_{1}-A_{12} A_{22}^{-1} B_{2}, \\
& \widehat{C}=C_{1}-C_{2} A_{22}^{-1} A_{21}, \quad \widehat{D}=-C_{2} A_{22}^{-1} B_{2}+D .
\end{aligned}
$$

Let us emphasize that, for a controllable and observable linear system (2.17), the ma$\operatorname{trix} A_{22}$ is guaranteed to be regular if $\Sigma_{1}$ and $\Sigma_{2}$ have no common diagonal entries; see [83]. It has also been shown in [83] that the reduced-order model (2.37) satisfies the a priori error bound (2.19). Let us also mention the interesting fact that singular perturbation approximation can be interpreted as classical balanced truncation applied to the reciprocal system

$$
\widetilde{A}=A^{-1}, \quad \widetilde{B}=A^{-1} B, \quad \widetilde{C}=C A^{-1}
$$

Moreover, for the transfer function of the original system, we find that

$$
\begin{aligned}
G(0) & =-\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]^{-1}\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]+D \\
& =-\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{cc}
\widehat{A}^{-1} & -\widehat{A}^{-1} A_{12} A_{22}^{-1} \\
-A_{22}^{-1} A_{21} \widehat{A}^{-1} & A_{22}^{-1} A_{21} \widehat{A}^{-1} A_{12} A_{22}^{-1}+A_{22}^{-1}
\end{array}\right]\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right]+D \\
& =-\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]\left[\begin{array}{c}
\widehat{A}^{-1} \widehat{B} \\
-A_{22}^{-1} A_{21} \widehat{A}^{-1} \widehat{B}+A_{22}^{-1} B_{2}
\end{array}\right]+D \\
& =-\widehat{C} \widehat{A}^{-1} \widehat{B}+\widehat{D}=\widehat{G}(0) .
\end{aligned}
$$

The above relation additionally implies that singular perturbation approximation yields a reduced-order model that is exact at the frequency $s=0$. We refer to the original reference [83], where more details of the method can be found.

### 2.3.6 Cross-Gramian balanced truncation

With the intention of studying controllability and observability concepts at the same time, in [44] the authors introduced (for the SISO case) the so-called cross-Gramian

$$
X_{c}=\int_{0}^{\infty} e^{A t} B C e^{A t} \mathrm{~d} t
$$

Generalizations to symmetric MIMO systems were subsequently considered in [45]. Similar to the controllability and observability Gramians, the matrix $X_{c}$ can be shown to satisfy the Sylvester equation,

$$
A X_{c}+X_{c} A+B C=0 .
$$

Moreover, the eigenvalues of the cross-Gramian are invariant under state space transformations and coincide with the Hankel singular values of system (2.1). As a consequence, it is possible to perform the balancing step with respect to $X_{c}$ instead of $X$ and $Y$. The main advantage is that only one linear matrix equation has to be solved which allows for a computationally more tractable method; see, e. g., [7, 124]. Furthermore, the cross-Gramian and some empirical variants thereof can be computed by means of simulated trajectories of the system; see [68] for a more detailed overview and comparison.

### 2.4 Balancing for DAEs

Control problems governed by DAEs arise in a variety of practical applications including circuit simulation, computational electromagnetics, fluid dynamics, mechanical and chemical engineering; see [18, Chapters 2, 4 and 5] for practical examples. Unlike ordinary differential equations (ODEs), DAEs contain (hidden) algebraic constraints restricting the solution to a manifold. These constraints usually result from physical laws as, for example, conservation laws in incompressible (Navier-)Stokes equations and Maxwell's equations, and Kirchhoff's laws in network problems, or from geometric and kinematic constraints in mechanical systems. For solvability of DAE control systems, it is required that the initial values satisfy certain consistency conditions imposed by algebraic constraints and that the input function or some of its components are sufficiently smooth. In [31, 76, 77], different frameworks have been presented for structural analysis and numerical treatment of linear and nonlinear DAEs. Also, different index concepts have been introduced there to characterize various structural properties of DAEs. In general, a high index characterizes the difficulty of analyzing a DAE theoretically and numerically.

We consider a linear DAE control system,

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t),  \tag{2.38}\\
y(t) & =C x(t)+D u(t),
\end{align*}
$$

where $E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}$ and $D \in \mathbb{R}^{p \times m}$. If $E$ is nonsingular, this system can be transformed into the standard state-space form (2.1) by inversion of $E$. Control systems of the form (2.38) with a singular matrix $E$ are also known as descriptor systems, generalized state-space systems or singular systems. Model reduction of such
systems by balanced truncation was first considered in [99] and further improved in [82, 127]. We also refer to [29] for a comprehensive survey on model reduction of DAEs.

Assuming that a pencil $\lambda E-A$ is regular, i. e., $\operatorname{det}(\lambda E-A) \neq 0$ for some $\lambda \in \mathbb{C}$, we can introduce a transfer function for (2.38) given by $\mathbf{G}(s)=C(s E-A)^{-1} B+D$. Comparing it with the transfer function (2.5) of the standard-state space system (2.1), one might think that all control-theoretic concepts and related model reduction methods for ODEs can be extended to DAEs just by replacing the identity matrix with $E$. However, in practice, it does not work, since DAEs, especially higher index DAEs, exhibit much more complex behavior than ODEs.

A useful tool for investigating the structural properties of linear DAEs is a Weierstrass canonical form. For a regular pencil $\lambda E-A$, it is given by

$$
E=T_{l}\left[\begin{array}{cc}
I_{n_{f}} & 0  \tag{2.39}\\
0 & N
\end{array}\right] T_{r}, \quad A=T_{l}\left[\begin{array}{cc}
J & 0 \\
0 & I_{n_{\infty}}
\end{array}\right] T_{r},
$$

where $T_{l}, T_{r} \in \mathbb{R}^{n \times n}$ nonsingular matrices and $N \in \mathbb{R}^{n_{\infty} \times n_{\infty}}$ is nilpotent with nilpotency index $v$ defined as a smallest integer such that $N^{v}=0$. This quantity also defines the (differentiation) index of the DAE system (2.38). The eigenvalues of $J \in \mathbb{R}^{n_{f} \times n_{f}}$ are the finite eigenvalues of the pencil $\lambda E-A$, and $N$ corresponds to the eigenvalue at infinity. Using the Weierstrass canonical form (2.39), we can decompose (2.38) into the differential part (also called the slow subsystem) and the algebraic part (also called the fast subsystem). The differential part is in the ODE form and, therefore, it can be reduced in a standard way by balancing and truncation. On the contrary, the algebraic part determines a solution manifold which has to be preserved in the reduced-order model. This can be achieved if we only remove redundant equations and those state components which do not contribute to the input-output energy transfer. As a result, we get a minimal realization of the algebraic part.

For the differential part, we introduce the proper controllability and observability Gramians $X_{p r}$ and $Y_{p r}$ as symmetric, positive semi-definite solutions of the projected continuous-time Lyapunov equations

$$
\begin{array}{ll}
A X_{p r} E^{T}+E X_{p r} A^{T}=-P_{l} B B^{T} P_{l}^{T}, & X_{p r}=P_{r} X_{p r} P_{r}^{T}, \\
A^{T} Y_{p r} E+E^{T} Y_{p r} A=-P_{r}^{T} C^{T} C P_{r}, & Y_{p r}=P_{l}^{T} Y_{p r} P_{l}, \tag{2.40}
\end{array}
$$

where

$$
P_{l}=T_{l}\left[\begin{array}{cc}
I_{n_{f}} & 0 \\
0 & 0
\end{array}\right] T_{l}^{-1}, \quad P_{r}=T_{r}^{-1}\left[\begin{array}{cc}
I_{n_{f}} & 0 \\
0 & 0
\end{array}\right] T_{r}
$$

are the spectral projectors onto the left and right deflating subspaces of the pencil $\lambda E-A$ corresponding to the finite eigenvalues. Such Gramians exist and are unique if the DAE system (2.38) is asymptotically stable, i. e., all finite eigenvalues of $\lambda E-A$ have
negative real part. The proper Gramians have a similar energy interpretation as the Gramians in the standard state-space case [127]. For the algebraic part, we define the improper controllability and observability Gramians $X_{i m}$ and $Y_{i m}$ as symmetric, positive semi-definite solutions of the projected discrete-time Lyapunov equations

$$
\begin{array}{ll}
A X_{i m} A^{T}-E X_{i m} E^{T}=-Q_{l} B B^{T} Q_{l}^{T}, & X_{i m}=Q_{r} X_{i m} Q_{r}^{T},  \tag{2.41}\\
A^{T} Y_{i m} A-E^{T} Y_{i m} E=-Q_{r}^{T} C^{T} C Q_{r}, & Y_{i m}=Q_{l}^{T} Y_{i m} Q_{l},
\end{array}
$$

where $Q_{l}=I-P_{l}$ and $Q_{r}=I-P_{r}$ are the spectral projectors onto the left and right deflating subspaces of $\lambda E-A$ corresponding to the eigenvalue at infinity. These two pairs of the Gramians provide two sets of Hankel singular values of the DAE system (2.38). Let

$$
\begin{array}{ll}
X_{p r}=L_{X, p r}^{T} L_{X, p r}, & Y_{p r}=L_{Y, p r}^{T} L_{Y, p r}, \\
X_{i m}=L_{X, i m}^{T} L_{X, i m}, & Y_{i m}=L_{Y, i m}^{T} L_{Y, i m}
\end{array}
$$

be the Cholesky factorizations of the Gramians. Then the proper Hankel singular values, denoted by $\sigma_{j}$, are defined as the largest $n_{f}$ singular values of the matrix $L_{X, p r} E^{T} L_{Y, p r}^{T}$, and the improper Hankel singular values, denoted by $\theta_{j}$, are defined as the largest $n_{\infty}$ singular values of the matrix $L_{X, i m} A^{T} L_{Y, i m}^{T}$. The SVDs of these matrices can be used to transform (2.38) into a balanced form such that the Gramians of the transformed system satisfy

$$
\widetilde{X}_{p r}+\widetilde{X}_{i m}=\widetilde{Y}_{p r}+\widetilde{Y}_{i m}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n_{f}}, \theta_{1}, \ldots, \theta_{n_{\infty}}\right) .
$$

Then a reduced-order model can be computed by truncation of the state components of the balanced system corresponding to small proper Hankel singular values and zero improper Hankel singular values. Note that the truncation of the states corresponding to non-zero improper Hankel singular values may lead to an inaccurate and physically meaningless approximation; see [82, 130] for some examples. An extension of the square root balanced truncation method to DAE control systems is presented in Algorithm 2.2.

One can show that the resulting reduced-order system is balanced, asymptotically stable and has an index which does not exceed the index of the original system [127]. Moreover, we have the error estimate

$$
\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq 2 \sum_{i=r_{f}+1}^{n_{f}} \sigma_{i} .
$$

For solving the projected continuous-time Lyapunov equations (2.40), one can use the low-rank generalized ADI method [129] or (rational) Krylov subspace methods [131]. The projected discrete-time Lyapunov equations (2.41) can be solved using the generalized Smith method [129]. The main difficulty in all these methods is the determi-

Algorithm 2.2: Balanced truncation for DAE control systems.
Require: Original system $E, A, B, C, D$; error tolerance tol.
Ensure: Reduced system $\widehat{E}, \widehat{A}, \widehat{B}, \widehat{C}, \widehat{D}$ with $\|\mathbf{G}-\widehat{\mathbf{G}}\|_{\mathcal{H}_{\infty}} \leq$ tol.
1: Compute the solutions $X_{p r}=L_{X, p r}^{T} L_{X, p r}$ and $Y_{p r}=L_{Y, p r}^{T} L_{Y, p r}$ of (2.40).
2: Compute the solutions $X_{i m}=L_{X, i m}^{T} L_{X, i m}$ and $Y_{i m}=L_{Y, i m}^{T} L_{Y, i m}$ of (2.41).
3: Compute the SVDs

$$
\begin{aligned}
& L_{X, p r} E^{T} L_{Y, p r}^{T}=\left[\begin{array}{ll}
U_{p r, 1} & U_{p r, 2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & \Sigma_{2}
\end{array}\right]\left[\begin{array}{c}
Z_{p r, 1}^{T} \\
Z_{p r, 2}^{T}
\end{array}\right], \\
& L_{X, i m} A^{T} L_{Y, i m}^{T}=\left[\begin{array}{ll}
U_{i m, 1} & U_{i m, 2}
\end{array}\right]\left[\begin{array}{cc}
\Theta_{1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
Z_{i m, 1}^{T} \\
Z_{i m, 2}^{T}
\end{array}\right],
\end{aligned}
$$

where $\Sigma_{1}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r_{f}}\right)$ and $\Sigma_{2}=\operatorname{diag}\left(\sigma_{r_{f}+1}, \ldots, \sigma_{n_{f}}\right)$ with $r_{f}$ chosen such that $2 \sum_{i=r_{f}+1}^{n_{f}} \sigma_{i} \leq \operatorname{tol}$, and $\Theta_{1}=\operatorname{diag}\left(\theta_{1}, \ldots, \theta_{r_{\infty}}\right)$ is positive definite. 4: Define

$$
\begin{aligned}
V & =\left[L_{X, p r}^{T} U_{p r, 1} \Sigma_{1}^{-\frac{1}{2}}, L_{X, i m}^{T} U_{i m, 1} \Theta_{1}^{-\frac{1}{2}}\right], \\
W & =\left[L_{Y, p r}^{T} Z_{p r, 1} \Sigma_{1}^{-\frac{1}{2}}, L_{Y, i m}^{T} Z_{i m, 1} \Theta_{1}^{-\frac{1}{2}}\right] .
\end{aligned}
$$

Define $\widehat{E}=W^{T} E V, \widehat{A}=W^{T} A V, \widehat{B}=W^{T} B, \widehat{C}=C V$ and $\widehat{D}=D$.
nation of the spectral projectors $P_{r}$ and $P_{r}$. For some special classes of linear DAEs such as semi-explicit DAEs of index 1 [46, 111], magneto-quasistatic systems of index 1 [73], Stokes-like DAEs of index 2 [66, 128], and constrained mechanical systems of index 2 and 3 [29, 114], it is possible to avoid the explicit construction of the projectors. By making use of a special block structure of the system matrices, such systems can be transformed into the ODE form allowing the application of standard model reduction methods. It should, however, be emphasized that the resulting ODE systems do not preserve the sparsity in the matrix coefficients. Therefore, the ODE systems will never be computed explicitly. Instead, again exploiting the system structure, all computations can be performed in terms of the original data. For other structured DAEs such as circuit equations of index 1 and 2 , the required projectors have been derived in [107, 109]. In numerical implementations, however, only projector-vector products will be computed, avoiding explicitly forming the (possibly full) projector matrices and significantly reducing computational costs.

We conclude this section by referring to [29, 87, 108] for an extension of other types of balancing-based model reduction methods to DAE control systems.

### 2.5 Balancing for nonlinear systems

A generalization of the concept of balancing for the nonlinear case has been introduced in [117]. For summarizing the main idea, consider a nonlinear system of the form

$$
\begin{align*}
& \dot{x}(t)=f(x(t))+g(x(t)) u(t),  \tag{2.42}\\
& y(t)=h(x(t)),
\end{align*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times m}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are smooth functions. Additionally, zero is assumed to be an equilibrium, i.e., $f(0)=0$ and $h(0)=0$. In analogy to the linear case, Scherpen defined the energy functionals

$$
\begin{align*}
& L_{c}\left(x_{d}\right)=\min _{\substack{u \in L_{2}\left(-\infty, 0 ; \mathbb{R}^{m}\right) \\
x(-\infty)=0,(0)=x_{d}}} \frac{1}{2} \int_{-\infty}^{0} u^{T}(t) u(t) \mathrm{d} t,  \tag{2.43}\\
& L_{o}\left(x_{0}\right)=\frac{1}{2} \int_{0}^{\infty} y^{T}(t) y(t) \mathrm{d} t, \quad x(0)=x_{0}, \quad u(t) \equiv 0,0 \leq t<\infty,
\end{align*}
$$

which are defined to be infinite if $x_{d}$ cannot be reached from 0 or if the system is unstable, respectively. While the Gramians $X$ and $Y$ of a linear system satisfy the linear matrix equations (2.13) and (2.14), under suitable solvability assumptions $L_{c}$ and $L_{o}$ solve the partial differential equations

$$
\begin{aligned}
\frac{\partial L_{c}}{\partial x}(x) f(x)+\frac{1}{2} \frac{\partial L_{c}}{\partial x}(x) g(x)\left(\frac{\partial L_{c}}{\partial x}(x) g(x)\right)^{T} & =0, \\
\frac{\partial L_{o}}{\partial x}(x) f(x)+\frac{1}{2}(h(x))^{T} h(x) & =0,
\end{aligned}
$$

for all $x$ in a neighborhood of the origin; see [117, Theorem 3.2]. The idea of transforming the system coordinates into balanced form and subsequently obtaining a reduced-order system by truncation remains the same. However, in general this can only be achieved locally (around the origin) by a nonlinear coordinate transform $x=\psi(\tilde{x}), \psi(0)=0$. For the transformed balanced functionals $\widetilde{L}_{c}$ and $\widetilde{L}_{o}$, it then holds

$$
\begin{aligned}
& \widetilde{L}_{c}(\tilde{x}):=L_{c}(\psi(\tilde{x}))=\frac{1}{2} \tilde{x}^{T} \tilde{x}, \\
& \widetilde{L}_{o}(\tilde{x})=L_{o}(\psi(\tilde{x}))=\frac{1}{2} \tilde{x}^{T} \operatorname{diag}\left(\sigma_{1}(\tilde{x}), \ldots, \sigma_{n}(\tilde{x})\right) \tilde{x},
\end{aligned}
$$

where the so-called singular value functions $\sigma_{1}(\tilde{x}) \geq \cdots \geq \sigma_{n}(\tilde{x})$ extend the notion of the Hankel singular values to the nonlinear setting. In particular, it can be shown that a linearization of this approach yields the classical balancing technique applied to the linearization (around 0) of the nonlinear system (2.42). For more details on theoretical
properties such as local asymptotic stability or preservation of balanced coordinates, we refer to the original reference [117].

Since computing $L_{c}$ and $L_{o}$ as the solutions (or approximations thereof) of (2.43) suffers from the curse of dimensionality, recent work has focused on replacing $L_{c}$ and $L_{o}$ by algebraic approximations. Particularly for the class of bilinear control systems

$$
\begin{align*}
\dot{x}(t) & =A x(t)+\sum_{i=1}^{m} N_{i} x(t) u_{i}(t)+B u(t),  \tag{2.44}\\
y(t) & =C x(t)
\end{align*}
$$

with $A, N_{i} \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{p \times n}$, below we summarize an alternative way of generalizing model reduction by balanced truncation. Let us emphasize that bilinear systems not only arise in several practical applications such as nuclear fission, biology [88], the Fokker-Planck equation [64] and heat transfer processes [41], but can also be used to approximate more general nonlinear systems by a Carleman linearization; see [112]. Controllability and observability concepts for bilinear control systems have already been studied in [35, 71]. Their use in context of model reduction has been first discussed in [1, 2] and is based on a generalization of the integral representations (2.9) and (2.12). In particular, consider the following recursive series of time-dependent matrices:

$$
\begin{aligned}
X_{1}\left(t_{1}\right) & =e^{A t_{1}} B, \\
X_{k}\left(t_{1}, \ldots, t_{k}\right) & =\left[\begin{array}{lll}
e^{A t_{k}} N_{1} X_{k-1} & \ldots & e^{A t_{k}} N_{m} X_{k-1}
\end{array}\right], \quad k=2,3, \ldots,
\end{aligned}
$$

as well as

$$
\begin{aligned}
Y_{1}\left(t_{1}\right) & =C e^{A t_{1}} \\
Y_{k}\left(t_{1}, \ldots, t_{k}\right) & =\left[\begin{array}{lll}
\left(Y_{k-1} N_{1} e^{A t_{1}}\right)^{T} & \ldots & \left(Y_{k-1} N_{m} e^{A t_{1}}\right)^{T}
\end{array}\right]^{T}, \quad k=2,3, \ldots,
\end{aligned}
$$

and define

$$
\begin{align*}
X & =\sum_{k=1}^{\infty} \int_{0}^{\infty} \cdots \int_{0}^{\infty} X_{k}\left(t_{1}, \ldots, t_{k}\right) X_{k}\left(t_{1}, \ldots, t_{k}\right)^{T} \mathrm{~d} t_{1} \cdots \mathrm{~d} t_{k}  \tag{2.45}\\
Y & =\sum_{k=1}^{\infty} \int_{0}^{\infty} \cdots \int_{0}^{\infty} Y_{k}^{T}\left(t_{1}, \ldots, t_{k}\right) Y_{k}\left(t_{1}, \ldots, t_{k}\right) \mathrm{d} t_{1} \cdots \mathrm{~d} t_{k} .
\end{align*}
$$

If $X$ and $Y$ exist, it can be shown, see, e. g., [1, Theorem 1], that they satisfy the generalized Lyapunov equations

$$
\begin{align*}
& A X+X A^{T}+\sum_{i=1}^{m} N_{i} X N_{i}^{T}+B B^{T}=0 \\
& A^{T} Y+Y A+\sum_{i=1}^{m} N_{i}^{T} Y N_{i}+C^{T} C=0 \tag{2.46}
\end{align*}
$$

The main advantage of using these algebraic Gramians $X$ and $Y$ is that a global static coordinate transform $\tilde{\chi}=T x$ can be used to transform (2.44) into a balanced form. The construction is completely analogous to the linear case, i. e., the transformation matrix $T \in \mathbb{R}^{n \times n}$ can be obtained via $T=\Sigma^{-\frac{1}{2}} Z^{T} L_{Y}$, where

$$
X=L_{X}^{T} L_{X}, \quad Y=L_{Y}^{T} L_{Y}, \quad L_{X} L_{Y}^{T}=U \Sigma Z^{T} .
$$

We summarize the main steps of balanced truncation for bilinear control systems in Algorithm 2.3.

```
Algorithm 2.3: Balanced truncation for bilinear control systems.
Require: Original system \(A, B, C\) and \(N_{1}, \ldots, N_{m}\).
Ensure: Reduced system \(\widehat{A}, \widehat{B}, \widehat{C}\) and \(\widehat{N}_{1}, \ldots, \widehat{N}_{m}\).
    1: Compute the solutions \(X=L_{X}^{T} L_{X}\) and \(Y=L_{Y}^{T} L_{Y}\) of (2.46).
    2: Compute the SVD of \(L_{X} L_{Y}^{T}\) as in (2.21).
3: Define \(V=L_{X}^{T} U_{1} \Sigma_{1}^{-\frac{1}{2}}\) and \(W=L_{Y}^{T} Z_{1} \Sigma_{1}^{-\frac{1}{2}}\).
4: Define \(\widehat{A}=W^{T} A V, \widehat{B}=W^{T} B, \widehat{C}=C V\) and \(\widehat{N}_{i}=W^{T} N_{i} V, i=1, \ldots, m\).
```

A few remarks on the properties of the method are in order. The quadratic forms $x^{T} X^{-1} x, x^{T} Y x$ and some related variants have been compared to the energy functionals $L_{c}$ and $L_{o}$ defined in (2.43) in several publications, e. g., [13, 52, 53, 54]. In [13, Propositions 3.5 and 3.8], it is shown that the input energy $L_{c}$ (resp. the output energy $L_{o}$ ) can locally (around the origin) be bounded from below (resp. from above) by means of $x^{T} X^{-1} X$ (resp. $x^{T} Y x$ ). Similar to the linear case, preservation of system stability is guaranteed for the reduced-order model; see [14]. Let us mention that the notion of stability used in the latter work is based on the eigenvalues of the generalized Lyapunov operator and is stronger than asymptotic stability of the system matrix $A$; see [36]. Recently, a further pair of generalized algebraic Gramians has been suggested in [104]. These Gramians are inspired by similar quantities introduced in the context of model reduction of linear stochastic systems in [37]. In contrast to (2.46), here nonlinear matrix inequalities have to be solved. The benefit of these Gramians is that an $\mathcal{H}_{\infty}$-type error bound can be shown; see [104, Theorem 4.1]. However, from a computational point of view, even for large-scale systems, it is easier to solve generalized matrix equations of the form (2.46). For references on (low-rank) approximation techniques, we refer to [10, 11, 36, 75].

As a further field of current research, we mention balancing-based model reduction for quadratic-bilinear control systems of the form

$$
\begin{aligned}
& \dot{x}(t)=A x(t)+H(x(t) \otimes x(t))+\sum_{i=1}^{m} N_{i} x(t) u_{i}(t)+B u(t), \\
& y(t)=C x(t),
\end{aligned}
$$

where $A, N_{i}, B$ and $C$ are as before and, moreover, $H \in \mathbb{R}^{n \times n^{2}}$. The interest in such systems goes back to the results obtained in [58, 59], where the author shows that a certain class of smooth, nonlinear, control affine systems can equivalently be expressed in such a form. In [15], the authors follow an approach that is similar to the bilinear version described above. In particular, a pair of nonlinear coupled generalized Lyapunov equations

$$
\begin{array}{r}
A X+X A^{T}+H(X \otimes X) H^{T}+\sum_{i=1}^{m} N_{i} X N_{i}^{T}+B B^{T}=0, \\
A^{T} Y+Y A+\mathcal{H}^{(2)}(X \otimes Y)\left(\mathcal{H}^{(2)}\right)^{T}+\sum_{i=1}^{m} N_{i}^{T} Y N_{i}+C^{T} C=0
\end{array}
$$

is derived and also compared to the energy functionals $L_{c}$ and $L_{o}$. Here, $\mathcal{H}^{(2)}$ denotes the mode-2 matricization of the three-dimensional tensor $\mathcal{H} \in \mathbb{R}^{n \times n \times n}$ associated to the matrix $H \in \mathbb{R}^{n \times n^{2}}$. Moreover, an approximation procedure based on a series of generalized linear matrix equations is discussed in [15] and numerically investigated for several nonlinear PDEs.

### 2.6 Other balancing issues

### 2.6.1 Balanced truncation for discrete-time systems

The balanced truncation model reduction method can also be formulated for discretetime control systems of the form

$$
\begin{align*}
x_{k+1} & =A x_{k}+B u_{k},  \tag{2.47}\\
y_{k} & =C x_{k}+D u_{k},
\end{align*}
$$

with the state $x_{k}$, control $u_{k}$ and output $y_{k}$. For such systems, instead of the continuoustime Lyapunov equations (2.13) and (2.14), one has to solve the discrete-time Lyapunov equations

$$
\begin{equation*}
A X A^{T}-X=-B B^{T}, \quad A^{T} Y A-Y=-C^{T} C \tag{2.48}
\end{equation*}
$$

for the controllability and observability Gramians $X$ and $Y$ provided all eigenvalues of $A$ lie inside the unit disc. Then the reduced-order model is computed analogously to the continuous-time case, by balancing $X$ and $Y$ and truncating the states corresponding to small eigenvalues of the Gramians. The preservation of stability and error bound similar to (2.19) were proved in [69, 100]. Other balancing-related techniques for discrete-time systems were considered in [38, 92].

The Lyapunov-based balanced truncation approach was also extended to periodic discrete-time systems in [42, 133, 134, 135, 136]. The Gramians for such systems can be determined as solutions to the periodic discrete-time Lyapunov equations. Using a lifted representation [125] for the periodic system, these equations can be written in the form (2.48) with block structured matrices $A, B$ and $C$. Efficient numerical methods for such structured equations were presented in [74]. They exploit the block sparsity in the lifted system matrices and rely on low-rank techniques. Model reduction by balanced truncation for (periodic) discrete-time descriptor systems was considered in [20, 21, 34, 126].

### 2.6.2 Balanced truncation for second-order systems

Model reduction of second-order control systems has received a lot of attention because of their importance in structural mechanics, acoustics and vibration problems; see [18, Chapters 2 and 3]. Balanced truncation for such systems was first considered in [86] and then further investigated in [27, 33, 106]. We consider the second-order system

$$
\begin{align*}
M \ddot{q}(t)+D \dot{q}(t)+K q(t) & =B_{2} u(t),  \tag{2.49}\\
C_{1} \dot{q}(t)+C_{0} q(t) & =y(t),
\end{align*}
$$

where $M, D, K \in \mathbb{R}^{n \times n}$ are the mass, damping and stiffness matrices. This system can be written as a first-order system

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t),  \tag{2.50}\\
y(t) & =C x(t),
\end{align*}
$$

with $x=\left[\begin{array}{ll}q^{T} & \dot{q}^{T}\end{array}\right]^{T}$ and

$$
E=\left[\begin{array}{cc}
N & 0  \tag{2.51}\\
0 & M
\end{array}\right], \quad A=\left[\begin{array}{cc}
0 & N \\
-K & -D
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
B_{2}
\end{array}\right], \quad C=\left[\begin{array}{ll}
C_{0} & C_{1}
\end{array}\right],
$$

where $N$ is an arbitrary nonsingular matrix. The controllability and observability Gramians of this system solve the generalized Lyapunov equations

$$
\begin{equation*}
E X A^{T}+A X E^{T}=-B B^{T}, \quad E^{T} Y A+A^{T} Y E=-C^{T} C . \tag{2.52}
\end{equation*}
$$

Applying the balanced truncation method to (2.50) as described in Section 2.2, we obtain a reduced first-order model which, in general, cannot be turned into the secondorder form. Ensuring the second-order structure in the reduced model often guarantees the preservation of the physical properties and allows the use of software tools specially developed for second-order systems.

Thus, we partition the Gramians $X$ and $Y$ into $n \times n$ blocks as

$$
X=\left[\begin{array}{cc}
X_{p} & X_{12} \\
X_{12}^{T} & X_{v}
\end{array}\right], \quad Y=\left[\begin{array}{cc}
Y_{p} & Y_{12} \\
Y_{12}^{T} & Y_{v}
\end{array}\right] .
$$

Then $X_{p}$ and $Y_{p}$ define the position controllability and observability Gramians, and $X_{v}$ and $Y_{v}$ define the velocity controllability and observability Gramians of the secondorder system (2.49). We refer to [33, 86] for the energy interpretation of these Gramians. By balancing one of the pairs $\left(X_{p}, Y_{p}\right),\left(X_{p}, Y_{v}\right),\left(X_{v}, Y_{p}\right)$ or $\left(X_{v}, Y_{v}\right)$, we get the position-position, position-velocity, velocity-position or velocity-velocity balanced realizations, respectively. Considering the Cholesky factorizations

$$
X_{p}=L_{X, p}^{T} L_{X, p}, \quad X_{v}=L_{X, v}^{T} L_{X, v}, \quad Y_{p}=L_{Y, p}^{T} L_{Y, p}, \quad Y_{v}=L_{Y, v}^{T} L_{Y, v}
$$

the corresponding balancing transformation matrices can be determined from the SVD of the matrices $L_{X, p} L_{Y, p}^{T}, L_{X, p} M^{T} L_{Y, v}^{T}, L_{X, \nu} L_{Y, p}^{T}$ and $L_{X, v} M^{T} L_{Y, v}^{T}$; see [106]. This leads to four different second-order balanced truncation approaches which provide the reduced model in the second-order form,

$$
\begin{aligned}
\widehat{M} \ddot{\tilde{q}}(t)+\widehat{D} \dot{\vec{q}}(t)+\widehat{K} \widehat{q}(t) & =\widehat{B}_{2} u(t), \\
\widehat{C}_{1} \dot{\hat{q}}(t)+\widehat{C}_{0} \widehat{q}(t) & =\widehat{y}(t),
\end{aligned}
$$

where $\widehat{M}=W^{T} M V, \widehat{D}=W^{T} D V, \widehat{K}=W^{T} K V, \widehat{B}_{2}=W^{T} B_{2}, \widehat{C}_{0}=W^{T} C_{0}$, and $\widehat{C}_{1}=W^{T} C_{1}$ with appropriate projection matrices $W$ and $V$. Unlike the first-order balanced truncation, stability is not necessarily preserved in the reduced model, see [106] for some examples, and there exists no error bound. However, for symmetric second-order systems with $M=M^{T}>0, D=D^{T}>0, K=K^{T}>0, C_{0}=0$ and $C_{1}=B_{2}^{T}$, it was shown in [22] that choosing $N=-K$ in (2.51) one can guarantee the preservation of stability and symmetry for the position-position and velocity-velocity balanced truncation methods. Moreover, for $N=I$, the position-velocity balanced truncation also preserves stability and symmetry in the reduced-order model [106]. Finally note that the low-rank Cholesky factors of the position and velocity Gramians can be computed using the ADI method applied to (2.52) without explicit forming the double sized matrices $E, A, B$ and $C$ as in (2.51); see [22, 27] for details.

### 2.7 Numerical examples

In this section, we present two numerical examples which illustrate the applicability and the limitations of classical balanced truncation.

### 2.7.1 Heat equation

As a first example, let us focus a one-dimensional linear heat equation with boundary control. In particular, we consider

$$
\begin{aligned}
x_{t} & =x_{\xi \xi}, & & (\xi, t) \in(0,1) \times(0, T), \\
x(0, t) & =0, & & t \in(0, T), \\
x_{\xi}(1, t) & =u(t), & & t \in(0, T), \\
x(\xi, 0) & =0, & & \xi \in(0,1),
\end{aligned}
$$

where $x(\xi, t)$ describes the evolution of a temperature distribution on the interval $[0,1]$. We assume that the average temperature can be measured such that the output variable $y(t)$ is given by

$$
y(t)=\int_{0}^{1} x(\xi, t) \mathrm{d} \xi \quad \text { for } t>0 .
$$

A finite difference discretization on a grid with $n$ interior grid points and grid size $h=$ $\frac{1}{n+1}$ then yields a finite-dimensional control system (2.1) with system matrices

$$
A=\frac{1}{h^{2}}\left[\begin{array}{ccccc}
-2 & 1 & & & \\
1 & -2 & 1 & & \\
& \ddots & \ddots & \ddots & \\
& & 1 & -2 & 1 \\
& & & 1 & -1
\end{array}\right], \quad B=\frac{1}{h}\left[\begin{array}{c}
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right], \quad C^{T}=h\left[\begin{array}{c}
1 \\
\vdots \\
\vdots \\
\vdots \\
1
\end{array}\right] .
$$

In our results, we have used a discretization with $n=5000$. According to the pseudocode from Algorithm 2.1, we employed the MATLAB routine lyapchol to compute the solutions $X$ and $Y$ of the controllability and observability Lyapunov equations (2.13) and (2.14). The numerical rank of the matrix $L_{X} L_{Y}^{T}$ in this case was only 11. Hence, a numerically (up to machine precision) exact copy of the original system can be realized by a system of dimension $r=11$. This is confirmed by the results from Figure 2.1. The so-called Bode plot of the reduced transfer function $\widehat{\mathbf{G}}(s)=\widehat{C}(s I-\widehat{A})^{-1} \widehat{B}$ cannot be distinguished from the original transfer function $\mathbf{G}(s)=C(s I-A)^{-1} B$. A similar conclusion can be drawn for the impulse response functions $h(t)=C e^{A t} B$ and $\widehat{h}(t)=\widehat{C} e^{\widehat{A} t} \widehat{B}$ presented in Figure 2.2. Figure 2.3 compares the $\mathcal{H}_{\infty}$-error corresponding to balanced reduced-order systems of dimension $r=1, \ldots, 11$ with the guaranteed error bound determined by the neglected Hankel singular values. We emphasize that the heat equation and, more general, parabolic PDEs with finite-dimensional input or output space are well-suited for model reduction by balanced truncation. For more details on a functional analytic discussion, we refer to [96].


Figure 2.1: Bode plots for the 1D heat equation.


Figure 2.2: Impulse responses for the 1D heat equation.


Figure 2.3: $\mathcal{H}_{\infty}$-error for varying reduced system dimensions $r$ for the 1D heat equation.

### 2.7.2 Transport equation

The second example is a one-dimensional boundary controlled transport equation and has been discussed in more detail in [96]. Let us consider

$$
\begin{aligned}
x_{t} & =-x_{\xi}, & & (\xi, t) \in(0,1) \times(0, T), \\
x(0, t) & =u(t), & & t \in(0, T), \\
x(\xi, 0) & =0, & & \xi \in(0,1) .
\end{aligned}
$$

We assume that the right boundary can be observed. Hence, we obtain the output variable $y(t)=x(1, t)$ for $t>0$.

For the spatial discretization, we employ an upwind scheme and thus use a backward finite difference for the approximation of the transport term. We consider a grid with $n$ grid points equally distributed over the interval $[h, 1]$ where $h=\frac{1}{n}$. Note that in contrast to the first example, we only eliminate the left boundary value which is prescribed by the dynamics. As a result, we obtain the following system of matrices:

$$
A=\frac{1}{h}\left[\begin{array}{cccc}
-1 & & & \\
1 & -1 & & \\
& \ddots & \ddots & \\
& & 1 & -1
\end{array}\right], \quad B=\frac{1}{h}\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right], \quad C^{T}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

As mentioned in [96], the transfer function of the above transport equation is $\mathbf{G}_{\text {true }}(s)=e^{-s}$. Note that this irrational transfer function is approximated by rational transfer functions of the form $\mathbf{G}(s)=C(s I-A)^{-1} B$. In Figure 2.4, the Bode plots of the original and reduced transfer functions are shown. Note that the spatial discretization and its realization $(A, B, C)$ already introduces a visible error. In contrast to the analytic expression $\mathbf{G}_{\text {true }}(s)=e^{-s}$ which has constant modulus 1 along the imaginary axis, the magnitude of $\mathbf{G}(s)=C(s I-A)^{-1} B$ decreases for increasing frequencies. Let us emphasize that transport equations as the one from above are generally less suitable for model reduction by balanced truncation. This is also apparent from the relatively large reduced system dimension ( $r=180$ ) of the numerically (up to machine precision) exact copy of the original semi-discretized system.

Since the original transfer function is given by $\mathbf{G}_{\text {true }}(s)=e^{-s}$, its underlying impulse response is $h(t)=\delta(t-1)$, i. e., a unit pulse mass at 1 . Again, the results presented in Figure 2.5 underlines that the spatially discretized system only approximates the original dynamics. Nevertheless, the impulse responses $h(t)=C e^{A t} B$ and $\widehat{h}(t)=\widehat{C} e^{\widehat{A} t} \widehat{B}$ are almost identical. Finally, Figure 2.6 shows the decrease of the $\mathcal{H}_{\infty}$-error for increasing reduced system dimension $r$, together with the available a priori error bound. We observe that the approximability is worse than in the case of the heat equation. A theoretical explanation can be given in terms of the decay rate of the Hankel singular values of the system; see [96].


Figure 2.4: Bode plots for the 1D transport equation.


Figure 2.5: Impulse responses for the 1D transport equation.


Figure 2.6: $\mathcal{H}_{\infty}$-error for varying reduced system dimensions $r$ for the 1D transport equation.

### 2.8 Conclusions

This chapter provided an introduction to the general concept of system balancing. The focus was on classical balanced truncation and some of its most common variants. Based on an illustrative example, the main idea was derived and also shown to be applicable to spatially semi-discretized partial differential equations. While the methods were mainly discussed by means of finite-dimensional continuous-time control systems, several generalizations to other system classes exist and can be found in the literature. We refer to [18, Chapter 13] for a review of existing software tools implementing balanced truncation model reduction algorithms. With increasing complexity and available data, the need for efficient implementations is still an active research topic. In particular, so-called data-driven methods as presented in [17, Chapter 7] seem to become an indispensable part for future methods.
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#### Abstract

This is a survey of model order reduction (MOR) methods based on momentmatching. Moment-matching methods for linear non-parametric and parametric systems are reviewed in detail. Extensions of moment-matching methods to nonlinear systems are also discussed. Efficient algorithms for computing the reduced-order models (ROMs) are presented.
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### 3.1 Introduction

In this chapter, we focus on linear time-invariant (LTI) systems

$$
\begin{align*}
E(\mu) \frac{d \mathbf{x}(t, \mu)}{d t} & =A(\mu) \mathbf{x}(t, \mu)+B(\mu) \mathbf{u}(t),  \tag{3.1}\\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu)+D(\mu) \mathbf{u}(t),
\end{align*}
$$

and mildly nonlinear systems

$$
\begin{aligned}
E(\mu) \frac{d \mathbf{x}(t, \mu)}{d t} & =\mathbf{f}(\mathbf{x}(t, \mu), \mu)+B(\mu) \mathbf{u}(t) \\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu)+D(\mu) \mathbf{u}(t)
\end{aligned}
$$

with and without parameters. Here $\mathbf{x}(t, \mu) \in \mathbb{R}^{n}$ is the state vector, and its entries are called state variables. $n$ is often referred to as the order of the system. The vector $\mu \in \mathbb{R}^{m}$ includes all of the geometrical and physical parameters. The system matrices $E(\mu), A(\mu) \in \mathbb{R}^{n \times n}$, and $B(\mu) \in \mathbb{R}^{n \times n_{I}}, C(\mu) \in \mathbb{R}^{n_{o} \times n}, D(\mu) \in \mathbb{R}^{n_{o} \times n_{I}}$ may depend on the parameters. The vector $\mathbf{f}(\mathbf{x}, \mu) \in \mathbb{R}^{n}$ is a nonlinear function. The system in (3.1) is called the state-space representation of the system. It may result from the spatial discretization of partial differential equations (PDEs) describing certain processes like fluid dynamics, temperature distribution in devices, electric circuits, etc.

For most MOR methods, the term $D(\mu) \mathbf{u}(t)$ remains unchanged during the process of MOR. For simplicity, we therefore assume that $D(\mu)=0$, a zero matrix. There are

[^5]$n_{I}$ input terminals and $n_{O}$ output terminals. When $n_{I}=n_{O}=1$, the system is called a single-input single-output (SISO) system. Otherwise, if $n_{I}, n_{O}>1$, it is called a multiinput multi-output (MIMO) system.

The basic idea of (P)MOR methods is as follows. Find a low-dimensional trial subspace $S_{1}$ which well approximates the manifold where the state vector $\mathbf{x}(t, \mu)$ resides. $\mathbf{x}(t, \mu)$ is approximated by a vector $\hat{\mathbf{x}}(t, \mu)$ in $S_{1}$, which causes a residual of the state equation. The reduced-order model (ROM) is obtained by a (Petrov)-Galerkin projection of the residual onto a test subspace $S_{2}$. In particular, one computes an orthonormal matrix $V=\left(v_{1}, v_{2}, \ldots, v_{r}\right)$ whose columns span $S_{1}$. The ROM is derived by the following two steps.

1. By replacing $\mathbf{x}(t, \mu)$ in (3.1) with $V \mathbf{z}(t, \mu)$, we obtain

$$
\begin{align*}
E(\mu) \frac{d V \mathbf{z}(t, \mu)}{d t} & \approx A(\mu) V \mathbf{z}(t, \mu)+B(\mu) \mathbf{u}(t),  \tag{3.2}\\
\mathbf{y}(t) & \approx C(\mu) V \mathbf{z}(t, \mu) .
\end{align*}
$$

2. Notice that the equations in (3.1) do not hold any longer. Therefore, we can only use " $\approx$ " in (3.2). Denote the residual as $\mathbf{e}(t, \mu)=A V \mathbf{z}(t, \mu)+B(\mu) u(t)-E(\mu) \frac{d V \mathbf{z}(t, \mu)}{d t}$, which in general is nonzero over the wole vector space $\mathbb{R}^{n}$. However, it is possible to force $\mathbf{e}=\mathbf{0}$ in a properly chosen subspace $S_{2}$ of $\mathbb{R}^{n}$. If we have computed a matrix $W \in \mathbb{R}^{n \times r}$, whose columns span $S_{2}$, then $\mathbf{e}=\mathbf{0}$ in $S_{2}$ means $\mathbf{e}$ is orthogonal to each column in $W$, i. e. $W^{T} \mathbf{e}=\mathbf{0} \Longleftrightarrow W^{T} E \frac{d V \mathbf{z}(t, \mu)}{d t}=W^{T} A V \mathbf{z}(t, \mu)+W^{T} B u(t)$. Finally, we obtain the ROM

$$
\begin{align*}
\hat{E}(\mu) \frac{d \mathbf{z}(t, \mu)}{d t} & =\hat{A}(\mu) \mathbf{z}(t, \mu)+\hat{B}(\mu) \mathbf{u}(t),  \tag{3.3}\\
\hat{\mathbf{y}}(t, \mu) & =\hat{C} \mathbf{z}(t, \mu)
\end{align*}
$$

where $\hat{E}(\mu)=W^{T} E(\mu) V \in \mathbb{R}^{r \times r}, \hat{A}(\mu)=W^{T} A(\mu) V \in \mathbb{R}^{r \times r}, \hat{B}(\mu)=W^{T} B(\mu) \in \mathbb{R}^{r \times n_{I}}$, $\hat{C}(\mu)=C(\mu) V \in \mathbb{R}^{n_{0} \times r} . \mathbf{z}(\mu) \in \mathbb{R}^{r}$ is a vector of length $r \ll n$. Then $\mathbf{x}(t, \mu)$ can be approximated by $\mathbf{x}(t, \mu) \approx V \mathbf{z}(t, \mu)$. The system in (3.3) is referred to as the reducedorder model (ROM), since it is of much smaller order than the original system in (3.1), i. e. $r \ll n$. The ROM can then replace the original system for fast simulation.

MOR methods differ in computing the two matrices $W$ and $V$. One common goal of all methods is that the input-output behavior of the ROM should be sufficiently "close" to that of the original model. The error between the transfer functions (see (3.6)) is also used to measure the accuracy of the ROM.

Moment-matching relates to a class of methods which construct the ROM by building the projection matrices $W, V$ from the system information in the frequency domain. The early moment-matching methods are only applicable to linear nonparametric systems. Later on, these methods were extended to linear parametric systems. Based on nonlinear system theory [52], multi-moment-matching methods based on variational analysis were proposed and are successful in reducing weakly
nonlinear systems. In contrast to the snapshot based time-domain methods, e.g., proper orthogonal decomposition or the reduced basis method, moment-matching methods can be considered as frequency-domain methods, and are independent of the inputs. Therefore, these methods are robust for systems with varying inputs. The rest of this chapter is organized as follows. In Section 3.2, we introduce momentmatching methods for linear non-parametric systems, where methods based on rational interpolation are particularly discussed. The extension of those methods to linear parametric systems is introduced in Section 3.3. Methods based on moment-matching and multi-moment-matching for nonlinear systems are reviewed in Section 3.4, and their extension to parametric nonlinear systems is discussed in Section 3.5. Conclusions are drawn in the end.

### 3.2 Moment-matching for linear non-parametric systems

This section reviews moment-matching methods for linear non-parametric systems, so that the vector of parameters $\mu$ can be dropped from the system (3.1). Among the early works of moment-matching MOR, the method of Asymptotic Waveform Evaluation (AWE) in [48] was shown to be able to reduce large-scale interconnected electrical circuit models, which stimulated broad interests in this kind of methods. The AWE method tries to find a Padé approximation of the transfer function $H(s)$, which can be computed much more quickly than computing $H(s)$ itself.

## Transfer function

For all the methods introduced in this chapter, the transfer function of the system is used to either derive the ROM, or to perform the error estimation. The transfer function of the system in (3.1) is the input/output relation of the system in the frequency domain. By applying the Laplace transform to both sides of the equations in (3.1), we obtain

$$
\begin{align*}
s E X(s)-E \mathbf{x}(0) & =A X(s)+B U(s)  \tag{3.4}\\
Y(s) & =C X(s) \tag{3.5}
\end{align*}
$$

Here, $X(s)$ is the Laplace transform of $\mathbf{x}(t)$, and $\mathbf{x}(0)$ is the initial state of the system. Assuming that $\mathbf{x}(0)=\mathbf{0}$, we obtain the expression for the transfer function

$$
\begin{equation*}
H(s)=Y(s) / U(s)=C(s E-A)^{-1} B, \tag{3.6}
\end{equation*}
$$

where the right division "/" has to be understood in a formal way for MIMO systems. For a SISO system, the transfer function $H(s)$ is a scalar function. The Padé approximation of a scalar function can be defined as follows.

## Padé approximation

The Padé approximation of a function $H(s)$ is a rational function $H_{p, q}(s)$ whose Taylor series at $s=0$ agrees with that of $H(s)$ in at least the first $p+q+1$ terms [21].

For a MIMO system, the transfer function $H(s)$ is a matrix function and each entry of it can be approximated by the above Padé approximation. For clarity of explanation, we use a SISO system as an example to briefly describe the method.

From the definition of the Padé approximation, we know that, if $H(s)=H_{p, q}\left(s_{0}+\right.$ $\sigma)=P_{p}(\sigma) / Q_{q}(\sigma)$ is a Padé approximation of the transfer function $H\left(s_{0}+\sigma\right)$, then we have

$$
\begin{equation*}
H_{p, q}\left(s_{0}+\sigma\right)=H\left(s_{0}+\sigma\right)+O\left(\sigma^{p+q+1}\right) \tag{3.7}
\end{equation*}
$$

The derivatives of $H\left(s_{0}+\sigma\right)$ at $\sigma=0$ are actually the derivatives of $H(s)$ at $s=s_{0}$, they are also the moments $m_{i}\left(s_{0}\right), i=0,1, \ldots$, (see the definition in Section 3.2.1.1) of the transfer function. By definition, the Padé approximation $H_{p, q}\left(s_{0}+\sigma\right)$ matches the first $p+q+1$ moments of the transfer function.

If the coefficients of the two polynomials $P_{p}(\sigma)$ and $Q_{q}(\sigma)$ in $H_{p, q}\left(s_{0}+\sigma\right)$ are computed, then $H_{p, q}\left(s_{0}+\sigma\right)$ is obtained. The coefficients can be obtained by solving two groups of equations which are derived from equating the coefficients of the Taylor series expansion (at $\sigma=0$ ) on both sides of (3.7).

Since the moments are the coefficients of the Taylor series expansion of $H\left(s_{0}+\sigma\right)$ at $\sigma=0$, they are involved in solving the equations to obtain the coefficients of $P_{p}(\sigma)$ and $Q_{q}(\sigma)$. However, in the AWE method, the moments are computed explicitly, which can cause serious numerical instability.

In order to overcome the numerical instability of AWE, a more robust method "Padé via Lanczos" (PVL) [21] (see also [32]) was proposed. PVL also computes the Padé approximation of $H(s)=H\left(s_{0}+\sigma\right)$, however, the moments of $H(s)$ do not have to be computed explicitly. Instead, an orthonormal basis of the subspace spanned by the moment vectors is computed, which constitutes the projection matrix $V$, and the projection matrix $W$ is also computed simultaneously. Both of them are computed by the nonsymmetric Lanczos process. It is proved in [21] that the transfer function of the ROM produced by $W$ and $V$ is the Padé approximation of the original transfer function $H(s)$. The PVL method avoids explicit computation of the moments, and therefore avoids the possible numerical instability.

Unfortunately, PVL does not necessarily preserve passivity of the original system, which is a problem in some engineering applications, especially in Integrated Circuit (IC) design. For this target, the method "Passive and Reduced-order Interconnect Macromodeling Algorithm" (PRIMA) [45] was proposed. The resulting ROM preserves the passivity of the original system, under certain assumptions on the system matrices. The trade-off is that only half the number of moments can be matched by PRIMA as compared to PVL, if the matrix $V$ in both methods expands the same subspace. Such an approximation of the transfer function is called a Padé-type approximation.

The rational interpolation method proposed in [35] extended the Padé-approximation method and the Padé-type-approximation method based on a single expansion point to the case of multiple expansion points. All these methods can be called moment-matching methods, because all the ROMs match the moments of the original system to different extents. For survey papers on moment-matching model reduction; see [4, 31] and [3, 35].

Moment-matching MOR methods try to derive a ROM whose transfer function matches the moments of the transfer function of the original system. Generally speaking, the more moments matched, the more accurate the ROM will be. In the following, we first introduce the definition of the moments and moment vectors, then we show how to compute the matrices $W$ and $V$ based on moment-matching.

### 3.2.1 Basic idea

### 3.2.1.1 Moments and moment vectors

If we expand the transfer function $H(s)$ into its Taylor series about an expansion point $s_{0}$ so that $s_{0} E-A$ is a nonsingular matrix,

$$
\begin{align*}
H(s) & =C^{\mathrm{T}}\left[\left(s-s_{0}+s_{0}\right) E-A\right]^{-1} B \\
& =C^{\mathrm{T}}\left[\left(s-s_{0}\right) E+\left(s_{0} E-A\right)\right]^{-1} B \\
& =C^{\mathrm{T}}\left[I+\left(s_{0} E-A\right)^{-1} E\left(s-s_{0}\right)\right]^{-1}\left(s_{0} E-A\right)^{-1} B \\
& =\sum_{i=0}^{\infty} \underbrace{C^{\mathrm{T}}\left[-\left(s_{0} E-A\right)^{-1} E\right]^{i}\left(s_{0} E-A\right)^{-1} B\left(s-s_{0}\right)^{i},}_{=: m_{i}\left(s_{0}\right)} \tag{3.8}
\end{align*}
$$

and if the system is a SISO system, then $m_{i}\left(s_{0}\right), i=0,1,2, \ldots$, are called the moments of the transfer function $H(s)$. If the system is a MIMO system, then $m_{i}\left(s_{0}\right), i=0,1,2, \ldots$, are matrices and they are called block moments [45]. In the field of circuit design, the entry in the $j$ th row, $k$ th column of $m_{i}\left(s_{0}\right)$ is called the $i$ th moment of the current that flows into port $j$ when the voltage source at port $k$ is the only nonzero source [45]. Analogies exist for other application areas, such as mechanics. In this chapter, we only consider $m_{i}\left(s_{0}\right)$ as a whole, and do not consider its entries individually. This means, when we talk about moments of the transfer function, we mean $m_{i}\left(s_{0}\right), i=0,1, \ldots$, which refers either to the moments of a SISO system or to the block moments of a MIMO system.

From (3.4) and (3.8), it is straightforward to obtain the corresponding Taylor series expansion of $X(s)$,

$$
\begin{equation*}
X(s)=\sum_{i=0}^{\infty}\left[-\left(s_{0} E-A\right)^{-1} E\right]^{i}\left(s_{0} E-A\right)^{-1} B U(s)\left(s-s_{0}\right)^{i} \tag{3.9}
\end{equation*}
$$

Here, we call the vectors $\left[-\left(s_{0} E-A\right)^{-1} E\right]^{i}\left(s_{0} E-A\right)^{-1} B, i=0,1, \ldots$, moment vectors which are to be used to compute the projection matrices $W, V$. Notice that when the system
in (3.1) has multiple inputs, i. e. $n_{I}>1$, then $\left[-\left(s_{0} E-A\right)^{-1} E\right]^{i}\left(s_{0} E-A\right)^{-1} B, i=0,1, \ldots$, are matrices rather than vectors. For simplicity, we still call them moment vectors.

### 3.2.1.2 Computation of the projection matrices $W$ and $V$

## Computation of $V$

Approximating $X(s)$ by the truncated series in (3.9) means that $X(s) \approx V Z(s)$. The columns of $V \in \mathbb{R}^{n \times r}$ constitute an orthonormal basis of $S_{1}$, which is a subspace spanned by the moment vectors in the truncated series. After inverse Laplace transform, we obtain the corresponding approximation of $\mathbf{x}(t)$ in $S_{1}$, i. e. $\mathbf{x}(t) \approx V \mathbf{z}(t)$, where $\mathbf{z}(t)$ is the inverse Laplace transform of $Z(s)$. This means that $\mathbf{x}(t)$ in the time domain can be approximated by $V \mathbf{z}(t)$. Usually, the more moment vectors included in $S_{1}$, the more accurate the approximation $V \mathbf{z}(t)$ will be. However, in order to keep the ROM small, we usually choose a small number of moment vectors starting from $i=0$, i. e. the columns of the orthonormal matrix $V$ span the subspace

$$
\begin{equation*}
\operatorname{range}\{V\}=\operatorname{span}\left\{\tilde{B}\left(s_{0}\right), \tilde{A}\left(s_{0}\right) \tilde{B}\left(s_{0}\right), \ldots, \tilde{A}^{q-1}\left(s_{0}\right) \tilde{B}\left(s_{0}\right)\right\}, \tag{3.10}
\end{equation*}
$$

where $\tilde{A}\left(s_{0}\right)=\left(s_{0} E-A\right)^{-1} E, \tilde{B}\left(s_{0}\right)=\left(s_{0} E-A\right)^{-1} B$ and $q \ll n$.

## Computation of $W$

To obtain the ROM, we also need to compute the (Petrov-)Galerkin projection matrix $W$. The columns of the matrix $W$ span the subspace below, i.e.

$$
\begin{equation*}
\operatorname{range}\{W\}=\operatorname{span}\left\{\tilde{C}\left(s_{0}\right), \tilde{A}_{c}\left(s_{0}\right) \tilde{C}\left(s_{0}\right), \ldots, \tilde{A}_{c}^{q-1}\left(s_{0}\right) \tilde{C}\left(s_{0}\right)\right\} \tag{3.11}
\end{equation*}
$$

where $\tilde{A}_{c}\left(s_{0}\right)=\left(s_{0} E-A\right)^{-T} E^{T}, \tilde{C}\left(s_{0}\right)=\left(s_{0} E-A\right)^{-T} C^{T}$. Note that the two subspaces in (3.10) and (3.11) are actually two Krylov subspaces $K_{q}\left(\tilde{A}\left(s_{0}\right), \tilde{B}\left(s_{0}\right)\right)$ and $K_{q}\left(\tilde{A}_{c}\left(s_{0}\right), \tilde{C}\left(s_{0}\right)\right)$, respectively. Moment-matching methods based on computing $W, V$ from Krylov subspaces are often called Krylov-based methods. If the above two matrices $W$ and $V$ are used to obtain the ROM (3.3), the transfer function of the ROM matches the first $2 q$ moments of the transfer function of the original model [35]. We summarize this in the following theorem.

Theorem 3.1. If $V$ and $W$ span the subspaces in (3.10) and (3.11), respectively, then the transfer function $\hat{H}(s)=\hat{C}(s \hat{E}+\hat{A})^{-1} \hat{B}$ of the ROM (3.3) matches the first $2 q$ moments of the transfer function of the original system, i.e.

$$
m_{i}\left(s_{0}\right)=\hat{m}_{i}\left(s_{0}\right), \quad i=0,1, \ldots, 2 q-1,
$$

where $\hat{m}_{i}\left(s_{0}\right)=\hat{C}\left[-\left(s_{0} \hat{E}-\hat{A}\right) \hat{E}\right]^{-i}\left(s_{0} \hat{E}-\hat{A}\right)^{-1} \hat{B}, i=0,1, \ldots, 2 q-1$, are the ith-order moments of $\hat{H}$.

Note that in order to ensure the projector property of $V W^{T}$, one also needs to enforce the bi-orthogonality condition $W^{T} V=I$ (assuming here that the subspace basis ma-
trices $V, W$ are formed over $\mathbb{R}$ ). The moment-matching MOR method PRIMA [45] uses $W=V$. In this case, only $q$ moments of the transfer function are matched.

The orthonormal matrices $W$ and $V$ in (3.10), (3.11) can be computed by rational Krylov subspace algorithms (rational Lanczos algorithm, rational Arnoldi algorithm) [35]. Only (sparse) matrix factorizations, (sparse) forward/backward solves, and matrix-vector multiplications are used in these algorithms, such that the complexity of the moment-matching MOR is in $O\left(n q^{2}\right)$ for sparse matrices $E, A$.

### 3.2.2 Stability

In general, the moment-matching methods do not preserve stability of the original system. Only for systems with special structures, there exist several approaches based on Galerkin projection where the ROM are guaranteed to be stable and passive; see, e. g., [45]. For details on passivity of LTI systems, we refer to Chapter 5 of this volume. The passivity preservation of the moment-matching method for RLC circuits can be mathematically described as follows [45].

Theorem 3.2. If the system matrices $E$ and $A$ satisfy $E^{T}+E \geq 0$ and $A^{T}+A \leq 0$, respectively, and if $C=B$, then the ROM obtained by Galerkin projection, i.e., $W=V$ preserves the passivity of the original system in (3.1).

Stability is naturally guaranteed by passivity, therefore the ROM obtained by moment-matching with Galerkin projection preserves stability as well. Benefiting from the preservation of passivity and low computational complexity, the momentmatching method is very popular in circuit simulation and in micro-electro-mechanical systems (MEMS) simulation as well.

### 3.2.3 Multiple expansion points

The accuracy of the moment-matching methods depends not only on the number of moments matched, but also on the expansion points. Since the Taylor expansion in (3.8) is only accurate within a certain radius around the expansion point $s_{0}$, the ROM becomes inaccurate beyond this radius.

To increase the accuracy of a single-point expansion, one may use more than one expansion point. Moment-matching by multi-point expansion is also known as rational interpolation [35]. For example, if using a set of $q$ distinct expansion points $\left\{s_{1}, \ldots, s_{q}\right\}$, the ROM obtained by, e. g.,

$$
\begin{aligned}
\operatorname{range}\{V\} & =\operatorname{span}\left\{\tilde{B}\left(s_{1}\right), \ldots, \tilde{B}\left(s_{l}\right)\right\}, \\
\operatorname{range}\{W\} & =\operatorname{span}\left\{\tilde{C}\left(s_{1}\right), \ldots, \tilde{C}\left(s_{l}\right)\right\},
\end{aligned}
$$

matches the first two moments $m_{0}\left(s_{i}\right), m_{1}\left(s_{i}\right)$ at each $s_{i}, i=1, \ldots, l[35]$. Here, $\tilde{B}\left(s_{i}\right)=$ $\left(s_{i} E-A\right)^{-1} B, \tilde{C}\left(s_{i}\right)=\left(s_{i} E-A\right)^{-T} C^{T}, i=1, \ldots, l$.

More generally, if we use

$$
\begin{align*}
\operatorname{range}\{V\} & =\operatorname{span}\left\{\tilde{B}\left(s_{1}\right), \ldots, \tilde{A}^{q_{1}-1}\left(s_{1}\right) \tilde{B}\left(s_{1}\right), \ldots, \tilde{B}\left(s_{l}\right), \ldots, \tilde{A}^{q_{l}-1}\left(s_{l}\right) \tilde{B}\left(s_{l}\right)\right\},  \tag{3.12}\\
\operatorname{range}\{W\} & =\operatorname{span}\left\{\tilde{C}\left(s_{1}\right), \ldots, \tilde{A}_{c}^{q_{1}-1}\left(s_{1}\right) \tilde{C}\left(s_{1}\right), \ldots, \tilde{C}\left(s_{l}\right), \ldots, \tilde{A}_{c}^{q_{l}-1}\left(s_{l}\right) \tilde{C}\left(s_{l}\right)\right\}, \tag{3.13}
\end{align*}
$$

where $\tilde{A}\left(s_{k}\right)=\left(s_{k} E-A\right)^{-1} E, \tilde{A}_{c}\left(s_{k}\right)=\left(s_{k} E-A\right)^{-T} E^{T}, k=1, \ldots, l$, then we have the following moment-matching property.

Theorem 3.3 ([35]). If

$$
\operatorname{range}\{V\} \supseteq \operatorname{span}\left\{\tilde{B}\left(s_{1}\right), \ldots, \tilde{A}^{q_{1}-1}\left(s_{1}\right) \tilde{B}\left(s_{1}\right), \ldots, \tilde{B}\left(s_{l}\right), \ldots, \tilde{A}_{l}^{q_{l}-1}\left(s_{l}\right) \tilde{B}\left(s_{l}\right)\right\}
$$

and

$$
\operatorname{range}\{W\} \supseteq \operatorname{span}\left\{\tilde{C}\left(s_{1}\right), \ldots, \tilde{A}_{c}^{q_{1}-1}\left(s_{1}\right) \tilde{C}\left(s_{1}\right), \ldots, \tilde{C}\left(s_{l}\right), \ldots, \tilde{A}_{c}^{q_{l}-1}\left(s_{l}\right) \tilde{C}\left(s_{l}\right)\right\},
$$

then the transfer function $\hat{H}(s)=\hat{C}(s \hat{E}+\hat{A})^{-1} \hat{B}$ of the ROM (3.3) matches the first $2 q_{k}$ moments of the transfer function of the original system at each expansion point $s_{k}$, i.e.

$$
m_{i}\left(s_{k}\right)=\hat{m}_{i}\left(s_{k}\right), i=0,1, \ldots, 2 q_{k}-1,, k=1, \ldots, l,
$$

where $\hat{m}_{i}\left(s_{k}\right)=\hat{C}\left[-\left(s_{k} \hat{E}-\hat{A}\right) \hat{E}\right]^{-i}\left(s_{k} \hat{E}-\hat{A}\right)^{-1} \hat{B}, i=0,1, \ldots, 2 q_{k}-1$, are the ith-order moments of $\hat{H}$ at $s_{k}$.

Given expansion points $s_{1}, \ldots, s_{l}$, Algorithm 3.1 presents a procedure for computing the projection matrix $V$ in (3.12).

The matrix $W$ can also be computed using Algorithm 3.1, only by replacing $\tilde{B}\left(s_{k}\right)$ with $\tilde{C}\left(s_{k}\right)$, and $\tilde{A}\left(s_{k}\right)$ with $\tilde{A}_{c}\left(s_{k}\right)$. Algorithm 3.1 is also applicable to SISO systems, as we can see from Step 7. However, for SISO systems, the algorithm can be further simplified, and the two matrices $W, V$ can be easily computed in parallel. Algorithm 3.2 is a version for SISO systems. In fact, the computed $V, W \in \mathbb{R}^{n \times r}$ from either Algorithm 3.1, or Algorithm 3.2, are not bi-orthogonal, which is not required by the moment-matching Theorem 3.3. However, for systems with $E=I$, the identity matrix, it is preferred that the reduced matrix $\hat{E}=I_{r}$, the identity matrix of dimension of $r$. Then we can use the transform $W \leftarrow W\left(V^{T} W\right)^{-1}$ to obtain a new $W$, so that $\hat{E}=W^{T} E V=W^{T} V=I_{r}$. In the final steps of both algorithms, we need to orthogonalize the columns of the intermediate matrices using the modified Gram-Schmidt process, which is an algorithm for orthogonalizing any given group of vectors. The details of the algorithm are given in Algorithm 3.3. The finally obtained orthogonal vectors are actually orthonormal, i. e., their norms are all 1 . The number of orthogonal vectors are $\tilde{l} \leq l$, because once deflation ( $\left\|a_{k}\right\|_{2} \leq \varepsilon$ ) in Step 7 occurs, $\tilde{l}$ will not be increased.

Remark 3.1. Let $\operatorname{size}(M, 2)$ be the MATLAB notation for the number of columns in a matrix $M$. Then it could happen that $\operatorname{size}(V, 2) \neq \operatorname{size}(W, 2)$. In this situation, more computations should be done as follows. Denote $r_{W}=\operatorname{size}(V, 2), r_{W}=\operatorname{size}(W, 2)$, if

```
Algorithm 3.1: Compute \(V\) in (3.12) for a non-parametric MIMO system (3.1).
Input: System matrices \(E, A, B, C\), expansion points \(s_{1}, \ldots, s_{l}\).
Output: Projection matrix \(V\).
    Initialize \(a_{1}=0, a_{2}=0\), sum \(=0, c o l=0\).
    for \(k=1, \ldots, l\) do
    if (multiple input) then
            Orthogonalize the columns in \(\tilde{B}\left(s_{k}\right)\) using the modified Gram-Schmidt pro-
            cess: \(\left[v_{1}, v_{2}, \ldots, v_{m_{k}}\right]=\operatorname{orth}\left\{\tilde{B}\left(s_{k}\right)\right\}\),
            sum \(=m_{k}\). ( \(m_{k}\) is the number of remaining columns after deflation.)
        else
            Compute the first column in V: \(v_{1}=\tilde{B}\left(s_{k}\right) /\left\|\tilde{B}\left(s_{k}\right)\right\|_{2}\),
            sum \(=1\).
        end if
        Orthogonalize the columns in \(\tilde{A}\left(s_{k}\right) \tilde{B}\left(s_{k}\right), \ldots, \tilde{A}\left(s_{k}\right)^{q_{k}-1} \tilde{B}\left(s_{k}\right)\) iteratively as fol-
        lows:
        for \(i=1,2, \ldots, q_{k}-1\) do
            \(a_{2}=\) sum.
            if \(a_{1}=a_{2}\) then
                break; go to Step 2
            else
                for \(\boldsymbol{j}=a_{1}+1, \ldots a_{2} \mathbf{d o}\)
                    \(w=\tilde{A}\left(s_{k}\right) v_{j}, \mathrm{col}=\operatorname{sum}+1\).
                    for \(d=1,2, \ldots\), col -1 do
                    \(h=v_{d}^{T} w, w=w-h v_{d}\).
                    end for
                    if \(\|w\|_{2}>\varepsilon(\varepsilon>0\) is a small value indicating deflation,
                    e.g., \(\varepsilon=10^{-7}\) ) then
                    \(v_{\text {col }}=\frac{w}{\|w\|_{2}}\), sum \(=\) col.
                    end if
                end for \((j)\)
            end if
            \(a_{1}=a_{2}\).
        end for \((i)\)
        \(V_{k}=\left[v_{1}, \ldots, v_{\text {sum }}\right]\),
    end for ( \(k\) )
    Orthogonalize the columns in \(\left[V_{1}, \ldots, V_{l}\right]\) by the modified Gram-Schmidt process
    to obtain \(V\), i. e. \(V:=\operatorname{orth}\left\{V_{1}, \ldots, V_{l}\right\}\).
```

$r_{V}<r_{W}$, then add $r_{W}-r_{V}$ random orthogonal columns to $V$, and vice versa. This way, the moment-matching property of the ROM remains unchanged due to the definitions of $V, W$ in Theorem 3.3.

```
Algorithm 3.2: Compute \(V\) in (3.12) and \(W\) in (3.13) for a non-parametric SISO system
(3.1).
```

Input: System matrices $E, A, B, C$, expansion points $s_{1}, \ldots, s_{l}$.
Output: Projection matrices $V, W$.
1: Initialize col $=0, \operatorname{col}_{v}=0, \operatorname{col}_{w}=0$.
for $k=1, \ldots, l$ do
Compute the first column of $V_{k}: v_{1}=\tilde{B}\left(s_{k}\right) /\left\|\tilde{B}\left(s_{k}\right)\right\|_{2}$.
Compute the first column of $W_{k}: w_{1}=\tilde{C}\left(s_{k}\right) /\left\|\tilde{C}\left(s_{k}\right)\right\|_{2}$.
$\mathrm{col}=\mathrm{col}+1$.
Orthogonalize the vectors $\tilde{A}\left(s_{k}\right) \tilde{B}\left(s_{k}\right), \ldots, \tilde{A}\left(s_{k}\right)^{q_{k}-1} \tilde{B}\left(s_{k}\right)$ against $v_{1}$ it-
eratively, orthogonalize the vectors $\tilde{A}_{c}\left(s_{k}\right) \tilde{C}\left(s_{k}\right), \ldots, \tilde{A}_{c}\left(s_{k}\right)^{q_{k}-1} \tilde{C}\left(s_{k}\right)$
against $w_{1}$ iteratively, as follows:
for $i=1,2, \ldots, q_{k}-1$ do
$v=\tilde{A}\left(s_{k}\right) v_{i}$,
$w=\tilde{A}_{c}\left(s_{k}\right) w_{i}$
for $j=1,2, \ldots, \operatorname{col}$ do
$h=v_{j}^{T} v, v=v-h v_{j}$.
$h=w_{j}^{T} w, w=w-h w_{j}$.
end for
$\mathrm{col}=\mathrm{col}+1$.
if $\|v\|_{2}>\varepsilon\left(\varepsilon>0\right.$ is a small value indicating deflation, e. g., $\left.\varepsilon=10^{-7}\right)$ then
$v_{\text {col }}=\frac{v}{\|v\|_{2}}$,
else
$\operatorname{col}_{V}=\operatorname{col}-1$, stop updating $V_{k}$.
end if
if $\|w\|_{2}>\varepsilon$ then
$w_{\text {col }}=\frac{w}{\|w\|_{2}}$,
else
$\operatorname{col}_{w}=\operatorname{col}-1$, stop updating $W_{k}$.
end if
end for
$V_{k}=\left[v_{1}, \ldots, v_{\text {col }}^{v}\right.$ $], W_{k}=\left[w_{1}, \ldots, w_{\text {col }_{w}}\right]$.
end for
Orthogonalize the columns in $\left[V_{1}, \ldots, V_{l}\right]$ by the modified Gram-Schmidt process
to obtain $V$, i. e. $V:=\operatorname{orth}\left\{V_{1}, \ldots, V_{l}\right\}$.
9: Orthogonalize the columns in $\left[W_{1}, \ldots, W_{l}\right]$ by the modified Gram-Schmidt process
to obtain $W$, i. e. $W:=\operatorname{orth}\left\{W_{1}, \ldots, W_{l}\right\}$.

The issue is then how to (adaptively) choose the multiple expansion points. Many adaptive techniques have been proposed during the last years $[8,14,25,40,39,38,30$, $28,56]$, where some are more or less heuristic [ $8,14,25,40$ ]. Based on system theory, an

```
    \(v_{1}=a_{1} /\left\|a_{1}\right\|_{2}, \tilde{l}=1\).
```

    \(v_{1}=a_{1} /\left\|a_{1}\right\|_{2}, \tilde{l}=1\).
    for \(k=2, \ldots, l\) do
    for \(k=2, \ldots, l\) do
        for \(i=1, \ldots, \tilde{l}\) do
        for \(i=1, \ldots, \tilde{l}\) do
        \(h=v_{i}^{T} a_{k}\),
        \(h=v_{i}^{T} a_{k}\),
        \(a_{k}=a_{k}-h v_{i}\).
        \(a_{k}=a_{k}-h v_{i}\).
        end for
        end for
        if \(\left\|a_{k}\right\|_{2}>\varepsilon\) then
        if \(\left\|a_{k}\right\|_{2}>\varepsilon\) then
            \(\tilde{l}=\tilde{l}+1\),
            \(\tilde{l}=\tilde{l}+1\),
            \(v_{\tilde{l}}=\frac{a_{k}}{\left\|a_{k}\right\|_{2}}\),
            \(v_{\tilde{l}}=\frac{a_{k}}{\left\|a_{k}\right\|_{2}}\),
        end if
        end if
    end for
    ```
    end for
```

Algorithm 3.3: Modified Gram-Schmidt process.
Input: A group of nonzero vectors $a_{1}, \ldots, a_{l}$, a deflation tolerance $\varepsilon>0$.
Output: A group of orthogonalized vectors $v_{1}, \ldots, v_{\tilde{l}}, \tilde{l} \leq l$.
error bound is derived in [56], but it faces high computational complexity. The residual of the state vector is simply used in [39] as the error estimator of the ROM. In the next subsection, we introduce several typical techniques of adaptivity [38, 25, 30, 28].

### 3.2.4 Selection of expansion points

### 3.2.4.1 $\mathcal{H}_{2}$-optimal iterative rational Krylov algorithm

The iterative rational Krylov algorithm (IRKA) is proposed in [38]. Given a group of initial expansion points, IRKA adaptively updates the expansion points, and upon convergence, IRKA produces a ROM satisfying $\mathcal{H}_{2}$-optimal necessary conditions. (See Equation (5) in Chapter 1 of this volume for the definition of the $\mathcal{H}_{2}$-norm.) The expansion points are selected as the mirror images of the poles of the updated ROM at each iteration. The algorithm is presented as Algorithm 3.4.

## Moment-matching property

For single-input single-output (SISO) systems, IRKA leads to the following interpolation property upon convergence:

$$
\begin{align*}
\hat{H}\left(-\hat{\lambda}_{i}\right) & =H\left(-\hat{\lambda}_{i}\right), \\
\frac{\partial \hat{H}\left(-\hat{\lambda}_{i}\right)}{\partial s} & =\frac{\partial H\left(-\hat{\lambda}_{i}\right)}{\partial s} . \tag{3.14}
\end{align*}
$$

Here $\hat{\lambda}_{i}, i=1, \ldots, r$, are the eigenvalues of the ROM defined in Step 3(b) of Algorithm 3.4. They are also the poles of the reduced transfer function $\hat{H}(s)$.

```
Algorithm 3.4: Iterative Rational Krylov Algorithm (IRKA).
    1: Make an initial selection of the expansion points closed under conjugation, i.e.
    \(s_{1}, \ldots, s_{i}, \bar{s}_{i}, \ldots, s_{r}\), if \(s_{i}\) is a complex variable. Fix a tolerance \(\epsilon\) for the accuracy of
    the ROM. Choose initial directions \(\tilde{b}_{1}, \ldots, \tilde{b}_{r}, \tilde{c}_{1}, \ldots, \tilde{c}_{r}\).
    2: Choose \(V_{r}, W_{r}\) so that
\[
\begin{aligned}
& \operatorname{range}\left(V_{r}\right)=\operatorname{span}\left\{\tilde{B}\left(s_{1}\right) \tilde{b}_{1}, \ldots, \tilde{B}\left(s_{i}\right) \tilde{b}_{i}, \tilde{B}\left(\bar{s}_{i}\right) \tilde{b}_{i+1}, \ldots, \tilde{B}\left(s_{r}\right) \tilde{b}_{r}\right\}, \\
& \operatorname{range}\left(W_{r}\right)=\operatorname{span}\left\{\tilde{C}\left(s_{1}\right) \tilde{c}_{1}, \ldots, \tilde{C}\left(s_{i}\right) \tilde{c}_{i}, \tilde{C}\left(\bar{s}_{i}\right) \tilde{c}_{i+1}, \ldots, \tilde{C}\left(s_{r}\right) \tilde{c}_{r}\right\},
\end{aligned}
\]
\[
\text { and } W_{r}=W_{r}\left(V_{r}^{T} W_{r}\right)^{-1} \text {. Here } \tilde{B}\left(s_{i}\right)=\left(s_{i} E-A\right)^{-1} B, \tilde{C}\left(s_{i}\right)=\left(s_{i} E-A\right)^{-T} C^{T}, i=1, \ldots, r .
\]
\[
\text { 3: While }\left(\max _{j=1, \ldots, r}\left\{\frac{s_{j}-s_{j}^{\text {old }}}{s_{j}}\right\}>\epsilon\right)
\]
(a) \(\hat{E}=W_{r}^{T} E V_{r}, \hat{A}=W_{r}^{T} A V_{r}, \hat{B}=W_{r}^{T} B, \hat{C}=C V_{r}\).
(b) Compute eigenvalues, -vectors of \(\lambda E-A\) so that \(\left(\lambda_{i} \hat{E}-\hat{A}\right) y_{i}=\lambda_{i} y_{i}, i=1, \ldots, r\).
(c) Assign \(s_{i} \leftarrow-\lambda_{i}\) for \(i=1, \ldots, r, Y=\left(y_{1}, \ldots, y_{r}\right)\).
(d) \(\tilde{B}=\hat{B}^{T} Y^{-T}, \tilde{C}=\hat{C} Y,\left(\tilde{b}_{1}, \ldots, \tilde{b}_{r}\right) \leftarrow \tilde{B},\left(\tilde{c}_{1}, \ldots, \tilde{c}_{r}\right) \leftarrow \tilde{C}\).
(e) Update \(V_{r}\) and \(W_{r}\) :
\[
\begin{aligned}
& \operatorname{range}\left(V_{r}\right)=\operatorname{span}\left\{\tilde{B}\left(s_{1}\right) \tilde{b}_{1}, \ldots, \tilde{B}\left(s_{r}\right) \tilde{b}_{r}\right\}, \\
& \operatorname{range}\left(W_{r}\right)=\operatorname{span}\left\{\tilde{C}\left(s_{1}\right) \tilde{c}_{1}, \ldots, \tilde{C}\left(s_{r}\right) \tilde{c}_{r}\right\},
\end{aligned}
\]
and \(W_{r}=W_{r}\left(V_{r}^{T} W_{r}\right)^{-1}\).
4: \(\hat{E}=W_{r}^{T} E V_{r}, \hat{A}=W_{r}^{T} A V_{r}, \hat{B}=W_{r}^{T} B, \hat{C}=C V_{r}\).
```

It is easy to see that the images of the poles of the ROM are selected as the expansion points, and are updated every time the ROM is updated. In IRKA, $\bar{s}_{i}$ is the conjugate of $s_{i}$. From the definition of the moments of the transfer function, we know that the first-order derivative of the transfer function at $s_{i}$ is the first-order moment $m_{1}\left(s_{i}\right)$. The value of the transfer function at $s_{i}$ is the zeroth-order moment $m_{0}\left(s_{i}\right)$. Therefore, IRKA generates ROMs matching the first two moments of the transfer function at each expansion point $s_{i}, i=1, \ldots, r$.

## Optimality property [38]

The ROM computed by IRKA satisfies the following necessary conditions of optimality.
Theorem 3.4. Let $H(s)$ be the transfer function of a stable SISO system, and $\hat{H}$ be a local minimizer of dimension $r$ for the optimal $\mathcal{H}_{2}$-model reduction problem

$$
\|H-\hat{H}\|_{\mathcal{H}_{2}}=\min _{\operatorname{dim}(\tilde{H})=r, \tilde{H}: \text { stable }}\|H-\tilde{H}\|_{\mathcal{H}_{2}},
$$

and suppose that $\hat{H}(s)$ has simple poles at $\hat{\lambda}_{i}, i=1, \ldots, r$, then $\hat{H}(s)$ interpolates $H(s)$ and its first derivative at $\hat{\lambda}_{i}, i=1, \ldots, r$ :

$$
\hat{H}\left(-\hat{\lambda}_{i}\right)=H\left(-\hat{\lambda}_{i}\right), \quad \frac{\partial \hat{H}\left(-\hat{\lambda}_{i}\right)}{\partial s}=\frac{\partial H\left(-\hat{\lambda}_{i}\right)}{\partial s} .
$$

Comparing Theorem 3.4 with the moment-matching property in (3.14), we see that IRKA constructs a ROM that satisfies the necessary condition of the local optimal property in Theorem 3.4.

### 3.2.4.2 A heuristic technique

In [25], an adaptive scheme for both choosing expansion points and deciding the number of moments is delineated. Generally speaking, the expansion points are chosen based on a binary principle. The number of moments matched at each expansion point is determined by a tested point which is known to cause the largest error in the interval of each pair of neighboring expansion points. Using this technique, the projection matrix $V$ in (3.12) is adaptively computed, and the ROM is obtained by Galerkin projection using $W=V$. The only inputs of the algorithm are an acceptable dimension of the ROM, say $r_{\text {max }}$, as well as the acceptable accuracy of the ROM, tol. $r_{\text {max }}$ will be adjusted to a proper number during the adaptive scheme if it was selected too small. The details of the algorithm can be found in [25]. From the numerical examples in [25], the method shows its success in automatically obtaining ROMs for several circuit examples. It is nevertheless clarified in [25] that the proposed method has difficulty in dealing with multi-input and multi-output (MIMO) models with many resonances in the output responses. The proposed method may obtain good results for a single-input and singleoutput (SISO) system with many resonances in the output, but it will fail when the system is MIMO and possesses multiple resonances in all the output responses of all the I-O ports. For such systems, an efficient error estimation may help to construct more robust and reliable ROMs. In the next subsection, we introduce a greedy-type algorithm which adaptively selects the expansion points using a recently developed $a$ posteriori error bound.

### 3.2.4.3 Scheme based on a posteriori error estimation

In [28], an a posteriori error bound $\Delta(\tilde{\mu})$ for the transfer function of the ROM is proposed. This will be discussed in Section 3.3.4, where the error bound is defined for linear parametric systems, and can straightforwardly treat linear non-parametric systems as a special case. For linear non-parametric systems, the error bound $\Delta(\tilde{\mu})$ actually depends only on $s$, i. e. $\tilde{\mu}=s . \Delta(s)$ can be computed following (3.25) and (3.26), except that $\tilde{\mu}$ is replaced by $s$.

Similar to the reduced basis method (see Chapter 4 of Volume 2), the next expansion point $s_{i}$ is iteratively selected as the point at which the error bound is maximized. Using the error bound, the ROM can be automatically generated by Algorithm 3.5. The projection matrices $W$ and $V$ for constructing the ROM are extended iteratively by the matrices $W_{\hat{s}}$ and $V_{\hat{s}}$ generated at the selected expansion point $\hat{s}$, until the error bound is below the error tolerance $\epsilon_{\text {tol }}$. The so-called training set $\Xi_{\text {train }}$ is a set of samples of $s$, which is given by the user, and which should cover the interesting range of the frequency axis. The expansion points are selected from $\Xi_{\text {train }}$. The matrices $W^{d u}$ and $V^{d u}$ are used to compute the error bound; see (3.25).

> Algorithm 3.5: Automatic generation of a reduced model by adaptively selecting expansion points ŝ for non-parametrized LTI systems.

Input: System matrices $E, A, B, C, \epsilon_{\text {tol }}>0, \Xi_{\text {train }}$ : a large set of samples of $s$, taken over the interesting range of the frequency.
Output: The projection matrices $W, V$.
$W=[], V=[]$, set $\epsilon=\epsilon_{\text {tol }}+1$.
Initial expansion point: $\hat{s} \in \Xi_{\text {train }}$.
while $\epsilon>\epsilon_{\text {tol }}$ do
$\operatorname{range}\left(V_{\hat{s}}\right)=\operatorname{span}\left\{\tilde{B}(\hat{s}), \tilde{A}(\hat{s}) \tilde{B}(\hat{s}), \ldots, \tilde{A}^{q-1}(\hat{s}) \tilde{B}(\hat{s})\right\}$,
$\operatorname{range}\left(W_{\hat{s}}\right)=\operatorname{span}\left\{\tilde{C}(\hat{s}), \tilde{A}_{c}(\hat{s}) \tilde{C}(\hat{s}), \ldots, \tilde{A}_{c}^{q-1}(\hat{s}) \tilde{C}(\hat{s})\right\}$.
$V=\operatorname{orth}\left\{V, V_{\hat{s}}\right\}, W^{d u}=V$.
$W=\operatorname{orth}\left\{W, W_{\hat{s}}\right\}, V^{d u}=W$.
$\hat{s}=\arg \max _{s \in E_{\text {train }}} \Delta(s)$. $\epsilon=\Delta(\hat{s})$.
end while

Either $V_{\hat{s}}$ in Step 6 or $W_{\hat{s}}$ in Step 7 in Algorithm 3.5 can be computed by Step 1, Steps 3-29 plus Step 31 in Algorithm 3.1. Step 6 or Step 7 of Algorithm 3.5 implements the modified Gram-Schmidt process, Algorithm 3.3.

### 3.2.4.4 Complex expansion points

Note that the projection matrices $V, W$ computed by the moment-matching method, as well as the multi-moment-matching method in the next section, could be complex, if the expansion point for the variable $s$ is taken as a complex number. The ROM then has complex system matrices, even if the original system matrices are real.

In order to obtain real reduced system matrices, each complex matrix should be separated into its real part and its imaginary part, which should then be combined to obtain a real projection matrix for MOR, i. e. we need to do the following extra
step:

$$
\begin{aligned}
V & \leftarrow \operatorname{orth}\{\operatorname{Re}(V), \operatorname{Im}(V)\} . \\
W & \leftarrow \operatorname{orth}\{\operatorname{Re}(W), \operatorname{Im}(W)\} .
\end{aligned}
$$

Here and below, $\operatorname{Re}(\cdot)$ and $\operatorname{Im}(\cdot)$ is the real and imaginary part of a complex variable, respectively. Since, in $\mathbb{C}^{n}$,

$$
\operatorname{range}\{V\}=\operatorname{colspan}\{\operatorname{Re}(V), \operatorname{Im}(V)\}, \quad \operatorname{range}\{W\}=\operatorname{colspan}\{\operatorname{Re}(W), \operatorname{Im}(W)\},
$$

over $\mathbb{C}$, the moment-matching property in Theorem 3.3 remains unchanged.
The algorithm IRKA in Section 3.2.4.1 can also introduce complex interpolation points $s_{i}$ and $\bar{s}_{i}$, where $\bar{s}_{i}$ is the conjugate of $s_{i}$. If $s_{i}$ is complex, then in Step 2 of IRKA, $\left(s_{i} E-A\right) B \tilde{B}_{i}$ and $\left(\bar{s}_{i} E-A\right) B \tilde{B}_{i+1}$ are both complex vectors, which may produce complex matrices $V_{r}, W_{r}$. It is nevertheless not difficult to verify that the conjugate of $\left(s_{i} E-A\right) B \tilde{B}_{i}$ is $\left(\bar{s}_{i} E-A\right) B \tilde{B}_{i+1}$, so that they have the same real and imaginary (up to the sign) parts. Therefore, in Step 2, we can replace $\left(s_{i} E-A\right) B \tilde{B}_{i}$ and $\left(\bar{s}_{i} E-A\right) B \tilde{B}_{i+1}$ with $\operatorname{Re}\left[\left(s_{i} E-A\right) B \tilde{B}_{i}\right]$ and $\operatorname{Im}\left[\left(s_{i} E-A\right) B \tilde{B}_{i}\right]$ for any complex $s_{i}$, without changing the subspace.

### 3.3 Multi-moment-matching for linear parametric systems

Some parametric model order reduction (PMOR) methods are basically extensions of MOR methods for non-parametric systems. PMOR methods can be used to compute the ROM of the parametric system in (3.1), where the vector of parameters $\mu$ should be symbolically preserved in the ROM as follows:

$$
\begin{aligned}
\hat{E}(\mu) \frac{d \mathbf{z}(t, \mu)}{d t} & =\hat{A}(\mu) \mathbf{z}(t, \mu)+\hat{B}(\mu) \mathbf{u}(t), \\
\hat{\mathbf{y}}(t, \mu) & =\hat{C}(\mu) \mathbf{z} .
\end{aligned}
$$

Here $\hat{E}(\mu)=W^{T} E(\mu) V, \hat{A}(\mu)=W^{T} A(\mu) V, \hat{B}(\mu)=W^{T} B(\mu)$ and $\hat{C}(\mu)=C(\mu) V$. A survey of PMOR methods can be found in [13].

### 3.3.1 A robust algorithm

Multi-moment matching PMOR methods are reported in [17, 24], which are generalizations of the moment-matching method [35]. In this section, the robust PMOR algorithm proposed in [24] is reviewed. For ease of notation, we call this method PMOR-MM. Both methods in $[17,24]$ are based on Galerkin projection, i. e. $W=V$. Note that the method
in [24] is already extended to Petrov-Galerkin in [2]. For clarity and simplicity, we use Galerkin projection to explain the idea and the algorithm. Assume that $E(\mu), A(\mu)$ are either in the affine form defined as

$$
\begin{aligned}
& E(\mu)=E_{0}+E_{1} \mu_{1}+\cdots+E_{m} \mu_{m}, \\
& A(\mu)=A_{0}+A_{1} \mu_{1}+\cdots+A_{m} \mu_{m},
\end{aligned}
$$

or can be approximated in the affine form above.
To compute the matrix $V$, a series expansion of the state $\mathbf{x}$ in the frequency domain is used. After Laplace transform (with zero initial condition), the original parametric system in (3.1) can be written as

$$
\begin{align*}
G(\tilde{\mu}) X(\tilde{\mu}) & =B(\tilde{\mu}) U(\tilde{\mu}),  \tag{3.15}\\
Y(\tilde{\mu}) & =C(\tilde{\mu}) X(\tilde{\mu}),
\end{align*}
$$

where the entries in $\tilde{\mu}=\left(\tilde{\mu}_{1}, \ldots, \tilde{\mu}_{p}\right)$ are sufficiently smooth functions of the parameters $\mu_{1}, \ldots, \mu_{m}$ and the Laplace variable $s . U(\tilde{\mu})$ is the Laplace transform of $u(t)$. Due to the affine form of $E(\mu)$ and $A(\mu), G(\tilde{\mu})$ can also be written in affine form as

$$
G(\tilde{\mu})=G_{0}+G_{1} \tilde{\mu}_{1}+\cdots, G_{p} \tilde{\mu}_{p} .
$$

As a result, the state vector in the frequency domain can be written as

$$
\begin{align*}
X(\tilde{\mu}) & =[G(\tilde{\mu})]^{-1} B(\tilde{\mu}) U(\tilde{\mu}) \\
& =\left[G_{0}+G_{1} \tilde{\mu}_{1}+\cdots+G_{p} \tilde{\mu}_{p}\right]^{-1} B(\tilde{\mu}) U(\tilde{\mu}) . \tag{3.16}
\end{align*}
$$

Given an expansion point $\tilde{\mu}^{0}=\left[\tilde{\mu}_{1}^{0}, \ldots, \tilde{\mu}_{p}^{0}\right], X(\tilde{\mu})$ in (3.16) can be expanded as

$$
\begin{align*}
X(\tilde{\mu}) & =\left[I-\left(\sigma_{1} M_{1}+\cdots+\sigma_{p} M_{p}\right)\right]^{-1} \tilde{B}_{M} U(\tilde{\mu}) \\
& =\sum_{i=0}^{\infty}\left(\sigma_{1} M_{1}+\cdots+\sigma_{p} M_{p}\right)^{i} \tilde{B}_{M} U(\tilde{\mu}), \tag{3.1.}
\end{align*}
$$

where $\tilde{B}_{M}=\left[G\left(\tilde{\mu}^{0}\right)\right]^{-1} B(\tilde{\mu}), M_{i}=-\left[G\left(\tilde{\mu}^{0}\right)\right]^{-1} G_{i}, i=1,2, \ldots, p$, and $\sigma_{i}=\tilde{\mu}_{i}-\tilde{\mu}_{i}^{0}, i=$ $1,2, \ldots, p$. We call the coefficients in the above series expansion the moment vectors (matrices) of the parametrized system. The corresponding multi-moments of the transfer function are those moment vectors multiplied by $C$ from the left.

To obtain the projection matrix $V$, instead of directly computing the moment vectors [17], a numerically robust method is proposed in [29], and a detailed algorithm is presented in [24]. The method combines the recursions in (3.18), with a repeated modified Gram-Schmidt process so that the moment vectors are computed implicitly. We
have

$$
\begin{aligned}
R_{0} & =B_{M}, \\
R_{1} & =\left[M_{1} R_{0}, \ldots, M_{p} R_{0}\right], \\
R_{2} & =\left[M_{1} R_{1}, \ldots, M_{p} R_{1}\right], \\
& \vdots \\
R_{q} & =\left[M_{1} R_{q-1}, \ldots, M_{p} R_{q-1}\right],
\end{aligned}
$$

Here, $B_{M}=\tilde{B}_{M}$, if $B(\tilde{\mu})$ does not depend on $\mu$, i.e. $B(\tilde{\mu})=B$. Otherwise, $B_{M}=$ $\left[\tilde{B}_{M_{1}}, \ldots, \tilde{B}_{M_{p}}\right], \tilde{B}_{M_{i}}=\left[G\left(\tilde{\mu}^{0}\right)\right]^{-1} B_{i}, i=1, \ldots, p$, if $B(\tilde{\mu})$ can be approximated in affine form, e. g., $B(\tilde{\mu}) \approx B_{1} \tilde{\mu}_{1}+\cdots+B_{p} \tilde{\mu}_{p}$.

Then $V:=V_{\tilde{\mu}^{0}}$ is computed as

$$
\begin{equation*}
\operatorname{range}\left(V_{\tilde{\mu}^{0}}\right)=\operatorname{span}\left\{R_{0}, R_{1}, \ldots, R_{q}\right\}_{\tilde{\mu}^{0}}, \tag{3.19}
\end{equation*}
$$

with the sub-index denoting the dependance on the expansion point $\tilde{\mu}^{0}$. It is proved in [24] that the leading multi-moments of the original system match those of the ROM. The accuracy of the ROM can be improved by increasing the number of terms in (3.19), whereby more multi-moments can be matched. To be self-contained, we present the method in Algorithm 3.6.

It is noticed that the dimensions of $R_{j}, j=1, \ldots, q$, increase exponentially. If the number $p$ of the parameters is larger than 2, it is advantageous to use multiple point expansion, such that only the low order moment matrices, e. g., $R_{j}, j \leq 1$, have to be computed for each expansion point. As a result, the order of the ROM can be kept small. Given a group of expansion points $\tilde{\mu}^{i}, i=0, \ldots, \ell$, a matrix $V_{\tilde{\mu}^{i}}$ can be computed from (3.19) for each $\tilde{\mu}^{i}$ as

$$
\begin{equation*}
\operatorname{range}\left(V_{\mu^{i}}\right)=\operatorname{span}\left\{R_{0}, R_{1}, \ldots, R_{q}\right\}_{\bar{\mu}^{i}}, \tag{3.20}
\end{equation*}
$$

where $R_{j}, j=1, \ldots, q$, are defined as in (3.18), with $R_{0}=B_{M}, B_{M}=\left[G\left(\tilde{\mu}^{i}\right)\right]^{-1} B$, or $B_{M}=$ $\left[\tilde{B}_{M_{1}}, \ldots, \tilde{B}_{M_{p}}\right], \tilde{B}_{M_{j}}=\left[G\left(\tilde{\mu}^{i}\right)\right]^{-1} B_{j}, M_{j}=-\left[G\left(\tilde{\mu}^{i}\right)\right]^{-1} G_{j}, j=1,2, \ldots, p$. The final projection matrix $V$ is a combination (orthogonalization) of all the matrices $V_{\tilde{\mu}^{i}}$,

$$
\begin{equation*}
V=\operatorname{orth}\left\{V_{\mu^{0}}, \ldots, V_{\tilde{\mu}^{\prime}}\right\} . \tag{3.21}
\end{equation*}
$$

The multi-moment-matching PMOR method is very efficient for linear parametric systems, especially for systems with affine matrices $E(\mu), A(\mu)$ [22]. The method also performs well if the matrices are not affine, but it can be well approximated in affine form [13, 30].

```
Algorithm 3.6: Compute \(V=\left[v_{1}, v_{2}, \ldots, v_{q}\right]\) for a parametric system (3.1), where \(B(\mu)\)
is generally considered as a matrix.
Input: Expansion point \(\tilde{\mu}^{0}\), moment vectors in \(R_{1}, R_{2}, \ldots, R_{q}\).
Output: Projection matrix \(V\).
    Initialize \(a_{1}=0, a_{2}=0\), sum \(=0\).
    if (multiple input) then
        Orthogonalize the columns in \(R_{0}\) using the modified Gram-Schmidt
        process: \(\left[v_{1}, v_{2}, \ldots, v_{q_{1}}\right]=\operatorname{orth}\left\{R_{0}\right\}\),
        sum \(=q_{1} .\left(q_{1}\right.\) is the number of remaining columns after orthogonalization.)
    else
        Compute the first column in V: \(v_{1}=R_{0} /\left\|R_{0}\right\|_{2}\), sum \(=1\).
    end if
    Orthogonalize the columns in \(R_{1}, R_{2}, \ldots, R_{q}\) iteratively as follows:
    for \(i=1,2, \ldots, q\) do
        \(a_{2}=\) sum;
        for \(d=1,2, \ldots, p\) do
            if \(a_{1}=a_{2}\) then
            stop
        else
            for \(\boldsymbol{j}=a_{1}+1, \ldots a_{2} \mathbf{d o}\)
                \(w=\tilde{G}^{-1}\left(\tilde{\mu}^{0}\right) G_{d} v_{j}\), col \(=\operatorname{sum}+1\).
                    for \(k=1,2, \ldots, c o l-1\) do
                    \(h=v_{k}^{T} w, w=w-h v_{k}\).
                    end for
                    if \(\|w\|_{2}>\varepsilon\) (a small value indicating deflation, e. g., \(\varepsilon=10^{-7}\) ) then
                        \(v_{\text {col }}=\frac{w}{\|w\|_{2}}\), sum \(=\) col.
                    end if
                    end for ( \(j\) )
        end if
        end for (d)
        \(a_{1}=a_{2}\);
    end for (i)
    Orthogonalize the columns in \(V\) by the modified Gram-Schmidt process.
```


### 3.3.2 Applicability to steady systems

The above PMOR method computes ROMs of the dynamical systems in (3.1). It is easy to see that the method can be naturally applied to steady systems:

$$
\begin{align*}
\left(E_{0}+E_{1} \mu_{1}+\cdots+E_{m} \mu_{m}\right) \mathbf{x}(\mu) & =B(\mu) u(\mu),  \tag{3.22}\\
\mathbf{y}(\mu) & =C(\mu) \mathbf{x}(\mu) .
\end{align*}
$$

Comparing (3.22) with the Laplace transformed system (3.15), we see that they have an identical form. Consequently, the series expansion of $\mathbf{x}$ in (3.22) can be obtained similarly to (3.17). The corresponding moment vectors can also be defined according to (3.18). Algorithm 3.6 can then be used to compute a projection matrix $V$. Then the ROM of (3.22) is constructed by a Galerkin projection,

$$
\begin{aligned}
\left(V^{T} E_{0} V+V^{T} E_{1} V \mu_{1}+\cdots+V^{T} E_{m} V \mu_{q}\right) x(\mu) & =V^{T} B(\mu) u(\mu), \\
\hat{\mathbf{y}}(\mu) & =C(\mu) V \mathbf{x}(\mu) .
\end{aligned}
$$

### 3.3.3 Structure-preserving (P)MOR for second-order systems

For the second-order systems

$$
\begin{align*}
M(\mu) \frac{d^{2} \mathbf{x}(t, \mu)}{d t^{2}}+D(\mu) \frac{d \mathbf{x}(t, \mu)}{d t}+K(\mu) \mathbf{x}(t, \mu) & =B(\mu) u(t)  \tag{3.23}\\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu)
\end{align*}
$$

often arising from, e. g., mechanical engineering, it is desired that the ROM preserves the second-order structure, i.e.,

$$
\begin{align*}
W^{T} M(\mu) V \frac{d^{2} \mathbf{z}(t, \mu)}{d t^{2}}+W^{T} D(\mu) V \frac{d \mathbf{z}(t, \mu)}{d t}+W^{T} K(\mu) V \mathbf{z}(t, \mu) & =W^{T} B(\mu) u(t)  \tag{3.24}\\
\mathbf{y}(t, \mu) & =C(\mu) V \mathbf{z}(t, \mu) .
\end{align*}
$$

Note that PMOR-MM computes the projection matrix using the series expansion of the state vector $\mathbf{x}$ in the frequency domain. After a Laplace transformation (assume $\mathbf{x}(t=0, \mu)=\mathbf{0}$ ), the first equation in (3.23) becomes

$$
\begin{aligned}
s^{2} M(\mu) X(s, \mu)+s D(\mu) X(s, \mu)+K(\mu) X(s, \mu) & =B(\mu) U(s), \\
Y(s, \mu) & =C(\mu) X(s, \mu) .
\end{aligned}
$$

Thus

$$
\left[s^{2} M(\mu)+s D(\mu)+K(\mu)\right] X(s, \mu)=B(\mu) U(s)
$$

where $U(s)$ is the Laplace transform of the input signal $u(t)$. Defining $G(\tilde{\mu}):=s^{2} M(\mu)+$ $s D(\mu)+K(\mu), \tilde{\mu}=\left(\tilde{\mu}_{1}, \tilde{\mu}_{2}, \tilde{\mu}_{3}\right):=\left(s^{2}, s, \mu\right)$, a projection matrix $V$ can be computed following (3.15)-(3.21) in Section 3.3.1. Applying a Petrov-Galerkin projection to the second-order system, we can obtain a second-order ROM as in (3.24). Note that with a Galerkin projection, also the symmetry and definiteness properties of the coefficient matrices can be preserved in the ROM.

### 3.3.4 Selecting expansion points based on a posteriori error estimation

Note that the projection matrix $V$ in (3.21) depends on the multiple expansion points $\tilde{\mu}^{i}, i=1, \ldots, \ell$.

In this section, we introduce an a posteriori error bound proposed in [28], which is an error bound for the transfer function $\hat{H}(\tilde{\mu})$ of the ROM. Given the error bound $\Delta(\tilde{\mu})$ for the ROM, the expansion points $\tilde{\mu}^{i}$ can be adaptively selected, and the projection matrix $V$ can be automatically computed as shown in Algorithm 3.7.

```
Algorithm 3.7: Adaptively selecting expansion points \(\tilde{\mu}^{i}\), and automatically comput-
ing \(V\).
Input: \(\varepsilon_{\text {tol }}\), set \(\varepsilon=\varepsilon_{\text {tol }}+1, \Xi_{\text {train }}\) : a set of samples of \(\tilde{\mu}\) covering the interesting domain.
Output: \(V\).
    \(V=[], V^{d u}=[]\).
    Choose an initial expansion point: \(\tilde{\mu}^{0} \in \Xi, i=0\).
    while \(\varepsilon>\varepsilon_{\text {tol }}\) do
        \(\operatorname{range}\left(V_{\tilde{\mu}^{i}}\right)=\operatorname{span}\left\{R_{0}, R_{1}, \ldots, R_{q}\right\}_{\tilde{\mu}^{i}}\). (By applying Algorithm 3.6 at expansion
        point \(\tilde{\mu}^{i}\).)
        \(\operatorname{range}\left(V_{\tilde{\mu}^{i}}^{d u}\right)=\operatorname{span}\left\{R_{0}^{d u}, R_{1}^{d u}, \ldots, R_{q}^{d u}\right\}_{\tilde{\mu}^{i}}\). (By applying Algorithm 3.6 at expansion
        point \(\tilde{\mu}^{i}\), and replacing \(R_{0}, R_{1}, \ldots, R_{q}\) with \(R_{0}^{d u}, R_{1}^{d u}, \ldots, R_{q}^{d u}\) in (3.27).)
        \(V=\operatorname{orth}\left\{V, V_{\tilde{\mu}^{i}}\right\}, W=V\).
        \(V^{d u}=\operatorname{orth}\left\{V^{d u}, V_{\tilde{\mu}^{i}}^{d u}\right\}, W^{d u}=V^{d u}\).
        \(i=i+1\).
        \(\tilde{\mu}^{i}=\arg \max _{\tilde{\mu} \in \Xi_{\text {tain }}} \Delta(\tilde{\mu})\).
        \(\varepsilon=\Delta\left(\tilde{\mu}^{i}\right)\).
    end while.
```

For a MIMO system, the error bound $\Delta(\tilde{\mu})$ is defined as

$$
\Delta(\tilde{\mu})=\max _{i j} \Delta_{i j}(\tilde{\mu}) .
$$

Here $\Delta_{i j}(\tilde{\mu})$ is the error bound for the $(i, j)$ th entry of the transfer function (it is a matrix for MIMO systems) of the ROM, i.e.,

$$
\left|H_{i j}(\tilde{\mu})-\hat{H}_{i j}(\tilde{\mu})\right| \leq \Delta_{i j}(\tilde{\mu}) .
$$

For a SISO system, there is no need to take the maximum. $\Delta_{i j}(\tilde{\mu})$ can be computed as

$$
\begin{equation*}
\Delta_{i j}(\tilde{\mu})=\frac{\left\|\mathbf{r}_{i}^{d u}(\tilde{\mu})\right\|_{2}\left\|\mathbf{r}_{j}^{p r}(\tilde{\mu})\right\|_{2}}{\beta(\tilde{\mu})}+\left|\left(\hat{\mathbf{x}}^{d u}\right)^{*} \mathbf{r}_{j}^{p r}(\tilde{\mu})\right| . \tag{3.25}
\end{equation*}
$$

Here and below, $(\cdot)^{*}$ is the conjugate transpose of a vector or a matrix. Let $\mathbf{c}_{i}$ be the $i$ th row of $C(\tilde{\mu})$ and $\mathbf{b}_{j}$ be the $j$ th column of $B(\tilde{\mu})$ in (3.15),

$$
\begin{align*}
\mathbf{r}_{j}^{p r}(\tilde{\mu}) & =\mathbf{b}_{j}-G(\tilde{\mu}) \hat{\mathbf{x}}_{j}^{p r}, \\
\hat{\mathbf{x}}_{j}^{p r} & =V\left[W^{T} G(\tilde{\mu}) V\right]^{-1} W^{T} \mathbf{b}_{j}, \tag{3.26}
\end{align*}
$$

$$
\begin{aligned}
\mathbf{r}_{i}^{d u}(\tilde{\mu}) & =-\mathbf{c}_{i}^{T}-G^{*}(\tilde{\mu}) \hat{\mathbf{x}}_{i}^{d u}, \\
\hat{\mathbf{x}}_{i}^{d u} & =-V^{d u}\left[\left(W^{d u}\right)^{T} G^{*}(\tilde{\mu}) V^{d u}\right]^{-1}\left(W^{d u}\right)^{T} \mathbf{c}_{i}^{T},
\end{aligned}
$$

where $\hat{\mathbf{x}}_{j}^{p r}$ is the approximate solution to the primal system

$$
G(\tilde{\mu}) \mathbf{x}_{j}^{p r}=\mathbf{b}_{j},
$$

and can be computed from the ROM of the primal system obtained with the projection matrices $W, V \cdot \hat{\mathbf{x}}_{i}^{d u}$ is the approximate solution to the dual system

$$
G^{*}(\tilde{\mu}) \mathbf{x}_{i}^{d u}=-\mathbf{c}_{i}^{T},
$$

and can be computed from the ROM of the dual system obtained with the projection matrices $W^{d u}, V^{d u}$. The variable $\beta(\tilde{\mu})$ is the smallest singular value of the matrix $G(\tilde{\mu})$. The matrix $V^{d u}$ can be computed, for example, using (3.20) and (3.21), by replacing $R_{0}, \ldots, R_{q r}$ with $R_{0}^{d u}, R_{1}^{d u}, \ldots, R_{q r}^{d u}$, where the matrices $G\left(\tilde{\mu}^{i}\right)$ in $R_{0}, \ldots, R_{q r}$ are substituted by $G^{*}\left(\tilde{\mu}^{i}\right)$, and $B$ is replaced with $-C^{T}$. More specifically,

$$
\begin{align*}
R_{0}^{d u} & =C_{M}^{d u} \\
R_{1}^{d u} & =\left[M_{1}^{d u} R_{0}^{d u}, \ldots, M_{p}^{d u} R_{0}^{d u}\right], \\
R_{2}^{d u} & =\left[M_{1}^{d u} R_{1}^{d u}, \ldots, M_{p}^{d u} R_{1}^{d u}\right], \\
& \vdots  \tag{3.27}\\
R_{q}^{d u} & =\left[M_{1}^{d u} R_{q-1}^{d u}, \ldots, M_{p}^{d u} R_{q-1}^{d u}\right], \\
& \vdots
\end{align*}
$$

$R_{0}^{d u}=C_{M}^{d u}=-\left[G^{*}\left(\tilde{\mu}^{i}\right)\right]^{-1} C^{T}, M_{j}=\left[G^{*}\left(\tilde{\mu}^{i}\right)\right]^{-1} G_{j}^{T}, j=1,2, \ldots, p$. We can take $W^{d u}=V^{d u}$. The derivation of $\Delta(\tilde{\mu})$ is detailed in [28].

It is worth pointing out that, although the error bound is dependent on the parameter $\tilde{\mu}$, many $\tilde{\mu}$-independent terms constituting the error bound need to be precomputed only once, and they are repeatedly used in Algorithm 3.7 for the many samples of $\tilde{\mu}$ in $\Xi_{\text {train }}$. For example, when computing $\hat{\mathbf{x}}_{j}^{p r}$ in $\mathbf{r}_{j}^{p r}, W^{T} G_{k} V, k=1, \ldots, m$, are $\mu$-independent, and need to be computed only once, $W^{T} G(\tilde{\mu}) V$ is then derived by assembling $W^{T} G_{k} V$ for any value of $\tilde{\mu}$.

Algorithm 3.7 is similar to Algorithm 3.5, except that the projection matrix $V$ is constructed for system (3.1) in the parametric case using Algorithm 3.6. At the ith iteration step, the expansion point $\tilde{\mu}^{i}$ is selected as the one maximizing the error bound $\Delta(\tilde{\mu})$. The projection matrix $V$ is enriched by the matrix $V_{\tilde{\mu}^{i}}$ corresponding to $\tilde{\mu}^{i}$. The matrix $V^{d u}$ aids in computing the error bound. The most costly part of the error bound is $\beta(\tilde{\mu})$, since we need to compute the smallest singular value of the matrix $G(\tilde{\mu})$ of full dimension. The smallest singular value of the projected matrix $W^{T} G(\tilde{\mu}) V$ could be
heuristically used to approximate $\beta(\tilde{\mu})$. In [44], a method of interpolation is proposed to compute an approximation of $\beta(\tilde{\mu})$, which has been shown to be accurate and cheap.

At the end of this section, we mention a method from [9], which deals with linear parametric systems with time-varying parameters. There, it is shown that these parametric systems can be equivalently considered as bilinear systems. Then suitable MOR methods for bilinear systems can be applied. MOR for bilinear systems will be discussed in the next section, where MOR based on multi-moment matching or bilinear IRKA (BIRKA) $[9,10,12]$ are introduced.

### 3.4 Moment-matching MOR for nonlinear systems

In this section we consider mildly nonlinear systems without parameter variations,

$$
\begin{align*}
E \frac{d \mathbf{x}(t)}{d t} & =\mathbf{f}(\mathbf{x}(t))+B u(t),  \tag{3.28}\\
\mathbf{y}(t) & =C \mathbf{x}(t)
\end{align*}
$$

where $\mathbf{x}(t) \in \mathbb{R}^{n}$ and $f(\cdot) \in \mathbb{R}^{n}$ is a nonlinear, vector-valued function depending on $\mathbf{x}(t)$. These nonlinear systems usually come from spatial discretizations of nonlinear PDEs. The ROM via Petrov-Galerkin projection is obtained as follows:

$$
W^{T} E V \frac{d \mathbf{z}(t)}{d t}=W^{T} \mathbf{f}(V \mathbf{z}(t))+W^{T} B u(t)
$$

where $W \in \mathbb{R}^{n \times r}$ and $V \in \mathbb{R}^{n \times r}$ with $W^{T} V=I$.
In the literature, some MOR methods for nonlinear systems are based on momentmatching. The quadratic method [16] is the simplest one. The bilinearization method [ 5,46 ] is more accurate than the quadratic method. Methods based on variational analysis [11, 27, 37, 47, 52], in general, yield smaller errors than the previous two. A method based on a piece-wise linear approximation of the nonlinear function $f(\cdot)$ [50] could be used when dealing with strong nonlinearities. These methods are extensions of the moment-matching methods for linear systems.

### 3.4.1 Quadratic method

We first analyze the quadratic MOR method proposed in [16]. This method approximates the nonlinear function $\mathbf{f}(\cdot)$ by its power series expansion at, e.g., $\mathbf{x}(0)=\mathbf{0}$, which can be rewritten into a Kronecker product formulation of $\mathbf{x}(t)$ [52],

$$
\begin{align*}
\mathbf{f}(\mathbf{x}(t))= & \mathbf{f}(\mathbf{0})+A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))  \tag{3.29}\\
& +A_{3}(\mathbf{x}(t) \otimes \mathbf{x}(t) \otimes \mathbf{x}(t))+\cdots,
\end{align*}
$$

where $A_{1} \in \mathbb{R}^{n \times n}$ is the Jacobian of $\mathbf{f}$ and, in general, $A_{j} \in \mathbb{R}^{n \times n^{j}}$ denotes a matrix whose entries correspond to the $j$ th-order partial derivatives of $f_{i}$ w. r. t. $x_{1}, \ldots, x_{n}, 1 \leq i \leq n$. Here $f_{i}, x_{k}$ are the $i$ th and $k$ th entry of $\mathbf{f}$ and $\mathbf{x}(t)$, respectively. A quadratic system can be obtained by a truncation of (3.29),

$$
\begin{align*}
E \frac{d \mathbf{x}(t)}{d t} & =A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))+B u(t)+\mathbf{f}(0)  \tag{3.30}\\
\mathbf{y}(t) & =C \mathbf{x}(t)
\end{align*}
$$

If $\mathbf{f}(0)=0$, the projection matrix $V$ is computed as an orthonormal basis of the Krylov subspace $K_{q}\left(A_{1}^{-1}, A_{1}^{-1} B\right)$ as follows:

$$
\operatorname{range}(V)=\operatorname{span}\left\{A_{1}^{-1} B, A_{1}^{-2} B, \ldots, A_{1}^{-q} B\right\} .
$$

Note that $V$ is constructed only by use of the linear part of the quadratic system. A ROM is derived as

$$
\begin{aligned}
V^{T} E V \frac{d \mathbf{z}(t)}{d t} & =V^{T} A_{1} V \mathbf{z}(t)+V^{T} A_{2}(V \mathbf{z}(t) \otimes V \mathbf{z}(t))+V^{T} B u(t), \\
\mathbf{y}(t) & =C V \mathbf{z}(t) .
\end{aligned}
$$

It can be seen that the idea of the quadratic method comes from the moment-matching method for linear systems. The projection matrix $V$ is computed in the same way as in the previous moment-matching methods, but is applied to the quadratic system.

If $\mathbf{f}(\mathbf{0}) \neq \mathbf{0}$, then the system in (3.30) can be reformulated into

$$
\begin{aligned}
E \frac{d \mathbf{x}(t)}{d t} & =A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))+[B, \mathbf{f}(\mathbf{0})][u(t), 1]^{T} \\
\mathbf{y}(t) & =C \mathbf{x}(t)
\end{aligned}
$$

The input matrix $B$ in (3.30) is replaced by the matrix $[B, \mathbf{f}(\mathbf{0})]$, which means $\mathbf{f}(\mathbf{0})$ can always be treated as a part of the input matrix of the system, therefore, for simplicity, we assume below that $\mathbf{f}(\mathbf{0})=\mathbf{0}$.

### 3.4.2 Bilinearization method

For a nonlinear system with $E=I$, and with single input, i.e. $B$ is a vector $\mathbf{b}$, a bilinear system can be obtained by applying the Carleman linearization process to the nonlinear system (3.28) [52]. In [5, 46], the bilinear system is derived by approximating $\mathbf{f}(\mathbf{x}(t))$ with a degree-2 polynomial in the Carleman linearization process. More specifically, by use of the first three terms in (3.29), we obtain the following approximation of $\mathbf{f}(\mathbf{x}(t))$ :

$$
\mathbf{f}(\mathbf{x}(t)) \approx A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))
$$

With the definitions

$$
\begin{aligned}
\mathbf{x}_{\otimes} & =\binom{\mathbf{x}(t)}{\mathbf{x}(t) \otimes \mathbf{x}(t)}, \quad B_{\otimes}=\binom{\mathbf{b}}{\mathbf{0}}, \quad C_{\otimes}=(C, \mathbf{0}), \\
A_{\otimes} & =\left(\begin{array}{cc}
A_{1} & A_{2} \\
0 & A_{1} \otimes I+I \otimes A_{1}
\end{array}\right), \\
N_{\otimes} & =\left(\begin{array}{cc}
0 & 0 \\
\mathbf{b} \otimes I+I \otimes \mathbf{b} & 0
\end{array}\right),
\end{aligned}
$$

the nonlinear system (3.28) $(E=I)$ can be approximated by the following bilinear system:

$$
\begin{align*}
\frac{d \mathbf{x}_{\otimes}}{d t} & =A_{\otimes} \mathbf{x}_{\otimes}+N_{\otimes} \mathbf{x}_{\otimes} u(t)+B_{\otimes} u(t)  \tag{3.31}\\
\mathbf{y}(t) & =C_{\otimes} \mathbf{x}_{\otimes}
\end{align*}
$$

The derivation can be easily extended to multi-input systems with $B \in \mathbb{R}^{n \times n_{I}}$ being a matrix. After a few more calculations, the following bilinear system with multiple inputs can be obtained:

$$
\begin{align*}
\frac{d \mathbf{x}_{\otimes}}{d t} & =A_{\otimes} \mathbf{x}_{\otimes}+\sum_{i=1}^{n_{I}} N_{\otimes}^{(i)} \mathbf{x}_{\otimes} u_{i}(t)+B_{\otimes} u(t),  \tag{3.32}\\
\mathbf{y}(t) & =C_{\otimes} \mathbf{x}_{\otimes}
\end{align*}
$$

where $u(t):=\left(u_{1}(t), \ldots, u_{n_{I}}(t)\right)^{T}, B:=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n_{I}}\right)$ and

$$
B_{\otimes}=\binom{B}{\mathbf{0}}, \quad N_{\otimes}^{(i)}=\left(\begin{array}{cc}
0 & 0 \\
\mathbf{b}_{i} \otimes I+I \otimes \mathbf{b}_{i} & 0
\end{array}\right) .
$$

Given a bilinear system with $E$ singular, several modified MOR schemes are proposed in [1, 12, 33, 34], but will not be discussed in this chapter due to space limitations. We can see that the above bilinear system is of much larger state-space dimension than the original nonlinear system (3.28). In the following we will introduce the process of constructing the projection matrix $V$ for MOR.

Once the nonlinear system is approximated by the bilinear system (3.31) or (3.32), there are several choices for applying MOR. Multi-moment-matching methods extend the moment-matching methods for linear systems to bilinear systems by studying the transfer function of the bilinear system. Gramian-based bilinear MOR methods construct the matrices $W$ and $V$ by exploring the Gramian matrices of the bilinear systems. We focus on multi-moment-matching methods in this chapter.

### 3.4.2.1 Constructing $W$ and $V$

## Multivariate transfer functions and multi-moment-matching

The bilinearization MOR methods in $[5,46,23]$ construct the matrices $W, V, W=V$ by approximating the transfer function of the bilinear system. Note that only SISO systems are considered in [5, 46]. For MIMO systems, the expression of the transfer function will be different; see [43]. In [43], a method similar to that in [46] was extended to MIMO systems. In the following description, we consider only SISO bilinear systems.

Under the assumption $E=I$, the identity matrix, the output response of the bilinear system (3.31) can be expressed by a Volterra series [52],

$$
y(t)=\sum_{k=1}^{\infty} y_{k}(t)
$$

where $y_{k}(t)$ is described in (3.33) and (3.34). In (3.34), $h_{k}^{(\text {reg })}$ is called the regular kernel of degree $k$. The multivariate Laplace transform of this kernel defines the $k$ th multivariate transfer function $H_{k}^{(\mathrm{reg})}$ in (3.35). We have

$$
\begin{align*}
y_{k}(t) & =\int_{0}^{t} \int_{0}^{t_{1}} \ldots \int_{0}^{t_{k}} h_{k}^{(\mathrm{reg})}\left(t_{1}, \ldots, t_{k}\right) u\left(t-t_{1}-\cdots-t_{k}\right) \cdots u\left(t-t_{k}\right) d t_{k} \ldots d t_{1},  \tag{3.33}\\
h_{k}^{(\mathrm{reg})}\left(t_{1}, \ldots, t_{k}\right) & =C_{\otimes} e^{A_{\otimes} t_{k}} N_{\otimes} e^{A_{\otimes} t_{k-1}} \cdots N_{\otimes} e^{A_{\otimes} t_{1}} B_{\otimes}  \tag{3.34}\\
H_{k}^{(\mathrm{reg})}\left(s_{1}, \ldots, s_{k}\right) & =C_{\otimes}\left(s_{k} I-A_{\otimes}\right)^{-1} N_{\otimes}\left(s_{k-1} I-A_{\otimes}\right)^{-1} \ldots N_{\otimes}\left(s_{1} I-A_{\otimes}\right)^{-1} B_{\otimes} . \tag{3.35}
\end{align*}
$$

By using the Neumann expansion,

$$
\left(I-s A_{\otimes}^{-1}\right)^{-1}=I+s A_{\otimes}^{-1}+s^{2} A_{\otimes}^{-2}+s^{3} A_{\otimes}^{-3}+\cdots,
$$

$H_{k}^{(\mathrm{reg})}\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ can be expanded into a multivariable Maclaurin series in (3.36), with the so-called $k$ th-order multi-moments $m\left(l_{1}, \ldots, l_{k}\right)$ being defined in (3.37). We have

$$
\begin{align*}
& H_{k}^{(\mathrm{reg})}\left(s_{1}, \ldots, s_{k}\right)=\sum_{l_{k}=1}^{\infty} \ldots \sum_{l_{1}=1}^{\infty} m\left(l_{1}, \ldots, l_{k}\right) s_{1}^{l_{1}-1} s_{2}^{l_{2}-1} \cdots s_{k}^{l_{k}-1},  \tag{3.36}\\
& m\left(l_{1}, \ldots, l_{k}\right)=(-1)^{k} C_{\otimes} A_{\otimes}^{-l_{k}} N_{\otimes} \cdots A_{\otimes}^{-l_{2}} N_{\otimes} A_{\otimes}^{-l_{1}} B_{\otimes}, \quad l_{1}, \ldots, l_{k}=1,2, \ldots . \tag{3.37}
\end{align*}
$$

## Deriving $\boldsymbol{W}$ and $\boldsymbol{V}$

In [23, 7], the BICOMB method constructs the projection matrix $V$ from a series of Krylov subspaces in the following steps:

$$
\begin{equation*}
\operatorname{range}\left(V^{(1)}\right)=K_{q_{1}}\left(A_{\otimes}^{-1}, A_{\otimes}^{-1} B_{\otimes}\right) \tag{3.38}
\end{equation*}
$$

and for $j>1$

$$
\begin{equation*}
\operatorname{range}\left(V^{(j)}\right)=K_{q_{j}}\left(A_{\otimes}^{-1}, A_{\otimes}^{-1} N_{\otimes} V^{(j-1)}\right) . \tag{3.39}
\end{equation*}
$$

The final projection matrix $V$ is

$$
\begin{equation*}
\operatorname{range}(V)=\operatorname{orth}\left\{V^{(1)}, \ldots, V^{(J)}\right\} . \tag{3.40}
\end{equation*}
$$

Here,

$$
K_{q_{j}}\left(A^{-1}, R\right):=\left\{R, A^{-1} R, \ldots, A^{-q_{j}+1} R\right\}
$$

is a block Krylov subspace generated by $R=A_{\otimes}^{-1} B_{\otimes}, j=1$, or $R=A_{\otimes}^{-1} N_{\otimes} V^{(j-1)}, j>$ 1. Note that each $V^{(k)}$ actually tries to match the multi-moments of the $k$ th transfer function $H_{k}^{(\text {reg })}$; the multi-moment-matching property of the ROM can be found in, e. g., [23]. Applying $x_{\otimes} \approx V z_{\otimes}$ to (3.31), the ROM of the nonlinear system (3.28) is given by

$$
\begin{align*}
\frac{d z_{\otimes}}{d t} & =\hat{A}_{\otimes} z_{\otimes}+\hat{N}_{\otimes} z_{\otimes} u(t)+\hat{B}_{\otimes} u(t),  \tag{3.41}\\
\hat{\mathbf{y}}(t) & =\hat{C}_{\otimes} z_{\otimes}
\end{align*}
$$

where $\hat{A}_{\otimes}=V^{\mathrm{T}} A_{\otimes} V, \hat{N}_{\otimes}=V^{\mathrm{T}} N_{\otimes} V, \hat{B}_{\otimes}=V^{\mathrm{T}} B_{\otimes}, \hat{C}_{\otimes}=C_{\otimes} V$. For simulation results of the BICOMB method, we refer to [7]. Algorithm 3.1 can be mildly modified to Algorithm 3.8 to compute $V^{(j)}$ in (3.38)-(3.40). Algorithm 3.8 computes a matrix $V$ from the block Krylov subspaces defined as follows:

$$
\begin{equation*}
\operatorname{range}\left(V^{(j)}\right)=K_{q_{j}}\left(M^{-1}, R_{j}\right), j=1, \ldots, J . \tag{3.42}
\end{equation*}
$$

The final projection matrix $V$ is computed as in (3.40). Let $M=A_{\otimes}, R_{1}=A_{\otimes}^{-1} B_{\otimes}$ and $R_{j}=A_{\otimes}^{-1} N_{\otimes} V^{(j-1)}$ for $j>1$, Algorithm 3.8 can be used to compute the matrix $V$ in (3.40) for the ROM (3.41) of the bilinear system.

### 3.4.3 Variational analysis method

The third set of nonlinear MOR methods [11, 27, 37, 42, 47] originates from variational analysis of nonlinear system theory [52].

### 3.4.3.1 Methods using polynomial approximation

In [27, 42, 47], the original nonlinear system is first approximated by a polynomial system, then variational analysis is applied to the polynomial system to obtain a reduced polynomial system. In the following, we describe the method developed in [27]. Its main difference from the method in [47] is the construction of the projection matrices $V_{2}$ and $V_{3}$, and will be explained later.

```
Algorithm 3.8: Compute \(V\) in (3.40).
Input: Matrices of the block Krylov subspace in (3.42): \(M, R_{j}, j=1,2, \ldots, J\).
Output: Matrix \(V\) in (3.40) with orthonormal columns.
    Initialize \(a_{1}=0, a_{2}=0\), sum \(=0\).
    for \(j=1, \ldots, J\) do
        if \(R_{j}\) is a matrix then
            Orthogonalize the columns in \(R_{j}\) using a modified Gram-Schmidt
            process: \(\left[v_{1}, v_{2}, \ldots, v_{m_{j}}\right]=\operatorname{orth}\left\{R_{j}\right\}\).
            sum \(=m_{j}\). ( \(m_{j}\) is the number of remaining columns after deflation.)
        else
            Compute the first column in \(V_{j}: v_{1}=R_{j}\left\|R_{j} \mid\right\|_{2} .\left(R_{j}\right.\) is a vector.)
            sum \(=1\).
        end if
        for \(i=1,2, \ldots, q_{j}-1\) do
            \(a_{2}=\) sum.
            if \(a_{1}=a_{2}\) then
                break, go to 2 .
            else
                    for \(d=a_{1}+1, \ldots, a_{2} \mathbf{d o}\)
                    \(w=M v_{d}, c o l=s u m+1\).
                    for \(k=1,2, \ldots\), col -1 do
                        \(h=v_{k}^{T} w, w=w-h v_{k}\).
                    end for
                    if \(\|w\|_{2}>\varepsilon\) (a small value indicating deflation, e. g., \(\varepsilon=10^{-7}\) ) then
                    \(v_{\text {col }}=\frac{w}{\|w\|_{2}}\), sum \(=\) col.
                    end if
                end for (d)
            end if
            \(a_{1}=a_{2}\).
        end for (i)
        \(V_{j}=\left[v_{1}, \ldots, v_{\text {sum }}\right]\),
    end for ( \(j\) )
    Orthogonalize the columns in \(\left[V_{1}, \ldots, V_{J}\right]\) by the modified Gram-Schmidt process
    to obtain \(V\), i. e. \(V:=\operatorname{orth}\left\{V_{1}, \ldots, V_{J}\right\}\).
```

With the power series expansion of $\mathbf{f}(\mathbf{x}(t))$ in (3.29), the original nonlinear system (3.28) is first approximated by a degree-2 polynomial system

$$
\begin{align*}
\frac{d \mathbf{x}(t)}{d t} & =A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t))+B u(t)  \tag{3.43}\\
\mathbf{y}(t) & =C \mathbf{x}(t)
\end{align*}
$$

or by a degree-3 polynomial system

$$
\begin{align*}
\frac{d \mathbf{x}(t)}{d t}= & A_{1} \mathbf{x}(t)+A_{2}(\mathbf{x}(t) \otimes \mathbf{x}(t)) \\
& +A_{3}(\mathbf{x}(t) \otimes \mathbf{x}(t) \otimes \mathbf{x}(t))+B u(t),  \tag{3.44}\\
\mathbf{y}(t)= & C \mathbf{x}(t)
\end{align*}
$$

Consider the response of (3.28) to a variation of the input $\alpha u(t)$,

$$
\begin{align*}
\frac{d \mathbf{x}(t)}{d t} & =f(\mathbf{x}(t))+B(\alpha u(t))  \tag{3.45}\\
\mathbf{y}(t) & =C \mathbf{x}(t)
\end{align*}
$$

where $\alpha$ is an arbitrarily small-valued variable. Assuming that the response to $u(t)=0$ is $\mathbf{x}(t)=\mathbf{0}$ (in [52], it is called a forced response), then $\mathbf{x}(t)$, as a function of $\alpha$, can be expanded into a power series of $\alpha$ around $\alpha_{0}=0$,

$$
\begin{equation*}
\mathbf{x}(t)=\alpha \mathbf{x}_{1}(t)+\alpha^{2} \mathbf{x}_{2}(t)+\alpha^{3} \mathbf{x}_{3}(t)+\cdots, \tag{3.46}
\end{equation*}
$$

where the first term of the series is $\mathbf{x}_{0}(t)=\mathbf{x}\left(t, \alpha_{0}=0\right)=\mathbf{0}$, since when $\alpha_{0}=0$, $\alpha_{0} u(t)=0$. The corresponding response $\mathbf{x}\left(t, \alpha_{0}=0\right)=\mathbf{0}$ is then removed from the above expansion. Substituting both (3.46) and (3.29) into the right hand side and (3.46) into the left hand side of (3.45), we get

$$
\begin{aligned}
\alpha \frac{d \mathbf{x}_{1}(t)}{d t}+\alpha^{2} \frac{d \mathbf{x}_{2}(t)}{d t}+\alpha^{3} \frac{d \mathbf{x}_{3}(t)}{d t}+\cdots= & \alpha A_{1} \mathbf{x}_{1}(t) \\
& +\alpha^{2}\left[A_{1} \mathbf{x}_{2}(t)+A_{2}\left(\mathbf{x}_{1}(t) \otimes \mathbf{x}_{1}(t)\right)\right]+\cdots+B(\alpha u(t)) .
\end{aligned}
$$

Since this equation holds for all $\alpha$, coefficients of powers of $\alpha$ can be equated. This gives the variational equations:

$$
\begin{align*}
\frac{d \mathbf{x}_{1}(t)}{d t}= & A_{1} \mathbf{x}_{1}(t)+B u(t)  \tag{3.47}\\
\frac{d \mathbf{x}_{2}(t)}{d t}= & A_{1} \mathbf{x}_{2}(t)+A_{2}\left(\mathbf{x}_{1}(t) \otimes \mathbf{x}_{1}(t)\right)  \tag{3.48}\\
\frac{d \mathbf{x}_{3}(t)}{d t}= & A_{1} \mathbf{x}_{3}(t)+A_{2}\left(\mathbf{x}_{1}(t) \otimes \mathbf{x}_{2}(t)+\mathbf{x}_{2}(t) \otimes \mathbf{x}_{1}(t)\right) \\
& +A_{3}\left(\mathbf{x}_{1}(t) \otimes \mathbf{x}_{1}(t) \otimes \mathbf{x}_{1}(t)\right), \tag{3.49}
\end{align*}
$$

It is worth pointing out that the assumptions on the forced response can be relaxed, and similar variational equations of $\mathbf{x}_{\delta}=\mathbf{x}(t)-\hat{\mathbf{x}}(t)$ can be derived. Here, $\hat{\mathbf{x}}(t)$ is the response to a certain input $\hat{u}(t)$ for a fixed initial state $\mathbf{x}(t=0)=\mathbf{x}_{0}^{*}$. For a detailed discussion; see Section 3.4 in [52].

## Deriving $\boldsymbol{W}$ and $\boldsymbol{V}$

We notice that all of these variational equations are linear systems of order $n$ for the vectors of the unknowns $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots$, respectively. Since $\mathbf{x}(t)$ is a linear combination of $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots$ (see (3.46)), it is in the subspace spanned by $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots$. The projection matrix $V$ can be computed from the subspace containing $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \ldots$.

Building upon this observation, the method in [27] constructs $V$ based on the linear variational equations (3.47)-(3.49) rather than from the nonlinear system. From the moment-matching MOR for linear systems, a projection matrix $V_{1}$ for $\mathbf{x}_{1}(t)$ of the first linear system (3.47) is constructed as

$$
\begin{equation*}
\operatorname{range}\left(V_{1}\right)=\operatorname{span}\left\{A_{1}^{-1} B, A_{1}^{-2} B, \ldots, A_{1}^{-q_{1}} B\right\} . \tag{3.50}
\end{equation*}
$$

Then $\mathbf{x}_{1}(t)$ can be approximated by $\mathbf{x}_{1}(t) \approx V_{1} \mathbf{z}_{1}(t)$. A projection matrix $V_{2}$ for $\mathbf{x}_{2}(t)$ of the second linear system (3.48) is similarly constructed by

$$
\begin{equation*}
\operatorname{range}\left(V_{2}\right)=\operatorname{span}\left\{A_{1}^{-1} A_{2}, A_{1}^{-2} A_{2}, \ldots, A_{1}^{-q_{2}} A_{2}\right\}, \tag{3.51}
\end{equation*}
$$

such that $\mathbf{x}_{2}(t) \approx V_{2} \mathbf{z}_{2}(t)$. A projection matrix $V_{3}$ for $\mathbf{x}_{3}(t)$ in (3.49) can be derived in a similar way. From (3.46), we have

$$
\mathbf{x}(t) \approx \alpha V_{1} \mathbf{z}_{1}(t)+\alpha^{2} V_{2} \mathbf{z}_{2}(t)
$$

or

$$
\mathbf{x}(t) \approx \alpha V_{1} \mathbf{z}_{1}(t)+\alpha^{2} V_{2} \mathbf{z}_{2}(t)+\alpha^{3} V_{3} \mathbf{z}_{3}(t),
$$

which indicates that the solution $\mathbf{x}(t)$ to (3.43) or (3.44) can be approximated by a linear combination of the columns of $V_{1}, V_{2}$ or $V_{1}, V_{2}, V_{3}$. Therefore the final projection matrix $V$ can be computed as

$$
\begin{equation*}
\operatorname{range}(V)=\operatorname{orth}\left\{V_{1}, \ldots, V_{J}\right\}, J=2 \text { or } 3 . \tag{3.52}
\end{equation*}
$$

The ROM is thus derived from the polynomial system (3.43) or (3.44) as follows:

$$
\begin{align*}
\frac{d \mathbf{z}(t)}{d t} & =V^{\mathrm{T}} A_{1} V \mathbf{z}(t)+V^{\mathrm{T}} A_{2}(V \mathbf{z}(t) \otimes V \mathbf{z}(t))+V^{\mathrm{T}} B u(t),  \tag{3.53}\\
y(t) & =C V \mathbf{z}(t)
\end{align*}
$$

or

$$
\begin{align*}
\frac{d \mathbf{z}(t)}{d t}= & V^{\mathrm{T}} A_{1} V \mathbf{z}(t)+V^{\mathrm{T}} A_{2}(V \mathbf{z}(t) \otimes V \mathbf{z}(t)) \\
& +V^{\mathrm{T}} A_{3}(V \mathbf{z}(t) \otimes V \mathbf{z}(t) \otimes V \mathbf{z}(t))+V^{\mathrm{T}} B u(t),  \tag{3.54}\\
y(t)= & C V \mathbf{z}(t)
\end{align*}
$$

The advantage of this method is that it has the flexibility of using a more accurate polynomial system (3.44) to approximate the original nonlinear system. It is possible that for the quadratic method, the system (3.30) can also be replaced by a more accurate polynomial system. However, the projection matrix $V$ computed by the quadratic method might be less accurate than the matrix $V$ in (3.52), because it is computed using only the linear part of the nonlinear system. For an approximation of the original nonlinear system (3.28), the bilinear system is less accurate than the polynomial system (3.44). Moreover, since the bilinear system is derived by approximating the nonlinear function $\mathbf{f}(\mathbf{x})$ by its power series expansion up to second order, the projection matrix $V$ also only uses the information of the series expansion of $\mathbf{f}(\mathbf{x})$ at most to the second order, which is less accurate than the matrix $V$ computed by the variational analysis method.

Again, let $M=A_{1}, R_{1}=A_{1}^{-1} B, R_{2}=A_{1}^{-1} A_{2}$ in (3.50), (3.51), then Algorithm 3.8 can be used to compute $V$ in (3.52). Since there are many columns in $A_{2}$, it is not possible to use all the columns. Instead, one may take only the first several columns, e. g., $R_{2}=$ $A_{1}^{-1} A_{2}(:, 1: q), q \ll n$, where MATLAB notation is used.

In [47], the second projection matrix $\tilde{V}_{2}$ is constructed from the approximate system by replacing $\mathbf{x}_{1}$ with $V_{1} \mathbf{z}_{1}$ in (3.48) to get

$$
\frac{d \mathbf{x}_{2}(t)}{d t}=A_{1} \mathbf{x}_{2}(t)+A_{2}\left(V_{1} \mathbf{z}_{1}(t) \otimes V_{1} \mathbf{z}_{1}(t)\right) .
$$

Then

$$
\begin{equation*}
\operatorname{range}\left(\tilde{V}_{2}\right)=\operatorname{span}\left\{A_{1}^{-1} A_{2}\left(V_{1} \otimes V_{1}\right), A_{1}^{-2} A_{2}\left(V_{1} \otimes V_{1}\right), \ldots, A_{1}^{-q_{2}} A_{2}\left(V_{1} \otimes V_{1}\right)\right\} . \tag{3.55}
\end{equation*}
$$

The advantage of this approach is that there are much fewer columns in $A_{2}\left(V_{1} \otimes V_{1}\right)$ than in $A_{2}$ in (3.51). Thus, $\tilde{V}_{2}$ matches more moments than $V_{2}$ in (3.51) if the matrices have the same number of columns. However, $\tilde{V}_{2}$ only matches approximate moments because the input matrix $A_{2}$ in (3.48) is approximated by $A_{2}\left(V_{1} \otimes V_{1}\right)$ in (3.55). Therefore, although $\tilde{V}_{2}$ matches more moments, its accuracy is impaired by the approximate moments. The accuracy of the two methods is compared in [7].

At the end of this subsection, we would like to mention another method [42] which is based on both the Volterra series expansion of the output response and variational analysis. In [42], the original system (3.28) is approximated by the polynomial system in (3.44). Then the Volterra series representation of the output response of the polynomial system is employed to introduce the nonlinear transfer functions of (3.44). The $k$ th-order nonlinear transfer function is similar to the $k$ th transfer function $H_{k}^{(\text {reg })}\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ for the bilinear system. The projection matrix $V$ is constructed based on the moments of the nonlinear transfer functions. Instead of performing the Laplace transform of the Volterra kernels as in (3.35), the nonlinear transfer functions are computed from the variational linear systems (3.47)-(3.49), whose transfer functions are equivalent with the first-order, second-order and third-order nonlinear
transfer functions, respectively. The basic idea of [42] is quite similar to the methods in [5] and [46]. The main difference is that [5] and [46] are based on a bilinear approximation of the original nonlinear system, whereas [42] is based on the more accurate approximation (3.44).

### 3.4.3.2 Methods based on quadratic-bilinearization

All those previous nonlinear model reduction methods first approximate the nonlinear function $\mathbf{f}(\mathbf{x}(t))$ by a polynomial, then reduce the approximate polynomial system to a small dimension. When the function $\mathbf{f}(\mathbf{x}(t))$ is weakly nonlinear, it is usually sufficient to approximate it by a degree- 2 polynomial or degree- 3 polynomial. Meanwhile, when $\mathbf{f}(\mathbf{x}(t)$ ) is strongly nonlinear, the low-degree polynomial approximation is not accurate. It is possible to employ higher order polynomials to improve the accuracy, but with much more complexity. Furthermore, the storage requirement for higher order polynomials is prohibitive if the matrix dimension is very large. Therefore, these methods are more suitable for weakly nonlinear systems.

The methods based on quadratic-bilinearization provide a solution to the above issues of polynomial approximation. Instead of approximating the nonlinear part $\mathbf{f}(\mathbf{x})$ by a polynomial function, equivalent transformations are applied to the nonlinear system in (3.28). The nonlinear system is first "lifted" to a polynomial system by adding polynomial algebraic equations or by taking Lie derivatives and adding more differential equations. The polynomial system is then transformed into a quadratic-bilinear system by either adding quadratic algebraic equations or taking Lie derivatives again. No accuracy is lost during the transformations. The detailed explanation can be found in [36, 37].

The equivalent quadratic-bilinear system is

$$
\begin{equation*}
G_{0} \tilde{\mathbf{x}}=G_{1} \tilde{\mathbf{x}}+G_{2}(\tilde{\mathbf{x}} \otimes \tilde{\mathbf{x}})+D_{1} \tilde{\mathbf{x}} u+D_{2}(\tilde{\mathbf{x}} \otimes \tilde{\mathbf{x}}) u+\tilde{B} u(t), \tag{3.56}
\end{equation*}
$$

where $\tilde{\mathbf{x}}$ is the lifted state vector after more state variables are added to the state vector $\mathbf{x}$. Notice that in [36, 37], the system (3.56) is called quadratic-linear differential algebraic equation (QLDAE). However, the system above obviously includes the bilinear term $D_{1} \tilde{\mathbf{x}} u$ and the quadratic-bilinear term $D_{2}(\tilde{\mathbf{x}} \otimes \tilde{\mathbf{x}}) u$. Therefore, the notion quadratic-bilinear differential algebraic equations (QBDAEs) introduced in [11] is used in this paper.

Once the QBDAEs are derived after several steps of transformations, the variational analysis (3.45)-(3.49) in the previous subsection can be applied to the QBDAEs. The projection matrix $V$ can also be computed likewise. Then a Galerkin projection can be applied to (3.56) to get the reduced QBDAEs, which is considered as the ROM for the original nonlinear system in (3.28).

Recall that, from the second variational equation (3.48), the input matrix has many vectors, which makes the computation of the projection matrix $V_{2}$ tricky.

In $[36,37]$, a different way of computing the projection matrix $V$ is proposed based on the transfer functions of the QBDAEs (3.56). The expression of the transfer functions of the QBDAEs can be originally found in [52]. For example, assuming for simplicity $G_{0}=I$, the first two transfer functions are

$$
\begin{align*}
H_{1}(s)= & L^{T}\left(s I-G_{1}\right)^{-1} B, \\
H_{2}\left(s_{1}, s_{2}\right)= & \frac{1}{2!} L^{T}\left[\left(s_{1}+s_{2}\right) I-G_{1}\right]^{-1}  \tag{3.57}\\
& \times\left\{G_{2}\left[H_{1}\left(s_{1}\right) \otimes H_{1}\left(s_{2}\right)+H_{1}\left(s_{2}\right) \otimes H_{1}\left(s_{1}\right)\right]+D_{1}\left[H_{1}\left(s_{1}\right)+H_{2}\left(s_{2}\right)\right]\right\} .
\end{align*}
$$

Using Taylor series expansions of the transfer functions, the matrix $V$ can be recursively computed from the coefficients of the series expansions. The series expansions of $H_{1}$ and $H_{2}$ about zero (adaptation to nonzero expansion points is straightforward) are given as

$$
\begin{aligned}
H_{1}(s)= & L^{T} \sum_{k=0}^{\infty} A^{k} \tilde{B} s^{k}, \\
H_{2}\left(s_{1}, s_{2}\right)= & \frac{1}{2!} L^{T} \sum_{i=0}^{k} A^{k+1}\left(s_{1}+s_{2}\right)^{k}\left\{G _ { 2 } \left[\left(\sum_{k=0}^{\infty} A^{k} \tilde{B} s_{1}^{k}\right) \otimes\left(\sum_{k=0}^{\infty} A^{k} \tilde{B} s_{2}^{k}\right)\right.\right. \\
& \left.+\left(\sum_{k=0}^{\infty} A^{k} \tilde{B} s_{2}^{k}\right) \otimes\left(\sum_{k=0}^{\infty} A^{k} \tilde{B} s_{1}^{k}\right)\right] \\
& \left.+D_{1}\left[\sum_{k=0}^{\infty} A^{k} \tilde{B} s_{1}^{k}+\sum_{k=0}^{\infty} A^{k} B s_{2}^{k}\right]\right\},
\end{aligned}
$$

where $A=G_{1}^{-1}, \tilde{B}=-G_{1}^{-1} B$. In $[36,37]$, the projection matrix $V$ is constructed as

$$
\begin{align*}
\operatorname{range}\left(V_{1}\right) & =\operatorname{span}\left\{A^{i} \tilde{B}, i \leq q\right\} \\
\operatorname{range}\left(V_{2}\right) & =\operatorname{span}\left\{A^{i+1} D_{1} A^{j} \tilde{B}, i+j \leq q\right\} \\
\operatorname{range}\left(V_{3}\right) & =\operatorname{span}\left\{A^{i+1} G_{2}\left(A^{j} \tilde{B}\right) \otimes\left(A^{k} \tilde{B}\right), i+j+k \leq q, k \leq j\right\}, \\
\operatorname{range}(V) & =\operatorname{span}\left\{V_{1}, V_{2}, V_{3}\right\} . \tag{3.58}
\end{align*}
$$

It can be seen that, if the system matrix $B$ is a vector, the Kronecker product $\left(A^{j} \tilde{B}\right) \otimes$ ( $A^{k} \tilde{B}$ ) is also a vector so that the construction of $V_{3}$ is easy. In general, if $B$ has $m$ columns, $\left(A^{j} \tilde{B}\right) \otimes\left(A^{k} \tilde{B}\right)$ has $m^{2}$ columns. The number of columns in $\left(A^{j} \tilde{B}\right) \otimes\left(A^{k} \tilde{B}\right)$ is still moderate if $m$ is small. This is an advantage over the way of computing $V$ through variational analysis.

Algorithm 3.8 can also be used to compute $V$ in (3.58), where we need to let $M=G_{1}$, $R_{1}=\tilde{B}, R_{2}=D_{1} V_{1}, R_{3}=G_{2} A^{j} V_{2} \otimes V_{2}$. Note that in order to compute $V_{2}$, we use $V_{1}$ instead of $A^{j} \tilde{B}$ in $R_{2}$, since $V_{1}$ is already the basis of the subspace spanned by $A^{j} \tilde{B}, j \leq q$. Similarly, we use $V_{2} \otimes V_{2}$ rather than $A^{j} \tilde{B} \otimes A^{k} \tilde{B}$. This way, we avoid the issues of how to choose proper values of $j, k$. When $A^{j} \tilde{B}$ is replaced by $V_{1}$ in $R_{2}, V_{1}$ is a matrix instead of
a vector. However, usually there are a few columns in $V_{1}$, which still keeps the column dimensions of $R_{2}, R_{3}$ moderate.

In [11], the method is extended to two-sided projection based on the transfer functions (3.57) of the QBDAEs. It is proved that by using two-sided projection, the reduced transfer function matches almost twice as many moments of the original transfer functions as with the one-sided projection used in [36, 37]. Simulation results also show better accuracy than the one-sided projection. However, the two-sided projection sometimes causes numerical instability, which may produce unstable reduced models [11].

Note that the subspace dimension in (3.58) will grow exponentially if the coefficients of the series expansion of the higher order transfer functions, e. g. $H_{3}\left(s_{1}, s_{2}, s_{3}\right)$, are also included to compute the projection matrix $V$. This easily leads to a ROM with no reduced number of equations. In [58], the higher order multivariate transfer functions $H_{2}\left(s_{1}, s_{2}\right), H_{3}\left(s_{1}, s_{2}, s_{3}\right), \ldots$, are transformed to single-s transfer functions $H_{2}(s)$, $\mathrm{H}_{3}(\mathrm{~s}), \ldots$ by association of variables without losing accuracy. The series expansion of $\mathrm{H}_{2}(s)$ or $H_{3}(s)$ only depends on the single variable $s$, such that the exponential growth of the subspace dimension can be avoided. Compared with the method in [37], a more compact ROM with the same accuracy can be obtained. The theory on association of variables can be found in [52].

Recall that, if the original nonlinear system is a system of ODEs, the QBDAEs usually constitute a system of differential-algebraic equations after quadratic-bilinearization, i. e., $G_{0}$ could be singular. In general, it is still unclear how to determine the index of the QBDAEs which may cause problems when the ROM is solved.

### 3.4.3.3 Other variants

Algorithm IRKA has been extended to the bilinear iterative rational Krylov algorithm (BIRKA) in [10] to compute the ROMs of bilinear systems, which iteratively updates a set of interpolation points such that the ROM satisfies the necessary conditions of $\mathcal{H}_{2}$-optimality. Upon convergence, the BIRKA method produces a ROM whose Volterra series interpolates that of the original bilinear system at the mirror images of the poles of the ROM. However, the computational cost of BIRKA for large-scale systems is high and it is also not possible to match higher-order derivatives. Regarding computational cost of BIRKA, efforts have been done in [12] to reduce the computational cost for some special systems.

### 3.4.4 Trajectory piece-wise linear method

The trajectory piece-wise linear method in [49,50] is proposed to deal with strongly nonlinear systems. An error bound for this method is proposed in [51], where the
stability and passivity of the ROM are also discussed. The trajectory piece-wise linear method first linearizes the nonlinear function $\mathbf{f}(\mathbf{x}(t)$ ) at a number of linearization points $\mathbf{x}_{i}, i=0,1,2, \ldots, k$, then approximates $\mathbf{f}(\mathbf{x}(t))$ by the weighted sum of these linearizations, $\mathbf{f}\left(\mathbf{x}_{i}\right)+\mathbf{A}_{i}\left(\mathbf{x}-\mathbf{x}_{i}\right)$. Finally, the original nonlinear system is approximated by the following weighted sum of linear systems:

$$
\begin{aligned}
\frac{d \mathbf{x}(t)}{d t} & =\sum_{i=0}^{s-1} \tilde{w}_{i}(\mathbf{x}) \mathbf{f}\left(\mathbf{x}_{i}\right)+\sum_{i=0}^{s-1} \tilde{w}_{i}(\mathbf{x}) \mathbf{A}_{i}\left(\mathbf{x}-\mathbf{x}_{i}\right)+B u(t) \\
\mathbf{y}(t) & =C \mathbf{x}(t) .
\end{aligned}
$$

Once a projection matrix $V$ is obtained, the ROM can be obtained using a Galerkin projection. In [49,50], $V$ is obtained by applying the moment-matching method to each linearized system.

The linearization points are chosen by selecting a training input and simulating the original nonlinear system. The procedure is simply as follows: (1) A linearized model around state $\mathbf{x}_{i}$ (initially $i=0$ ) is generated. (2) The original nonlinear system is simulated while $\min _{0 \leq j \leq i}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|<\delta$, i. e. while the current state $\mathbf{x}$ is close enough to any of the previous linearization points. (3) A new linearization point $\mathbf{x}_{i+1}$ is taken as the first state violating $\left\|\mathbf{x}-\mathbf{x}_{i}\right\|<\delta$, then return to step (1). Note that in order to get the linearization points, the original full system has to be simulated. Instead of simulating the full system, a fast algorithm for computing an approximate trajectory is also proposed in the paper.

The weak point of this method is that training inputs have to be chosen. In genereal, it is unclear how to choose the optimal training inputs so that the trajectory represents the behavior of the state vector $\mathbf{x}(t)$. If the training inputs are chosen far away from the actual inputs, then the computed trajectory of the unknown vector will depart from the real behavior of the state vector $\mathbf{x}(t)$ and the ROM will lose accuracy. Computation of the weight functions $\tilde{w}_{i}$ in the above linear system is also more or less heuristic. Some related papers based on piece-wise linear ideas are [15, 18, 19, 20, 53, 54, 55].

### 3.5 Extension to parametric nonlinear systems

Some of the above nonlinear MOR methods could be extended to deal with parametric nonlinear systems, though little relevant work has been done. Often the nonlinear system also involves parameter variations, i.e.,

$$
\begin{align*}
E(\mu) \frac{d \mathbf{x}(t, \mu)}{d t} & =\mathbf{f}(\mathbf{x}(t, \mu), \mu)+B(\mu) u(t),  \tag{3.59}\\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu)
\end{align*}
$$

where $\mu \in \mathbb{R}^{p}$ is the vector of geometrical or physical parameters. When $\mathbf{f}(\mathbf{x}(t, \mu), \mu)$ is mildly nonlinear, many of the above introduced methods can be extended to solving (3.59).

The nonlinear system in (3.59) can be transformed to a parametric bilinear system using the same technique as introduced in Section 3.4.2, so the resulting system could be considered as a linear parametric system, where the input $u(t)$ could be taken as an extra parameter. The PMOR-MM method can then be applied to obtain the ROM. Extension of both the quadratic method and the variational analysis approach introduced in Section 3.4.1 and Section 3.4.3 is straightforward. In the following, we discuss these extensions in more detail.

### 3.5.1 Quadratic PMOR

The quadratic method in Section 3.4.1 depends on the power series expansion of the nonlinear function $\mathbf{f}(\mathbf{x}(t))$. For parameter dependent $\mathbf{f}(\mathbf{x}(t, \mu), \mu)$, the corresponding power series expansion may be written as

$$
\begin{align*}
\mathbf{f}(\mathbf{x}(t, \mu), \mu)= & \mathbf{f}(\mathbf{0})+A_{1}(\mu) \mathbf{x}(t, \mu)+A_{2}(\mu)(\mathbf{x}(t, \mu) \otimes \mathbf{x}(t, \mu)) \\
& +A_{3}(\mu)(\mathbf{x}(t, \mu) \otimes \mathbf{x}(t, \mu) \otimes \mathbf{x}(t, \mu))+\cdots \tag{3.60}
\end{align*}
$$

The approximated quadratic system is

$$
\begin{align*}
E(\mu) \frac{d \mathbf{x}(t, \mu)}{d t} & =A_{1}(\mu) \mathbf{x}(t, \mu)+A_{2}(\mu)(\mathbf{x}(t, \mu) \otimes \mathbf{x}(t, \mu))+\tilde{B}(\mu) \tilde{u}(t),  \tag{3.61}\\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu)
\end{align*}
$$

where $\tilde{B}(\mu)=[B(\mu), \mathbf{f}(\mathbf{0})], \tilde{u}(t)=\left(u(t)^{T}, 1\right)^{T}$. We seek a projection matrix $V$, which is used to reduce the linear parametric system

$$
\begin{align*}
E(\mu) \frac{d \mathbf{x}(t, \mu)}{d t} & =A_{1}(\mu) \mathbf{x}(t, \mu)+\tilde{B}(\mu) \tilde{u}(t),  \tag{3.62}\\
\mathbf{y}(t, \mu) & =C(\mu) \mathbf{x}(t, \mu) .
\end{align*}
$$

Once $V$ is computed from the linear system in (3.62), the ROM is then obtained by applying a Galerkin projection with $V$ to the quadratic system in (3.63), i. e. the ROM of (3.59) is

$$
\begin{align*}
V^{T} E(\mu) V \frac{d \mathbf{z}(t, \mu)}{d t}= & V^{T} A_{1}(\mu) V \mathbf{z}(t, \mu)+V^{T} A_{2}(\mu) V(\mathbf{z}(t, \mu) \otimes \mathbf{z}(t, \mu)) \\
& +V^{T} \tilde{B}(\mu) \tilde{u}(t),  \tag{3.63}\\
y(t, \mu)= & C(\mu) V \mathbf{z}(t, \mu) .
\end{align*}
$$

Since $V$ is computed from (3.62), the PMOR-MM method can be directly used to compute $V$. PMOR-MM is shown to be accurate for MOR of quadratic parametric systems $[6,26,57]$, when the magnitude of the input signal is relatively small. The extension to two-sided (Petrov-Galerkin) projection is straightforward.

### 3.5.2 PMOR after bilinearization

Following the bilinearization method introduced in Section 3.4.2, the parametric nonlinear system in (3.59) can be approximated by a parametric bilinear system as

$$
\begin{aligned}
\frac{d x_{\otimes}}{d t} & =A_{\otimes}(\mu) x_{\otimes}+N_{\otimes}(\mu) x_{\otimes} u(t)+B_{\otimes}(\mu) u(t), \\
\mathbf{y}(t, \mu) & =C_{\otimes}(\mu) x_{\otimes} .
\end{aligned}
$$

By considering $u(t)$ associated with the bilinear term $N_{\otimes}(\mu) x_{\otimes} u(t)$ to be an extra parameter, say $u(t)=\mu_{m+1}(t)$, the above system can be viewed as a linear parametric system,

$$
\begin{align*}
E_{\otimes}(\mu) \frac{d x_{\otimes}}{d t} & =A_{\otimes}(\mu) x_{\otimes}+N_{\otimes}(\mu) x_{\otimes} \mu_{m+1}(t)+B_{\otimes}(\mu) u(t)  \tag{3.64}\\
\mathbf{y}(t, \mu) & =C_{\otimes}(\mu) x_{\otimes}
\end{align*}
$$

Note that the parameter $\mu_{m+1}(t)$ is time-varying. Strictly speaking, the PMOR-MM method in Section 3.3 cannot be directly used, since the Laplace transform of (3.64) cannot be applied as in (3.15). However, it is found that directly applying PMOR-MM to some systems with time-varying parameters [24, 41] or to the bilinear system [2] may also produce accurate results.

### 3.5.3 PMOR based on variational analysis

The variational analysis method in Section 3.4.3 can easily be extended to deal with parametric nonlinear systems. It can be seen that from the power series expansion of $\mathbf{f}(\mathbf{x}(\mathbf{t}, \boldsymbol{\mu}), \mu)$ in (3.60), one can obtain the parametric variational equations

$$
\begin{align*}
\frac{d \mathbf{x}_{1}(t, \mu)}{d t}= & A_{1}(\mu) \mathbf{x}_{1}(t, \mu)+B(\mu) u(t)  \tag{3.65}\\
\frac{d \mathbf{x}_{2}(t, \mu)}{d t}= & A_{1}(\mu) \mathbf{x}_{2}(t, \mu)+A_{2}(\mu)\left(\mathbf{x}_{1}(t, \mu) \otimes \mathbf{x}_{1}(t, \mu)\right)  \tag{3.66}\\
\frac{d \mathbf{x}_{3}(t, \mu)}{d t}= & A_{1}(\mu) \mathbf{x}_{3}(t, \mu)+A_{2}(\mu)\left(\mathbf{x}_{1}(t, \mu) \otimes \mathbf{x}_{2}(t, \mu)+\mathbf{x}_{2}(t, \mu) \otimes \mathbf{x}_{1}(t, \mu)\right) \\
& +A_{3}(\mu)\left(\mathbf{x}_{1}(t, \mu) \otimes \mathbf{x}_{1}(t, \mu) \otimes \mathbf{x}_{1}(t, \mu)\right)  \tag{3.67}\\
& \vdots
\end{align*}
$$

For each linear parametric system in (3.65)-(3.67), the PMOR-MM method can be used to compute the projection matrices $V_{1}, V_{2}, V_{3}$ corresponding to (3.65)-(3.67), respectively. The final projection matrix $V$ for the parametric nonlinear system is then the combination of $V_{1}, V_{2}, V_{3}$, and can be computed following (3.52). The ROM is of a form
similar to (3.54):

$$
\begin{aligned}
\frac{d \mathbf{z}(t, \mu)}{d t}= & V^{\mathrm{T}} A_{1}(\mu) V \mathbf{z}(t, \mu)+V^{\mathrm{T}} A_{2}(\mu)(V \mathbf{z}(t, \mu) \otimes V \mathbf{z}(t, \mu)) \\
& +V^{\mathrm{T}} A_{3}(\mu)(V \mathbf{z}(t, \mu) \otimes V \mathbf{z}(t, \mu) \otimes V \mathbf{z}(t, \mu))+V^{\mathrm{T}} B(\mu) u(t), \\
\mathbf{y}(t, \mu)= & C(\mu) V \mathbf{z}(t, \mu) .
\end{aligned}
$$

### 3.6 Conclusions

This chapter reviews moment-matching methods for MOR of a wide range of systems, including standard linear time-invariant (LTI) systems, parametric LTI systems, nonlinear non-parametric and nonlinear parametric systems. Sufficient algorithms are provided to enable most of the methods to be realizable and the results in the literature to be reproducible. Some algorithms, e. g., Algorithms 3.1-3.2 and Algorithm 3.8 have not appeared elsewhere. The discussions in some sections, e. g. Sections 3.3.2, 3.3.3, and 3.5 are also new. It has been demonstrated in numerous publications that moment-matching methods are powerful MOR tools for many systems and are useful in many application areas.
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#### Abstract

In this chapter, we present an overview of the so-called modal methods for reduced order modeling. The naming is loosely referring to techniques that aim at constructing the reduced order basis for reduction without resorting to data, typically obtained by full order simulations. We focus primarily on linear and nonlinear mechanical systems stemming from a finite element discretization of the underlying strong form equations. The nonlinearity is of a geometric nature, i. e. due to redirection of internal stresses due to large displacements. Intrusive vs non-intrusive techniques (i. e. requiring or not access to the finite element formulation to construct the reduced order model) are discussed, and an overview of the most popular methods is presented.
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### 4.1 Introduction

Structural dynamics often relies on Finite Element (FE) models leading to large system of equations, which need to be integrated in time to predict time histories of displacements, strain and stresses. Even in the case of linear models, this task is often prohibitive in a design context, as the large size of the systems and the large number of simulations required result in excessive time and storage requirements. This situation is exacerbated by the presence of nonlinearities, which essentially implies the evaluation and factorization of configuration-dependent residuals and Jacobians, and an iterative process for convergence at each time step. Clearly, model order reduction is a must in these cases.

Historically, linear structural dynamics have been resorting to modal decomposition since its dawn. Essentially, the displacement field is approximated as a superposition of few eigenmodes of the system to achieve reduction.

When nonlinearities are present, a plethora of phenomena might occur, namely a richer harmonic spectrum in the response than that of the applied forcing, internal resonances, bifurcation, etc. The challenge for a nonlinear reduced order model (NLROM) is to efficiently capture all these phenomena. As the type of nonlinearity strongly affects the response, it would make sense to use all the knowledge of the FE model,
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usually referred to as the High Fidelity Model (HFM) to devise methods to construct the NLROM. This strategy, which we name here model-driven or system-driven, is in some sense opposed to a data-driven approach, which constructs the NLROM essentially from data coming from simulations of the HFM. This chapter attempts to give an overview to methods belonging to the former category, and focuses on structural systems featuring geometric nonlinearities.

Essentially, a NLROM technique tackling such systems faces two challenges. First, the derivation of a compact reduction basis on which to project the HFM. Second, an efficient calculation of the projected nonlinear terms. As we will discuss, the nonlinear terms of a FE based HFM are never available in an explicit form at system level, and therefore their reduction and projection face some computational bottlenecks that need to be addressed.

An often employed categorization of NLROMs distinguishes between intrusive and non-intrusive methods. Respectively, the construction of the NLROM requires, or not, the access to element level formulation, and FE assembly. Clearly, a non-intrusive technique is preferable when one has only the availability of a commercial FE program, which typically only release forces and, in some cases, Jacobians, at the assembled level. On the other hand, intrusive methods are typically more systematic and theoretically sound, at the price of the mentioned need to access codes at the element level.

In this contribution, we discuss the main methods and point out recent developments and trends. We first recap the main concepts applicable to linear systems, and then tackle the relevant cases of geometric nonlinearities.

### 4.2 Linear systems

Let us first consider the linear system resulting from a FE discretization of secondorder ordinary differential equations describing an elastic continuum. This can be written

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{u}}(t)+\mathbf{C} \dot{\mathbf{u}}(t)+\mathbf{K} \mathbf{u}(t)=\mathbf{p}(t), \tag{4.1}
\end{equation*}
$$

where $\mathbf{u} \in \mathbb{R}^{n}$ is the vector of nodal generalized displacements, $\mathbf{M} \in \mathbb{R}^{n \times n}$ is the mass matrix, $\mathbf{C} \in \mathbb{R}^{n \times n}$ is the damping matrix, $\mathbf{K}$ is the stiffness matrix and $\mathbf{p}(t) \in \mathbb{R}^{n}$ is a forcing vector. The system (4.1) implies a linearization about an equilibrium point. For many structural dynamics applications, $n$ is typically very large due to a required fine discretization.

A well established reduction technique in linear structural dynamics is based on the so-called vibration modes, i. e. eigenvectors associated to the free undamped vibration problem, obtained by setting $\mathbf{C}=\mathbf{0}$ and $\mathbf{p}(t)=\mathbf{0}$ in (4.1),

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{u}}(t)+\mathbf{K} \mathbf{u}(t)=\mathbf{0} . \tag{4.2}
\end{equation*}
$$

The solution of (4.2) reads

$$
\begin{equation*}
\mathbf{u}(t)=\boldsymbol{\phi} e^{i \omega t} \tag{4.3}
\end{equation*}
$$

When (4.3) is inserted in (4.2), we obtain the eigenvalue problem

$$
\begin{equation*}
\left(\mathbf{K}-\omega^{2} \mathbf{M}\right) \boldsymbol{\phi}=\mathbf{0} \tag{4.4}
\end{equation*}
$$

which admits eigenpairs $\omega_{j}, \boldsymbol{\phi}_{j}, j=1, \ldots, n$ as solutions. Physically, each mode $\boldsymbol{\phi}_{j}$ represents the shape at which the system freely vibrates at a frequency $\omega_{j}$. It can be easily shown that the vibration modes are orthogonal with respect to the mass and the stiffness matrices. Compactly, we can write

$$
\begin{equation*}
\boldsymbol{\phi}_{j}^{T} \mathbf{M} \boldsymbol{\phi}_{k}=\delta_{j k}, \quad \boldsymbol{\phi}_{j}^{T} \mathbf{K} \boldsymbol{\phi}_{k}=\omega_{j}^{2} \delta_{j k} \tag{4.5}
\end{equation*}
$$

where $\delta_{j k}=1$ for $j=k$, and zero otherwise. In the above, we also use a so called mass normalization for the vibration mode, i.e. a scaling $\boldsymbol{\phi}_{j}$ that guarantees that $\boldsymbol{\phi}_{j}^{T} \mathbf{M} \boldsymbol{\phi}_{j}=1, j=1, \ldots, n$. Since the eigenmodes of the system constitute an orthonormal basis spanning $\mathbb{R}^{n}$, we can operate the following coordinate transformation, known as Mode Superposition:

$$
\begin{equation*}
\mathbf{u}(t)=\sum_{k=1}^{n} \boldsymbol{\phi}_{k} q_{k}(t)=\mathbf{\Phi} \mathbf{q}(t), \tag{4.6}
\end{equation*}
$$

where $\boldsymbol{\Phi}=\left[\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{n}\right]$ is a matrix containing all the eigenmodes and $\mathbf{q}(t)=\left[q_{1}(t), \ldots\right.$, $\left.q_{n}(t)\right]^{T}$ is the vector of modal coordinates. By substituting (4.6) in (4.1) and projecting onto $\boldsymbol{\Phi}$, we obtain

$$
\begin{equation*}
\boldsymbol{\Phi}^{T} \mathbf{M} \boldsymbol{\Phi} \ddot{\mathbf{q}}+\boldsymbol{\Phi}^{T} \mathbf{C} \boldsymbol{\Phi} \dot{\mathbf{q}}+\boldsymbol{\Phi}^{T} \mathbf{K} \boldsymbol{\Phi} \mathbf{q}=\boldsymbol{\Phi}^{T} \mathbf{p} \tag{4.7}
\end{equation*}
$$

It is often the case, in structural dynamics applications, that the damping matrix $\mathbf{C}$ is given as linear combination of $\mathbf{K}$ and $\mathbf{M}$,

$$
\begin{equation*}
\mathbf{C}=\alpha \mathbf{K}+\beta \mathbf{M}, \tag{4.8}
\end{equation*}
$$

where $\alpha$ and $\beta$ are user defined coefficients. This is done for two reasons. First, the actual damping is due to several mechanisms (joint friction, internal heating, interaction with surrounding fluid, etc.) which cannot be physically described by a simple viscous term as in (4.1), but rather by much more complex, nonlinear laws. The term $\mathbf{C u}(t)$ is then designed to provide a velocity dependent linear term in (4.1) by globally representing the dissipation occurring during motion. Second, the form (4.8), also known as Rayleigh Damping, allows one to make use of the orthogonality property (4.5), and yields a decoupled set of equations. By virtue of mode orthogonality and mass normalization of modes, (4.7) becomes

$$
\begin{equation*}
\ddot{\mathbf{q}}+\mathbf{D} \dot{\mathbf{q}}+\boldsymbol{\Omega}^{2} \mathbf{q}=\boldsymbol{\Theta} \tag{4.9}
\end{equation*}
$$

where $\boldsymbol{\Theta}=\left[\boldsymbol{\phi}_{1}^{T} \mathbf{p}, \ldots, \boldsymbol{\phi}_{n}^{T} \mathbf{p}\right]^{T} \in \mathbb{R}^{n}$ is the load participation vector,

$$
\mathbf{\Omega}^{2}=\left[\begin{array}{lll}
\omega_{1}^{2} & &  \tag{4.10}\\
& \ddots & \\
& & \omega_{n}^{2}
\end{array}\right]
$$

is a diagonal matrix containing the eigenvalues $\omega_{j}^{2}, j=1, \ldots n$ along its diagonal, and

$$
\mathbf{D}=\boldsymbol{\Phi}^{T} \mathbf{C} \boldsymbol{\Phi}=\boldsymbol{\Phi}^{T}(\alpha \mathbf{K}+\beta \mathbf{M}) \boldsymbol{\Phi}=\left[\begin{array}{lll}
2 \xi_{1} \omega_{1} & &  \tag{4.11}\\
& \ddots & \\
& & 2 \xi_{n} \omega_{n}
\end{array}\right]
$$

with the damping ratios $\xi_{j}$ found as

$$
\begin{equation*}
\xi_{j}=\frac{1}{2}\left(\alpha \omega_{j}+\frac{\beta}{\omega_{j}}\right) . \tag{4.12}
\end{equation*}
$$

Equation (4.9) indicates that the response of a damped linear system to a given excitation can be computed from a set of $n$ uncoupled single DOF equations. Each of these uncoupled equations can be separately integrated using for instance the Laplace transform and convolution products (see [18]). However, the computation of all eigenmodes for a large dynamical system with several DOFs is computationally expensive in practice. It is anyway possible to approximate the response of the system using only few modes in (4.6), as explained in the next section.

## Modal displacement method

To reduce the computational costs for obtaining the response of a system using mode superposition, one could only include the modes in (4.6) which effectively participate in the response. This technique is known as Modal Displacement Method (MDM). If this strategy holds, not only just a few eigenmodes of the system have to be calculated, but also the number of uncoupled modal equations that need to be solved is significantly reduced with respect to the size $n$ of the original problem (4.1).

Let us first decompose the applied external load to a spatial distribution vector and a time-varying function as

$$
\begin{equation*}
\mathbf{p}=\mathbf{P}_{0} \mathbf{g}(t), \tag{4.13}
\end{equation*}
$$

where $\mathbf{P}_{0} \in \mathbb{R}^{n \times p}$ is a matrix containing $p$ spatial distributions of the applied load and $\mathbf{g}(t) \in \mathbb{R}^{p}$ represents their time-varying functions. According to the MDM, the motion of the system (4.1) can be approximated as a superposition of truncated number of modes by

$$
\begin{equation*}
\mathbf{u}(t) \approx \sum_{k=1}^{m} \boldsymbol{\phi}_{k} \tilde{q}_{k}(t)=\tilde{\boldsymbol{\Phi}} \tilde{\mathbf{q}}(t), \tag{4.14}
\end{equation*}
$$

where $\tilde{\boldsymbol{\Phi}} \in \mathbb{R}^{n \times m}$ is a matrix containing the truncated set of $m \ll n$ kept eigenmodes of the system, and $\tilde{\mathbf{q}}(t)$ are the corresponding modal amplitudes. By substituting (4.14) in (4.1) and projecting onto $\tilde{\boldsymbol{\Phi}}$, the reduced set of modal equations reads

$$
\begin{equation*}
\ddot{\tilde{\mathbf{q}}}+\tilde{\mathbf{D}} \dot{\tilde{\mathbf{q}}}+\tilde{\mathbf{\Omega}}^{2} \tilde{\mathbf{q}}=\tilde{\boldsymbol{\Phi}}^{T} \mathbf{P}_{0} g(t)=\tilde{\mathbf{P}}_{0} \mathbf{g}(t), \tag{4.15}
\end{equation*}
$$

where $\tilde{\mathbf{D}}=\tilde{\boldsymbol{\Phi}}^{T} \mathbf{D} \tilde{\boldsymbol{\Phi}}$ and $\tilde{\boldsymbol{\Omega}}^{2}=\boldsymbol{\Phi}^{T} \mathbf{K} \tilde{\boldsymbol{\Phi}}$. Once the reduced system in (4.15) is integrated, the approximate displacement $\tilde{\mathbf{u}}$ is recovered as

$$
\begin{equation*}
\tilde{\mathbf{u}}(t)=\sum_{k=1}^{m} \boldsymbol{\phi}_{k} \tilde{q}_{k}(t) . \tag{4.16}
\end{equation*}
$$

The MDM can significantly reduce the computational cost of time integration. Typically, the eigenmodes that are used for the reduction are those whose frequencies spans the frequency content of $\mathbf{g}(t)$. While representing the spectral content of $\mathbf{g}(t)$, one should also strive for an accurate projection of the spatial distribution of the $\operatorname{load} \tilde{\mathbf{P}}_{0}$. If this is not guaranteed, a significant error can arise. To quantify this error, let us define the residual spatial distribution vector, $\mathbf{P}_{r}$, as the portion of the load distribution vector $\mathbf{P}_{0}$, which is neglected after projecting it on the truncation modes basis. This residual can be obtained:

$$
\begin{equation*}
\mathbf{P}_{r}=\mathbf{P}_{0}-\mathbf{P}_{t}, \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{P}_{t}=\mathbf{M} \tilde{\boldsymbol{\Phi}} \tilde{\boldsymbol{\Phi}}^{T} \mathbf{P}_{0} \tag{4.18}
\end{equation*}
$$

see [14] for details of the derivation. Note that, as $m$ increases, $\tilde{\boldsymbol{\Phi}} \tilde{\boldsymbol{\Phi}}^{T} \rightarrow \boldsymbol{\Phi} \boldsymbol{\Phi}^{T}=\mathbf{M}^{-1}$ and therefore $\mathbf{P}_{r} \rightarrow \mathbf{0}$, but the required computational effort increases as well. In order to keep $m$ low and compensate for the effect of modal truncation onto the load, two main methods are outlined here.

## Mode acceleration correction

The MDM is based on the assumption that the reduction basis spans the whole frequency content of the applied load. Therefore, the modes that are left out would contribute to the solution in a quasi-static manner, i. e. without changing the velocity and the acceleration of the full response appreciably. The Mode Acceleration Correction (MAC) method computes the quasi-static effect of truncated modes and augments it to the displacement response obtained from reduced system using the Modal Displacement method. This is done as follows. From (4.1) we can write

$$
\begin{equation*}
\mathbf{K} \mathbf{u}=\mathbf{p}-\mathbf{M} \ddot{\mathbf{u}}-\mathbf{C u} . \tag{4.19}
\end{equation*}
$$

Since the acceleration of the system is assumed not to be affected by modal reduction, we substitute (4.16) into (4.19) and solve it for the displacement, giving

$$
\begin{equation*}
\mathbf{u} \approx \overline{\mathbf{u}}=\mathbf{K}^{-1} \mathbf{p}-\sum_{k=1}^{m} \frac{\boldsymbol{\phi}_{k} \ddot{q}_{k}(t)}{\omega_{k}^{2}}-\sum_{k=1}^{m} \frac{2 \xi_{k} \boldsymbol{\phi}_{k} \dot{q}_{k}(t)}{\omega_{k}} \tag{4.20}
\end{equation*}
$$

The acceleration of the $k$ th generalized coordinate can be calculated from (4.9) as

$$
\begin{equation*}
\ddot{q}_{k}=\boldsymbol{\phi}_{\mathbf{k}}^{T} \mathbf{p}-\omega_{k}^{2} q_{k}-2 \xi_{k} \omega_{k} \dot{q}_{k} . \tag{4.21}
\end{equation*}
$$

Equation (4.21) is then introduced to (4.20), and rearranged to introduce the final form of the displacement:

$$
\begin{equation*}
\overline{\mathbf{u}}=\sum_{k=1}^{m} \boldsymbol{\phi}_{k} q_{k}+\left(\mathbf{K}^{-1}-\sum_{k=1}^{m} \frac{\boldsymbol{\phi}_{\mathbf{k}} \boldsymbol{\phi}_{\mathbf{k}}^{T}}{\omega_{k}^{2}}\right) \mathbf{p} \tag{4.22}
\end{equation*}
$$

The last term in (4.22) represents a quasi-static correction of the displacement using MAC. In other words, MAC represents a statically complete alternative for the MDM by augmenting the static response of the deleted modes to the system. Note that the missing modes in the truncation are never computed; simply, their static contribution is added a posteriori.

## Modal truncation augmentation

The inaccuracies of the applied load's spatial distribution, caused by mode displacement projection, can be also improved by adding few correction vectors to the reduction basis. This technique goes under the name of Modal Truncation Augmentation (MTA) [15]. Let us first compute the static response of the system due to the residual spatial forces, which is simply

$$
\begin{equation*}
\mathbf{K} \mathbf{X}=\mathbf{P}_{r}, \tag{4.23}
\end{equation*}
$$

where $\mathbf{X}$ is a matrix collecting Ritz vectors columnwise. This matrix is then employed to reduce the mass and stiffness matrices of the system as

$$
\begin{equation*}
\hat{\mathbf{M}}=\mathbf{X}^{T} \mathbf{M} \mathbf{X}, \quad \hat{\mathbf{K}}=\mathbf{X}^{T} \mathbf{K} \mathbf{X} . \tag{4.24}
\end{equation*}
$$

Here, $\hat{\mathbf{M}}$ and $\hat{\mathbf{K}}$ are the reduced mass and stiffness matrices projected onto the space spanned by the columns of $\mathbf{X}$. In the next step, an eigenvalue problem of the form

$$
\begin{equation*}
\left(\hat{\mathbf{K}}-\omega_{k}^{2} \hat{\mathbf{M}}\right) \mathbf{w}_{k}=\mathbf{0} \tag{4.25}
\end{equation*}
$$

is solved to obtain the eigenvectors $\mathbf{w}_{k}$. Finally, the modal truncation augmentation vectors are found by projecting the Ritz vectors onto the space spanned by the eigenvectors calculated from (4.25). This is simply

$$
\begin{equation*}
\boldsymbol{\Phi}_{m t}=\mathbf{X W} \tag{4.26}
\end{equation*}
$$

where $\mathbf{W}=\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{p}\right]$ is a matrix containing the eigenvectors obtained from (4.25) in its columns. The final step is to append the modal truncation augmentation vectors to the reduction basis of truncated eigenmodes as

$$
\boldsymbol{\Psi}=\left[\begin{array}{ll}
\tilde{\boldsymbol{\Phi}} & \boldsymbol{\Phi}_{m t} \tag{4.27}
\end{array}\right],
$$

where $\boldsymbol{\Psi}$ is the enrichment to the basis of mode displacement method. From here, the MTA procedure follows the MDM, namely, the matrix $\Psi$ can be used instead of $\tilde{\boldsymbol{\Phi}}$ in (4.14) to reduce the size of the system to also take into account the quasi-static contribution of the truncated mode in the system.

Once the response of the generalized coordinates $\mathbf{q}$ is obtained the physical displacement can be retrieved as

$$
\begin{equation*}
\hat{\mathbf{u}} \approx \Psi \hat{\mathbf{q}} . \tag{4.28}
\end{equation*}
$$

Likewise, the physical acceleration is

$$
\begin{equation*}
\ddot{\hat{\mathbf{u}}}=\boldsymbol{\Psi} \ddot{\hat{\mathbf{q}}} . \tag{4.29}
\end{equation*}
$$

As can be seen from (4.29), the effect of truncated modes is also reflected on the acceleration of the system through the basis $\Psi$. This is different from the MAC method, which attempts only to correct for the displacement of the mode displacement reduced system in a strictly static manner.

### 4.3 Substructuring and component mode synthesis

Before discussing nonlinear problems, it is worth to briefly mention here another practical strategy for model reduction, namely substructuring. A thorough discussion of this topic is beyond the scope of this chapter, and the interested reader should refer to [1] for a comprehensive overview. The reduction methods discussed in this contribution tackle the whole high fidelity model monolithically, meaning that only one reduction basis is constructed to reduce the full solution. It is possible, however, to decompose the system into substructures, which communicate with each other through common interfaces. Then each substructure could be reduced independently from the others, while preserving the interface DOFs to allow for assembly. This approach was originated by the seminal work of Hurty in [25] and then later developed by Craig and Bampton in [12].

The division of the system into substructures is often dictated by the practical reason of dealing with the detailed design and the analysis of single components independently. The assembled model will then feature common interface DOFs and few, reduced generalized coordinates relative to each substructure, thus achieving model order reduction. All techniques aiming at reducing the substructures are based on
what discussed in the previous section. However, significant differences will arise depending on how the interface compatibility across substructures is enforced, namely whether a primal or dual assembly is adopted. In the former, common interface degrees of freedom are eliminated, and therefore the interface forces are not present in the assembled system. In the latter case, interface forces appear as Lagrange's multipliers, and thus compatibility is not a priori satisfied. For primal assembly, the Hurty-Graig-Bampton method [12,25] achieves reduction for each substructure with a basis formed by static modes obtained by applying unit displacements at the interface, and vibration modes relative to the substructure clamped at the interface. In the case of dual assembly, it is natural to resort to the method of McNeal [42] and Rubin [56], which construct a reduction basis using vibration modes of the free substructure complemented with so-called attachment modes obtained by applying unit forces at the interface DOFs.

In case of several substructures featuring interfaces with many DOFs, the resulting assembled reduced order model could still be of large size. Then a second reduction could be performed on the interface DOFs, which could be applied before assembly to each component independently, or on the global interface after assembly. A recent review of the available methods can be found in [39].

### 4.4 Geometrically nonlinear structural dynamics

When the displacements about the equilibrium point cannot be considered as small, nonlinear geometrical effects might arise and (4.1) loses its validity. In particular, internal stresses due to deformations are rotated with respect to the reference, undeformed configuration. Typical engineering applications prone to geometric nonlinearities are thin-walled structures, where low-frequency and bending-dominated modes cause inplane stretching when the displacements are in the order of the thickness of the structure. Then the system (4.1) is modified as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{u}}(t)+\mathbf{C} \dot{\mathbf{u}}(t)+\mathbf{f}(\mathbf{u}(t))=\mathbf{p}(t), \tag{4.30}
\end{equation*}
$$

where $\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the function of internal nodal forces. The nonlinearity here included can take various forms, depending on the kinematic and material model adopted. For instance, for linear elastic constitutive law and Green-Lagrange strain tensor, the resulting internal forces are linear, quadratic and cubic in $\mathbf{u}$ [43]. The same holds for the approximate kinematic model due to von Karman, which captures the behavior of beams and plates undergoing out-of-plane deflections in the order of one thickness of the structure [54]. Other kinematic descriptions, i. e. obtained by means of the co-rotational formulation, lead to more complex forms of $\mathbf{f}(\mathbf{u})[10,13]$.

### 4.4.1 Galerkin projection

In order to achieve a low order version of (4.30), the generalized displacement vector $\mathbf{u}(t)$ can be approximated by a linear combination of vectors, contained in the columns of the matrix $\mathbf{V}$, as

$$
\begin{equation*}
\mathbf{u}(t) \approx \mathbf{V} \mathbf{q}(t) \tag{4.31}
\end{equation*}
$$

where $\mathbf{q}(t)$ are the generalized modal amplitudes, unknowns of the Nonlinear Reduced Order Model (NLROM). By substituting (4.31) in equation (4.30), we get

$$
\begin{equation*}
\mathbf{M V} \ddot{\mathbf{q}}(t)+\mathbf{C V} \dot{\mathbf{q}}(t)+\mathbf{f}(\mathbf{V} \mathbf{q}(t))-\mathbf{p}(t)=\mathbf{r}(t) \tag{4.32}
\end{equation*}
$$

where $\mathbf{r}(t)$ is the residual resulting from the approximation. We can enforce this residual to be orthogonal to the reduction subspace, by requiring that

$$
\begin{equation*}
\mathbf{V}^{T} \mathbf{r}=\mathbf{0} \tag{4.33}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\tilde{\mathbf{M}} \ddot{\mathbf{q}}(t)+\tilde{\mathbf{C}} \dot{\mathbf{q}}(t)+\tilde{\mathbf{f}}(\mathbf{V} \mathbf{q}(t))=\tilde{\mathbf{p}}(t), \tag{4.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{M}}=\mathbf{V}^{T} \mathbf{M V}, \quad \tilde{\mathbf{C}}=\mathbf{V}^{T} \mathbf{C V}, \quad \tilde{\mathbf{p}}(t)=\mathbf{V}^{T} \mathbf{p}(t) \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{f}}(t)=\mathbf{V}^{T} \mathbf{f}(\mathbf{V q}(t)) . \tag{4.36}
\end{equation*}
$$

The above technique is known as Galerkin projection, according to which the subspaces on which the solution is sought and on which the residual is projected coincide. This preserves the symmetry-and thus stability-properties of the structural dynamics equations. In other cases, when symmetry is not featured in the full model, the right and left subspaces do not have to be equal. This latter procedure goes under the name of Petrov-Galerkin projection. Note that the reduced operators $\tilde{\mathbf{M}}, \tilde{\mathbf{C}}$ and $\tilde{\mathbf{p}}(t)$ can be pre-computed offline before time-integrating the ROM. The nonlinear reduced force $\tilde{\mathbf{f}}$, however, still requires evaluation over the whole mesh, and hinders any significant speed-up that may be achieved from the ROM. In short, an accurate and efficient reduction relies on

1. a good choice of $\mathbf{V}$, and
2. an efficient computation of $\tilde{\mathbf{f}}$.

There is a variety of methods that aim at constructing a proper basis $\mathbf{V}$. In general, $\mathbf{V}$ should fulfill the following, in some sense related, features:

1. Span the HFM solution subspace. The choice of the reduction basis vectors is usually based on the expected spectrum of the response with respect to the spectrum of the excitation. While in the linear case, because of the superposition principle, this is an easily fulfilled requirement, nonlinear systems pose several challenges related to the raise of sub and super-harmonics in the response.
2. Can be cheaply computed, in terms of computational time.
3. Can handle different cases. It is for instance desirable to construct a NLROM able to provide accurate responses for different forcing amplitudes and frequencies, or different material and geometric parameters.

### 4.4.1.1 Evaluation of nonlinear terms

For FE applications, the nonlinear forces are evaluated as follows:

$$
\begin{equation*}
\tilde{\mathbf{f}}(\mathbf{q}(t))=\sum_{e=1}^{n_{e}} \mathbf{V}_{e}^{T} \mathbf{f}_{e}\left(\mathbf{V}_{e} \mathbf{q}(t)\right) \tag{4.37}
\end{equation*}
$$

where $\mathbf{f}_{e}\left(\mathbf{u}_{e}\right) \in \mathbb{R}^{N_{e}}$ is the contribution of the element $e$ for the vector $\mathbf{f}(\mathbf{u})$ ( $N_{e}$ being the number of DOFs for the element $e$ ), $\mathbf{V}_{e}$ is the restriction of $\mathbf{V}$ to the rows indexed by the DOFs corresponding to element $e$, and $n_{e}$ is the total number of elements of the mesh. Since the reduced nonlinear term $\tilde{\mathbf{f}}(\mathbf{q}(t))$ is evaluated in the space of full variables, the computational cost associated to its evaluation does not scale with $m$ alone. Indeed, (4.37) shows that this cost scales linearly with the number of elements in the structure, and can hence be high for large systems. Thus, despite the reduction in dimensionality achieved in (4.34), the evaluation of $\tilde{\mathbf{f}}(\mathbf{q}(t))$ hinders any fast prediction of system response using the NLROM. Different strategies are available to overcome this problem.

### 4.4.1.2 Exact reduced forces

In the case of polynomial nonlinearities, as the one arising from von Karman kinematic model of linear elastic bodies, or solid continuum FE described in a total Lagrangian framework, the $i$ th component of the HFM nonlinear force $\mathbf{f}(\mathbf{u})$ can be written as

$$
\begin{equation*}
f_{i}=K_{i j} u_{j}+B_{i j k} u_{j} u_{k}+C_{i j k l} u_{j} u_{k} u_{l}, \quad i, j, k, l=1, \ldots, n, \tag{4.38}
\end{equation*}
$$

where $K_{i j}, B_{i j k}$ and $C_{i j k l}$ are constant tensors of second, third and fourth order, respectively. Note that the form (4.38) is never available as written, i. e. the tensors $B_{i j k}$ and
$C_{i j k l}$ are typically never assembled within a FE model, while $K_{i j}$ is the linear stiffness matrix. When a reduction $\mathbf{u} \approx \mathbf{V q}$ is inserted in (4.38) and a projection on $\mathbf{V}$ is performed, then $\tilde{f}_{i}$ can be expressed exactly by

$$
\begin{equation*}
\tilde{f}_{i}=\tilde{K}_{i j} u_{j}+\tilde{B}_{i j k} q_{j} q_{k}+\tilde{C}_{i j k l} q_{j} q_{k} q_{l}, \quad i, j, k, l=1, \ldots, m . \tag{4.39}
\end{equation*}
$$

Once (4.39) is available, no connection to the HFM is needed any longer. For details of the computation of the reduced tensors $\tilde{K}_{i j}, \tilde{B}_{i j k}$ and $\tilde{C}_{i j k l}$ see for instance [66].

### 4.4.1.3 Approximate reduced forces

When the nonlinearity is not polynomial, for instance because of a nonlinear material law, or geometric nonlinearities described by a co-rotational formulation [13], one is facing essentially two possibilities:

1. assuming a certain form of $\tilde{\mathbf{f}}(\mathbf{q})$ and identifying its coefficients, or
2. trying to compute $\tilde{\mathbf{f}}(\mathbf{q})$ affordably, but still querying the underlying HFM mesh. This strategy is addressed by the so-called hyper-reduction methods, which are discussed, at least to some extent, in Section 4.4.1.4.

For option 1., in the case of NLROMs addressing geometrically nonlinear problems, a typical choice is

$$
\begin{equation*}
\tilde{f}_{i}=\tilde{K}_{i j}^{(1)} q_{j}+\tilde{K}_{i j k}^{(2)} q_{j} q_{k}+\tilde{K}_{i j k l}^{(3)} q_{j} q_{k} q_{l}, \quad i, j, k, l=1,2, \ldots, m \tag{4.40}
\end{equation*}
$$

where $\tilde{K}_{i j}^{(1)}, \tilde{K}_{i j k}^{(2)}$ and $\tilde{K}_{i j k l}^{(3)}$ are two, three and four dimensional matrices, respectively. Note the formal equivalence between (4.40) and (4.39). However, (4.40) is simply a pre-defined, convenient model of something which is essentially unknown. We will discuss in the following that this form is typically used in non-intrusive methods, in which the access to element information (which would enable (4.39)) is not possible. The problem then shifts to designing an efficient identification technique for the coefficients $\tilde{K}_{i j k}^{(2)}$ and $\tilde{K}_{i j k l}^{(3)}$, as the reduced stiffness matrix $\tilde{K}_{i j}^{(1)}$ is typically available.

### 4.4.1.4 Hyper-reduction

In the cases described before, the nonlinear term is written directly with respect to the modal reduced coordinates, in order to avoid any element level function evaluations during the numerical time integration of the NLROM. Another option is possible, which aims at scaling the computation of the nonlinear reduced terms with the size of the reduced coordinate vector $m$, rather than with $n$ (size of the HFM). This is achievable only if the nonlinear terms are evaluated in a sparse manner, and if the missing
contributions are in some sense compensated for. Methods pursuing this strategy go under the name of hyper-reduction, meaning with this that they introduce a further reduction upon the one arising from projection. Among the various proposals, two methods (and numerous variants) are gaining popularity, namely the Discrete Empirical Interpolation Method (DEIM) [11] and the Energy Conserving Sampling and Weighting (ECSW) [16]. These two methods are briefly outlined now.

## ECSW

In ECSW, the nonlinear projected terms are approximated as

$$
\begin{equation*}
\tilde{\mathbf{f}}(t)=\sum_{e=1}^{n_{e}} \mathbf{V}_{e}^{T} \mathbf{f}_{e}\left(\mathbf{V}_{e} \mathbf{q}(t)\right) \approx \sum_{e \in E} \xi_{e} \mathbf{V}_{e}^{T} \mathbf{f}_{e}\left(\mathbf{V}_{e} \mathbf{q}(t)\right) \tag{4.41}
\end{equation*}
$$

where $\xi_{e} \in \mathbb{R}^{+}$are positive weights, and $|E|<n_{e}$. In other words, (4.41) weights the element forces of the element set $E$ in order to match the work done by the internal forces onto the displacements induced by the reduction basis $\mathbf{V}$. This procedure shows striking similarities with Gauss quadrature, where a defined integral is approximated by the evaluation of the integrand function at specific points, and weighted with predefined coefficients. In ECSW, the weights are determined by matching the work done by the nonlinear forces onto the reduction basis for a set of $n_{t}$ sampled training forces. This translates into the minimization problem

$$
\begin{equation*}
\boldsymbol{\xi}: \arg \min _{\tilde{\boldsymbol{\xi}} \in \mathbb{R}^{n}, \tilde{\tilde{\xi}} \geq 0}\|\mathbf{G} \tilde{\boldsymbol{\xi}}-\mathbf{b}\|_{2}, \tag{4.42}
\end{equation*}
$$

where

$$
\mathbf{G}=\left[\begin{array}{ccc}
\mathbf{g}_{11} & \ldots & \mathbf{g}_{1 n_{e}}  \tag{4.43}\\
\vdots & \ddots & \vdots \\
\mathbf{g}_{n_{t} 1} & \ldots & \mathbf{g}_{n_{t} n_{e}}
\end{array}\right]
$$

and

$$
\begin{equation*}
\mathbf{g}_{i e}=\mathbf{V}_{e}^{T} \mathbf{f}_{e}\left(\mathbf{V}_{e} \mathbf{q}^{(i)}\right), \quad \mathbf{b}_{i}=\tilde{\mathbf{f}}_{i}\left(\mathbf{q}^{(i)}\right)=\sum_{e=1}^{n_{e}} \mathbf{g}_{i e}, \tag{4.44}
\end{equation*}
$$

where $i=1, \ldots, n_{t}, e=1, \ldots, n_{e}$. A sparse solution to (4.42) returns a sparse set of elements $E:\left\{e: \xi_{e}>0\right\}$. An optimally sparse solution to (4.42) can be obtained by using a greedy-approach-based algorithm [50]. For the sake of compactness, this algorithm is not reported here. As an illustrative example, Figure 4.1 shows the ECSW hyper-reduction of the dynamic response of a slightly curved panel, subjected to a byharmonic loading (for details, refer to [29]). The ECSW selects only 19 elements out of a mesh of 400, thus decreasing the evaluation cost of the nonlinear terms significantly. The resulting speed-up (ratio between the computing time of the full and reduced solution) is about 50 in this example.


Figure 4.1: (Hyper-)reduction on a simply supported slightly curved panel subject to a time-varying load; see [29] for the details. On the left, the full response (thick black line) is compared to two Proper Orthogonal Decomposition (POD) reductions with 5 and 4 modes in the reduction basis, respectively for POD-1 and POD-2, and to the ECSW response. On the right, corresponding elements and their weights selected by the ECSW. In this case, 19 elements (out of 400) are picked. For a brief discussion of the POD method, see Section 4.5.4.

## DEIM

The idea underlying the DEIM is somewhat different. Here, the nonlinear force $\mathbf{f}$ is approximated as a superposition of few force modes collected into the matrix $\mathbf{U} \in$ $\mathbb{R}^{n \times m}$ as

$$
\begin{equation*}
\mathbf{f} \approx \mathbf{U c} \tag{4.45}
\end{equation*}
$$

where $\mathbf{c} \in \mathbb{R}^{m}$ are unknown factors. Then a Boolean matrix $\mathbf{P}$ selects $m$ rows of (4.45), so that the factors $\mathbf{c}$ can be found as

$$
\begin{equation*}
\mathbf{P}^{T} \mathbf{f}=\mathbf{P}^{T} \mathbf{U c} \Rightarrow \mathbf{c}=\left(\mathbf{P}^{T} \mathbf{U}\right)^{-1} \mathbf{P}^{T} \mathbf{f} \tag{4.46}
\end{equation*}
$$

The force vector $\mathbf{f}$ can be then approximated as

$$
\begin{equation*}
\mathbf{f} \approx \mathbf{U}\left(\mathbf{P}^{T} \mathbf{U}\right)^{-1} \mathbf{P}^{T} \mathbf{f}, \tag{4.47}
\end{equation*}
$$

and therefore the reduced forces are

$$
\begin{equation*}
\tilde{\mathbf{f}}=\mathbf{V}^{T} \mathbf{U}\left(\mathbf{P}^{T} \mathbf{U}\right)^{-1}\left(\mathbf{P}^{T} \mathbf{f}\right) \tag{4.48}
\end{equation*}
$$

Note that, in the above, the term $\mathbf{P}^{T} \mathbf{f}$ is grouped within brackets, to highlight that only the components of $\mathbf{f}$ picked by $\mathbf{P}$ have to be computed. Moreover, the matrix $\mathbf{V}^{T} \mathbf{U}\left(\mathbf{P}^{T} \mathbf{U}\right)^{-1}$ can be pre-computed offline once for all. The issue then shifts to finding $\mathbf{U}$ and $\mathbf{P}$. Typically, $\mathbf{U}$ is formed by the left vectors of a Single Value Decomposition (SVD) of sampled training forces, i.e.

$$
\begin{equation*}
\mathbf{U} \mathbf{\Sigma} \mathbf{W}^{T}=\mathbf{F}, \tag{4.49}
\end{equation*}
$$

where $\mathbf{F}=\left[\mathbf{f}_{1}, \ldots, \mathbf{f}_{n_{t}}\right]$ contains columnwise all the sampled $n_{t}$ forces, while $\mathbf{P}$ is selected via a greedy procedure; see [11] for details.

While ECSW and DEIM aim both at reducing the evaluation cost of the nonlinear terms, they differ significantly. ECSW operates directly on elements, while DEIM picks DOFs. This feature could lead to a decrease of efficiency for DEIM, as the computation of a specific component of $\mathbf{f}$ requires the evaluation of all the elements connected to such a DOF. A workaround has been proposed in [65], where DEIM is applied on the unassembled mesh. In this manner, each DOF picked by the algorithm maps to one element only. To counteract the increased cost of the SVD of training forces (now unassembled), it is shown that a surrogate quantity per element is sufficient to reproduce the nonlinear costribution. This variant goes under the name of Surrogate Unassembled DEIM (SU-DEIM). Note that both methods rely on training data from the HFM. As such, the hyper-reduced NLROM is optimal with respect to the training set used for its generation. At the same time, there is no guaranty that the same NLROM provides an accurate response for a set of parameter values (i. e. load, material properties, etc.) far from those related to the training set. For this reason, hyper-reduction is typically employed to generate NLROM which are local with respect to parameter values. Then there exist techniques that interpolate such NLROM over the domain of the parameters. This topic is the subject of other contributions in this book. In any case, we outline the most common strategies in Section 4.6.

### 4.5 Reduction methods for geometrically nonlinear systems

As briefly discussed above, geometric nonlinearities induce stretching for bending and twisting deformations. Think of the beam, pinned at both ends (i.e. the extremities of the beam cannot move, both axially and transverse) depicted in Figure 4.2. If it is bent by a pressure load, the bending will cause axial stretching. This effect is not present when the displacements are assumed infinitesimal. As such, a good reduction basis should also include vectors able to produce such effects in the reduced solution. This fact is exemplified when considering the discretized equation of a flat structure, made of linear elastic and isotropic material, as discussed in the next section.

### 4.5.1 Static condensation

For thin-walled structures excited in the nonlinear range, one can argue that the dominant behavior is still represented by the low-frequency dynamics spanned by bending/twisting vibration modes. Also, the eigenfrequency associated to axially dominated modes is typically of much higher frequency, as the axial to bending stiffness


Figure 4.2: Illustration of the bending-stretching coupling due to geometric nonlinearity for a planar beam. An out-of-plane displacement $w(x, t)$ causes the beam to stretch, and induce an in-plane displacement field $v(x, t)$.
ratio scales with $h^{-2}, h$ being the thickness of the component. As such, axial modes are likely not to be excited dynamically, but rather have a nonlinear contribution to the overall displacement. In many cases indeed, it is possible to identify slow and fast DOFs and have an effective reduction of the problem size. As an example, consider here the discretized FE equations for an Euler-Bernoulli beam modeled with von Karman kinematics. The equations of motion read

$$
\left[\begin{array}{cc}
\mathbf{M}_{w w} & \mathbf{0}  \tag{4.50}\\
0 & \mathbf{M}_{v v}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{w}} \\
\ddot{\mathbf{v}}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{K}_{w w} & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{v v}
\end{array}\right]\left[\begin{array}{c}
\mathbf{w} \\
\mathbf{v}
\end{array}\right]+\left[\begin{array}{c}
{ }_{2} \mathbf{f}_{w}(\mathbf{w}, \mathbf{v}) \\
{ }_{2} \mathbf{f}_{v}(\mathbf{w}, \mathbf{w})
\end{array}\right]+\left[\begin{array}{c}
\mathbf{3}_{w}(\mathbf{w}, \mathbf{w}, \mathbf{w}) \\
\mathbf{0}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{p}_{w} \\
\mathbf{0}
\end{array}\right]
$$

where $\mathbf{v}$ and $\mathbf{w}$ denote the in-planes (axial) and the out-of-plane (bending) displacements. The order of the nonlinear forces ${ }_{2} \mathbf{f}_{w},{ }_{2} \mathbf{f}_{v}$ and ${ }_{3} \mathbf{f}_{w}$ is denoted by the left subscript. As is well known, the in-plane and out-of-plane dynamics is not coupled through the linear operators ( $\left.\mathbf{M}_{u w}=\mathbf{M}_{w u}^{T}=\mathbf{0}, \mathbf{K}_{v w}=\mathbf{K}_{w v}^{T}=\mathbf{0}\right)$. Moreover, for many structural applications, the load is applied only in the transverse direction, i. e. $\mathbf{p}_{v}=\mathbf{0}$. For slender structures like the beam under consideration, the in-plane dynamics is characterized by much higher frequencies than the bending dynamics. This allows one to neglect the inertial term of the in-plane block, and define $\mathbf{v}$ as a function of $\mathbf{w}$ as

$$
\begin{equation*}
\ddot{\mathbf{v}} \approx \mathbf{0} \Rightarrow \mathbf{v}=-\mathbf{K}_{v v}^{-1} \mathbf{2}^{\mathbf{f}}(\mathbf{w}, \mathbf{w}) . \tag{4.51}
\end{equation*}
$$

In other words, the in-plane DOFs $\mathbf{v}$ are a quadratic function of the out-of-plane generalized DOFs $\mathbf{w}$. (4.51) is usually referred to as static condensation. When (4.51) is inserted into (4.50) one obtains

$$
\begin{equation*}
\mathbf{M}_{w w} \ddot{\mathbf{W}}+\mathbf{K}_{w w} \mathbf{w}+{ }_{2} \mathbf{f}_{w}\left(\mathbf{w}, \mathbf{K}_{v v 2}^{-1} \mathbf{f}_{v}(\mathbf{w}, \mathbf{w})\right)+{ }_{3} \mathbf{f}_{w}(\mathbf{w}, \mathbf{w}, \mathbf{w})=\mathbf{p}_{w} . \tag{4.52}
\end{equation*}
$$

Note that the static condensation of $\mathbf{v}$ goes into forming a third-order term which "corrects" the cubic stiffness term ${ }_{3} \mathbf{f}_{w}$. This physically corresponds to allow the beam
to properly compensate for the correct in-plane displacements arising from finite displacements. Clearly, this simple procedure is only effective when one could identify the slow and fast DOFs from the full order model-something possible only in the case of simple geometries [30]. For more complex thin-walled structural components, as curved stiffened panels, the dynamics is still characterized by some low-frequency modes, which statically trigger geometrically nonlinear coupling effects. In these cases, however, it is in general not possible to detect slow and fast DOFs directly from the governing discretized equation. More general methods to tackle these cases are discussed next.

### 4.5.2 Modal derivatives

Note that equation (4.51) implies a nonlinear (in this case quadratic) constraint between master (i. e. kept) coordinates $\mathbf{w}$ and slave (i.e. condensed) coordinates $\mathbf{v}$. On the contrary, what proposed in Section 4.4.1 relies on a linear combination of modes over the entire set of DOFs, without partitioning them into slow and fast, which can be difficult for complex geometries. As already discussed, the reduction basis $\mathbf{V}$ should span the solution accurately. For the cases we are tackling, this would mean to properly represent the stretching induced by the out-of-plane dominated modes. One could then think of introducing in $\mathbf{V}$ high-frequency axial modes to enrich the subspace. While straightforward, this strategy presents two issues, namely: (i) ideally, all modes of the system need to be computed, this is computationally very intensive for large systems, (ii) there is no criterion to select the proper vibration modes to reproduce the nonlinear coupling effectively. Typically, a reduction basis of large size results from this approach; see for instance [19].

One alternative way to achieve reduction and properly account for nonlinear stretching effects is through the use of Modal Derivatives (MDs) in the reduction basis.

MDs were originally proposed in [26] and [27], and more recently in [67]. Essentially, the MDs are modes shapes stemming from a pre-selected basis of vibration modes, assumed to accurately represent the dynamics of the underlying linearized system. The MDs reproduce the most important deformation shapes resulting from finite deflections in the direction of the dominant vibration modes. As such, they complement the set of vibration modes initially selected in the MDM. At first, MDs are computed by differentiating the eigenvalue problem (4.4) with respect to modal amplitudes, as

$$
\begin{equation*}
\left(\mathbf{K}-\omega^{2} \mathbf{M}\right) \frac{\partial \boldsymbol{\phi}_{i}}{\partial q_{j}}+\left(\frac{\partial \mathbf{K}}{\partial q_{j}}-\frac{\partial \omega^{2}}{\partial q_{j}} \mathbf{M}-\frac{\partial \mathbf{M}}{\partial q_{j}} \omega^{2}\right) \boldsymbol{\phi}_{i}=\mathbf{0} \tag{4.53}
\end{equation*}
$$

where $\boldsymbol{\theta}_{i j}=\frac{\partial \boldsymbol{\phi}_{i}}{\partial q_{j}}$ is the "MD of vibration mode $\boldsymbol{\phi}_{i}$ with respect to mode $\boldsymbol{\phi}_{j}$ ". The above definition requires the computation of the derivative of the eigenfrequency. Moreover,
the system (4.53) is singular and requires special treatment to be solved; see [31] for a detailed discussion. Regardless of the method adopted to solve (4.53), a high dimensional matrix needs to be factorized for each MD, and this leads to high computational cost. A computationally cheaper and more theoretically sound definition of MDs resort to a static version of (4.53), where all the mass related contributions are ignored; see [67] and [69] for details. When the inertial terms are ignored, (4.53) becomes

$$
\begin{equation*}
\mathbf{K} \frac{\partial \boldsymbol{\phi}_{i}}{\partial q_{j}}=-\frac{\partial \mathbf{K}}{\partial q_{j}} \boldsymbol{\phi}_{i} . \tag{4.54}
\end{equation*}
$$

Note that the coefficient matrix $\mathbf{K}$ is already available and therefore each MDs requires only a new right-hand side. MDs computed according to (4.54) are usually referred to as static MDs (SMDs). It can be proven that SMDs are symmetric, i.e.

$$
\begin{equation*}
\frac{\partial \boldsymbol{\phi}_{i}}{\partial q_{j}}=\frac{\partial \boldsymbol{\phi}_{j}}{\partial q_{i}} . \tag{4.55}
\end{equation*}
$$

The first five vibration modes and the corresponding MDs for a flat rectangular plate are shown in Figures 4.3 and 4.4, taken from [31]. Note that, while the vibration modes (associated with the lowest eigenfrequencies) feature out-of-plane displacements only, the MDs are in-plane, and represent the displacement field that one has to add to a given vibration mode to account for the geometric nonlinearity. This separation is of course due to the flatness of the system. For more complex systems for which it is not possible to distinguish between in-plane and out-of-plane DOFs, however, the interpretation of MDs still holds. For instance, one could look at [62] for an application of MDs to the case of a shallow arch structure.


Figure 4.3: First three vibration modes of a rectangular plate, simply supported at its short edges [31]. Note that all modes feature out-of-plane displacement components only.

Once a set of $m$ dominant vibration modes is selected, and the corresponding MDs are computed, the reduction basis $\mathbf{V}$ can be formed as

$$
\begin{equation*}
\mathbf{V}=\left[\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{i}, \ldots, \boldsymbol{\phi}_{m}, \boldsymbol{\theta}_{11}, \ldots, \boldsymbol{\theta}_{i j}, \ldots, \boldsymbol{\theta}_{m m}\right], \tag{4.56}
\end{equation*}
$$

with $i=1, \ldots, m, j=i, \ldots, m$. Due to the symmetry property (4.55), the number of MDs that can be generated is $m(m+1) / 2$. Therefore, the size of the reduction basis grows


Figure 4.4: Modal derivatives corresponding to the first five vibration modes depicted in Figure 4.3 [31]. Due to the flatness of the structure, the MDs feature in-plane displacements only, and bring the displacement field necessary to account for the geometric nonlinearity.
with $m^{2}$. However, there are heuristic criteria to select the most relevant MDs and reduce the associated NLROM size significantly; see [64] and [31]. Note also that the computation of the MDs requires the Hessian of the stiffness matrix in the direction of the vibration modes. In case the element formulation is accessible, this can be computed at element level analytically and then assembled. This would then classify the MDs method as intrusive. However, it is also possible to compute MD through a finite difference procedure (and therefore non-intrusively) only by using FE assembly level information typically made available in commercial codes, as outlined in [61]. As a note, MDs have been successfully used for flexible multibody applications, where nonlinear elastic deflections are superimposed to large rigid body motions [68,69].

### 4.5.3 Dual modes

Another way to account for the transverse-membrane coupling is by appending the so called Dual Modes (DMs) to the dominant linear vibration modes in the reduction basis [38]. The main idea of DMs is based on applying a series of nonlinear static forces to the HFM to obtain related nonlinear displacements. These displacements are then orthogonalized with respect to the linear vibration modes, to yield shapes that represent the nonlinear contribution. The most common procedure for computing the DMs is described in [47,52] and it is here briefly outlined.

We start from a set of mass normalized vibration modes $\mathbf{V}_{\mathrm{VM}}=\left[\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{m}\right]$, $m \ll n$, typically selected by the MDM (see Section 4.2). The procedure then selects a dominant vibration mode $\boldsymbol{\phi}_{d}$, where $d \in \mathcal{M}$ is the index relative to the mode with the maximum load participation factor, i. e.

$$
\begin{equation*}
d=\underset{i \in \mathcal{M}}{\operatorname{argmax}}\left(\left|\mathbf{p}^{T} \boldsymbol{\phi}_{i}\right|\right), \tag{4.57}
\end{equation*}
$$

where $\mathbf{p}$ is the external force in (4.30). Then we form a set of scaling factors $\boldsymbol{\alpha}=$ $\left[\alpha_{1}, \ldots, \alpha_{r}\right], \boldsymbol{\alpha} \in \mathbb{R}^{r}$ such that the static solutions $\mathbf{x}_{i}$ of

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{x}_{i}\right)-\alpha_{i} \mathbf{K} \boldsymbol{\phi}_{d}=\mathbf{0} \tag{4.58}
\end{equation*}
$$

trigger displacements ranging from linear to strongly nonlinear. That is to say, $\mathcal{O}\left(\left\|\mathbf{f}\left(\mathbf{x}_{i}\right)-\mathbf{K} \mathbf{x}_{i}\right\|\right) \ll \mathcal{O}\left(\left\|\mathbf{K} \mathbf{x}_{i}\right\|\right)$ for small $\left|\alpha_{i}\right|$ and $\mathcal{O}\left(\left\|\mathbf{f}\left(\mathbf{x}_{i}\right)-\mathbf{K} \mathbf{x}_{i}\right\|\right) \approx \mathcal{O}\left(\left\|\mathbf{K} \mathbf{x}_{i}\right\|\right)$ for large $\left|\alpha_{i}\right|$, respectively. Let $\mathcal{R}=[1, \ldots, r]$ be the set of indices associated to $\boldsymbol{\alpha}$. It is now possible to create load sets,

$$
\begin{equation*}
\mathbf{G}^{(j)}=\operatorname{diag}(\boldsymbol{\alpha}) \mathbf{K}\left(\frac{\boldsymbol{\phi}_{d}+\boldsymbol{\phi}_{j}}{2}\right), \quad j \in \mathcal{M}, \tag{4.59}
\end{equation*}
$$

and let $\mathbf{g}_{i}^{(j)}$ be the ith column of $\mathbf{G}^{(j)}$. Now, for each $j \in \mathcal{M}$ :

1. Solve the static problems

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{x}_{i}^{(j)}\right)-\mathbf{g}_{i}^{(j)}=\mathbf{0}, \quad i \in \mathcal{R}, \tag{4.60}
\end{equation*}
$$

and collect the obtained solutions in the matrix $\mathbf{X}^{(j)}$ as

$$
\begin{equation*}
\mathbf{X}^{(j)}=\left[\mathbf{x}_{1}^{(j)}, \ldots, \mathbf{x}_{r}^{(j)}\right] . \tag{4.61}
\end{equation*}
$$

2. Mass-orthogonalize each column of $\mathbf{X}^{(j)}$ to $\mathbf{V}_{\mathrm{VM}}$, i. e.

$$
\begin{equation*}
\mathbf{x}_{i_{\perp}}^{(j)}=\mathbf{x}_{i}^{(j)}-\sum_{k=1}^{m}\left(\boldsymbol{\phi}_{k}^{T} \mathbf{M} \mathbf{x}_{i}^{(j)}\right) \boldsymbol{\phi}_{k}, \quad i \in \mathcal{R}, \tag{4.62}
\end{equation*}
$$

and collect them into $\mathbf{X}_{\perp}^{(j)}$ as

$$
\begin{equation*}
\mathbf{X}_{\perp}^{(j)}=\left[\mathbf{x}_{1_{\perp}}^{(j)}, \ldots, \mathbf{x}_{r_{\perp}}^{(j)}\right] . \tag{4.63}
\end{equation*}
$$

This step is performed to exclude the linear contribution from the static solutions $\mathbf{x}_{i}^{(j)}$.
3. Perform an SVD of $\mathbf{X}_{\perp}^{(j)}$, and retain the singular vectors associated to the lowest $k<r$ singular values, as

$$
\begin{align*}
\hat{\boldsymbol{\Psi}}^{(j)} \mathbf{S}^{(j)} \mathbf{R}^{(j)} & =\operatorname{SVD}\left(\mathbf{X}^{(j)}\right),  \tag{4.64}\\
\overline{\boldsymbol{\Psi}}^{(j)} & =\left[\hat{\boldsymbol{\psi}}_{1}^{(j)}, \ldots, \hat{\boldsymbol{\psi}}_{k}^{(j)}\right] \mid \sigma_{1}>\sigma_{2}>\cdots<\sigma_{k}>\sigma_{k+1}>\cdots \sigma_{n}, \tag{4.65}
\end{align*}
$$

where $\sigma_{i}$ is the $i$ th diagonal component of $\mathbf{S}^{(j)}$.
4. Compute the linearized strain energy measures $E_{i}^{(j)}$ of $\mathbf{x}_{i}^{(j)}$ associated to each column of $\bar{\Psi}^{(j)}$ (i. e. to each dual mode candidate), as

$$
\begin{equation*}
E_{i}^{(j)}=\overline{\boldsymbol{\psi}}_{i}^{(j)^{T}} \mathbf{K} \overline{\boldsymbol{\psi}}_{i}^{(j)} \sum_{s=1}^{r} \beta_{s}^{(j)^{2}}, \quad \beta_{s}^{(j)}=\frac{\overline{\boldsymbol{\psi}}_{i}^{(j)^{T}} \mathbf{x}_{s}^{(j)}}{\overline{\boldsymbol{\psi}}_{i}^{(j)^{T}} \overline{\boldsymbol{\psi}}_{i}^{(j)}}, \tag{4.66}
\end{equation*}
$$

which are collected in a vector $\mathbf{E}^{(j)}=\left[E_{1}^{(j)}, \ldots, E_{r}^{(j)}\right]$.
5. Select the most relevant $s<k$ DMs $\boldsymbol{\psi}_{p_{l}}^{(j)}, l=1, \ldots, s$ as the columns of $\overline{\boldsymbol{\Psi}}^{(j)}$ associated to the largest entries of $\mathbf{E}^{(j)}$, i. e.

$$
\begin{equation*}
E_{p_{1}}^{(j)}>E_{p_{2}}^{(j)}>\cdots>E_{p_{s}}^{(j)}, \tag{4.67}
\end{equation*}
$$

and let $\mathbf{V}_{\mathrm{DM}}^{(j)}=\left[\boldsymbol{\psi}_{p_{1}, \ldots,}^{(j)}, \boldsymbol{\psi}_{p_{s}}^{(j)}\right]$.
6. Move to the next load set: $j \leftarrow j+1$.

The total collection of selected DMs is then $\mathbf{V}_{\mathrm{DM}}=\left[\mathbf{V}_{\mathrm{DM}}^{(1)} \ldots \mathbf{V}_{\mathrm{DM}}^{(j)} \ldots \mathbf{V}_{\mathrm{DM}}^{(m)}\right]$. The reduction basis $\mathbf{V}$ is formed as

$$
\mathbf{V}=\left[\begin{array}{ll}
\mathbf{V}_{\mathrm{VM}} & \mathbf{V}_{\mathrm{DM}} \tag{4.68}
\end{array}\right] .
$$

Note that the computation of the DMs is intrinsically non-intrusive, as only nonlinear static solutions of the HFM are required. Also, the procedure just described is loaddependent, meaning that the information of the shape of the external load exerted is needed. Typically, the computation of DMs requires a careful selection of the scaling factors $\boldsymbol{\alpha}$ to trigger the nonlinearity at the desired value.

### 4.5.4 Proper orthogonal decomposition

As alternative to model-based techniques, a reduction basis for Galerkin projection can be from data obtained by sampling HFM solutions. The most popular of such method is the Proper Orthogonal Decomposition (POD) [2, 35, 36, 41], also known as Karhunen-Loeve decomposition or principal component analysis (PCA). This topic is extensively treated in [8, Chapter 2]. Here we just discuss the main idea.

Let us assume to have collected $n_{t}$ time snapshots of a HFM solution in a matrix $\mathbf{U} \in \mathbb{R}^{n \times n_{t}}, \mathbf{U}:=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n_{t}}\right]$. The POD seeks for a lower dimensional representation of $\mathbf{U}$ by a basis $\mathbf{V} \in \mathbb{R}^{n \times m}, \mathbf{V}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right], m \ll n_{t}$ by solving the following least squares problem:

$$
\begin{equation*}
\min _{\mathbf{v}_{i} \in \mathbb{R}^{n}} \sum_{j=1}^{n_{t}}\left\|\mathbf{u}_{j}-\sum_{i=1}^{m}\left(\mathbf{u}_{j}^{T} \mathbf{v}_{i}\right) \mathbf{v}_{i}\right\|_{2}^{2} . \tag{4.69}
\end{equation*}
$$

It can be shown that the vectors $\mathbf{v}_{i}$ are the left singular vectors of $\mathbf{U}$, obtained by the Singular Value Decomposition (SVD) of $\mathbf{U}$ as

$$
\begin{equation*}
\mathbf{U}=\mathbf{L} \mathbf{S} \mathbf{R}^{T}, \tag{4.70}
\end{equation*}
$$

where $\mathbf{L}=\left[\mathbf{l}_{1}, \ldots, \mathbf{l}_{n_{t}}\right], \mathbf{R}=\left[\mathbf{r}_{1}, \ldots, \mathbf{r}_{n}\right], \mathbf{L L}^{T}=\mathbf{I} \in \mathbb{R}^{n \times n}, \mathbf{R R}^{T}=\mathbf{I} \in \mathbb{R}^{n_{t} \times n_{t}}$ and $\mathbf{S}$ is a rectangular matrix containing the singular values on the diagonal, and zero otherwise. For details on algorithms to compute SVD, refer for instance to [23]. These singular values represent the relative importance of corresponding eigenvectors of $\mathbf{L}$ in forming the basis V . If the singular values $S_{i i}$, and the corresponding left and right vectors $\mathbf{l}_{i}$ and $\mathbf{r}_{i}$ are sorted in a decreasing order, i. e. $S_{11}>S_{22}>\cdots, S_{n_{t}}$, it can be shown that the error norm is bounded, as

$$
\begin{equation*}
\sum_{j=1}^{n_{t}}\left\|\mathbf{u}_{j}-\sum_{i=1}^{m}\left(\mathbf{u}_{j}^{T} \mathbf{l}_{i}\right)^{T} \mathbf{l}_{i}\right\|_{2}^{2}=\sum_{i=m+1}^{n_{t}} S_{i i}^{2} \tag{4.71}
\end{equation*}
$$

In other words, the left singular vectors $\mathbf{l}_{1}, \ldots, \mathbf{l}_{m}$ corresponding to the highest singular values are the most significant for constructing a reduction basis. In Figure 4.5, we show an example of a POD analysis for the nonlinear dynamic response of a plate. Note that, in this context, the left vectors $\mathbf{r}_{i}$ represent the (normalized) time evolution of the corresponding left singular vector. Since an SVD can be performed for any set of snapshots of any general nonlinear problem, POD is widespread as a versatile method to form a reduction basis. It should be noted, however, that the POD basis is optimal only for the set of snapshots which were used to generate it, while there is no guarantee on the accuracy of the NLROM outside the training data. For this reason, an NLROM based on POD are used in parametric contexts, i. e. when the HFM is parametrized with respect to material, geometric and load properties. In these cases, POD bases are obtained for different instances of the parameter set. Then parametric NLROMs are formed by either building a larger POD basis that spans the solution within the parameters range of interest [5], or by interpolating local NLROMs online for the desired value of the parameters which were not previously sampled [3]. In this framework, the high computational cost associated to the HFM solution required by the POD are amortized by the large number of queries to the NROM. For further discussion of this matter, we refer to Section 4.6.

### 4.5.5 Non-intrusive methods

As already mentioned, non-intrusive model order reduction approaches are beneficial when a HFM model is developed by means of a FE model with no access to element forces and Jacobians required for the analytical computations of reduced nonlinear internal forces. There are various strategies to non-intrusively develop a nonlinear reduced order model. We outline here the most common methods.


Figure 4.5: Example of a POD applied to a nonlinear structural dynamics case. A flat plate is simply supported on three sides, and loaded with step pressure, as shown. The HFM linear and nonlinear response the mid node of the free side of the plate are shown. The marked difference of the two responses highlight the significance of the nonlinear term. The first three left and right singular vectors, and the corresponding singular values are shown on the bottom of the figure. Note the resemblance of the dominant first left vector $l_{1}$ and its corresponding time evolution $r_{1}$, with a random snapshot of the HFM (top left corner).

### 4.5.5.1 Enforced displacement

One way to identify the nonlinear stiffness coefficients of a reduced order model is to prescribe a set of nonlinear static displacements to the HFM and solve for the corresponding reaction forces that generate them. This method, which is known as Enforced Displacement (ED) or STiffness Evaluation Procedure (STEP), was first developed by Muravyov et al. [48] and later extended by Kim et al. [38] for the case of unknown linear stiffness components. Essentially, ED first collects the reaction forces due to statically enforced displacements, projects them onto the modal space, and set linear equations to obtain the nonlinear stiffness coefficients $K_{i j l}^{(2)}$ and $K_{i j l p}^{(3)}, i, j, l, p=1, \ldots, m$.

Let us consider the reduced nonlinear restoring forces equation (4.40) already introduced in Section 4.4.1.3, which reads

$$
\begin{equation*}
\tilde{f}_{i}=\tilde{K}_{i j}^{(1)} q_{j}+\tilde{K}_{i j l}^{(2)} q_{j} q_{l}+\tilde{K}_{i j l p}^{(3)} q_{j} q_{l} q_{p} \tag{4.72}
\end{equation*}
$$

with $i=1,2, \ldots, m$, where summation over repeated indices is implied. The secondorder tensor $\tilde{K}_{i j}^{(1)}$ can be immediately found to be

$$
\begin{equation*}
\tilde{K}_{i j}^{(1)}=\mathbf{V}_{i}^{T} \mathbf{K} \mathbf{V}_{j} \tag{4.73}
\end{equation*}
$$

where $\mathbf{K}$ is the stiffness matrix of the HFM, usually obtainable from any FE program. Clearly, $\tilde{K}_{i j}^{(1)}=\tilde{K}_{j i}^{(1)}$.

The ED method sequentially set linear systems of equation whose unknowns are $K_{i j l}^{(2)}$ and $K_{i j l p}^{(3)}$. The first step consists of choosing a modal amplitude $\pm q_{r}, r=1, \ldots, m$ and assign it to the reduced static problem as

$$
\begin{align*}
& \tilde{K}_{i r}^{(1)} q_{r}+\tilde{K}_{i r}^{(2)} q_{r}^{2}+\tilde{K}_{i r r}^{(3)} q_{r}^{3}=\tilde{p}_{i}^{\left(r_{+}\right)},  \tag{4.74a}\\
& -\tilde{K}_{i r}^{(1)} q_{r}+\tilde{K}_{i r r}^{(2)} q_{r}^{2}-\tilde{K}_{i r r r}^{(3)} q_{r}^{3}=\tilde{p}_{i}^{\left(r_{-}\right)} \tag{4.74b}
\end{align*}
$$

with $i=1, \ldots, m$. The right-hand sides $\tilde{p}_{i}^{\left(r_{+}\right)}$and $\tilde{p}_{i}^{\left(r_{-}\right)}$are given by

$$
\begin{align*}
& \tilde{p}_{i}^{\left(r_{+}\right)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{\left(r_{+}\right)}\right),  \tag{4.75}\\
& \tilde{p}_{i}^{\left(r_{+}\right)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{\left(r_{-}\right)}\right), \tag{4.76}
\end{align*}
$$

where $\mathbf{u}^{\left(r_{+}\right)}=\mathbf{V}_{r} q_{r}$ and $\mathbf{u}^{\left(r_{-}\right)}=-\mathbf{V}_{r} q_{r}$. In words, $\mathbf{u}^{\left(r_{+}\right)}$and $\mathbf{u}^{\left(r_{-}\right)}$are imposed statically to the HFM, and the resulting reaction forces are projected onto $\mathbf{V}_{i}$.

Likewise, we can select pairs of modal amplitudes $\left(q_{r}, q_{s}\right),\left(-q_{r},-q_{s}\right)$ and $\left(q_{r},-q_{s}\right)$ and impose it to the reduced static problem as

$$
\begin{align*}
& \tilde{K}_{i r}^{(1)} q_{r}+\tilde{K}_{i s}^{(1)} q_{s}+\tilde{K}_{i r r}^{(2)} q_{r}^{2}+\tilde{K}_{i r s}^{(2)} q_{r} q_{s}+\tilde{K}_{i s s}^{(2)} q_{s}^{2} \\
& \quad+\tilde{K}_{i r r}^{(3)} q_{r}^{3}+q_{r}^{2} q_{s}+3 \tilde{K}_{i r s s}^{(3)} q_{r} q_{s}^{2}+\tilde{K}_{i s s s}^{(3)} q_{s}^{3}=\tilde{p}_{i}^{\left(r s_{++}\right)}  \tag{4.77a}\\
& \quad-\tilde{K}_{i r}^{(1)} q_{r}-\tilde{K}_{i s}^{(1)} q_{s}+\tilde{K}_{i r r}^{(2)} q_{r}^{2}+\tilde{K}_{i r s}^{(2)} q_{r} q_{s}+\tilde{K}_{i s s}^{(2)} q_{s}^{2} \\
& \quad-\tilde{K}_{i r r r}^{(3)} q_{r}^{3}-\tilde{K}_{i r r s}^{(3)} q_{r}^{2} q_{s}-\tilde{K}_{i r s s}^{(3)} q_{r} q_{s}^{2}-\tilde{K}_{i s s s}^{(3)} q_{s}^{3}=\tilde{p}_{i}^{(r s--)}  \tag{4.77b}\\
& \tilde{K}_{i r}^{(1)} q_{r}-\tilde{K}_{i s}^{(1)} q_{s}+\tilde{K}_{i r r}^{(2)} q_{r}^{2}-\tilde{K}_{i r s}^{(2)} q_{r} q_{s}+\tilde{K}_{i s s}^{(2)} q_{s}^{2} \\
& \quad+\tilde{K}_{i r r r}^{(3)} q_{r}^{3}-\tilde{K}_{i r s}^{(3)} q_{r}^{2} q_{s}+\tilde{K}_{i r s s}^{(3)} q_{r} q_{s}^{2}-\tilde{K}_{i s s s}^{(3)} q_{s}^{3}=\tilde{p}_{i}^{\left(r s_{+-}\right)}, \tag{4.77c}
\end{align*}
$$

where we restrict the case to $s \geq r$. The right-hand sides of (4.77a)-(4.77c) are given by

$$
\begin{align*}
& \tilde{p}_{i}^{\left(r s_{++}\right)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{\left(r s_{++}\right)}\right),  \tag{4.78a}\\
& \tilde{p}_{i}^{\left(r s_{--}\right)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{\left(r s_{--}\right)}\right),  \tag{4.78b}\\
& \tilde{p}_{i}^{\left(r s_{+-}\right)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{\left(r s_{+-}\right)}\right), \tag{4.78c}
\end{align*}
$$

where, analogously to (4.75), we statically impose to the HFM $\mathbf{u}^{\left(r s_{++}\right)}=\mathbf{V}_{r} q_{r}+\mathbf{V}_{s} q_{s}$, $\mathbf{u}^{\left(r s_{--}\right)}=-\mathbf{V}_{r} q_{r}-\mathbf{V}_{s} q_{s}$ and $\mathbf{u}^{\left(r s_{+-}\right)}=\mathbf{V}_{r} q_{r}-\mathbf{V}_{s} q_{s}$. Lastly, we need to compute $\tilde{K}_{i r s p}^{(3)}$,
$r \neq s \neq p$. Similarly to the previous steps, we determine a triple ( $q_{r}, q_{s}, q_{p}$ ) and insert it to the reduced static problem. This results in a single equation for $\tilde{K}_{\text {irsp }}^{(3)}$, as

$$
\begin{align*}
& \tilde{K}_{i r}^{(1)} q_{r}+\tilde{K}_{i s}^{(1)} q_{s}+\tilde{K}_{i p}^{(1)} q_{p}+\tilde{K}_{i r}^{(2)} q_{r}^{2}+\tilde{K}_{i s s}^{(2)} q_{r}^{2}+\tilde{K}_{i p p}^{(2)} q_{p}^{2} \\
& \quad+\tilde{K}_{i r s}^{(2)} q_{r} q_{s}+\tilde{K}_{i r p}^{(2)} q_{r} q_{p}+\tilde{K}_{i s p}^{(2)} q_{s} q_{p}+\tilde{K}_{i r r}^{(3)} q_{r}^{3}+\tilde{K}_{i s s s}^{(3)} q_{s}^{3}+\tilde{K}_{i p p p}^{(3)} q_{p}^{3} \\
& \quad+\tilde{K}_{i r r s}^{(3)} q_{r}^{2} q_{s}+\tilde{K}_{i r p p}^{(3)} q_{r}^{2} q_{p}+\tilde{K}_{i r s s}^{(3)} q_{r} q_{s}^{2}+\tilde{K}_{i r p p}^{(3)} q_{r} q_{p}^{2}+\tilde{K}_{i p s s}^{(3)} q_{p} q_{s}^{2}+\tilde{K}_{i s p p}^{(3)} q_{s} q_{p}^{2} \\
& \quad+\tilde{K}_{i r s p}^{(3)} q_{r} q_{s} q_{p}=\tilde{p}_{i}^{(r s p),} \tag{4.79}
\end{align*}
$$

with $p \geq s \geq r$, and

$$
\begin{equation*}
\tilde{p}_{i}^{(r s p)}=\mathbf{V}_{i}^{T} \mathbf{f}\left(\mathbf{u}^{(r s p)}\right), \tag{4.80}
\end{equation*}
$$

where $\mathbf{u}^{(r s p)}=\mathbf{V}_{r} q_{r}+\mathbf{V}_{s} q_{s}+\mathbf{V}_{p} q_{p}$. Note that the restriction $s>r$ in (4.77a)-(4.77c) and $p>s>r$ in (4.79) is in fact setting $\tilde{K}_{i r s}^{(2)}=0 \forall s<r$ and $\tilde{K}_{\text {irsp }}^{(2)}=0 \forall p<s<r$. This is done to minimize the number of coefficients multiplying the same combinations of $q_{r} q_{s}$ and $q_{r} q_{s} q_{p}, \forall r, s, p=1, \ldots, m$. Alternatively, one could set symmetry properties as

$$
\begin{equation*}
K_{i j l}^{(2)}=K_{i l j}^{(2)} \tag{4.81}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{i j l p}^{(3)}=K_{i j p l}^{(3)}=K_{i l j p}^{(3)}=K_{i l p j}^{(3)}=K_{i p j l}^{(3)}=K_{i p l j}^{(3)}, \tag{4.82}
\end{equation*}
$$

and modify (4.77a)-(4.77c) and (4.79) accordingly. The total number $N_{E D}$ of the required nonlinear static evaluations to fully construct the nonlinear reduced restoring forces is

$$
\begin{equation*}
N_{E D}=2 m+3{ }_{m} C_{2}+{ }_{m} C_{3}, \tag{4.83}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }_{m} C_{r}=\frac{m!}{(m-r)!r!} . \tag{4.84}
\end{equation*}
$$

Since this number is $\mathcal{O}\left(m^{3}\right)$, the computational cost associated to ED grows quickly with the number of retained modes and severely hinders the applicability of the method.

### 4.5.5.2 Enhanced enforced displacement

To reduce the computational costs of the ED method, Perez et al. [52] proposed a way to identify the NLROM coefficients in the case that the tangent stiffness matrix is released
by the FE program at hand. We refer to this method as Enhanced Enforced Displacements (EED). The tangent stiffness matrix $\mathbf{K}^{t}(\mathbf{u})$ is the Jacobian of the nonlinear forces f with respect to the nodal displacements, as

$$
\begin{equation*}
\mathbf{K}^{t}(\mathbf{u})=\frac{\partial \mathbf{f}}{\partial \mathbf{u}} \tag{4.85}
\end{equation*}
$$

Let us assume that $\mathbf{K}^{t}(\mathbf{u})$ is available. Then the reduced tangent stiffness matrix $\tilde{\mathbf{K}}^{t}$ can be obtained from $\mathbf{K}^{t}$ as

$$
\begin{equation*}
\tilde{\mathbf{K}}^{t}=\mathbf{V}^{T} \mathbf{K}^{t}(\mathbf{V q}) \mathbf{V} \tag{4.86}
\end{equation*}
$$

whose ir component is given by

$$
\begin{equation*}
\tilde{K}_{i r}^{t}=\mathbf{V}_{i}^{T} \mathbf{K}^{t}(\mathbf{V q}) \mathbf{V}_{r}, \tag{4.87}
\end{equation*}
$$

and we pose $\mathbf{u}=\mathbf{V q}$. The reduced tangent stiffness matrix $\tilde{\mathbf{K}}^{t}$ is the Jacobian of the reduced nonlinear internal force vector, $\tilde{\mathbf{f}}$, namely

$$
\tilde{\mathbf{K}}^{t}(\mathbf{q})=\left[\begin{array}{ccc}
\frac{\partial \tilde{f}_{1}}{\partial q_{1}} & \cdots & \frac{\partial \tilde{f}_{1}}{\partial q_{m}}  \tag{4.88}\\
\vdots & \ddots & \vdots \\
\frac{\partial \tilde{f}_{m}}{\partial q_{1}} & \cdots & \frac{\partial \tilde{f}_{m}}{\partial q_{m}}
\end{array}\right] .
$$

Then, following from (4.40), $\tilde{K}_{i r}$ reads

$$
\begin{align*}
\tilde{K}_{i r}^{t} & =\frac{\partial \tilde{f}_{i}}{\partial q_{r}}=\frac{\partial}{\partial q_{r}}\left[\tilde{K}_{i j}^{(1)} q_{j}+\tilde{K}_{i j l}^{(2)} q_{j} q_{l}+\tilde{K}_{i j l p}^{(3)} q_{j} q_{l} q_{p}\right] \\
& =\tilde{K}_{i r}^{(1)}+\left[\tilde{K}_{i j r}^{(2)}+\tilde{K}_{i r j}^{(2)}\right] q_{j}+\left[\tilde{K}_{i j l r}^{(3)}+\tilde{K}_{i j r l}^{(3)}+\tilde{K}_{i r i l}^{(3)}\right] q_{j} q_{l} . \tag{4.89}
\end{align*}
$$

The EED method equates (4.89) and (4.87) for as many combinations of modal amplitudes as those required to solve for the reduced stiffness coefficients $\tilde{K}_{i r j}^{(2)}$ and $\tilde{K}_{i j r l}^{(3)}$, $i, j, r, l=1, \ldots, m$. Similarly to the ED method, first two static displacement vectors for each column of the reduction basis are constructed and inserted in (4.86). We can then set two equations as

$$
\begin{equation*}
\tilde{K}_{i r}^{t^{(a)}}=\tilde{K}_{i r}^{(1)}+\left[\tilde{K}_{i j r}^{(2)}+\tilde{K}_{i r j}^{(2)}\right] q_{j}^{(a)}+\left[\tilde{K}_{i j j r}^{(3)}+\tilde{K}_{i j r j}^{(3)}+\tilde{K}_{i r j j}^{(3)}\right]\left(q_{j}^{(a)}\right)^{2}, \quad a=1,2 . \tag{4.90}
\end{equation*}
$$

Since the elements $\tilde{k}_{i j l}^{(2)}$ and $\tilde{k}_{i j l p}^{(3)}$ were assumed to be zero unless $p \geq l \geq j$, (4.90) splits into three different cases, namely

$$
\begin{array}{ll}
\tilde{K}_{i r}^{t^{(a)}}=\tilde{K}_{i r}^{(1)}+\tilde{K}_{i j r}^{(2)} q_{j}^{(a)}+\tilde{K}_{i j j r}^{(3)}\left(q_{j}^{(a)}\right)^{2}, & \text { if } j<r, \\
\tilde{K}_{i r}^{t^{(a)}}=\tilde{K}_{i r}^{(1)}+2 \tilde{K}_{i r r}^{(2)} q_{j}^{(a)}+3 \tilde{K}_{i r r}^{(3)}\left(q_{j}^{(a)}\right)^{2}, & \text { if } j=r, \tag{4.91b}
\end{array}
$$

$$
\begin{equation*}
\tilde{K}_{i r}^{t^{(a)}}=\tilde{K}_{i r}^{(1)}+\tilde{K}_{i r j}^{(2)} q_{j}^{(a)}+\tilde{K}_{i r j j}^{(3)}\left(q_{j}^{(a)}\right)^{2}, \quad \text { if } j>r . \tag{4.91c}
\end{equation*}
$$

The solutions of (4.90) and (4.91a)-(4.91c) yield the coefficients $\tilde{K}_{i j r}^{(2)}, \tilde{K}_{i j j r}^{(3)}, \tilde{K}_{i j r r}^{(3)}$, and $\tilde{K}_{i j j j}^{(3)}, j, r=1, \ldots, m$. At this point, the only set of coefficients to be identified is $\tilde{K}_{i j l r}^{(3)}, j \neq$ $l \neq r, j, l, r=1, \ldots, m$. To calculate these coefficients one can use displacement vectors which are formed from combinations of two different columns of $\mathbf{V}$ by

$$
\begin{equation*}
\mathbf{u}=\mathbf{V}_{j} q_{j}+\mathbf{V}_{l} q_{l}, \quad j, l=1, \ldots, m, \tag{4.92}
\end{equation*}
$$

where $q_{j}$ and $q_{l}$ are prescribed. These displacements are again inserted into (4.86) to obtain their corresponding tangent stiffness matrices. The irth component of the associated reduced tangent stiffness matrix is then given by

$$
\begin{equation*}
\tilde{K}_{i r}^{t}=\tilde{K}_{i r}^{(1)}+\left[\tilde{K}_{i j r}^{(2)} q_{j}+\tilde{K}_{i l r}^{(2)} q_{l}\right]+\left[\tilde{K}_{i j l r}^{(3)} q_{j} q_{l}+\tilde{K}_{i j j r}^{(3)} q_{j}^{2}+\tilde{K}_{i l l}^{(3)} q_{l}^{2}\right] . \tag{4.93}
\end{equation*}
$$

The only unknown in (4.93) is $\tilde{K}_{i j l r}^{(3)}$, which can be found without needing combinations of three columns of $\mathbf{V}$ as for the case of the ED method. As a result, EED is computationally more efficient than ED. In fact, the total number of required static solutions $N_{\text {EED }}$ is then

$$
\begin{equation*}
N_{\mathrm{EED}}=2 m+{ }_{m} C_{2}, \tag{4.94}
\end{equation*}
$$

which is $\mathcal{O}\left(m^{2}\right)$, as opposed to $\mathcal{O}\left(m^{3}\right)$ for the ED method. Note that the amplitudes $q_{i}, i=1, \ldots, m$ are user defined. Typically, they are selected such that the resulting displacements generate nonlinear forces of the desired magnitude. For shell-like structures, it is usually suggested to select $q_{i}, i=1, \ldots, m$ in the order of one thickness of the structure for transverse-dominated modes and 0.1 to 0.01 of that for membranedominated ones. A flowchart of the ED and EED method is shown in Figure 4.6.

### 4.5.5.3 Implicit condensation

In order to identify the coefficients of (4.40) via either the ED or the EED method, the reduction basis $\mathbf{V}$ must contain vibration modes and corresponding membranedominated vectors (e. g. MDs, DMs or manually selected high-frequency VMs). This increases the size of the basis significantly and impacts the efficiency of the method. However, it is possible to avoid the use of membrane-dominated modes by using the method of Implicit Condensation (IC) or Applied Force method, developed by McEwan et al. [45, 46]. Let $\mathbf{p}^{(s)}$ be a generic load obtained by combining one, two and three columns of $\mathbf{V}$ with chosen scaling factors $\bar{q}_{i}, \bar{q}_{j}, \bar{q}_{k}$ as

$$
\begin{equation*}
\mathbf{p}^{(s)}=\mathbf{K}\left(\mathbf{V}_{i}\left( \pm \bar{q}_{i}\right)+\mathbf{V}_{j}\left( \pm \bar{q}_{j}\right)+\mathbf{V}_{k}\left( \pm \bar{q}_{k}\right)\right), \quad i, j, k=0,1,2, \ldots, m, i \neq j \neq k \tag{4.95}
\end{equation*}
$$



Figure 4.6: Flowchart of comparison between ED and EED steps to identify nonlinear stiffness coefficients. The EED method manages to identify all the nonlinear stiffness coefficients in two steps only, because of the availability of the full order tangent stiffness matrix [34].
where the index 0 implies that the corresponding term is ignored, i.e.

$$
\mathbf{K}\left(\mathbf{V}_{0} \bar{q}_{0}+\mathbf{V}_{1} \bar{q}_{1}+\mathbf{V}_{2} \bar{q}_{2}\right)=\mathbf{K}\left(\mathbf{V}_{1} \bar{q}_{1}+\mathbf{V}_{2} \bar{q}_{2}\right) .
$$

One can show that the total number of cases $N_{\text {IC }}$ that can be generated from (4.95) is

$$
\begin{equation*}
N_{\mathrm{IC}}=2 m+4_{m} C_{2}+8_{m} C_{3}, \tag{4.96}
\end{equation*}
$$

and therefore $s=1, \ldots, N_{\mathrm{IC}}$. The scaling factors $\bar{q}_{i}, i=1, \ldots, m$ should be chosen such that the resulting displacements are in the nonlinear regime. Gordon and Hollkamp [20] propose that a scaling factor $\bar{q}_{i}$ for (4.95) should generate a force that induces a desired maximum displacement $W_{i_{\max }}$ as

$$
\begin{equation*}
\bar{q}_{i}=\frac{W_{i_{\max }}}{V_{i_{\max }}} \omega_{i}^{2}, \tag{4.97}
\end{equation*}
$$

where $V_{i_{\text {max }}}$ denotes the component of $\mathbf{V}_{i}$ mode which has the maximum out-of-plane displacement, and $\omega_{i}$ is the eigenfrequency of mode $\mathbf{V}_{i}$. The maximum desired displacement $W_{i_{\max }}$, is usually chosen in the order of the thickness of the structure to properly exercise the nonlinearity.

Each load $\mathbf{p}^{(s)}$ is applied to the static HFM as

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{u}^{(s)}\right)=\mathbf{p}^{(s)} \tag{4.98}
\end{equation*}
$$

The resulting displacement $\mathbf{u}^{(s)}$ is then expressed in the subspace spanned by $\mathbf{V}$ through the modal amplitudes $\mathbf{q}^{(s)}$ as

$$
\begin{equation*}
\mathbf{u}^{(s)}=\mathbf{V} \mathbf{q}^{(s)}+\hat{\mathbf{u}}^{(s)} \Rightarrow \mathbf{q}^{(s)}=\mathbf{V}^{T} \mathbf{M} \mathbf{u}^{(s)} \tag{4.99}
\end{equation*}
$$

where $\hat{\mathbf{u}}^{(s)}$ is the remainder and it is assumed that $\mathbf{V}^{T} \mathbf{M} \hat{\mathbf{u}}^{(s)}=\mathbf{0}$. Likewise, $\mathbf{p}^{(s)}$ is projected on $\mathbf{V}$ to give the modal loads $\tilde{\mathbf{p}}^{(s)}$ as

$$
\begin{equation*}
\tilde{\mathbf{p}}^{(s)}=\mathbf{V}^{T} \mathbf{p}^{(s)} . \tag{4.100}
\end{equation*}
$$

Then each pair $\left(\tilde{\mathbf{p}}^{(s)}, \mathbf{q}^{(s)}\right)$ is inserted in the static reduced order problem to obtain

$$
\begin{equation*}
\tilde{K}_{i j l}^{(2)} q_{j}^{(s)} q_{l}^{(s)}+\tilde{K}_{i j l p}^{(3)} q_{j}^{(s)} q_{l}^{(s)} q_{p}^{(s)}=\tilde{p}_{i}^{(s)}-\omega_{i}^{2} q_{i}^{(s)}, \quad i=1,2, \ldots, m, \tag{4.101}
\end{equation*}
$$

where it is further assumed that the symmetry properties (4.81) and (4.82) hold. All equations resulting from (4.101) can be written in matrix form as

$$
\begin{equation*}
\mathbf{G}_{n l} \mathbf{K}_{n l}=\mathbf{P}_{n l}, \tag{4.102}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{G}_{n l}^{T}=\left[\begin{array}{cccc}
\left(q_{1}^{(1)}\right)^{2} & \ldots & \left(q_{1}^{\left(N_{\mathrm{IC}}\right)}\right)^{2} \\
\vdots & \ddots & \vdots \\
q_{i}^{(1)} q_{j}^{(1)} & \ddots & q_{i}^{\left(N_{\mathrm{IC}}\right)} q_{j}^{\left(N_{\mathrm{IC}}\right)} \\
\vdots & \ddots & \vdots \\
\left(q_{m}^{(1)}\right)^{2} & \ldots & \left(q_{m}^{\left(N_{\mathrm{IC}}\right)}\right)^{2} \\
\left(q_{1}^{(1)}\right)^{3} & \ldots & \left(q_{1}^{\left(N_{\mathrm{IC}}\right)}\right)^{3} \\
\vdots & \ddots & \vdots \\
q_{i}^{(1)} q_{j}^{(1)} q_{k}^{(1)} & \ddots & q_{i}^{\left(N_{\mathrm{IC}}\right)} q_{j}^{\left(N_{\mathrm{IC}}\right)} q_{k}^{\left(N_{\mathrm{IC} \mathrm{C}}\right)} \\
\vdots & \ddots & & \vdots \\
\left(q_{m}^{(1)}\right)^{3} & \ldots & \left(q_{m}^{\left(N_{\mathrm{IC})}\right)}\right)^{3}
\end{array}\right],  \tag{4.103}\\
& \mathbf{K}_{n l}^{T}=\left[\begin{array}{ccccccc}
\tilde{K}_{111}^{(2)} & \ldots & \tilde{K}_{1 i j}^{(2)} & \ldots & \tilde{K}_{1 m m}^{(2)} & \tilde{K}_{1111}^{(3)} & \ldots \tilde{K}_{1 i j k}^{(3)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \\
\tilde{K}_{1 m m m}^{(3)} \\
\tilde{K}_{m 11}^{(2)} & \ldots & \tilde{K}_{m i j}^{(2)} & \ldots & \tilde{K}_{m m m}^{(2)} & \tilde{K}_{m 111}^{(3)} & \ldots \tilde{K}_{m i j k}^{(3)} \\
\ldots & \ldots & \tilde{K}_{m m m m}^{(3)}
\end{array}\right], \tag{4.104}
\end{align*}
$$

and

$$
\mathbf{P}_{n l}=\left[\begin{array}{ccc}
\tilde{p}_{1}^{(1)}-\omega_{1}^{2} q_{1}^{(1)} & \ldots & \tilde{p}_{1}^{\left(N_{\mathrm{IC}}\right)}-\omega_{1}^{2} q_{1}^{\left(N_{\mathrm{IC} \mathrm{C}}\right)}  \tag{4.105}\\
\vdots & \ddots & \vdots \\
\tilde{p}_{m}^{(1)}-\omega_{m}^{2} q_{1}^{(1)} & \ldots & \tilde{p}_{m}^{\left(N_{\mathrm{IC}}\right)}-\omega_{m}^{2} q_{1}^{\left(N_{\mathrm{IC})}\right)}
\end{array}\right]
$$

The system of equations (4.102) can be solved by means of any regression technique, for instance the least square method.

The main advantage of the IC method is the fact that the resulting NROM is based on vibration modes only, and thus is very compact as compared to the ED and EED method, which require also modes (e.g. DMs or MDs,) that represent the membranal behavior due to the large displacements. In the case of ED and EED is then possible to directly retrieve a full displacement field, and from it compute strain and stresses. This feature is crucial when the final aim of the analysis is to perform stress/strain investigations (for instance for fatigue life estimation). On the contrary, the IC method does not offer this possibility, as membranal behavior is not present in the basis.

To overcome this issue, Hollkamp and Gordon [24] developed a post-processing expansion procedure, which approximate the response of these DOFs without increasing the number of required static solutions in IC. In this method, the total displacement vector $\mathbf{u}^{(s)}$ relative to load case $s$ can be written as

$$
\begin{equation*}
\mathbf{u}^{(s)}=\mathbf{V} \mathbf{q}^{(s)}+\hat{\mathbf{u}}^{(s)}, \tag{4.106}
\end{equation*}
$$

where $\mathbf{u}^{(s)}$ is the solution of (4.98), and $\hat{\mathbf{u}}^{(s)}$ is the correction vector for in-plane DOFs, to be found by the expansion procedure. We can express $\hat{\mathbf{u}}^{(s)}$ in a modal fashion as

$$
\begin{equation*}
\hat{\mathbf{u}}^{(s)}=\hat{\mathbf{V}} \hat{\mathbf{q}}^{(s)} \tag{4.107}
\end{equation*}
$$

where $\hat{\mathbf{V}}$ is the transformation matrix and $\hat{\mathbf{q}}^{(s)}$ is the vector of modal membrane coordinates. The whole displacement set for $s=1, \ldots, N_{\text {IC }}$ can be compactly written as

$$
\begin{equation*}
\mathbf{U}=\mathbf{V} \mathbf{Q}+\hat{\mathbf{V}} \hat{\mathbf{Q}} \tag{4.108}
\end{equation*}
$$

where $\mathbf{U}=\left[\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{\left(N_{\mathrm{IC}}\right)}\right], \mathbf{Q}=\left[\mathbf{q}^{(1)}, \ldots, \mathbf{q}^{\left(N_{\mathrm{IC}}\right)}\right]$ while $\hat{\mathbf{V}}$ and $\hat{\mathbf{Q}}$ are yet to be determined. It is assumed that $\hat{\mathbf{V}}^{T} \mathbf{M V}=\mathbf{0}$, that is to say, the in-plane displacement to be retrieved lies in a subspace which is $\mathbf{M}$-orthogonal to $\mathbf{V}$. Therefore,

$$
\begin{equation*}
\mathbf{Q}=\mathbf{V}^{T} \mathbf{M} \mathbf{U} . \tag{4.109}
\end{equation*}
$$

It is then assumed that each column $\hat{\mathbf{q}}^{(s)}$ of $\hat{\mathbf{Q}}$ is given by

$$
\begin{equation*}
\hat{\mathbf{q}}^{(s)}=\left[\left(q_{1}^{(s)}\right)^{2}, q_{1}^{(s)} q_{2}^{(s)}, \ldots, q_{i}^{(s)} q_{j}^{(s)}, \ldots\left(q_{m}^{(s)}\right)^{2}\right]^{T} ; \tag{4.110}
\end{equation*}
$$

see [49] for more details. Then, by virtue of (4.110) and (4.109), we finally obtain

$$
\begin{equation*}
\hat{\mathbf{V}}=\left(\mathbf{I}-\mathbf{V V}^{T} \mathbf{M}\right) \mathbf{U} \hat{\mathbf{Q}}^{+}, \tag{4.111}
\end{equation*}
$$

where $\hat{\mathbf{Q}}^{+}$is the pseudo-inverse of $\hat{\mathbf{Q}}$ and $\hat{\mathbf{V}} \in \mathbb{R}^{n \times \frac{m(m+1)}{2}}$.

In practice, the NLROM obtained by IC is integrated in time and the vectors of modal coordinates $\mathbf{q}$ at time samples $t_{1}, t_{2}, \ldots, t_{n_{T}}$ are collected in $\mathbf{Q}_{T}$ as

$$
\begin{equation*}
\mathbf{Q}_{T}=\left[\mathbf{q}\left(t_{1}\right), \ldots, \mathbf{q}\left(t_{n_{t}}\right)\right] . \tag{4.112}
\end{equation*}
$$

The total displacement $\mathbf{U}_{T}=\left[\mathbf{u}\left(t_{1}\right), \ldots, \mathbf{u}\left(t_{n_{t}}\right)\right]$ is retrieved by

$$
\begin{equation*}
\mathbf{U}_{T}=\mathbf{V} \mathbf{Q}_{T}+\hat{\mathbf{V}} \hat{\mathbf{Q}}_{T} \tag{4.113}
\end{equation*}
$$

where the column $\hat{\mathbf{q}}\left(t_{i}\right)$ of $\hat{\mathbf{Q}}_{T}$ relative to time step $t_{i}$ is given by

$$
\begin{equation*}
\hat{\mathbf{q}}\left(t_{i}\right)=\left[\left(q_{1}\left(t_{i}\right)\right)^{2}, q_{1}\left(t_{i}\right) q_{2}\left(t_{i}\right), \ldots, q_{i}\left(t_{i}\right) q_{j}\left(t_{i}\right), \ldots\left(q_{m}\left(t_{i}\right)\right)^{2}\right] . \tag{4.114}
\end{equation*}
$$

A comparison of the number of evaluations required by ED, EED and IC is shown in Figure 4.7.


Figure 4.7: Number of required nonlinear static solution for ED, EED and IC versus the number of modes in the reduction basis [34].

### 4.5.6 Nonlinear normal modes

As briefly discussed, the presence of nonlinearity may alter the stiffness of the system (for geometric nonlinearities), the damping forces (i. e. with friction), or both. In fact, it was shown that linear reduction techniques based on vibration modes only are not sufficient to capture the nonlinear behavior, and therefore other vectors (e.g. MDs or DMs) have to be added to the reduction basis. One could also wonder how a certain eigensolution (i.e. a vibration mode oscillating at its own eigenfrequency) changes
when the displacements trigger the nonlinearity. For conservative autonomous systems (i.e. systems with no damping and no external excitation), there still exist periodic solutions, usually called Nonlinear Normal Modes (NNMs), which can be thought of as the nonlinear equivalent of a vibration mode for a linear system. This concept was first defined by Rosenberg [55] as "any vibration-in-unison of a conservative nonlinear system, i. e. where the coordinates of the system pass through the equilibrium and reach their extrema simultaneously", and later generalized to include any nonnecessarily synchronous periodic motion [37]. The latter definition allows the system to exhibit internal resonance, i.e. the coexistence of two or more modes which feature periodic motions at periods at commensurate ratios. Pioneering work on NNMs was done by Shaw and Pierre [59, 60].

NNMs are instrumental in assessing the impact of the nonlinearity on the dynamic response. In [40], NNMs are proposed as tool to assess the quality of a NLROM. In this work, it is in fact suggested to directly compare NNMs computed with NLROMs, as the NNMs of the HFM are too costly to be computed for large systems. Usually, the effect of a NNM is summarized by means of a Frequency-Energy Plot (FEP), where the frequency of the periodic motion is plotted against the energy associated to the motion itself, for instance resulting from initial conditions. Note that, in such representation, the actual shape of the motion throughout the period is hidden. In Figure 4.8 (taken from [62]), the NNM associated to the first vibration mode of a shallow arch pinned at both ends is shown. The response stays linear (i. e. of constant frequency) for a wide range of energy. Then the frequency decreases due to a softening ${ }^{1}$ behavior, followed by an internal resonance tongue due to the interaction with the NNM associated to the third vibration mode. At this point, in fact, the two NNMs evolve with a period ratio of 4:1, enabling the existence of a periodic solution at which both contributions can coexist. The motion triggers then a hardening behavior at higher energy. A FEP as the one shown in Figure 4.8 is computationally expensive to construct. In fact, every point of the FEP requires the knowledge of a periodic motion for a given energy level. The frequency and the initial conditions of such motion are not known a priori. Numerical techniques for solving this problem are discussed in detail in [51] and [28]. Here, is it worth to highlight the benefits of resorting to NLROMs when computing NNMs. In [62], for instance, MDs-based ROMs were assessed for the computation of NNMs of FE-discretized planar beam structures. In this work, the shooting method was used to obtain periodic solutions of the autonomous conservative systems of interest. This method essentially integrates the system in time for trial initial conditions (i. e. initial deformed shape imposed to the structure) and a trial period, and then correct them via

[^7]

Figure 4.8: First NNM of a shallow arch. Note that the NNM first exhibits softening (i. e. decrease in frequency due to a decrease in stiffness), followed by an internal resonance (4:1 interaction with the third NNM), and then hardening. The FEP computed for the full model (blue solid line), a ROM containing $\mathbf{V}=\left[\boldsymbol{\phi}_{1}\right]$, a ROM containing $\mathbf{V}=\left[\boldsymbol{\phi}_{1} \boldsymbol{\phi}_{3}\right]$, and a ROM including $\mathbf{V}=\left[\boldsymbol{\phi}_{1} \boldsymbol{\phi}_{3} \boldsymbol{\theta}_{11} \boldsymbol{\theta}_{13} \boldsymbol{\theta}_{33}\right]$. Plots (a) to (d) show the spatial shape of the response (solid line) for the corresponding points on the FEP. The undeformed configuration is shown with dashed line [62].

Newton-Raphson iterations until a periodicity condition is met with pre-defined accuracy. Once a solution is obtained (i. e. a point of the FEP), continuation is employed to estimate the new guess at higher energy level. It becomes clear then that each point of an FEP requires multiple time integration of the system, and therefore, the tracing of a FEP for each mode of interest can be a daunting task. In [62], it was demonstrated that MD-based NLROMs capture well the nonlinear behavior and internal resonances by only including the vibration modes-and corresponding MDs, which are expected to interact. This is achieved at a smaller computational cost as the one required for the HFM. Moreover, a NLROM so constructed filters a physically meaningless contribution of high-frequency dynamics, which is only due to the resolution of the spatial discretization. In doing so, the convergence of numerical implicit time integration is significantly improved.

### 4.5.7 Nonlinear manifolds for reduction

Up to now, we discussed techniques that approximate the HFM solution as a linear combination of modes spanning a low-dimensional subspace. This is not the only possibility, as many dynamical systems evolute on manifolds, rather than subspaces [44]. This is typically the case for systems characterized by slow and fast dynamics. An example of this is static condensation (see Section 4.5.1), where the fast dynamics of the in-plane motion is statically enslaved to the slow dynamics of the bending deformations. The resulting mapping between fast and slow dynamics is in this case quadratic, see equation (4.51). Once a condensed system is obtained through slow-fast decom-
position, a further reduction is of course possible. One could apply the techniques discussed in Sections 4.5.2, 4.5 .3 and 4.5 .4 (i.e. based on linear subspaces for reduction) or seek for a manifold on which the solution is embedded. Such a manifold passes through the equilibrium point and is there tangent to the corresponding linear mode. Recently, the concept of Spectral Submanifold (SSM) was introduced by Haller and Ponsioen in [21]. The SSM was introduced as an invariant manifold asymptotic to a NNM, and it is the smoothest nonlinear continuation of a modal subspace emanating from the equilibrium. A discussion on the potential of SSM for model reduction can be found in [53], where SSMs are computed for a linear FE-discretized beam with a cubic nonlinear spring acting at the tip. An interesting application of slow-fast decomposition combined with SSM reduction is presented in [30] for the case of a geometrically nonlinear FE discretized beam.

An approximate method to construct a manifold for reduction, related to the MDs method, is presented in [31] and then generalized in [58]. There, it is postulated that the HFM displacements $\mathbf{u}(t)$ are mapped to the modal coordinates $\mathbf{q}(t)$, i. e. $\mathbf{q} \in \mathbb{R}^{m} \rightarrow$ $\Gamma(\mathbf{q}) \in \mathbb{R}^{n}$ as

$$
\begin{equation*}
\mathbf{u}(t) \approx \boldsymbol{\Gamma}(\mathbf{q}(t)):=\boldsymbol{\Phi} \cdot \mathbf{q}(t)+\frac{1}{2}(\boldsymbol{\Omega} \cdot \mathbf{q}(t) \cdot \mathbf{q}(t)) \tag{4.115}
\end{equation*}
$$

where $\boldsymbol{\Phi} \in \mathbb{R}^{n \times m}$ contains selected vibration modes, and $\boldsymbol{\Omega} \in \mathbb{R}^{n \times m \times m}$ is a third-order tensor constructed with the MDs stemming from $\boldsymbol{\Phi}$. The resulting manifold is therefore quadratic in $\mathbf{q}$, hence the naming Quadratic Manifold ( QM ). The concept is illustrated in Figure 4.9, for the case of a cantilevered plate. Instead of constituting additional DOFs for the NLROM, the MDs provide the curvature of the manifold. The NLROM is then obtained by inserting (4.115) into (4.30) and projecting onto the tangent manifold $\mathbf{P}_{\Gamma}(\mathbf{q})$, obtained:

$$
\begin{equation*}
\mathbf{P}_{\boldsymbol{\Gamma}}(\mathbf{q})=\frac{\partial \Gamma(\mathbf{q})}{\partial \mathbf{q}} \tag{4.116}
\end{equation*}
$$

Again, the interested reader is referred to [31] for details. The method was tested on a fairly large FE model of a wing subject to representative gust load. This approach outperformed a POD reduction with the same number of modes ( 5 vibration modes vs 5 POD modes), in terms of accuracy. It is worth mentioning that the QM technique needs to be equipped with a compression technique of the resulting nonlinear reduced terms. An exact tensorial form as outlined in Section 4.4.1.2 is cumbersome, as the resulting nonlinear terms would contain tensors up to seventh order. Likely, the higher order terms are not relevant for accuracy, and yet require the most intensive computational and storage effort. A possible strategy could be therefore to neglect some of the highest terms. Another possibility is hyper-reduction. It was shown in [32] that ECSW can be extended to the case of nonlinear manifolds for reduction. In this work, the same example tackled in [31] is considered, and better speed-ups than traditional, linear basis POD reduction are obtained, as less elements are picked by the algorithm.


Figure 4.9: Illustrative picture of a quadratic manifold for reduction of a cantilevered plate. The manifold is a function of the amplitudes of the first two vibration modes. The three MDs provide the curvature of the manifold.

Arguably, this is due to the fact that the QM more compactly represents the physics of the problem than the POD basis.

Still, if hyper-reduction is the way to go for reduction with nonlinear manifolds, one would desire to form the training sets without recurring to expensive HFM simulations. Attempts in this sense are made by [57] and [29]. In the latter of these contributions, the QM is in fact used to "lift" inexpensive linear modal solutions obtained as described in Section 4.2. The obtained displacements are then used to generate nonlinear forces to train the ECSW selection. The method proved very effective for geometrically nonlinear problems, for which the QM provides a good description of the physical behavior. The NLROM, though, is still obtained by projection on linear subspaces containing vibration modes and modal derivatives. The extension of this technique to QM-based reduction is yet to be tried, but it is foreseen not to pose major hurdles.

### 4.6 Overview on parametric nonlinear ROMs

In the previous sections, projection-based NLROMs strategies to select a suitable basis and to evaluate the nonlinear system of equations have been discussed. As it has already been pointed out, most of the showcased methods do provide very high speedups in the online phase, but usually they require some kind of overhead costs involving offline training and/or pre-computations. This often heavily reduces the effective gain provided by the ROM. Indeed, calling for convenience $t_{\text {on }}$ and $t_{\text {off }}$ the online and offline times of a ROM and $t_{f}$ the time of a full order analysis, the effective speed-up factor can be computed as $S P=\left(t_{\text {on }}+t_{\text {off }}\right) / t_{f}$. It is clear that, if the same reduced model is used for multiple (say $M$ ) queries requiring different analyses, this factor increases
to $S P_{M}=\left(M t_{\text {on }}+t_{\text {off }}\right) /\left(M t_{f}\right)$. In other words, the offline costs become less important as the number of evaluations increases. Parametric ROMs (PROMs) are then a natural extension of this concept, as the number $M$ would include the sum of the number of queries for each combination of parameters, making the reduction even more profitable.

For linear systems parametric reduced order modeling (PMOR) techniques are well developed. Loosely speaking, the main challenges in PMOR reside in (i) the construction of the model itself, (ii) identification of a projection basis that can be valid over a space of parameters, and (iii) selection of an interpolation and sampling strategies. The model can be constructed following a local approach (e. g. building several ROMs for different parameters and interpolating the bases/ROM/solutions) or a global approach, where the full order system is parametrized and a single basis is selected. For the latter case, again many options are available. Moment-matching (discussed extensively in [7, Chapter 3]) is a popular strategy, where the basis is constructed requiring the $n$th derivatives (moments) of the reduced and full order systems with respect to the parameters to match [17]. Another approach is to construct the basis repeatedly applying POD to a set of simulations selected through some kind of parameter-space sampling procedures (e. g. Latin Hyper-cube, Smolyak sparse grid). For an extensive survey of existing methods the reader is referred to [6].

On the other hand, projection-based PMORs for nonlinear systems feature a much less mature theory, and constitute a broad and rapidly evolving area of research. Many of the methods available in the literature try to carry over concepts from linear analysis to the nonlinear case. In this sense, POD represents the most widely exploited method due to its versatility and properties, such as error bound and optimality of the reduction basis it provides. In [4] for instance, a PROM was developed for contact problems by performing a number of full order simulations sampling the parameter space, then taking the POD of each and clustering all the resulting bases. Using a computationally cheap error estimator, this process is repeated in order to refine the approximation. A lot of other strategies involving interpolation of such full order simulations and/or POD bases also exist. In [70] the data coming from the full order simulations is manipulated using a two-level radial basis function interpolation method to obtain hyper-surfaces in the parameters, while in [22] the interpolation step is carried out using neural networks to compute the interpolation coefficients. All the aforementioned strategies belong to the family of (non-intrusive) data-driven methods, and they all demand a huge upfront cost to be paid to develop the ROM itself. Nevertheless, these approaches might probably be the only viable ways to deal with complex problems such as the ones in fluid-mechanics, which often provides the benchmarks for these algorithms.

In the context of geometric nonlinearities in solid mechanics, however, we showed that under some circumstances the nonlinear internal forces take specific shapes (e.g. third-order polynomials), and thus some information from the model can be exploited for the construction of the reduction basis (e.g. MDs) without the
need of full simulations. In [43] for instance, such information is used to construct a PROM to describe shape defects of a structure in a parametric fashion and relying solely on the model of the system. Even if probably model-driven approaches seem to go against the trend of a consistent share of the scientific community that gradually, but steadily, moves towards the machine-learning area, we deem such strategies still worth of investigation not only for the possible advantages over other techniques, but also for their engineering value in terms of interpretability and ease of use.

The parametrization could also be intended as time-dependent, as done for instance in [9] and [63] for the reduction of models of meshing gears. Here, a reduction basis which is used to reproduce the contact behavior between gears teeth is made function of a time-dependent load position parameter, and appended to a constant basis that spans the global behavior of the system. The local, parametrized modes can be either residual attachment modes [63], or static solutions at specific configuration [9]. The time variation of the reduction basis is then generating additional, state dependent terms in the ROM, which are shown to be important for stress recovery. In all this contributions, the time variation of the parameter is known a priori. Likewise, a prescribed time-dependent law could parameterize the equilibrium of a given system. This is the case of thermo-mechanical systems, where the temperature field is typically determined buy solving the heat equation, and then applied to the mechanical problem. Typically, there is a large characteristic time scale difference between the thermal and mechanical problem, being the latter characterized by much faster dynamics. In this case indeed, the slow variation of the applied thermal field justifies a parametric equilibrium and a parametric reduction basis, which can be conveniently interpolated online; see [33]. For the same reason, state dependent terms that are otherwise present (see again [9, 63]) can be neglected.

### 4.7 Conclusions

We briefly overviewed the most popular methods for model order reduction of linear and geometrical nonlinear mechanical systems. The approaches here considered are system-driven, meaning with this that the reduced order model is built from quantities that can be derived directly from the discretized equations governing the high fidelity model. This is in contrast with data-driven techniques, which in fact build the reduced order model from solutions of the high fidelity model. The main appeal of systemdriven method is their independence from computationally expensive solutions and their exploitation of the system characteristics.

In structural dynamics applications, the modal displacement method has become a standard already for decades. The full order solution is approximated by a combination of a few carefully selected eigenmodes, which are also used to span a space
where the system is projected. The resulting reduced order model consists of an uncoupled system of modal equations which can be easily solved. Enhancements to the modal displacement method aim at retrieving the contribution of discarded vectors by quasi-static corrections.

The same strategy, namely modal expansion and projection, can be employed also for nonlinear systems. Here, we restricted to systems with geometric nonlinearities, which are typically modeled by smooth nonlinear functions of displacements. Systems affected by geometric nonlinearities usually feature a slow dominant behavior, which is complemented by a fast dynamics. The slow dynamics-typically featuring out-of-plane motion for the case of thin-walled structures-can still be developed by a set of dominant vibration modes selected by the modal displacement method. The fast dynamics is usually enslaved to the slow one, as it is given by the bending-stretching coupling due to the geometric nonlinearity. In fact, for flat systems where the in-plane and out-of-plane dynamics can be clearly separated, a nonlinear mapping between out-of-plane (slow) and in-plane (fast) dynamics- usually referred to as static condensation can be established by neglecting the in-plane inertial terms.

For more geometrically complex systems, this separation of the degrees of freedom might be hard or impossible to perform. In this case, one can of course rely on expansion and projection onto a subspace that is able to reproduce the nonlinear coupling effects. Two methods to form such basis gained popularity over the past two decades, namely modal derivatives and dual modes. Both methods find the most relevant in-plane contribution to best span the nonlinear behavior. While the dual modes method is inherently non-intrusive, as it requires several nonlinear static solutions of the high fidelity model, the modal derivative strategy can be applied also intrusively if the directional derivative of the tangent stiffness matrix along the dominant linear modes could be calculated.

Indeed, the wording non-intrusive and intrusive refer to two distinct classes of reduction methods. The distinction lies on whether or not it is possible to access elemental functions to compute the projected reduced order terms. In non-intrusive methods, the structure of these terms is first postulated and then identified, typically by probing the system with sufficient nonlinear static cases, where either displacements or forces are imposed on the high fidelity model. We discussed the methods of enforced displacements and enhanced enforced displacements, which identify the coefficients of the projected nonlinear forces by statically applying displacements determined by combinations of the modes used for reduction. The number of such evaluations is $\mathcal{O}\left(m^{3}\right)$ and $\mathcal{O}\left(m^{2}\right)$ for the enforced displacement and the enhanced enforced displacement method, respectively. The latter gain is due to the assumed availability of the tangent stiffness matrix from the high fidelity model. The method of implicit condensation and expansion differs from the former two as it relies only on dominant vibration modes-and not on either dual modes or modal derivatives-to construct the reduced order model. A recovery of the full displacement field is obtained through an expansion step that assumes a quadratic dependency of the in-plane modes to the dominant
vibration modes. In intrusive methods, on the contrary, the reduced nonlinear forces are computed exactly by evaluating and projecting at element level. This is efficient if the resulting reduced terms are functions of modal coordinates only-i. e. no access to the mesh is required any longer, once the reduced order model is constructed. This is the case indeed of polynomial terms, resulting from lagrangian formulation and elastic material of continuum elements, or plates modeled with the von Karman kinematic assumptions. In more complex cases, the evaluation at element level is unavoidable, and the speed-up associated to a reduced order model drops significantly. In these cases, one can resort to hyper-reduction, which is extensively treated in [8, Chapter 5]. Essentially, hyper-reduction scales the computation of the reduced terms with the size of the reduction basis and not with the one of the high fidelity model, and thus delivers huge speed-ups. Here, we outlined the Discrete Empirical Interpolation Method (DEIM) and the Energy Conserving Sampling ans Weighting (ECSW) method. Both methods rely on training forces, which typically come from the Proper Orthogonal Decomposition of high fidelity solutions. As such, they could be classified as data-driven methods and would therefore not belong to this chapter. However, recent trends target the construction of such training sets without recurring to expensive full solution. For instance, in the case of geometric nonlinearities, one can lift computationally linear modal solutions on a quadratic manifold centered around the equilibrium, and whose curvature is provided by modal derivatives. The resulting displacements generate forces which can be used for training of the hyper-reduction.

The slow-fast dynamics dichotomy of the behavior of nonlinear systems in fact favors reduction methods based on nonlinear manifolds, rather than projection on linear subspaces. In other words, the solution is assumed to evolve on curved, rather that flat, manifolds, which can be constructed via asymptotic expansions around the equilibrium point. Along this direction, the recently proposed spectral submanifold is defined as the smoothest nonlinear continuation of a modal subspace at the equilibrium point. Likewise, we briefly discussed the reduction on quadratic manifolds constructed with vibration modes and modal derivatives. As the manifold can be seen as a nonlinear constraint to the solution, a configuration-dependent mass matrix and convective generalized forces are generated by this reduction method. Reduction through nonlinear manifolds exacerbates the issue of efficient computation of reduced nonlinear terms. In the case of polynomial nonlinearities for the high fidelity model, the resulting reduced tensors are of higher order as the ones corresponding to linear projection. This could quickly exhaust memory resources and slow down the time integration of the reduced system significantly. Recent contributions are tackling this problem by applying for instance hyper-reduction.

Lastly, we briefly discussed parametric model order reduction. In this context, the general trend is to rely on data-driven methods, usually based on POD, to construct the parametrized reduced order model. In general this could be done by either forming a large reduction basis that spans the parameter space of interest, or by constructing local reduced order models and interpolate across the parameter space. In either case,
a greedy procedure often drives the generation of the parametric reduced order model. However, for the case of geometric nonlinearity, it is possible to exploit the structure of the governing equations and devise a reduction basis containing sensitivities of modes with respect to parameters-for instance, in the case of shape imperfections. This procedure is completely system-driven and it is shown to span the parameter space in the neighborhood of the nominal parameter values.
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#### Abstract

Many physical systems are passive (or dissipative): they are unable to generate energy on their own, but they can store energy in some form while exchanging power with the surrounding environment. This chapter describes the most prominent approaches for ensuring that Reduced Order Models are passive, so that their mathematical representation satisfies an appropriate dissipativity condition. The main focus is on Linear and Time-Invariant (LTI) systems in state-space form. Different conditions for testing passivity of a given LTI model are discussed, including Linear Matrix Inequalities (LMIs), Frequency-Domain Inequalities, and spectral conditions on associated Hamiltonian matrices. Then we describe common approaches for perturbing a given non-passive system to enforce its passivity. Various examples from electronic applications are used to demonstrate both theory and algorithm performance.
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### 5.1 Introduction and motivations

Let us consider the problem of designing a complete electronic product, such as a smartphone or a high-end computing server. The complexity of such a system is overwhelming: a single microprocessor might include several billions transistors, and this is just one component. All components are tightly interconnected to exchange signals and power: they interact both through electrical connections as well as (unwanted) electromagnetic couplings, which are inevitable due to the close proximity of components in tightly integrated systems. A proper design flow must ensure that all signals behave as expected during real operation, which requires accounting for all interactions between components and subsystems. A first-pass design can only be achieved by extensive numerical simulation at the system level, in order to verify full compliance with specifications.

All of us would agree that a direct, brute-force simulation of the complete system is totally unrealistic. This is why common engineering practices partition a given complex system into several simpler subsystems, which are modeled independently. All models are then interconnected to obtain a system description that is amenable for numerical simulation. These individual models are very often obtained through
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some Model Order Reduction scheme applied to some initial device-level characterization.

Suppose now that one of the above individual models represents some signal or power interconnect network. Such interconnect structure is intended to feed signal and power supply to all elements of the system, in the form of electrical current flowing through metal wires. The interconnect network is unable to generate energy on its own, but rather redistributes the energy that it receives from its input signals to its output signals. It may store energy through electric and magnetic field densities in the physical space surrounding the interconnect, and it may dissipate energy as heat through metal and dielectric losses, but no more energy can be supplied to the environment than the amount of energy previously stored. Such a system is called dissipative (or passive). The concept of dissipativity naturally arises from energy conservation principles and is therefore ubiquitous in several engineering fields.

A (reduced order) model of the interconnect must respect such property: the simulation model must not be able to release more energy than previously stored. This requirement is not just for self-consistency with fundamental physical principles, but for a very practical reason: a non-passive model may trigger instabilities during systemlevel simulation. An example is provided in Figure 5.1, which compares the voltage received by a state of the art (at the time of writing) smartphone through a high-speed interconnect, computed using a passive vs. non-passive model connected to various other system parts, including drivers and receiver circuits that send and receive the signals. The non-passive model triggers a resonance, by injecting a continuous flow of power that is responsible for the instability. Conversely, the passive model provides a well-behaved bounded response.


Figure 5.1: Comparison between the responses of passive (thick line) and non-passive (thin line) models of a high-speed smartphone interconnect link.

A fundamental result states that the interconnection of passive subsystems leads to a passive system; see e.g. [74]. Therefore, a guarantee of passivity for all individual
models for which this requirement is adequate ${ }^{1}$ is also a guarantee that a model-based system-level simulation will run smoothly. This is a relevant problem not only for electronic applications, but for several applied engineering fields such as, e. g., mechanics or fluid dynamics. Energy conservation or dissipation properties must be preserved in the simulation models.

Figure 5.1 illustrates in a clear manner that any modeling procedure used for analysis of the dynamics of dissipative physical systems should ensure that the resulting model or reduced order model is dissipative. There exist MOR algorithms that are able to preserve dissipativity if applied to an original large-scale dissipative model. Examples are the PRIMA algorithm [63, 67] (see also [6, Chapter 4]) or the PR-TBR algorithm [19, 62, 64, 65, 68] (see also [5, Chapter 2]). Unfortunately, for a variety of reasons, possibly including efficiency considerations, such schemes are not always applicable, and one has to resort to one of the many reduced order modeling techniques that are not able to preserve or enforce dissipativity. Therefore, it is often necessary to perform a-posteriori checks and possibly implement a post-processing procedure that enforces model passivity.

In this Chapter, we review the various forms in which the passivity conditions of a model can be stated. The particular class of systems that we focus on is defined in Section 5.2, although generalizations are discussed in Section 5.6. Different forms of passivity conditions will lead to corresponding different numerical schemes for their verification, discussed in Section 5.3. We then present in Section 5.5 a selection of methods for passivity enforcement, mainly cast as perturbation approaches that, starting from the original non-passive model, update its coefficients in order to achieve passivity. Model accuracy is retained by minimizing the perturbation amount in some norm, as discussed in Section 5.4.

The style of this chapter is informal, with main results being stated with some essential derivation, but without a formal proof. Emphasis is on the practical aspects of the various formulations, which lead to algorithms presented in pseudocode form. Pointers to the relevant literature are provided for additional insight.

### 5.2 Passivity conditions

In order to keep this chapter self-contained, our discussion is based on the special class of Linear Time-Invariant (LTI), finite-dimensional systems in regular state-space form

$$
\mathcal{S}: \quad\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+B u(t),  \tag{5.1}\\
y(t)=C x(t)+D u(t),
\end{array}\right.
$$

[^9]where $t$ denotes time, vectors $u \in \mathcal{U} \subseteq \mathbb{R}^{M}$ and $y \in \mathcal{Y} \subseteq \mathbb{R}^{M}$ collect the system inputs and outputs, respectively, and $x \in \mathcal{X} \subseteq \mathbb{R}^{N}$ is the state vector, with $\dot{x}$ denoting its time derivative. The $M \times M$ transfer function of the system is
\[

$$
\begin{equation*}
H(s)=C(s I-A)^{-1} B+D \tag{5.2}
\end{equation*}
$$

\]

where $s$ is the Laplace variable. We start by assuming the system to be asymptotically stable, with all eigenvalues of $A$, i. e., the poles of $H(s)$, having a strictly negative real part.

The above assumptions may seem overly restrictive, but most common macromodeling schemes that are widespread in electronic applications such, e. g. the Vector Fitting algorithm [5, Chapter 8], produce reduced order models in this form. Generalizations will be discussed in Section 5.6.

### 5.2.1 Dissipative systems

The system $\mathcal{S}$ in (5.1) is dissipative $[15,74,88]$ with respect to the supply function $s$ : $\mathcal{U} \times \mathcal{Y} \mapsto \mathbb{R}$ if there exists a storage function $V: \mathcal{X} \mapsto \mathbb{R}$ such that

$$
\begin{equation*}
V\left(x\left(t_{1}\right)\right) \leq V\left(x\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{1}} \mathrm{~s}(u(t), y(t)) d t \tag{5.3}
\end{equation*}
$$

for all $t_{0} \leq t_{1}$ and all input, state and output signals $u, x, y$ that satisfy the state-space equations (5.1). In the above definition, $V$ represents the internal energy that the system is able to store, and $s$ is the power flow exchanged by the system with the environment. Thus, for a dissipative system the increase in the internal energy that the system undergoes during any time interval $\left(t_{0}, t_{1}\right)$ cannot exceed the cumulative amount of energy received from the environment, expressed as a time integral of the input power flow. If the storage function is differentiable, the dissipation inequality (5.3) can also be cast in the equivalent form

$$
\begin{equation*}
\frac{d V(x(t))}{d t} \leq \mathrm{s}(u(t), y(t)) \tag{5.4}
\end{equation*}
$$

As a typical example, one may consider an electric RLC circuit made of an arbitrary number of arbitrarily connected resistors $R_{k}>0$, inductors $L_{k}>0$ and capacitors $C_{k}>0$, which interacts with the environment through $M$ ports. Each port defines an input, e. g., the port voltage $v_{j}$, with the port current $i_{j}$ acting as the corresponding output (this representation is called admittance). For this example, the state vector comprises all capacitor voltages $v_{C k}$ and inductor currents $i_{L k}$, so that the energy storage function is defined as $V:=\frac{1}{2}\left(\sum_{k} C_{k} v_{C V}^{2}+\sum_{k} L_{k} i_{L k}^{2}\right)$. The electric power entering the circuit at the $j$ th port is $v_{j} i_{j}$, so that the power supply function reads $s(u, y)=u^{T} y=\sum_{j} v_{j} i_{j}$.

By Tellegen's (power conservation) theorem [4, 24], we have

$$
\begin{align*}
\mathbf{s}(u, y) & =\sum_{j} v_{j} i_{j}=\sum_{k} v_{C k} i_{C k}+\sum_{k} v_{L k} i_{L k}+\sum_{k} R_{k} i_{R k}^{2} \\
& =\frac{d V}{d t}+\sum_{k} R_{k} i_{R k}^{2} \geq \frac{d V}{d t} \tag{5.5}
\end{align*}
$$

where we used the definition of capacitor currents $i_{C k}=C_{k} \frac{d v_{c k}}{d t}$, inductor voltages $v_{L k}=$ $L_{k} \frac{d i_{i k}}{d t}$, and where $i_{R k}$ are the resistor currents. So, we see that any RLC circuit with positive elements is dissipative.

The system $\mathcal{S}$ in (5.1) is called strictly dissipative [74, 88] with respect to the supply function $s$ if the stronger condition

$$
\begin{equation*}
V\left(x\left(t_{1}\right)\right) \leq V\left(x\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{1}} \mathrm{~s}(u(t), y(t)) d t-\varepsilon^{2} \int_{t_{0}}^{t_{1}}\|u(t)\|^{2} d t \tag{5.6}
\end{equation*}
$$

holds for some $\varepsilon>0$ instead of (5.3), which is thus satisfied with a strict inequality.
The following three subsections provide different equivalent passivity conditions that are applicable to linear state-space systems in the form (5.1).

### 5.2.1.1 Linear matrix inequalities

Building on the above example, we consider for the general system (5.1) a quadratic ${ }^{2}$ storage function $V(x)=\frac{1}{2} x^{T} P x$ associated to a symmetric and positive definite matrix $P=P^{T}>0$. Also, we adopt the same supply function ${ }^{3}$

$$
\begin{equation*}
\mathbf{s}(u, y)=u^{T} y=y^{T} u=\frac{1}{2}\left(u^{T} y+y^{T} u\right) . \tag{5.7}
\end{equation*}
$$

Imposing the dissipation inequality in differential form (5.4) leads to

$$
\begin{equation*}
\frac{d}{d t}\left\{\frac{1}{2} x^{T} P x\right\}=\frac{1}{2}\left(\dot{x}^{T} P x+x^{T} P \dot{x}\right) \leq \frac{1}{2}\left(u^{T} y+y^{T} u\right) \tag{5.8}
\end{equation*}
$$

and using (5.1) to eliminate $\dot{x}$ and $y$, we obtain the following condition:

$$
\binom{x}{u}^{T}\left(\begin{array}{cc}
A^{T} P+P A & P B-C^{T}  \tag{5.9}\\
B^{T} P-C & -D-D^{T}
\end{array}\right)\binom{x}{u} \leq 0, \quad P=P^{T}>0
$$

2 It is well known [89] that, if a storage function $V$ satisfying (5.3) for system (5.1) exists, it can be found as a positive definite quadratic form.
3 In many physical systems power is expressed as the product of relevant variables, such as voltagecurrent in electrical circuits, pressure-flow in hydraulic systems, and force-velocity in mechanical systems.
which provides the passivity condition to the state-space system (5.1). This condition leads to the well-known Positive Real Lemma (PRL), which is a particular case of the Kalman-Yakubovich-Popov (KYP) lemma [51, 66, 92] (see also [2, 56, 74]), which states that the state-space system (5.1) is passive if and only if

$$
\exists P=P^{T}>0: \quad\left(\begin{array}{cc}
A^{T} P+P A & P B-C^{T}  \tag{5.10}\\
B^{T} P-C & -D-D^{T}
\end{array}\right) \leq 0 .
$$

This class of conditions is generally known as Linear Matrix Inequalities (LMIs) [2, 13, 14, 87]. For a strictly passive (dissipative) system (5.10) holds with a strict inequality.

### 5.2.1.2 Frequency-domain inequalities

An equivalent condition for passivity characterization is provided by a frequencydomain inequality. It is well known $[2,81,90]$ that the transfer function of a general passive system must be Positive Real (PR), i. e., the following three conditions must hold:

1. $H(s)$ must be regular in the open right half complex plane $\mathbb{R}\{s\}>0$;
2. $H\left(s^{*}\right)=H^{*}(s)$, where ${ }^{*}$ denotes the complex conjugate;
3. $\Psi(s)=H(s)+H^{T}(-s) \geq 0$ for $\mathbb{R}\{s\}>0$.

Condition 1 is directly related to the stability of $H(s)$, which is here assumed a priori; condition 2 implies that the impulse response of the system is real-valued; condition 3 completes passivity characterization through a Frequency-Domain Inequality. The connection between the PR conditions and the PRL/KYP Lemma are welldeveloped and proved in [2].

Since by our assumption all the poles of $H(s)$ are strictly stable, and since the adopted state-space realization is real-valued, both conditions 1 and 2 are automatically satisfied, whereas condition 3 can be restricted to the imaginary axis $s=\jmath \omega$ by the minimum principle of harmonic functions [69], showing that

$$
\begin{equation*}
\Psi(\jmath \omega)=H(\jmath \omega)+H^{H}(\jmath \omega) \geq 0 \quad \forall \omega \in \mathbb{R} \tag{5.11}
\end{equation*}
$$

where ${ }^{H}$ denotes Hermitian transpose and $\jmath$ is the imaginary unit. Continuing on the same RLC circuit example above, the latter condition states that the input admittance (matrix) of the circuit block must be nonnegative (Hermitian) definite, which in the scalar case $M=1$ reduces to the requirement that the real part of the input admittance or impedance of any passive one-port element must be nonnegative at any frequency. Condition (5.11) can be further conveniently rewritten as

$$
\begin{equation*}
\lambda_{i} \geq 0, \quad \forall \lambda_{i} \in \lambda(\Psi(\jmath \omega)), \quad \forall \omega \in \mathbb{R}, \tag{5.12}
\end{equation*}
$$

where $\lambda(\cdot)$ denotes the set of all eigenvalues of its matrix argument. Nonnegativity can thus be tested for all individual frequency-dependent eigenvalue trajectories $\lambda_{i}(\jmath \omega)$ of $\Psi(\jmath \omega)$, for $1 \leq i \leq M$. Inequalities (5.11) and (5.12) are strict for $\omega \in \mathbb{R} \cup\{\infty\}$ in the case of strictly passive systems.

### 5.2.1.3 Hamiltonian matrices

There is a third class of conditions that can be used to characterize a passive system, based on the so-called Hamiltonian matrix associated to (5.1). We introduce this matrix by finding the set of spectral zeros of $\Psi(s)$. Let us assume that $\Psi\left(s_{0}\right) v=0$ for some vector $v \neq 0$, with $s_{0} \in \mathbb{C}$. Using (5.2) we have

$$
\begin{equation*}
\left[C\left(s_{0} I-A\right)^{-1} B+D+B^{T}\left(-s_{0} I-A^{T}\right)^{-1} C^{T}+D^{T}\right] v=0 . \tag{5.13}
\end{equation*}
$$

Let us define

$$
\begin{array}{lll}
r=\left(s_{0} I-A\right)^{-1} B v & \rightarrow & s_{0} r=A r+B v, \\
q=\left(-s_{0} I-A^{T}\right)^{-1} C^{T} v & \rightarrow \quad s_{0} q=-A^{T} q-C^{T} v . \tag{5.14}
\end{array}
$$

Substituting in (5.13) and solving for $v$ under the assumption that $W_{0}=D+D^{T}$ is nonsingular (see Section 5.6 for a generalization) leads to

$$
\begin{equation*}
v=-W_{0}^{-1}\left(C r+B^{T} q\right) \tag{5.15}
\end{equation*}
$$

which, inserted in (5.14), again leads to

$$
\underbrace{\left(\begin{array}{cc}
A-B W_{0}^{-1} C & -B W_{0}^{-1} B^{T}  \tag{5.16}\\
C^{T} W_{0}^{-1} C & -A^{T}+C^{T} W_{0}^{-1} B^{T}
\end{array}\right)}_{\mathcal{M}}\binom{r}{q}=s_{0}\binom{r}{q} .
$$

The matrix $\mathcal{M}$ in (5.16) has (real) Hamiltonian structure, since

$$
(J \mathcal{M})^{T}=J \mathcal{M} \quad \text { where } J=\left(\begin{array}{cc}
0 & I  \tag{5.17}\\
-I & 0
\end{array}\right)
$$

It is easily shown that the corresponding eigenspectrum is symmetric with respect to both real and imaginary axis. Condition (5.16) states that the spectral zeros of $\Psi(s)$ are the eigenvalues of the Hamiltonian matrix $\mathcal{M}$. If one of such eigenvalues is purely imaginary $s_{0}=\jmath \omega_{0}$, then we may have a violation of the frequency-domain inequality (5.12). In fact, if (5.16) holds for some purely imaginary $s_{0}=\jmath \omega_{0}$, then $\Psi(\jmath \omega)$ is singular at $\omega_{0}$, implying that one of its eigenvalues $\lambda_{i}(\jmath \omega)$ vanishes at $\omega_{0}$. If this zero is simple, then the eigenvalue trajectory $\lambda_{i}(\jmath \omega)$ changes sign at $\omega_{0}$, thus violating the passivity condition (5.12).

The above observations can be summarized in the following statements [12, 33]. Assuming that $A$ is asymptotically stable, and that $W_{0}=D+D^{T}>0$ is strictly positive definite, then system (5.1) is strictly passive if and only if the Hamiltonian matrix $\mathcal{M}$ in (5.16) has no purely imaginary eigenvalues. In presence of purely imaginary eigenvalues, the system is passive only if the associated Jordan blocks have even size, in which case it can be shown that the corresponding eigenvalue trajectory $\lambda_{i}(\jmath \omega)$ does not change sign at $\omega_{0}$. A qualitative illustration of the above statements is provided by Figure 5.2. For a more complete treatment, which is outside the scope of this introductory chapter, see $[1,54]$. We remark that the condition $W_{0}>0$ is equivalent to requiring that the system is asymptotically passive, so that the transfer function is nonnegative Hermitian for $\omega \rightarrow \infty$.


Figure 5.2: Illustration of the relationship between Hamiltonian eigenvalues $\mu_{k}$ (left) and eigenvalues $\lambda_{i}(\jmath \omega)$ of $\Psi(\jmath \omega)$ (right). In the left panel, purely imaginary Hamiltonian eigenvalues are denoted with circles (number of circles denote multiplicity) to distinguish them from other eigenvalues (squares); only eigenvalues with nonnegative imaginary part are shown. In the right panel, the nonpassive frequency bands $\Omega_{2}=\left(\omega_{2}, \omega_{3}\right)$ and $\Omega_{4}=\left(\omega_{4}, \omega_{5}\right)$ are highlighted with a thick line, with corresponding local minima $\underline{\lambda}_{2,1}$ and $\underline{\lambda}_{4,1}$.

### 5.3 Checking passivity

There are two main approaches for checking whether a given state-space model (5.1) is passive. These methods exploit the Positive Real Lemma (5.10) and the properties of the Hamiltonian matrix (5.16), respectively.

### 5.3.1 Checking passivity via linear matrix inequalities

The Positive Real Lemma discussed in Section 5.2.1.1 states that system (5.1) is passive if and only if (5.10) holds. Note that this condition embeds as a corollary also a stability
check, since restricting (5.10) to its upper-left block, which corresponds to setting $u=$ 0 , i. e., considering the zero-input response, results in the popular Lyapunov condition for (simple) stability, here restricted to the LTI case, which reads

$$
\begin{equation*}
\exists P=P^{T}>0: \quad A^{T} P+P A \leq 0 . \tag{5.18}
\end{equation*}
$$

Both (5.18) and (5.10) are recognized as LMI feasibility (convex) problems. As such, they can be readily solved by specialized LMI convex optimization software, such as SeDuMi [77] and Yalmip [55]. For a survey of tools see [49], part 6. If the system is passive, such tools will return a Lyapunov matrix $P$ for which the above conditions are satisfied. Conversely, they will return a certificate of non-feasibility, thus proving existence of passivity violations.

The main advantage of the LMI-based passivity check is simplicity: one does not have to write any particular code, since most LMI solvers have simple-to-use interfaces. This advantage is counterbalanced by two important drawbacks. The first disadvantage is computational complexity. The PRL in (5.10) requires proving nonnegativity of a $M+N$ matrix, with $P$ being unknown. The number of decision variables is $N(N+1) / 2$, i. e., the number of elements of $P$. A direct implementation thus requires a computational cost that scales as $\mathcal{O}\left(N^{6}\right)$, although advanced solvers exist that can reduce this cost to $\mathcal{O}\left(N^{4}\right)$ [82]. Exploitation of sparsity, structure and symmetries can be used to reduce this cost even further in many practical cases (for an example see [21]).

The second main disadvantage of LMI-based passivity checks is in the binary nature of their output (passive/non-passive). If the system is not passive, no additional information is available from the solver that can be exploited to fix the passivity violation by a suitable perturbation process. Fortunately, this information is available from the Hamiltonian-based passivity check, discussed next.

### 5.3.2 Checking passivity using Hamiltonian eigenvalues

As discussed in Section 5.2.1.3, an asymptotically stable system (5.1) with $D+D^{T}>0$ is passive if the Hamiltonian matrix $\mathcal{M}$ defined in (5.16) does not have purely imaginary eigenvalues with odd-sized Jordan blocks (in the vast majority of cases these eigenvalues, if any, are simple). This suggests a simple algorithm for checking passivity, summarized as pseudocode in Algorithm 5.1. This scheme is formulated so that it provides as output some additional information, in particular the frequency bands where (5.12) is violated [33]. This information will prove very useful in Section 5.5 for removing such passivity violations via perturbation.

As a first step, we form the Hamiltonian matrix and we compute its eigenvalues $\mu_{k} \in \operatorname{eig}(\mathcal{M})$. If no such eigenvalues are purely imaginary, and if $D+D^{T}>0$, then the model is concluded to be strictly passive and the algorithm stops. No eigenvalue trajectory will cross the imaginary axis, otherwise the corresponding intersection would be pinpointed by some imaginary Hamiltonian eigenvalue.

The more interesting case occurs in the presence of purely imaginary eigenvalues $\mu_{k}=\jmath \omega_{k}$. Let us extract the subset of these eigenvalues with nonnegative imaginary part (recall that, if $\jmath \omega_{k}$ is an eigenvalue, also - $\jmath \omega_{k}$ is an eigenvalue due to the Hamiltonian structure of $\mathcal{M})$ and sort them in ascending order,

$$
\begin{equation*}
0=\omega_{0}<\omega_{1}<\omega_{2}<\cdots<\omega_{K}<\omega_{K+1}=+\infty \tag{5.19}
\end{equation*}
$$

where $\omega_{0}$ is added even if 0 is not an eigenvalue of $\mathcal{M}$, and where we set $\omega_{K+1}=+\infty$. The frequencies $\omega_{k}$ induce a partition of the frequency axis into disjoint adjacent subbands $\Omega_{k}=\left(\omega_{k}, \omega_{k+1}\right)$ for $k=0, \ldots, K$. From the above discussion, $\Psi(\jmath \omega)$ is nonsingular $\forall \omega \in \Omega_{k}, \forall k$.

Each subband $\Omega_{k}$ is then flagged as passive or non-passive by assigning $k$ to corresponding index sets $\mathcal{K}_{p}$ and $\mathcal{K}_{n p}$, respectively, depending on whether (5.12) is verified or not for $\omega \in \Omega_{k}$. This condition is very easy to check, due to the continuity of all eigenvalue trajectories $\lambda_{i}(\jmath \omega)$, which is a consequence of the assumed asymptotic stability, so that both $H(s)$ and $\Psi(s)$ are regular on the imaginary axis. It is thus sufficient to check whether

$$
\begin{equation*}
\Psi\left(\jmath \breve{\omega}_{k}\right)>0, \quad \text { where } \breve{\omega}_{k}=\frac{\omega_{k}+\omega_{k+1}}{2} \tag{5.20}
\end{equation*}
$$

is the midpoint of band $\Omega_{k}$. If (5.20) is verified, then the model is uniformly passive in $\Omega_{k}$ and $k \in \mathcal{K}_{p}$. Otherwise, $k \in \mathcal{K}_{n p}$ and the number of negative eigenvalues $\lambda_{i}(\jmath \omega)$ (which is constant in $\Omega_{k}$ ), is determined based on their evaluation at the midpoint $\breve{\omega}_{k}$.

As a final optional step, the subbands $\Omega_{k}$ with $k \in \mathcal{K}_{n p}$ can be subjected to a local (adaptive) sampling in order to find all local minima of the eigenvalue trajectories $\lambda_{i}(\jmath \omega)$. These minima, denoted with their frequency location as ( $\left.\underline{\omega}_{k v}, \underline{\lambda}_{k v}\right)$, correspond to the worst-case local passivity violations. See Figure 5.2 for a graphical illustration. See also [20, 34].

The computational cost of the passivity check in Algorithm 5.1 is dominated by the Hamiltonian eigenvalue evaluation. A general-purpose eigenvalue solver scales as $\mathcal{O}\left(\kappa N^{3}\right)$ where $\kappa$ is a constant, since the size of the Hamiltonian matrix (5.16) is $2 N$. Specialized eigensolvers exist that reduce this cost by exploiting the particular matrix structure [7, 10]; see also [1, 9, 79], but still retaining the scaling $\mathcal{O}\left(\kappa N^{3}\right)$ albeit with a smaller constant $\kappa$. If the transfer function $H(s)$ of the model is symmetric (which is usually verified in electrical and electronic applications), additional computational savings can be achieved by defining equivalent and smaller-size eigenproblems, often referred to as half-size passivity tests; see [23, 36, 47, 48, 75].

When the number of states $N$ is medium-large and the state-space realization is sparse (for instance with $A$ diagonal or quasi-diagonal), then it is more convenient to use eigensolvers based on repeated shift-invert iterations; see e. g. [3, 41, 85]. It has been demonstrated that these methods are able to reduce the scaling law of purely imaginary eigenvalue determination to $\mathcal{O}(\kappa N)$, although with a possibly large $\kappa$. See also $[8,60,85]$ for details on more general structured eigenproblems.

```
Algorithm 5.1: Hamiltonian-based passivity check.
Require: real state-space matrices \(A, B, C, D\)
Require: \(A\) asymptotically stable, \(D+D^{T}\) nonsingular
    form the Hamiltonian matrix \(\mathcal{M}\) of (5.16) and compute its eigenvalues \(\mu_{k}\)
    if no eigenvalue is purely imaginary and \(D+D^{T}>0\) then
        system is strictly passive: exit
    end if
    extract all imaginary eigenvalues \(\mu_{k}=\jmath \omega_{k}\) and sort them as in (5.19)
    set \(\mathcal{K}_{p}=\mathcal{K}_{n p}=\emptyset\)
    for \(k=0, \ldots, K\) do
        form subband \(\Omega_{k}=\left(\omega_{k}, \omega_{k+1}\right)\) and its midpoint \(\breve{\omega}_{k}\)
        if \(\Psi\left(\jmath \breve{\omega}_{k}\right)>0\) then
            system is locally passive \(\forall \omega \in \Omega_{k}\), add \(k\) to \(\mathcal{K}_{p}\)
        else
            system is not passive in \(\Omega_{k}\), add \(k\) to \(\mathcal{K}_{n p}\)
            find all local minima \(\left(\underline{\omega}_{k v}, \underline{\lambda}_{k v}\right)\) of the eigenvalues of \(\Psi(\jmath \omega)\) in \(\Omega_{k}\)
        end if
    end for
```


### 5.4 System perturbation

Assuming that the system (5.1) is detected as non-passive from a passivity check, the main question arises whether we can enforce its passivity through a small perturbation of its coefficients. What is actually important is not the amount of coefficient perturbation, but rather the perturbation in the model response, which should be kept under control in order to maintain model accuracy. Of course, this approach makes sense only if the passivity violations of the initial model are relatively small to enable correction via perturbation. This situation is in fact commonly encountered in applications. Very large passivity violations in models that should represent dissipative systems are a clear indication of poor model quality. Such models should be discarded and regenerated.

Several perturbation approaches are possible for (5.1). In the following, we focus on one particular strategy, which amounts to perturbing only the state-output matrix as $\hat{C}=C+\delta C$ while leaving the other state-space matrices unchanged. This strategy induces the following perturbation in the transfer function:

$$
\begin{equation*}
\hat{H}(s)=H(s)+\delta H(s) \quad \text { with } \delta H(s)=\delta C(s I-A)^{-1} B . \tag{5.21}
\end{equation*}
$$

The corresponding impulse response perturbation is thus

$$
\begin{equation*}
\hat{h}(t)=h(t)+\delta h(t) \quad \text { with } \delta h(t)=\delta C e^{A t} B u(t) \tag{5.22}
\end{equation*}
$$

where u is the Heaviside step function. This approach leaves the state matrix $A$ unchanged, thus preserving the system poles. Allowing for poles perturbation induced by a modification of $A$ would require in fact additional constraints for ensuring that stability is not compromised. Except for very few cases [22,53], most existing passivity enforcement schemes do not modify matrix $A$ in order to preserve the system poles. This is a common scenario in those applications where passivity enforcement is applied as a post-processing of a model identified from measurements with Vector Fitting (see [5, Chapter 8]). If the system is asymptotically passive with $D+D^{T}>0$, there is also no need to modify the direct coupling matrix $D$. Modification of the input-state map $B$ can be considered as an alternative to (5.21).

Based on (5.21), we need to determine a cost function that measures the perturbation amount in terms of the decision variables, i.e., the elements of $\delta C$. A number of popular cost functions are reviewed below.

### 5.4.1 Gramian-based cost functions

A natural choice for measuring the system perturbation is the $L_{2}$ norm. We have

$$
\begin{equation*}
\mathcal{E}_{2}^{2}=\|\delta h\|_{L_{2}}^{2}=\int_{0}^{+\infty} \operatorname{tr}\left(\delta h(t) \delta h(t)^{T}\right) d t=\operatorname{tr}\left(\delta C \mathcal{G}_{C} \delta C^{T}\right) \tag{5.23}
\end{equation*}
$$

where $t r$ is the trace of its matrix argument, and

$$
\begin{equation*}
\mathcal{G}_{c}=\int_{0}^{+\infty} e^{A t} B B^{T} e^{A^{T} t} d t=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}(\jmath \omega I-A)^{-1} B B^{T}(\jmath \omega I-A)^{-H} d \omega \tag{5.24}
\end{equation*}
$$

is the Controllability Gramian of the system, which is easily found by solving the Lyapunov equation

$$
\begin{equation*}
A \mathcal{G}_{c}+\mathcal{G}_{c} A^{T}=-B B^{T} . \tag{5.25}
\end{equation*}
$$

Although simple to use, the cost function (5.23) is seldom used in applications. This is due to the fact that most often a reduced order model is obtained from some approximation process that ensures accuracy only in a well-defined frequency band, which usually does not extend up to $\infty$. Assuming that the model accuracy is of interest only for $\omega \in\left[0, \omega_{\text {max }}\right]$, then it is unnecessary and even detrimental to include any contribution to the Gramian coming from frequencies $|\omega|>\omega_{\text {max }}$. A simple approach to obtain a bandlimited norm is to limit the integration bounds in (5.24) to $\mp \omega_{\max }$. One loses the possibility to compute $\mathcal{G}_{C}$ through (5.25), so that the corresponding bandlimited Gramian should be obtained by a direct numerical integration of (5.24) through some quadrature rule.

An alternative option is to introduce a nonnegative weighting function $\rho(\omega)$ in the frequency-domain integral (5.24), which allows one to fine-tune the contributions to the Gramian coming from different frequencies. The latter strategy lends itself to a simple algebraic procedure for the weighted Gramian computation, in the case the weight is restricted to be in form of a state-space system applied to the input or to the output of our original transfer function $H(s)$. Some details follow.

Let us consider a weighting function in state-space form with transfer matrix $\Gamma(s)=C_{\Gamma}\left(s I-A_{\Gamma}\right)^{-1} B_{\Gamma}+D_{\Gamma}$ of compatible size, which is applied to defining a weighted error function

$$
\begin{equation*}
\delta H_{\Gamma}(s)=\delta H(s) \Gamma(s) \tag{5.26}
\end{equation*}
$$

Instead of (5.23), we measure system perturbation through the $\Gamma$-weighted norm defined as

$$
\begin{equation*}
\mathcal{E}_{\Gamma}^{2}=\|\delta H\|_{\Gamma}^{2}=\left\|\delta H_{\Gamma}\right\|_{L_{2}}^{2} . \tag{5.27}
\end{equation*}
$$

It can be easily shown [99] that this norm can be computed as

$$
\begin{equation*}
\|\delta H\|_{\Gamma}^{2}=\operatorname{tr}\left(\delta C P_{\Gamma} \delta C^{T}\right) \tag{5.28}
\end{equation*}
$$

where $P_{\Gamma}$ is the upper-left block of the solution of the following augmented Lyapunov equation:

$$
\begin{equation*}
\tilde{A} \tilde{P}+\tilde{P} \tilde{A}^{T}=-\tilde{B} \tilde{B}^{T} \tag{5.29}
\end{equation*}
$$

with

$$
\tilde{A}=\left(\begin{array}{cc}
A & B C_{\Gamma}  \tag{5.30}\\
0 & A_{\Gamma}
\end{array}\right), \quad \tilde{B}=\binom{B D_{\Gamma}}{B_{\Gamma}}, \quad \tilde{P}=\left(\begin{array}{cc}
P_{\Gamma} & P_{12} \\
P_{12}^{T} & P_{22}
\end{array}\right) .
$$

We see that this characterization is fully compatible with the standard $L_{2}$ norm, as far as the standard Gramian $\mathcal{G}_{c}$ is replaced by its weighted counterpart $P_{\Gamma}$. This formulation can be adapted to applications that require control over relative error, by choosing $\Gamma(s)=H^{-1}(s)$ or even elementwise relative error [42]. If we are interested in retaining accuracy only in some prescribed frequency band ( $\omega_{\min }, \omega_{\max }$ ), then $\Gamma(s)$ can be defined as a band pass filter matched to this band.

The two Gramian-based error characterizations (5.23) and (5.28) are further simplified as follows. Let us consider (5.23), and let us assume that the initial model is controllable, so that the controllability Gramian $\mathcal{G}_{c}$ is full-rank and strictly positive definite. ${ }^{4}$ Computing the Cholesky factorization $\mathcal{G}_{c}=Q_{c}^{T} Q_{c}$ and inserting it into (5.23) leads to

$$
\begin{equation*}
\mathcal{E}_{2}^{2}=\operatorname{tr}\left(\delta C Q_{c}^{T} Q_{c} \delta C^{T}\right)=\operatorname{tr}\left(\Xi \Xi^{T}\right)=\|\Xi\|_{F}^{2}=\|\xi\|_{2}^{2} \tag{5.31}
\end{equation*}
$$

[^10]where $\|\cdot\|_{F}$ denotes the Frobenius norm of its matrix argument, $\Xi=\delta C Q_{c}^{T}$ and $\xi=$ $\operatorname{vec}(\Xi)$ stacks the columns of $\Xi$ into a single column vector. ${ }^{5}$ We see that the model perturbation is now cast as the Euclidean norm of the (vectorized) decision variables $\xi$ in a new coordinate system induced by the Cholesky factor of the Gramian. Minimization of (5.31) is thus trivial.

### 5.4.2 Data-based cost functions

A further alternative for defining a cost function that measures the model perturbation error is based on a purely discrete formulation. Let us suppose that the model (5.1) was obtained in first place through a data-driven MOR scheme, starting form a set of frequency-domain measurements of the underlying system response ( $\omega_{\ell}, \breve{H}_{\ell}$ ) for $\ell=1, \ldots, L$. A natural choice would be to minimize the error of the perturbed model with respect to these initial data [21, 43, 44, 46]

$$
\begin{equation*}
\mathcal{E}^{2}=\sum_{\ell=1}^{L} \rho_{\ell}^{2} \mathcal{E}_{\ell}^{2} \quad \text { with } \mathcal{E}_{\ell}^{2}=\left\|H\left(\jmath \omega_{\ell}\right)+\delta H\left(\jmath \omega_{\ell}\right)-\breve{H}_{\ell}\right\|_{F}^{2} \tag{5.32}
\end{equation*}
$$

where we used the Frobenius norm to define the local error $\mathcal{E}_{\ell}$ for each frequency point (of course other norm choices are possible), and where $\rho_{\ell}$ is a weighting factor to be defined based on the desired approximation criteria. A straightforward derivation shows that, vectorizing the decision variables as $\delta c=\operatorname{vec}(\delta C)$, we can write

$$
\begin{equation*}
\mathcal{E}^{2}=\|K \delta c-d\|_{2}^{2} \tag{5.33}
\end{equation*}
$$

with

$$
K^{T}=\left(\begin{array}{lll}
\rho_{1} K_{1}^{T} & \cdots & \rho_{L} K_{L}^{T}
\end{array}\right), \quad d^{T}=\left(\begin{array}{lll}
\rho_{1} d_{1}^{T} & \cdots & \rho_{L} d_{L}^{T} \tag{5.34}
\end{array}\right)
$$

where the various components are defined using the Kronecker product $\otimes$ as

$$
\begin{equation*}
K_{\ell}=\left[\left(\jmath \omega_{\ell} I-A\right)^{-1} B\right]^{T} \otimes I, \quad d_{\ell}=\operatorname{ved}\left(H\left(\jmath \omega_{\ell}\right)-\breve{H}_{\ell}\right) \tag{5.35}
\end{equation*}
$$

A particular case of (5.32) is obtained by defining

$$
\begin{equation*}
\mathcal{E}_{\ell}^{2}=\left\|\delta H\left(\jmath \omega_{\ell}\right)\right\|_{F}^{2} \tag{5.36}
\end{equation*}
$$

This choice corresponds to setting the "target" data samples as the responses of the initial model, so that $\breve{H}_{\ell}=H\left(\jmath \omega_{\ell}\right)$ and consequently $d_{\ell}=0$. Correspondingly, (5.33) reduces to the simple quadratic form

$$
\begin{equation*}
\mathcal{E}^{2}=\|K \delta c\|_{2}^{2} \tag{5.37}
\end{equation*}
$$

$\overline{5}$ We will denote the inverse operation $\Xi=\operatorname{mat}(\xi)$, where the size of $\Xi$ is inferred from the context.

### 5.5 Passivity enforcement

In Section 5.4, we showed how the perturbation of a model based on a modification of the state-output map can be algebraically characterized as a quadratic form of the decision variables, i. e., the elements of $\delta C$, possibly cast in a different coordinate system. The resulting cost function provides an effective control over model perturbation if used within an optimization problem, combined with suitable constraints for passivity enforcement. In this section, we discuss the three most prominent approaches for casting the passivity conditions introduced in Section 5.2.1 as constraints, giving rise to three classes of algorithms for passivity enforcement. An overview of alternative approaches and a more complete treatment is available in [39].

### 5.5.1 Passivity enforcement via LMI constraints

Let us consider an initial non-passive system (5.1), for which the PRL condition (5.10) is not satisfied. We try to enforce this condition on a perturbed system, where the stateoutput matrix $C$ is updated as

$$
\begin{equation*}
\hat{C}=C+\delta C=C+\Xi Q_{c}^{-T}, \tag{5.38}
\end{equation*}
$$

where we used the change of variables in (5.31) based on the Cholesky factor $Q_{c}$ of the controllability Gramian. Enforcing the PRL for the perturbed system while minimizing the perturbation, based, e.g., on the cost function (5.31), amounts to solving the following constrained optimization problem

$$
\begin{equation*}
\min _{P, \Xi}\|\Xi\|_{F}^{2} \quad \text { s.t. } \quad P=P^{T}>0 \quad \text { and } \quad \mathcal{F}(P, \Xi) \leq 0 \tag{5.39}
\end{equation*}
$$

where

$$
\mathcal{F}(P, \Xi)=\left(\begin{array}{cc}
A^{T} P+P A & P B-C^{T}-Q_{c}^{-1} \Xi^{T}  \tag{5.40}\\
B^{T} P-C-\Xi Q_{c}^{-T} & -D-D^{T}
\end{array}\right) .
$$

The cost function in (5.39) is a quadratic form in the decision variables, and both constraints are of LMI type [21]. Problem (5.39) is known to be convex, therefore there is a theoretical guarantee that a unique optimal solution exists, which can be found in polynomial time. In fact, specialized solvers for this class of problems exist, see e. g. [55, 77], therefore we do not detail any particular algorithm any further (see also section 5.3.1). The reader is referred to standard textbooks on convex optimization for more details [14].

As already discussed in Section 5.3.1, the computational cost that is required to solve (5.39) scales quite badly with the number of decision variables, equivalently with the system size. The main motivation for this high computational requirements is the
presence of the Lyapunov matrix $P$ in the set of decision variables, which is only instrumental to the PRL formulation, but which is not really needed as a result of the optimization process. Therefore, we can think of eliminating $P$ with a suitable preprocessing step, in order to obtain a smaller LMI problem that can be solved more efficiently. The so-called trace parameterization provides a solution to this problem; see [ $25,21,18$ ] for details. We now seek alternatives that provide even better scalability. The reader is encouraged to also see [43].

### 5.5.2 Passivity enforcement via Hamiltonian perturbation

Let us consider the Hamiltonian-based passivity constraints discussed in Section 5.2.1.3. Under the assumptions that $A$ is asymptotically stable and system (5.1) is asymptotically passive with $D+D^{T}>0$, then (strict) passivity holds if the Hamiltonian matrix $\mathcal{M}$ in (5.16) has no purely imaginary eigenvalues. If this is not true, as Figure 5.2 shows, the Hermitian part of the frequency response has some negative eigenvalues in some frequency bands, and the system is not passive due to those localized violations.

The main idea of passivity enforcement via Hamiltonian perturbation is to induce a spectral perturbation on the imaginary Hamiltonian eigenvalues, so that they are displaced in the correct direction as to eliminate the local passivity violations [33]. A graphical illustration of this strategy is provided in Figure 5.3, where we show that when two imaginary eigenvalues are displaced along the imaginary axis in a direction that points inward each passivity violation band, the extent of the violation is effectively reduced (top panels). If the perturbation amount is sufficiently large to induce a collision of the two imaginary eigenvalues (bottom panels), then a bifurcation occurs and the two eigenvalues move off the imaginary axis. The passivity violation is thus removed.

The above spectral perturbation is an inverse problem, which requires a precise characterization of the relation between matrix element perturbations and the corresponding induced change in the eigenvalues that we need to displace. The algorithm that we describe below is based on a first-order approximation of this relation.

Let us consider once again a non-passive system which is perturbed by changing the state-output matrix as $\hat{C}=C+\delta C$. A straightforward first-order approximation analysis leads to the following expression for the perturbed Hamiltonian matrix:

$$
\hat{\mathcal{M}}=\mathcal{M}+\delta \mathcal{M} \quad \text { with } \delta \mathcal{M} \approx\left(\begin{array}{cc}
-B W_{0}^{-1} \delta C & 0  \tag{5.41}\\
C^{T} W_{0}^{-1} \delta C+\delta C^{T} W_{0}^{-1} C & \delta C^{T} W_{0}^{-1} B^{T}
\end{array}\right)
$$

where $W_{0}=D+D^{T}$. Let us now consider a generic eigenvalue $\mu_{k}$ of $\mathcal{M}$ with unit multiplicity, and let us denote the corresponding right and left eigenvectors as $v_{k}$ and $w_{k}$, normalized such that $\left\|v_{k}\right\|=\left\|w_{k}\right\|=1$. We have the following first-order eigenvalue





Figure 5.3: Illustration of passivity enforcement via Hamiltonian eigenvalue perturbation. Top and bottom panels refer to two different scenarios that may occur. In the top left panel the purely imaginary Hamiltonian eigenvalues are depicted with empty dots, and their perturbation direction and extent is represented with thick arrows. The corresponding eigenvalue trajectories $\lambda_{i}(\jmath \omega)$ before (solid lines) and after (dashed lines) perturbation are depicted in the top right panel. Bottom panels show that when two imaginary Hamiltonian eigenvalues collide (left panel), the corresponding intersections of the eigenvalue trajectories $\lambda_{i}(j \omega)$ with the frequency axis are removed (right panel).
perturbation result [86]:

$$
\begin{equation*}
\hat{\mu}_{k} \approx \mu_{k}+\delta \mu_{k} \quad \text { with } \quad \delta \mu_{k}=\frac{w_{k}^{H} \delta \mathcal{M} v_{k}}{w_{k}^{H} v_{k}} \tag{5.42}
\end{equation*}
$$

We now particularize (5.42) to the case of a purely imaginary eigenvalue $\mu_{k}=\jmath \omega_{k}$. It is well known that, for such eigenvalues, the left and right eigenvectors are related by $w_{k}=-J v_{k}$, where $J$ is defined in (5.17), so that we can write

$$
\begin{equation*}
\delta \mu_{k}=\frac{v_{k}^{H} J \delta \mathcal{M} v_{k}}{v_{k}^{H} J v_{k}} . \tag{5.43}
\end{equation*}
$$

Splitting now the right eigenvector as $v_{k}^{T}=\left(v_{k 1}^{T}, v_{k 2}^{T}\right)$ according to the block structure of $\mathcal{M}$, we see that the denominator of (5.43) is purely imaginary

$$
\begin{equation*}
v_{k}^{H} J v_{k}=2 \jmath \mathbb{I}\left\{v_{k 1}^{H} v_{k 2}\right\} \tag{5.44}
\end{equation*}
$$

whereas the numerator is real-valued since $J \mathcal{M}$ is real and symmetric. A tedious but straightforward calculation leads to

$$
\begin{equation*}
v_{k}^{H} J \delta \mathcal{M} v_{k}=2 \mathbb{R}\left\{v_{k 1}^{T} \otimes y_{k}^{H}\right\} \delta c \tag{5.45}
\end{equation*}
$$

where $\delta c=\operatorname{vec}(\delta C)$ and the auxiliary vector $y_{k}$ is defined as

$$
\begin{equation*}
y_{k}=W_{0}^{-1}\left(C v_{k 1}+B^{T} v_{k 2}\right) \tag{5.46}
\end{equation*}
$$

Using the above expressions, we can finally rewrite (5.43) as

$$
\begin{equation*}
\mathbb{R}\left\{v_{k 1}^{T} \otimes y_{k}^{H}\right\} \delta c \approx\left(\omega_{k}-\hat{\omega}_{k}\right) \mathbb{I}\left\{v_{k 1}^{H} v_{k 2}\right\}, \tag{5.47}
\end{equation*}
$$

where we used the fact that under the adopted first-order approximation also the perturbed eigenvalue is purely imaginary $\hat{\mu}_{k}=j \hat{\omega}_{k}$. Furthermore, applying the change of variables (5.31) to (5.47) gives

$$
\begin{equation*}
z_{k}^{T} \xi \approx \eta_{k} \tag{5.48}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{k}=\mathbb{R}\left\{\left(Q_{c}^{-T} v_{k 1}\right) \otimes y_{k}^{*}\right\}, \quad \eta_{k}=\left(\omega_{k}-\hat{\omega}_{k}\right) \mathbb{I}\left\{v_{k 1}^{H} v_{k 2}\right\} . \tag{5.49}
\end{equation*}
$$

This expression is a linearized constraint that relates the amount of (imaginary) eigenvalue perturbation to the corresponding perturbation on the decision variables $\xi$.

When using (5.48) as a constraint to determine $\xi$, the desired location for $\hat{\omega}$ needs to be provided as input. With reference to Figure 5.3, we see that the direction where $\omega_{k}$ should be perturbed is directly related to the slope $\lambda_{i, k}^{\prime}$ of the eigenvalue trajectory $\lambda_{i}(\jmath \omega)$ that vanishes at $\omega_{k}$. A heuristic yet effective choice for $\hat{\omega}_{k}$ is

$$
\begin{cases}\hat{\omega}_{k}=\omega_{k}+\alpha\left(\omega_{k+1}-\omega_{k}\right) & \text { for } \lambda_{i, k}^{\prime}<0  \tag{5.50}\\ \hat{\omega}_{k}=\omega_{k}-\alpha\left(\omega_{k}-\omega_{k-1}\right) & \text { for } \lambda_{i, k}^{\prime}>0\end{cases}
$$

where the control parameter $0<\alpha<1$ determines the maximum extent of the perturbation amount relative to the size of the violation subband. Additional details on how to determine the slopes $\lambda_{i, k}^{\prime}$ as well as appropriate values of $\alpha$ can be found in [33].

Supposing now that multiple eigenvalues $\mu_{k}=\jmath \omega_{k}$ for $k=1, \ldots, K$ are to be perturbed concurrently, we need to collect all independent constraints (5.48) so that they are enforced simultaneously. The resulting optimization problem to be solved reads

$$
\begin{equation*}
\min _{\xi}\|\xi\|_{2}^{2} \quad \text { s.t. } \quad z_{k}^{T} \xi=\eta_{k}, \quad k=1, \ldots, K \tag{5.51}
\end{equation*}
$$

This is a simple linearly constrained minimum norm problem, whose optimal solution is $\xi_{\text {opt }}=Z^{\dagger} \eta$, where ${ }^{\dagger}$ denotes the pseudoinverse [14], with $Z$ and $\eta$ collecting $z_{k}^{T}$ and $\eta_{k}$ as rows. Compared to the evaluation of the Hamiltonian eigenvalues required to set up the constraints (5.48), the solution of (5.51) has a negligible computational cost.

Although the solution of (5.51) is straightforward, its passivity constraint is based on a linearization process and is therefore only accurate up to first order. Therefore,
the perturbation fraction $\alpha$ should be selected to be small enough for the first-order approximation to be accurate, and multiple iterations may be required to displace all imaginary eigenvalues. Figure 5.3 illustrates two scenarios that may typically occur during iterations, whereas Algorithm 5.2 provides the pseudocode of a possible implementation. The computational cost of this implementation is dominated by the Hamiltonian eigensolution; see the discussion in Section 5.3.2. We remark that, despite the fact the optimization problem (5.51) at each iteration has a closed-form solution, the overall iterative scheme in its basic formulation is not guaranteed to converge, since a local perturbation of few eigenvalues does not guarantee that new imaginary eigenvalues will not occur at other locations. The approach that is presented in the next section provides a more robust scheme.

```
Algorithm 5.2: Passivity enforcement via Hamiltonian perturbation.
Require: real state-space matrices \(A, B, C, D\)
Require: \(A\) asymptotically stable, \(D+D^{T}>0\)
Require: control parameter \(0<\alpha<1\) and max iterations \(i_{\text {max }}\)
    run Alg. 5.1 to check passivity, store \(\left\{\omega_{k}\right\}\) and non-passive bands \(\Omega_{k}\)
    compute Gramian \(\mathcal{G}_{c}\) or weighted Gramian \(P_{\Gamma}\) and its Cholesky factor \(Q_{c}\)
    set iteration count \(i=0\)
    while (system not passive and \(i<i_{\text {max }}\) ) do
        \(i \leftarrow i+1\)
        compute right eigenvectors \(v_{k}\) and form vectors \(z_{k}\) in (5.49), for all \(k\)
        define \(\hat{\omega}_{k}\) as in (5.50) and form \(\eta_{k}\) in (5.49) for all \(k\)
        solve optimization problem (5.51) for \(\xi\)
        update state-output map \(C \leftarrow C+\Xi Q_{c}^{-T}\) where \(\Xi=\operatorname{mat}(\xi)\)
        run Alg. 5.1 to check passivity, store \(\left\{\omega_{k}\right\}\) and non-passive bands \(\Omega_{k}\)
    end while
```

Before closing this section we remark that the above discussion was based on the assumption of simple Hamiltonian eigenvalues. A full characterization of the general case with arbitrary higher multiplicity requires knowledge of the complete structure of the possibly multiple Jordan blocks of the Hamiltonian matrix. This discussion is outside the scope of this chapter, the reader is referred to $[1,61]$ for a complete treatment. We only remark that the presence of defective eigenspaces is structurally unstable to small perturbations, so that the defectivity usually disappears if a small perturbation is applied.

Passivity enforcement via Hamiltonian perturbation was first introduced in [33], followed by various applications [17, 31, 71] and extensions to large-scale systems [41]
with possibly frequency weighted accuracy norms [42]. It is worth mentioning the straightforward extension $[11,57]$ to so-called negative imaginary systems. ${ }^{6}$

### 5.5.3 Passivity enforcement via local perturbation

Let us consider once again a system that is detected as non-passive from Algorithm 5.1. One of the results that this algorithm provides in addition to the index set $k \in \mathcal{K}_{n p}$ that identifies the non-passive bands $\Omega_{k}=\left(\omega_{k}, \omega_{k+1}\right)$ is a set of local minima ( $\underline{\omega}_{k v}, \underline{\lambda}_{k v}$ ) of the eigenvalues of $\Psi(\jmath \omega)$ in each of these subbands. Figure 5.4 depicts these local minima with filled dots.


Figure 5.4: Illustration of passivity enforcement via local perturbation. Linearized constraints are used to perturb (thick arrows) the local minima $\underline{\lambda}_{i, k}$ (filled dots) of the eigenvalue trajectories $\lambda_{i}(\jmath \omega)$ (solid lines) so that they become nonnegative. The resulting perturbed eigenvalue trajectories (dashed lines) are uniformly positive after few iterations.

Assume now to perturb the system through the usual state-output matrix as $\hat{C}=C+$ $\delta C$. This perturbation leads to an induced perturbation on the eigenvalue trajectories $\lambda(j \omega)$, represented in Figure 5.4 by solid lines. We seek a constraint that displaces the local minima to a new nonnegative value [72, 73]. Denoting with $v_{k v}$ the eigenvector of $\Psi\left(\jmath \underline{\omega}_{k v}\right)$ normalized as $\left\|v_{k v}\right\|=1$ corresponding to the eigenvalue $\underline{\lambda}_{k v}$, we can express the induced eigenvalue perturbation through the following first-order approximation, which results in an inequality constraint after imposing nonnegativity:

$$
\begin{equation*}
\underline{\hat{\lambda}}_{k v}=\underline{\lambda}_{k v}+v_{k v}^{H} \delta \Psi\left(\jmath \underline{\omega}_{k v}\right) v_{k v} \geq 0 . \tag{5.52}
\end{equation*}
$$

[^11]Figure 5.4 provides a graphical illustration of the perturbation, together with the expected perturbed eigenvalue trajectories (dashed lines). Note that these trajectories remain continuous after perturbation, thanks to the assumed asymptotic stability of the model (no poles on the imaginary axis).

The constraint (5.52) can now be readily expressed in terms of our decision variables $\delta C$, noting that

$$
\begin{equation*}
\delta \Psi(\jmath \omega)=\delta C T(\jmath \omega)+T^{H}(\jmath \omega) \delta C^{T} \tag{5.53}
\end{equation*}
$$

where $T(\jmath \omega)=(\jmath \omega I-A)^{-1} B$. Using the vectorized form $\delta c=\operatorname{vec}(\delta C)$ together with the change of variable (5.31) leads to

$$
\begin{equation*}
z_{k v}^{T} \xi \geq-\underline{\lambda}_{k v}, \quad \text { with } z_{k v}=2 \mathbb{R}\left\{\left(Q_{c}^{-T} T\left(\jmath \underline{\omega}_{k v}\right) v_{k v}\right) \otimes v_{k v}^{*}\right\} . \tag{5.54}
\end{equation*}
$$

As a result, we cast our minimum model perturbation subject to local passivity constraints as

$$
\begin{equation*}
\min _{\xi}\|\xi\|_{2}^{2} \quad \text { s.t. } \quad z_{k v}^{T} \xi \geq-\underline{\lambda}_{k v}, \quad \forall k \in \mathcal{K}_{n p}, \quad \forall v . \tag{5.5}
\end{equation*}
$$

This problem is convex and is readily solved through off-the-shelf software. Based on the analysis in [43] the computational cost for solving (5.55) can be reduced to $\mathcal{O}\left(\kappa N M^{2}\right)$.

As for the Hamiltonian perturbation passivity enforcement, the above local perturbation is not guaranteed to achieve a passive model after the solution of (5.55). In fact

- the inequality constraint in (5.54) is only first-order accurate and does not guarantee that the perturbed eigenvalue will be nonnegative after applying the computed model correction;
- it is not guaranteed that a local perturbation of all local eigenvalue minima ( $\underline{\omega}_{k v}, \underline{\lambda}_{k v}$ ) will not induce new passivity violations at new locations, in terms of new negative eigenvalue minima.

The first problem can be easily addressed by embedding (5.55) within an iterative scheme that, after solving (5.55), applies model correction and repeats the perturbation until all local eigenvalue minima are nonnegative. The second problem is also easily addressed by the so-called robust iterations, described next.

Assume that after model perturbation a new local eigenvalue minimum $\underline{\lambda}_{\text {new }}<0$ is detected at some frequency $\underline{\omega}_{\text {new }}$ where the model was locally passive before perturbation. If we could enforce the eigenvalues of $\Psi\left(\jmath \underline{\omega}_{\text {new }}\right)$ to remain nonnegative through an additional constraint together with those in (5.55), then the new violation would not have arisen. This is exactly the main idea of robust iterations, where problem (5.55) is solved only as a preliminary step. All new violations are collected and nonnegativity constraints are formulated as in (5.54) at the corresponding frequencies and added to
the set of already available constraints. This prediction step is repeated until no new violations are introduced. Then iterations continue after the model is updated.

The passivity enforcement scheme based on local perturbations (without robust iterations) is outlined as pseudocode in Algorithm 5.3. More details on the robust iteration scheme are available in [44, 45].

```
Algorithm 5.3: Passivity enforcement via local perturbations.
Require: real state-space matrices \(A, B, C, D\)
Require: \(A\) asymptotically stable, \(D+D^{T}>0\)
Require: max iterations \(i_{\text {max }}\)
    run Alg. 5.1 to check passivity, store local eigenvalue minima ( \(\underline{\omega}_{k v}, \underline{\lambda}_{k v}\) )
    compute Gramian \(\mathcal{G}_{c}\) or weighted Gramian \(P_{W}\) and its Cholesky factor \(Q_{c}\)
    set iteration count \(i=0\)
    while (system not passive and \(i<i_{\text {max }}\) ) do
        \(i \leftarrow i+1\)
        compute eigenvectors \(v_{k v}\) and form vectors \(z_{k v}\) in (5.54), for all \(k, v\)
        solve optimization problem (5.55) for \(\xi\)
        update state-output map \(C \leftarrow C+\Xi Q_{c}^{-T}\) where \(\Xi=\operatorname{mat}(\xi)\)
        run Alg. 5.1 to check passivity, store local eigenvalue minima ( \(\underline{\omega}_{k v}, \underline{\lambda}_{k v}\) )
    end while
```


### 5.6 Extensions

The various passivity check and enforcement algorithms discussed in previous sections were restricted to the narrow class of regular state-space systems (5.1), with $A$ asymptotically stable, with $D+D^{T}>0$, and with a supply rate defined by (5.7). In this section, we release these assumptions by providing suitable generalizations.

### 5.6.1 Releasing asymptotic passivity requirements

When $W_{0}=D+D^{T}$ is singular but positive semidefinite, then the system might still be passive (although not strictly passive), with at least one of the eigenvalues $\lambda_{i}(\jmath \omega)$ of $\Psi(\jmath \omega)$ vanishing for $\omega \rightarrow \infty$. In this scenario, the passivity check based on the Hamiltonian matrix $\mathcal{M}$ in (5.16) cannot be performed, since $\mathcal{M}$ is ill-defined and cannot be constructed.

The Hamiltonian matrix can, however, be generalized [93] by avoiding the inversion of $W_{0}$ in (5.15). Retaining the vector $v$ and adding it as an additional blockcomponent to the eigenvector in (5.16) leads to the following generalized eigenvalue
problem:

$$
\underbrace{\left(\begin{array}{ccc}
A & 0 & B  \tag{5.56}\\
0 & -A^{T} & -C^{T} \\
C & B^{T} & W_{0}
\end{array}\right)}_{\mathcal{M}}\left(\begin{array}{l}
r \\
q \\
v
\end{array}\right)=s_{0} \underbrace{\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0
\end{array}\right)}_{\mathcal{N}}\left(\begin{array}{l}
r \\
q \\
v
\end{array}\right) .
$$

The pencil $(\mathcal{M}, \mathcal{N})$ has at least one infinite eigenvalue due to the singularity of $W_{0}$. However, by the same argument used in Section 5.2.1.3, the finite purely imaginary eigenvalues $\mu_{k}=\jmath \omega_{k}$ of the pencil still correspond to the frequencies $\omega_{k}$ where one eigenvalue of $\Psi$ vanishes as $\lambda_{i}\left(\jmath \omega_{k}\right)=0$. Therefore, the passivity check detailed in Section 5.3.2 and Algorithm 5.1 can still be applied as far as the Hamiltonian matrix eigenvalue problem (5.16) is replaced by (5.56). Alternative approaches for handling this case, based on frequency transformations, can be found in [23, 72, 76].

### 5.6.2 Enforcing asymptotic passivity

When $W_{0}=D+D^{T}$ is not sign definite, with at least one negative eigenvalue, most of the foregoing results do not apply if not properly generalized. For instance, the PRL condition (5.10) cannot be satisfied, since the model is not passive at infinite frequency. Therefore, the proposed system perturbation (5.21) for passivity enforcement will not be effective since also matrix $D$ should be modified.

There are two main alternative approaches to recovering strict asymptotic passivity and enable all passivity enforcement schemes discussed in Section 5.5. One approach involves a preprocessing step that first modifies $D$ so that its symmetric part is strictly positive definite. Let us compute the following eigendecomposition:

$$
\begin{equation*}
\frac{D+D^{T}}{2}=V \Lambda V^{T} \tag{5.57}
\end{equation*}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{P}\right)$ collects the eigenvalues and $V$ the corresponding eigenvectors. We can simply redefine the eigenvalues in (5.57) as $\hat{\lambda}_{p}=\max \left(\lambda_{p}, \varepsilon\right)$ where $\varepsilon>0$ is a prescribed positive minimum value assigned to the eigenvalues. The resulting model

$$
\begin{equation*}
H_{a p}(s)=C(s I-A)^{-1} B+\hat{D}, \quad \hat{D}=V \operatorname{diag}\left(\hat{\lambda}_{1}, \ldots, \hat{\lambda}_{P}\right) V^{T}+\frac{D-D^{T}}{2} \tag{5.58}
\end{equation*}
$$

is guaranteed to be asymptotically passive. This new model $H_{a p}(s)$ may exhibit a large deviation with respect to the original model response $H(s)$, since a constant term is added affecting the response at all frequencies. This accuracy loss can be partially compensated by a standard state-output matrix correction $\hat{C}=C+\delta C$, where $\delta C$ is determined through

$$
\begin{equation*}
\min _{\delta C}\left\|\delta C(\jmath \omega I-A)^{-1} B+\hat{D}-D\right\|^{2} \tag{5.59}
\end{equation*}
$$

where the norm is defined, e.g., as a data-based cost function at discrete frequencies $\omega_{\ell}$, as in Section 5.4.2.

A second (preferable) approach for handling models that are not asymptotically passive amounts to:

1. Allowing for a perturbation of the direct coupling matrix $\hat{D}=D+\delta D$ in addition to the usual state-output map. The model perturbation thus becomes

$$
\delta H(s)=\delta C(s I-A)^{-1} B+\delta D=\left(\begin{array}{ll}
\delta C & \delta D \tag{5.60}
\end{array}\right)\binom{(s I-A)^{-1} B}{I}
$$

which is compatible with all previous derivations with obvious modifications. Note that, in this case, the Gramian-based cost functions become ill-defined since the $L_{2}$ norm of $\delta H(s)$ is not finite, and a data-based cost function over a limited bandwidth, such as (5.32), should be used during passivity enforcement.
2. Including an explicit local passivity constraint at $\omega=\infty$ during passivity enforcement. This constraint is just a simple particular case of (5.52), where $\delta D+\delta D^{T}$ replaces $\delta \Psi\left(\jmath \underline{\omega}_{k v}\right)$.

We leave details of the above generalization to the reader.

### 5.6.3 Descriptor systems

Many model order reduction methods lead to systems in descriptor form

$$
S:\left\{\begin{array}{l}
E \dot{x}(t)=A x(t)+B u(t),  \tag{5.61}\\
y(t)=C x(t)+D u(t),
\end{array}\right.
$$

with a possibly singular matrix $E$, and often with $D=0$, instead of the regular statespace form (5.1). A fundamental requirement to avoid an ill-defined (non-solvable) model is that the pencil $(A, E)$ is regular with $|s E-A| \neq 0$ for some $s \in \mathbb{C}$. In the following, we only discuss the case of impulse-free or equivalently index-one systems, for which the transfer function

$$
\begin{equation*}
H(s)=C(s E-A)^{-1} B+D \tag{5.62}
\end{equation*}
$$

has a finite asymptotic value $H_{\infty}=\lim _{s \rightarrow \infty} H(s)$. Descriptor systems with higher index require a special treatment ${ }^{7}$ which is outside the scope of this chapter. See [58, 84, 91, 96, 98] for details.

7 Index-two systems can be passive with a positive real transfer funciton $H(s)$ only when the leading asymptotic term $H(s) \sim s L_{\infty}$ for $s \rightarrow \infty$ is such that $L_{\infty}=L_{\infty}^{T} \geq 0$. Higher index systems are not passive and, in order to recover passivity, the high order impulsive part must be deflated.

For index-one descriptor systems the Hamiltonian-based passivity check is applicable with a minimal modification [91, 96, 98]. In fact, repeating the derivations of Sections 5.2.1.3 and 5.6.1 while using (5.61) as a starting point leads to the same generalized eigenvalue problem (5.56), but with $\mathcal{N}$ redefined as

$$
\mathcal{N}=\left(\begin{array}{ccc}
E & 0 & 0  \tag{5.63}\\
0 & E^{T} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Special care should be taken in the (generalized) Hamiltonian eigenvalue computation, for which structured eigensolvers should be preferred to general-purpose eigensolvers; see e. g. the implicitly restarted Krylov method of [59].

Passivity enforcement of descriptor systems via Hamiltonian eigenvalue perturbation is discussed in $[83,84,91,96,97,98]$ and further generalized to para-Hermitian pencils in [16]. The Gramian-based cost function for minimizing model perturbation of Section 5.4 .1 should also be properly generalized; see [78, 84] and [5, Chapter 2] for details. Finally, we refer the reader to [30] for an extension of the Positive Real Lemma to descriptor systems.

### 5.6.4 Other supply rates

All above derivations and algorithms assume that the supply rate $s(u, y)$ through which power is delivered to the system from the environment is given by (5.7). However, this is not the only possible choice in general application fields. We review below the notable cases of scattering representations and general quadratic supply rates, discussing the various modifications that are required to define, check, and enforce passivity.

### 5.6.4.1 Scattering representations and bounded realness

The scattering representation is the most appropriate description of models in several application fields, in particular high-frequency electronics and electromagnetics. This is due to a number of reasons, including regularity and boundedness of the transfer function, as well as the ability to measure it with high accuracy. In scattering representations, the inputs $u$ and outputs $y$ are related to the power flow that is incident and reflected by the structure. In particular, the supply rate is defined as

$$
\begin{equation*}
\mathrm{s}(u, y)=u^{T} u-y^{T} y=\|u\|^{2}-\|y\|^{2} \tag{5.64}
\end{equation*}
$$

and is interpreted as the net power transferred to the system from the environment, with the term $\|u\|^{2}$ denoting the power flow incident into the system and $\|y\|^{2}$ the corresponding power flow that is reflected or scattered back into the environment [2, 4, 90].

The supply rate $\mathbf{s}(u, y)$ in (5.64) leads to a set of passivity ${ }^{8}$ conditions that are listed below, and which are obtained by repeating the derivations of Section 5.2.1 while applying the appropriate modifications.

The KYP Lemma for scattering representation is known as Bounded Real Lemma (BRL) $[2,74]$ and states that a scattering state-space system (5.1) is passive if and only if

$$
\exists P=P^{T}>0: \quad\left(\begin{array}{cc}
A^{T} P+P A+C^{T} C & P B+C^{T} D  \tag{5.65}\\
B^{T} P+D^{T} C & -\left(I-D^{T} D\right)
\end{array}\right) \leq 0 .
$$

This lemma can also be stated in the equivalent LMI form

$$
\exists P=P^{T}>0:\left(\begin{array}{ccc}
A^{T} P+P A & P B & C^{T}  \tag{5.66}\\
B^{T} P & -I & D^{T} \\
C & D & -I
\end{array}\right) \leq 0 .
$$

A scattering system is passive when its transfer function $H(s)$ is Bounded Real $(B R)$, i.e., the following three conditions hold $[2,81,90]$ :

1. $H(s)$ must be regular in the open right half complex plane $\mathbb{R}\{s\}>0$;
2. $H\left(s^{*}\right)=H^{*}(s)$;
3. $\Psi(s)=I-H^{T}(-s) H(s) \geq 0$ for $\mathbb{R}\{s\}>0$.

These conditions should be compared to the PR conditions of Section 5.2.1.2, noting that the only difference between PR and BR is in the definition of the function $\Psi(s)$. Correspondingly, the frequency-domain inequality conditions for the passivity of a scattering system still require $\Psi(\jmath \omega) \geq 0$ for all $\omega \in \mathbb{R}$, and can be expressed as in (5.12). An equivalent statement is based on the singular values of the transfer function

$$
\begin{equation*}
\sigma_{i} \leq 1, \quad \forall \sigma_{i} \in \sigma(H(\jmath \omega)), \quad \forall \omega \in \mathbb{R}, \tag{5.67}
\end{equation*}
$$

which implies in turn that passive scattering models must have a bounded and regular transfer function $H(s)$ when restricted to the imaginary axis $s=\jmath \omega$, further requiring that the state-space matrix $A$ must be asymptotically stable. Another yet equivalent condition for passivity is expressed in terms of the superior of the largest singular value throughout the imaginary axis, leading to the well-known $\mathcal{H}_{\infty}$ norm condition

$$
\begin{equation*}
\|H\|_{\mathcal{H}_{\infty}}=\sup _{\omega \in \mathbb{R}} \sigma_{\max }(H(\jmath \omega)) \leq 1 . \tag{5.68}
\end{equation*}
$$

The Hamiltonian matrix associated to a scattering state-space system (5.1) reads

$$
\mathcal{M}=\left(\begin{array}{cc}
A-B\left(I-D^{T} D\right)^{-1} D^{T} C & -B\left(I-D^{T} D\right)^{-1} B^{T}  \tag{5.69}\\
C^{T}\left(I-D D^{T}\right)^{-1} C & -A^{T}+C^{T} D\left(I-D^{T} D\right)^{-1} B^{T}
\end{array}\right) .
$$

[^12]The system is passive if $\mathcal{M}$ has no purely imaginary eigenvalues (strictly passive) or at most purely imaginary eigenvalues with even-sized Jordan blocks [12, 33]. The same considerations of Section 5.2.1.3 apply. When the model is not asymptotically passive for $\omega \rightarrow \infty$, then $D$ has one unit singular value and the above Hamiltonian matrix becomes ill-defined. In this case, $\mathcal{M}$ generalizes to the pencil $(\mathcal{M}, \mathcal{N})$ where

$$
\mathcal{M}=\left(\begin{array}{cccc}
A & 0 & B & 0  \tag{5.70}\\
0 & -A^{T} & 0 & -C^{T} \\
0 & B^{T} & -I & D^{T} \\
C & 0 & D & -I
\end{array}\right), \quad \mathcal{N}=\left(\begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

which replaces (5.56) for scattering representations [91, 94, 97, 98]. Finally, when the underlying system is in descriptor form (5.61), then we simply replace $I$ with $E$ in $\mathcal{N}$, as in (5.63).

With all above redefinitions of appropriate passivity conditions for scattering systems, all passivity check and enforcement algorithms discussed in Section 5.3 and Section 5.5 apply with obvious modifications.

### 5.6.4.2 General quadratic supply rates

Immittance and scattering representations are just particular cases of the more general situation in which the supply rate is a quadratic function of input and output variables. Such case is compactly described by

$$
\mathbf{s}(u, y)=\binom{u}{y}^{T}\left(\begin{array}{cc}
Q & S  \tag{5.71}\\
S^{T} & R
\end{array}\right)\binom{u}{y}
$$

with $Q=Q^{T}$ and $R=R^{T}$, from which the immittance case (5.7) and the scattering case (5.64) are obtained by setting $Q=R=0, S=I$ (up to the irrelevant scaling factor $1 / 2$ ) and $Q=I, R=-I, S=0$, respectively.

The LMI condition (KYP lemma) that characterizes a passive (dissipative) statespace system (5.1) with supply rate (5.71) reads

$$
\exists P=P^{T}>0: \quad\left(\begin{array}{cc}
A^{T} P+P A-C^{T} R C & P B-(S C)^{T}-C^{T} R D  \tag{5.72}\\
B^{T} P-S C-D^{T} R C & -Q-S D-(S D)^{T}-D^{T} R D
\end{array}\right) \leq 0,
$$

and the corresponding Frequency-Domain Inequality reads

$$
\begin{equation*}
\Psi(\jmath \omega)=Q+H^{H}(\jmath \omega) S^{T}+S H(\jmath \omega)+H^{H}(\jmath \omega) R H(\jmath \omega) \geq 0, \quad \forall \omega \in \mathbb{R} . \tag{5.73}
\end{equation*}
$$

Finally, the Hamiltonian matrix that generalizes (5.16) and (5.69) reads

$$
\mathcal{M}=\left(\begin{array}{cc}
A-B W^{-1} Z & -B W^{-1} B^{T}  \tag{5.74}\\
-C^{T} R C+Z^{T} W^{-1} Z & -A^{T}+Z^{T} W^{-1} B^{T}
\end{array}\right)
$$

where $W=Q+S D+(S D)^{T}+D^{T} R D$ and $Z=\left(S C+D^{T} R C\right)$. We leave all details to the reader, pointing to $[74,88,89]$ for a complete theoretical discussion. With suitable
modifications, all passivity verification and enforcement schemes of Section 5.3 and Section 5.5 are applicable to this general case as well.

### 5.6.5 Enforcing stability

All results and algorithms presented up to now are based on the fundamental assumption that the system at hand is asymptotically stable, with all eigenvalues of state matrix $A$, or pencil $(A, E)$ in the descriptor case, having a strictly negative real part. Many MOR schemes are able to preserve stability if the original model is stable, for instance balanced truncation [5, Chapter 2] or Krylov subspace methods based on split congruence transformations such as PRIMA [6, Chapter 4]. Basic Arnoldi or Lanczos methods are instead not generally able to preserve stability in the reduced order model. Considering data-driven methods, the Vector Fitting algorithm [5, Chapter 8] incorporates a pole-flipping strategy that guarantees stability, whereas basic Loewner interpolation/reduction schemes [5, Chapter 6] do not guarantee stability. Further, even if a stability-preserving MOR method is used, roundoff errors in computer implementations may compromise the stability and may result in some eigenvalue with a positive real part.

Stabilization of a given model or system is a standard problem in Control Theory, where many alternative approaches usually based on feedback are routinely applied. The Reader is referred to any textbook such as [99]. The requirements we have in MOR applications are stronger than simple stabilization, since the final model should be as close as possible to the initial (unstable) model according to a prescribed performance metric or norm. Therefore, the simplistic approach of separating the unstable modes through an eigenvalue or, better, Schur decomposition and simply discarding them is not appropriate. Optimal stabilizing approximations are in fact available through robust and reliable algorithms. As an example, we refer the reader to [52], where some approaches for finding the closest stable system based on $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ norms are introduced; see also [32].

### 5.6.6 Parameterized systems

Passivity verification and enforcement methods can be extended to parameterized systems, whose response $H(s, \vartheta)$ depends both on frequency $s$ and (multivariate) parameters $\vartheta \in \Theta \subseteq \mathbb{R}^{d}$. In this framework, many different approaches and solutions have been proposed, depending on how parameters are embedded in the model and on how the model is constructed. A complete treatment would be outside the scope of this chapter, so that we discuss only a specific yet wide class of model parameterizations

$$
\begin{equation*}
H(s ; \vartheta)=\frac{\mathrm{N}(s, \vartheta)}{\mathrm{D}(s, \vartheta)}=\frac{\sum_{n=0}^{\bar{n}} \sum_{\ell=1}^{\bar{e}} R_{n, \ell} \xi_{\ell}(\vartheta) \varphi_{n}(s)}{\sum_{n=0}^{\bar{n}} \sum_{\ell=1}^{\bar{\ell}} r_{n, \ell} \xi_{\ell}(\vartheta) \varphi_{n}(s)}, \tag{5.75}
\end{equation*}
$$

where $R_{n, \ell} \in \mathbb{R}^{M \times M}$ and $r_{n, \ell} \in \mathbb{R}$ are the model coefficients, $\varphi_{n}(s), \xi_{\ell}(\vartheta)$ are suitable basis functions representing the dependence of model numerator and denominator on frequency and parameters, respectively, and $\ell$ is a scalar index spanning the parameter basis set through a suitable linear ordering. The parameterization (5.75) includes as particular cases the multivariate barycentric form leading to the (parameterized) Loewner framework [50] (see [5, Chapter 6]) and the generalized SanathananKoerner form [38, 80], which extends to the multivariate setting the Vector Fitting scheme [5, Chapter 8]. In the latter case the frequency basis functions are $\varphi_{0}(s)=1$ and $\varphi_{n}(s)=\left(s-q_{n}\right)^{-1}$ for $n>0$, where $q_{n}$ are predefined stable "basis poles", either real or in complex conjugate pairs, and the parameter-dependent basis functions $\xi_{\ell}$ can be orthogonal or trigonometric polynomials, or any other choice that is appropriate for the application at hand. A parameterized (descriptor) realization is easily obtained from (5.75) as (5.61), where

$$
\begin{equation*}
A=A(\vartheta)=\sum_{\ell=1}^{\bar{\ell}} A_{\ell} \xi_{\ell}(\vartheta), \quad C=C(\vartheta)=\sum_{\ell=1}^{\bar{\ell}} C_{\ell} \xi_{\ell}(\vartheta) \tag{5.76}
\end{equation*}
$$

and $E, B, D$ are constant.
One notable and simple approach to obtain a uniformly passive model, so that all passivity conditions discussed in Section 5.2.1 hold $\forall \theta \in \Theta$, is to suppress the denominator in (5.75) as $\mathrm{D}(s)=1$ and construct the parameterized system through interpolation of a set of non-parameterized models. This is achieved by choosing $\xi_{\ell}$ as interpolating, e. g. Lagrange, basis functions. There exist passivity-preserving interpolation schemes that ensure that, if the individual models being interpolated are passive, then also the interpolated parameterized model is passive $\forall \vartheta \in \Theta$. See $[26,27,28,29,70]$ and the references therein for details on various alternative approaches within this framework.

A complementary approach is to consider the fully-parameterized model in form (5.75) and extend the passivity verification and enforcement methods of Section 5.3 and Section 5.5 to the multivariate case. The main difficulty that arises in this scenario is that the Hamiltonian matrix, which is the main tool providing localization of the passivity violations, becomes parameter-dependent due to (5.76). The convenience of the purely algebraic test based on its eigenvalues is partially lost, since the purely imaginary eigenvalues (if any) are parameter-dependent. A possible strategy for tracking these eigenvalues based on adaptive sampling in the parameter space is discussed in [95], where a first-order perturbation analysis on the full Hamiltonian eigenspectrum is used to determine the regions in the parameter space that need refined sampling, in order to track the boundaries between the regions defining passive and non-passive models. Figure 5.5 provides an illustration by depicting the results of this adaptive sampling process in a case with two parameters $d=2$. If any passivity violation region is detected (the red dots in Figure 5.5, left panel), then the worst-case passivity violations are determined as in Algorithm 5.1 and a multivariate extension of Algorithm 5.3 is applied to eliminate them. All details are available in [37, 40, 95].


Figure 5.5: Adaptive sampling in a two-dimensional parameter space, applied to a non-passive model (left panel) and to the corresponding passive model after enforcement (right). Each dot represents a non-parameterized model instance obtained by evaluating the parameterized model (5.75) at the corresponding sampling point. Each dot is colored in green/red if the corresponding model instance is locally passive/non-passive, respectively, as resulting from the absence/presence of imaginary Hamiltonian eigenvalues. Iterative refinement leads to tracking the boundaries between passive/non-passive regions. Courtesy of A. Zanco, Politecnico di Torino.

### 5.7 Examples

### 5.7.1 A high-speed interconnect in a mobile device

The passivity enforcement process is here applied to a model of a high-speed interconnect providing a data link in a smartphone. An initial characterization of the structure was obtained through a full-wave numerical simulation of the time-harmonic Maxwell's equations, which provided a set of frequency samples of the $4 \times 4$ (scattering) transfer function $S(\jmath \omega)$ from 0 to 50 GHz . These samples were processed by Vector Fitting [5, Chapter 8], obtaining a rational approximation of the system responses. This rational approximation was then converted to a state-space realization as in [5, Chapter 8]. The accuracy of the rational approximation is excellent, as depicted in the two top panels of Figure 5.6.

A Hamiltonian-based passivity check on this model reveals the presence of $K=10$ purely imaginary Hamiltonian eigenvalues $\mu_{k}=\jmath \omega_{k}$ (see Figure 5.7, left panel). Correspondingly, a sweep of the model singular values $\sigma_{i}(H(\jmath \omega))$ (see the top panel of Figure 5.8) up to a maximum frequency slightly beyond $\omega_{K}$ reveals a few evident passivity violations, corresponding to singular value trajectories exceeding the passivity threshold $\sigma=1$. The local singular value maxima are highlighted with red dots in Figure 5.8.

Figure 5.8 depicts the typical situation that arises when fitting a rational model to response data over a finite frequency band: passivity violations usually occur at frequencies that fall outside the range where data samples are available. The fact that
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Figure 5.6: Comparison between model and original data used for model extraction for the smartphone interconnect. For illustration, only response $S_{22}(j \omega)$ of the $4 \times 4$ scattering matrix is reported. Top two panels refer to the initial non-passive model, whereas bottom two panels refer to the model after passivity enforcement.


Figure 5.7: Hamiltonian eigenvalues before (left) and after (right) passivity enforcement for the smartphone interconnect model (only eigenvalues with positive imaginary parts are shown). The purely imaginary eigenvalues are highlighted with a darker color in the left panel.
such violations are not located within the modeling bandwidth may induce a false sense of confidence in the model user, who may argue that out-of-band passivity violations are unimportant, since located at frequency ranges that are not of interest. In fact, a time-domain simulation of the model using a transient ODE solver is agnostic whether the passivity violation occurs within or off-band: during time-stepping, numerical approximation errors due to the adopted ODE solver will inevitably excite those frequencies where the model amplifies energy, leading to instability. This is exactly what happens in Figure 5.1, where the thin blue line demonstrates the instability induced by this initial non-passive model. In this simulation scenario, the model was interconnected to a set of other linear (passive) circuits, and it was indeed possible to determine exactly the two poles $p=2 \pi(\alpha \pm \jmath \beta)$ that are responsible for this instability, obtaining $\alpha=+1.13 \times 10^{8} \mathrm{~Hz}$ and $\beta=5.32 \times 10^{10} \mathrm{~Hz}$. The real part is positive, and the imaginary part nearly matches the frequency of the singular value peak; see Figure 5.8. This is exactly the frequency where the model injects energy into the system. See [35] for additional details on destabilization of non-passive models.

Enforcing model passivity removes the instability, as we already know from Figure 5.1. Application of Algorithm 5.3 leads to a passive model in 5 iterations, documented by the singular value plots in the various panels of Figure 5.8. The final passive model has no purely imaginary Hamiltonian eigenvalues, as evident from the right panel of Figure 5.7, and its responses still match very accurately the original data samples, as depicted in the bottom panel of Figure 5.6.


Figure 5.8: Evolution of the singular values (blue solid lines) of the smartphone interconnect during passivity enforcement iterations through Algorithm 5.3. Passive and non-passive frequency bands are highlighted with green and red color, respectively. Local maxima of all singular value trajectories in each non-passive frequency band, which are used to set up local passivity constraints, are highlighted with red dots.

### 5.7.2 An interconnect link on a high-performance PCB

We consider here the coupled interconnect link on a high-performance Printed Circuit Board (PCB), already discussed in [5, Chapter 8], where an accurate model was extracted using the Vector Fitting algorithm from scattering measurements performed on the real hardware. As depicted in [5, Chapter 8], Figures 6 and 7, the model responses of this initial model are visually undistinguishable from the measured samples, with a model-data error of $1.34 \cdot 10^{-3}$ (worst-case RMS error among all responses).

A passivity check performed on this initial model reveals some small passivity violations at low frequencies. This is actually expected, since the system is almost lossless at low frequency, and passivity violations induced by the rational approximation process of VF are therefore more likely than at high frequency, where energy dissipation is more pronounced. The passivity violations are detected by the presence of eight pairs of purely imaginary Hamiltonian eigenvalues, depicted in Figure 5.9, panels (a), (c) and (d). The corresponding frequencies denote crossings of the singular


Figure 5.9: Hamiltonian eigenvalues $\alpha+{ }_{\jmath} \beta=\mu / 2 \pi$ of the PCB interconnect model. Panels (a), (c), (d): original model after Vector Fitting; panels (b), (e), (f): model after passivity enforcement. Top panels (a), (b) depict the full Hamiltonian eigenspectrum. Bottom panels (c), (d) and (e), (f) are enlarged views of the top panels (a) and (b), respectively, at different magnification levels. Panels (e) and (f) show that all purely imaginary Hamiltonian eigenvalues clustered at low frequencies, depicted in panels (c) and (d), are effectively removed by passivity enforcement.
value trajectories $\sigma_{i}(\jmath \omega)$ of the threshold $\sigma=1$, as depicted in Figure 5.10, top panel. After few iterations of Algorithm 5.3 all these passivity violations are removed. As the bottom panel of Figure 5.10 shows, all singular value trajectories of the passive model are uniformly bounded by one. This is further confirmed by panels (e) and (f) of Figure 5.9, which show that all purely imaginary eigenvalues of the initial model are now displaced from the imaginary axis.


Figure 5.10: Top panel: singular value trajectories (blue lines) of the initial (non-passive) PCB interconnect model, revealing low-frequency passivity violations exceeding the passivity threshold $\sigma=1$ (red line). Black dots correspond to the frequencies of the purely imaginary Hamiltonian eigenvalues; see Figure 5.9, panels (c) and (d). Bottom panel: singular value trajectories after passivity enforcement, which are uniformly below the passivity threshold.

The passivity enforcement process did not spoil model accuracy. Figure 5.11 compares the scattering responses $(1,2)$ and $(1,3)$ of the passive model to the raw measured samples from which the initial model was derived (the same responses already depicted in [5, Chapter 8], Figures 6 and 7). Also for the passive model the responses closely match the measurements, with a worst-case RMS model-data error of $1.38 \cdot 10^{-3}$.

### 5.8 Conclusions

The goal of this chapter was to survey the most widely used techniques for enforcing passivity of reduced order models. To motivate the ensuing description, a simple
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Figure 5.11: Comparison between passive model responses and measured data used for model identification for the high-speed PCB interconnect of Section 5.7.2.
example was shown that illustrates in striking fashion the need for ensuring passivity in models. The focus of the chapter was on Linear Time-Invariant (LTI) systems in state-space form, although the techniques reviewed are applicable in other representations with appropriate modifications. Conditions for testing the passivity of a given LTI model as well as approaches for perturbing non-passive systems in order to enforce passivity were reviewed and examples were shown to demonstrate the application of such techniques to realistic cases.
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# 6 The Loewner framework for system identification and reduction 


#### Abstract

One of the main approaches to model reduction of both linear and nonlinear dynamical systems is by means of interpolation. This approach seeks reduced models whose transfer function matches that of the original system at selected interpolation points. Data-driven methods constitute an important special case. We start with an account of the Loewner framework in the linear case [52]. It constructs models from given data in a straightforward manner. An important attribute is that it provides a trade-off between accuracy of fit and complexity of the model. We compare this approach with other approximation methods and apply it to different test-cases. One of the case studies to which we apply the aforementioned methods is defined by the inverse of the Bessel function. We then turn our attention to the approximation of an Euler-Bernoulli beam model with Rayleigh damping. Further case studies include the approximation of two real valued functions with specific difficulties (discontinuity, sharp peaks). One computational tool is the SVD; its complexity is cubic in the number of data points. For large data sets the CUR factorization is a viable alternative. Note that its complexity is cubic as well but with respect to the dimension of the reduced order model (ROM). Another option is to use stochastic procedures such as randomized singular value decomposition (r-SVD) [41].
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### 6.1 Introduction

A challenging problem that computational linear algebra deals with is that of big data modeling. The problem consists mainly in constructing reduced complexity systems from input/output data. This contribution focuses on reduction via interpolation. The
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Loewner framework is a data-driven approach which can construct low order models from measurements. It can be applied to both frequency and time-domain data [56]. Here we will concentrate on frequency domain data. The Loewner framework will be implemented using (a) the SVD (singular value decomposition), (b) the CUR factorization, (c) randomized SVD (r-SVD). Its performance will be compared with that of the recently developed AAA algorithm see [53], the Vector Fitting approach [21, 40] and the IRKA algorithm [13].

The paper is composed of three sections. The first one covers the fundamentals of the Loewner framework starting from left and right interpolatory reduction. It concludes (a) by describing an interpolation property satisfied by reduced systems and (b) by making the procedure of obtaining real reduced models (despite complex interpolation points and values) explicit. Next the description of two algorithms namely, Loewner-SISO and Loewner-MIMO, is given. Finally two simple examples are presented and the role of generalized inverses outlined.

The second chapter describes methods for implementing the Loewner reduction, namely the SVD, the CUR factorization and the role of splitting the interpolation point in left and right sets. The third chapter illustrates the main features of the Loewner approach by means of seven case studies, namely, (a) the CD player, (b) an oscillating function, (c) the inverse of a Bessel function, (d) an Euler-Bernoulli beam, (e) a heat equation, (f) a function with two sharp peaks, and (g) the sign function. An epilogue and references conclude the presentation.

### 6.2 The Loewner framework and moment matching

The Loewner framework has attracted increased attention of researchers from various fields of applied mathematics and control engineering in the last 13 years. Consequently, a fair amount of contributions that are now available, deal with various aspects on further extending the framework and with its application to different testcases. Below we provide an account of some of the work related to or inspired by the "Loewner framework" (see Table 6.1).

Consider linear, time-invariant systems with $m$ inputs, $n$ internal variables (states if $\mathbf{E}$ is non-singular) and $p$ outputs:

$$
\boldsymbol{\Sigma}:\left\{\begin{array}{l}
\mathbf{E} \dot{\mathbf{x}}(t)=\mathbf{A x}(t)+\mathbf{B u}(t), \quad \mathbf{y}(t)=\mathbf{C x}(t), \quad \text { where }  \tag{6.1}\\
\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \quad \mathbf{B} \in \mathbb{R}^{n \times m}, \quad \mathbf{C} \in \mathbb{R}^{p \times n}
\end{array}\right.
$$

We will denote this realization of the system by means of the quadruple $\boldsymbol{\Sigma}=(\mathbf{C}, \mathbf{E}, \mathbf{A}, \mathbf{B})$. The associated transfer function is

$$
\begin{equation*}
\mathbf{H}(s)=\mathbf{C \Phi}(s) \mathbf{B} \quad \text { where } \boldsymbol{\Phi}(s)=(s \mathbf{E}-\mathbf{A})^{-1} \in \mathbb{C}^{n \times n} \tag{6.2}
\end{equation*}
$$

Table 6.1: A collection of contributions related to the Loewner Framework.

| Original paper [52] \& tutorial paper [6] | Chapters 4 and 7 in the book [9] |
| :--- | :--- |
| Extension to | Application to |
| parametrized linear systems [4, 42] | modeling multi-port linear systems [48] |
| bilinear systems [5, 45, 46] | preserving the stability of the ROM [30] |
| quadratic systems [29, 36] | the Burgers equations [8] |
| quadratic-bilinear systems [32] | the Oseen equations [10] |
| linear switched systems [34] | preserving the structure of DAE systems [37] |
| polynomial systems [11, 16] | systems with delay [35, 59] |
| modeling from noisy data [20, 50] | approximating functions [31, 33, 43, 44] <br> modeling from time-domain data [56] |
|  | singular/rectangular systems [3] <br> genes oscillations [7] and biological rhythms [68] |
| Perspective based on duality and application | Interpretation based on interconnection and |
| to bilinear differential [57,58] | application to LTV systems [60, 61] |

A common way to reduce the complexity of a system is by means of Petrov-Galerkin projections. Such projections are defined by means of two matrices $\mathbf{V}, \mathbf{W} \in \mathbb{R}^{n \times k}, k<n$, satisfying the condition that $\mathbf{W}^{T} \mathbf{V} \in \mathbb{R}^{k \times k}$ is invertible. ${ }^{1}$

Definition 6.1. Consider $\mathbf{v}_{i}, \mathbf{w}_{i} \in \mathbb{R}^{n}, i=1, \ldots, k$, and let $\mathbf{V}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right], \mathbf{W}=$ $\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{k}\right] \in \mathbb{R}^{n \times k}$. The map defined by $\boldsymbol{\Pi}_{1}=\mathbf{V}\left(\mathbf{V}^{T} \mathbf{V}\right)^{-1} \mathbf{V}^{T}$, is an orthogonal projection onto the span of the columns of $\mathbf{V}$. If $\mathbf{W}^{T} \mathbf{V}$ is non-singular, $\boldsymbol{\Pi}_{2}=\mathbf{V}\left(\mathbf{W}^{T} \mathbf{V}\right)^{-1} \mathbf{W}^{T}$, is an oblique projector onto the span of the columns of $\mathbf{V}$, along the columns of $\mathbf{W}$. $\Pi_{1}$ and $\Pi_{2}$ are usually referred to in the model reduction literature as Galerkin and Petrov-Galerkin projectors, respectively.

Reducing the system $\boldsymbol{\Sigma}=(\mathbf{C}, \mathbf{E}, \mathbf{A}, \mathbf{B})$ defined above, by means of a Petrov-Galerkin projection, we obtain the reduced system $\hat{\boldsymbol{\Sigma}}=(\hat{\mathbf{C}}, \hat{\mathbf{E}}, \hat{\mathbf{A}}, \hat{\mathbf{B}})$ with the reduced order matrices given by

$$
\begin{equation*}
\hat{\mathbf{C}}=\mathbf{C V} \in \mathbb{R}^{p \times k}, \quad \hat{\mathbf{E}}=\mathbf{W}^{T} \mathbf{E V}, \quad \hat{\mathbf{A}}=\mathbf{W}^{T} \mathbf{A V} \in \mathbb{R}^{k \times k}, \quad \hat{\mathbf{B}}=\mathbf{W}^{T} \mathbf{B} \in \mathbb{R}^{k \times m} . \tag{6.3}
\end{equation*}
$$

There are many ways of choosing Petrov-Galerkin projectors in order to achieve various goals. Here we will restrict our attention to interpolatory projections. Such projectors yield reduced models which match moments of the original system. These moments are values of transfer functions at selected frequencies, referred to as interpolation points.

Remark 6.1. The $\mathbf{D}$-term. In the system representations to follow no explicit $\mathbf{D}$ terms will be considered. The reason is that such terms can be incorporated in the remaining

[^14]matrices of the realization, thus yielding what is known as a descriptor representation. Consider a rank-revealing factorization
$$
\mathbf{D}=\mathbf{D}_{1} \mathbf{D}_{2} \quad \text { where } \mathbf{D}_{1} \in \mathbb{R}^{p \times \rho}, \quad \mathbf{D}_{2} \in \mathbb{R}^{\rho \times m}
$$
and $\rho=\operatorname{rank} \mathbf{D}$. It readily follows that
\[

\hat{\mathbf{E}}=\left[$$
\begin{array}{ll}
\mathbf{E} & \\
& \mathbf{0}_{\rho \times \rho}
\end{array}
$$\right], \quad \hat{\mathbf{A}}=\left[$$
\begin{array}{ll}
\mathbf{A} & \\
& -\mathbf{I}_{\rho}
\end{array}
$$\right], \quad \hat{\mathbf{B}}=\left[$$
\begin{array}{l}
\mathbf{B} \\
\mathbf{D}_{2}
\end{array}
$$\right], \quad \hat{\mathbf{C}}=\left[$$
\begin{array}{ll}
\mathbf{C} & \mathbf{D}_{1}
\end{array}
$$\right],
\]

is a descriptor realization of the same system with no explicit $\mathbf{D}$-term. The reason for not considering explicit $\mathbf{D}$-terms, comes from the fact that the Loewner framework yields descriptor realizations with the $\mathbf{D}$-term incorporated in the rest of the realization.

### 6.2.1 Moments of a system

Given a matrix-valued function of time $\mathbf{h}: \mathbb{R} \rightarrow \mathbb{R}^{p \times m}$, its $k$ th moment is

$$
\eta_{k}=\int_{0}^{\infty} t^{k} \mathbf{h}(t) d t, \quad k=0,1,2, \ldots .
$$

If this function has a Laplace transform defined by $\mathbf{H}(s)=\mathcal{L}(\mathbf{h})(s)=\int_{0}^{\infty} \mathbf{h}(t) e^{-s t} d t$, the $k$ th moment of $\mathbf{h}$ is, up to a sign, the $k$ th derivative of $\mathbf{H}$ evaluated at $s=0$ :

$$
\eta_{k}=\left.(-1)^{k} \frac{d^{k}}{d s^{k}} \mathbf{H}(s)\right|_{s=0} \in \mathbb{R}^{p \times m}, \quad k=0,1,2, \ldots .
$$

In the sequel, we will also make use of a generalized notion of moments, namely the moments of $\mathbf{h}$ around the (arbitrary) point $s_{0} \in \mathbb{C}$ :

$$
\eta_{k}\left(s_{0}\right)=\int_{0}^{\infty} t^{k} \mathbf{h}(t) e^{-s_{0} t} d t .
$$

These generalized moments turn out to be (up to a sign) the derivatives of $\mathbf{H}(s)$ evaluated at $s=s_{0}$ :

$$
\eta_{k}\left(s_{0}\right)=\left.(-1)^{k} \frac{d^{k}}{d s^{k}} \mathbf{H}(s)\right|_{s=s_{0}} \in \mathbb{R}^{p \times m}, \quad k=0,1,2, \ldots .
$$

In this context, assuming for simplicity that $\mathbf{E}=\mathbf{I}$, the moments of $\mathbf{h}$ at $s_{0} \in \mathbb{C}$ are

$$
\eta_{k}\left(s_{0}\right)=-k \mathbf{C}\left(s_{0} \mathbf{I}-\mathbf{A}\right)^{-(k+1)} \mathbf{B}, \quad k=0,1,2, \ldots,
$$

provided that $s_{0}$ is not an eigenvalue of $\mathbf{A}$.

Notice that the moments determine the coefficients of the Laurent series expansion of the transfer function $\mathbf{H}(s)$ in the neighborhood of $s_{i} \in \mathbb{C}$; in particular

$$
\begin{aligned}
\mathbf{H}(s) & =\mathbf{H}\left(s_{0}\right)+\mathbf{H}^{(1)}\left(s_{0}\right) \frac{\left(s-s_{0}\right)}{1!}+\cdots+\mathbf{H}^{(k)}\left(s_{0}\right) \frac{\left(s-s_{0}\right)^{k}}{k!}+\cdots \\
& =\eta_{0}\left(s_{0}\right)+\eta_{1}\left(s_{0}\right) \frac{\left(s-s_{0}\right)}{1!}+\cdots+\eta_{k}\left(s_{0}\right) \frac{\left(s-s_{0}\right)^{k}}{k!}+\cdots
\end{aligned}
$$

## Approximation by moment matching

Given $\mathbf{\Sigma}=(\mathbf{C}, \mathbf{E}, \mathbf{A}, \mathbf{B})$, consider the expansion of the transfer function around $s_{i}, i=$ $1, \ldots, r$, as above. Approximation by moment matching consists in finding

$$
\begin{equation*}
\hat{\boldsymbol{\Sigma}}=(\hat{\mathbf{C}}, \hat{\mathbf{E}}, \hat{\mathbf{A}}, \hat{\mathbf{B}}), \quad \hat{\mathbf{E}}, \hat{\mathbf{A}} \in \mathbb{R}^{k \times k}, \quad \hat{\mathbf{B}} \in \mathbb{R}^{k \times m}, \quad \hat{\mathbf{C}} \in \mathbb{R}^{p \times k} \tag{6.4}
\end{equation*}
$$

such that the expansion of the transfer function

$$
\hat{\mathbf{H}}(s)=\hat{\eta}_{0}\left(s_{i}\right)+\hat{\eta}_{1}\left(s_{i}\right) \frac{\left(s-s_{i}\right)}{1!}+\hat{\eta}_{2}\left(s_{i}\right) \frac{\left(s-s_{i}\right)^{2}}{2!}+\hat{\eta}_{3}\left(s_{i}\right) \frac{\left(s-s_{i}\right)^{3}}{3!}+\cdots,
$$

for appropriate $s_{i} \in \mathbb{C}$, and $\ell_{i}, r \in \mathbb{N}$, satisfies

$$
\eta_{j}\left(s_{i}\right)=\hat{\eta}_{j}\left(s_{i}\right), \quad j=1,2, \ldots, \ell_{i} \text { and } i=1, \ldots, r
$$

This problem is also known as rational interpolation.

### 6.2.2 Rational interpolation by Petrov-Galerkin projection

Rational interpolation by projection was originally proposed in the work of Skelton and co-workers; see [65, 66, 67]. Contributions were also made by Grimme, Gallivan and van Dooren [23, 24, 38].

Suppose that we are given a system $\boldsymbol{\Sigma}=(\mathbf{C}, \mathbf{E}, \mathbf{A}, \mathbf{B})$, assumed SISO (single-input single-output, i. e., $m=p=1$ ) for simplicity. We wish to find lower dimensional models $\hat{\boldsymbol{\Sigma}}=(\hat{\mathbf{C}}, \hat{\mathbf{E}}, \hat{\mathbf{A}}, \hat{\mathbf{B}})$, defined as in (6.3), $k<n$, such that $\hat{\boldsymbol{\Sigma}}$ approximates the original system in an appropriate way.

Consider $k$ distinct points $s_{j} \in \mathbb{C}$. Define $\mathbf{V}$ as a generalized controllability matrix:

$$
\begin{equation*}
\mathbf{V}=\left[\left(s_{1} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}, \ldots,\left(s_{k} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}\right] \in \mathbb{C}^{n \times k} \tag{6.5}
\end{equation*}
$$

and let $\mathbf{W}^{*}$ be any left inverse of $\mathbf{V}$. Then we have the following.
Proposition 6.1. $\hat{\mathbf{\Sigma}}$ interpolates the transfer function of $\boldsymbol{\Sigma}$ at the points $s_{j}$, that is,

$$
\mathbf{H}\left(s_{j}\right)=\mathbf{C}\left(s_{j} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}=\hat{\mathbf{C}}\left(s_{j} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{-1} \hat{\mathbf{B}}=\hat{\mathbf{H}}\left(s_{j}\right), \quad j=1, \ldots, k .
$$

Proof. Denoting by $\mathbf{e}_{j}=\left[\begin{array}{lllll}0 & \cdots & \underbrace{1}_{j} & 0 & \cdots\end{array}\right]^{T}$, the $j$ th unit vector, we obtain the string of equalities below which lead to the desired result:

$$
\begin{aligned}
\hat{\mathbf{C}}\left(s_{j} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{-1} \hat{\mathbf{B}} & =\mathbf{C V}\left(s_{j} \mathbf{W}^{*} \mathbf{E V}-\mathbf{W}^{*} \mathbf{A V}\right)^{-1} \mathbf{W}^{*} \mathbf{B} \\
& =\mathbf{C V}\left(\mathbf{W}^{*}\left(s_{j} \mathbf{E}-\mathbf{A}\right) \mathbf{V}\right)^{-1} \mathbf{W}^{*} \mathbf{B} \\
& =\mathbf{C V}\left(\left[* \cdots * \mathbf{W}^{*} \mathbf{B} * \cdots *\right]\right)^{-1} \mathbf{W}^{*} \mathbf{B} \\
& =\left[\mathbf{C}\left(s_{1} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}, \ldots, \mathbf{C}\left(s_{k} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}\right] \mathbf{e}_{j} \\
& =\mathbf{C}\left(s_{j} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B} .
\end{aligned}
$$

Next, we are concerned with matching the value of the transfer function at a given point $s_{0} \in \mathbb{C}$, together with $k-1$ derivatives. We define

$$
\begin{equation*}
\mathbf{V}=\left[\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B},\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-2} \mathbf{B}, \ldots,\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-k} \mathbf{B}\right] \in \mathbb{C}^{n \times k} \tag{6.6}
\end{equation*}
$$

together with any left inverse $\mathbf{W}$. The following holds.
Proposition 6.2. $\hat{\mathbf{\Sigma}}$ interpolates the transferfunction of $\boldsymbol{\Sigma}$ at $s_{0}$, together with $k-1$ derivatives at the same point:

$$
\left.\frac{(-1)^{j}}{j!} \frac{d^{j}}{d s^{j}} \mathbf{H}(s)\right|_{s=s_{0}}=\mathbf{C}\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-(j+1)} \mathbf{B}=\hat{\mathbf{C}}\left(s_{0} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{-(j+1)} \hat{\mathbf{B}}=\left.\frac{(-1)^{j}}{j!} \frac{d^{j}}{d s^{j}} \hat{\mathbf{H}}(s)\right|_{s=s_{0}},
$$

for $j=0,1, \ldots, k-1$.
Proof. Let $\mathbf{V}$ be as defined in (6.6), and $\mathbf{W}$ be such that $\mathbf{W}^{T} \mathbf{V}=\mathbf{I}_{k}$. It readily follows that the $\ell$ th power of the projected matrix $s_{0} \hat{\mathbf{E}}-\hat{\mathbf{A}}$ satisfies

$$
\left(s_{0} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{\ell}=[\underbrace{* \cdots *}_{\ell-1} \mathbf{W}^{*} \mathbf{B} \underbrace{* \cdots *}_{k-\ell}] .
$$

Consequently $\left[\mathbf{W}^{T}\left(s_{0} \mathbf{E}-\mathbf{A}\right) \mathbf{V}\right]^{-\ell} \mathbf{W}^{T} \mathbf{B}=\mathbf{e}_{\ell}$, which finally implies

$$
\hat{\mathbf{C}}\left(s_{0} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{-\ell} \hat{\mathbf{B}}=\mathbf{C V}\left[\mathbf{W}^{T}\left(s_{0} \mathbf{E}-\mathbf{A}\right) \mathbf{V}\right]^{-\ell} \mathbf{W}^{T} \mathbf{B}=\mathbf{C V e} e_{\ell}=\mathbf{C}\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-\ell} \mathbf{B},
$$

for $\ell=1,2, \ldots, k$.
Since any $\overline{\mathbf{V}}$ that spans the same column space as $\mathbf{V}$ achieves the same objective, projectors composed of combinations of the cases (6.5) and (6.6) achieve matching of an appropriate number of moments. To formalize this we will make use of the following matrices:

$$
\mathcal{R}_{k}(\mathbf{E}, \mathbf{A}, \mathbf{B} ; \sigma)=\left[\begin{array}{llll}
(\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} & (\sigma \mathbf{E}-\mathbf{A})^{-2} \mathbf{B} & \cdots & (\sigma \mathbf{E}-\mathbf{A})^{-k} \mathbf{B}
\end{array}\right] .
$$

## Corollary 6.1.

(a) If $\mathbf{V}$ as defined above is replaced by $\overline{\mathbf{V}}=\mathbf{R V}, \mathbf{R} \in \mathbb{R}^{k \times k}$, $\operatorname{det} \mathbf{R} \neq 0$, and $\mathbf{W}$ by $\overline{\mathbf{W}}=\mathbf{R}^{-T} \mathbf{W}$, the same matching results hold true.
(b) Let $\mathbf{V}$ be such that

$$
\text { span col } \mathbf{V}=\operatorname{span} \operatorname{col}\left[\mathcal{R}_{m_{1}}\left(\mathbf{E}, \mathbf{A}, \mathbf{B} ; \sigma_{1}\right) \quad \cdots \quad \mathcal{R}_{m_{\ell}}\left(\mathbf{E}, \mathbf{A}, \mathbf{B} ; \sigma_{\ell}\right)\right]
$$

and $\mathbf{W}$ be any left inverse of $\mathbf{V}$. The reduced system matches $m_{i}$ moments at $\sigma_{i} \in \mathbb{C}$, $i=1, \ldots, \ell$.

### 6.2.3 Two-sided projections

The above results can be strengthened if the row span of the matrix $\mathbf{W}^{T}$ is chosen to match the row span of a generalized observability matrix. In such a case twice as many moments can be matched with a reduced system of the same dimension. Here, in addition to points $s_{1}, \ldots, s_{k}$, and the associated (6.5), we are given $k$ additional distinct points $s_{k+1}, \ldots, s_{2 k}$. These points are used to define a generalized observability matrix:

$$
\begin{equation*}
\mathbf{W}=\left[\left(s_{k+1} \mathbf{E}^{T}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T} \quad \cdots \quad\left(s_{2 k} \mathbf{E}^{T}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T}\right] \in \mathbb{C}^{n \times k} \tag{6.7}
\end{equation*}
$$

Proposition 6.3. Assuming that $\mathbf{W}^{T} \mathbf{V}$ has full rank, the projected system $\hat{\mathbf{\Sigma}}$, interpolates the transfer function of $\boldsymbol{\Sigma}$ at the points $s_{i}, i=1, \ldots, 2 k$.

Proof. The string of equalities that follows proves the desired result:

$$
\begin{aligned}
\hat{\mathbf{C}}\left(s_{i} \hat{\mathbf{E}}-\hat{\mathbf{A}}\right)^{-1} \hat{\mathbf{B}} & =\mathbf{C V}\left(s_{i} \mathbf{W}^{T} \mathbf{E V}-\mathbf{W}^{T} \mathbf{A V}\right)^{-1} \mathbf{W}^{T} \mathbf{B} \\
& =\mathbf{C V}\left(\mathbf{W}^{T}\left(s_{i} \mathbf{E}-\mathbf{A}\right) \mathbf{V}\right)^{-1} \mathbf{W}^{T} \mathbf{B} \\
& =\mathbf{C V}\left(\mathbf{W}^{T}[\cdots \mathbf{B} \cdots]\right)^{-1} \mathbf{W}^{T} \mathbf{B} \\
& =\mathbf{C V} \mathbf{e}_{i}=\mathbf{C}\left(s_{i} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}, \quad \text { for } i=1, \ldots, k, \\
& =\mathbf{C V}\left(\left[\begin{array}{c}
\vdots \\
\mathbf{C} \\
\vdots
\end{array}\right] \mathbf{V}\right)^{-1} \mathbf{W}^{T} \mathbf{B} \\
& =\mathbf{e}_{i}^{T} \mathbf{W}^{T} \mathbf{B}=\mathbf{C}\left(s_{i} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}, \quad \text { for } i=k+1, \ldots, 2 k .
\end{aligned}
$$

The projectors (see [62]) discussed in the previous section satisfy the Sylvester equations as shown next.

Proposition 6.4. With $\boldsymbol{\Lambda}=\operatorname{diag}\left[\lambda_{1}, \ldots, \lambda_{k}\right], \mathbf{M}=\operatorname{diag}\left[\mu_{1}, \ldots, \mu_{q}\right]$, where $\lambda_{i}$ and $\mu_{j}$ are mutually distinct, $\mathbf{R}=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right] \in \mathbb{R}^{k}$, and $\mathbf{L}=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right]^{T} \in \mathbb{R}^{q}$, the matrices $\mathbf{V}$ and $\mathbf{W}$ satisfy the Sylvester equations:

$$
\begin{equation*}
\mathbf{E V} \mathbf{\Lambda}-\mathbf{A V}=\mathbf{B R} \quad \text { and } \quad \mathbf{M} \mathbf{W}^{T} \mathbf{E}-\mathbf{W}^{T} \mathbf{A}=\mathbf{L} \mathbf{C} . \tag{6.8}
\end{equation*}
$$

### 6.2.4 Interpolatory model reduction for MIMO systems

In the general case of MIMO (multi-input multi-output) systems, the moments are $p \times m$ matrices. So, in the case of rational matrix interpolation the most appropriate way to proceed is to interpolate along certain directions. This leads to the so-called tangential interpolation problem (see e. g. [6, 21, 25]).

More precisely, we are given a set of input/output response measurements specified by left driving frequencies $\left\{\mu_{i}\right\}_{i=1}^{q} \subset \mathbb{C}$, using left input or tangential directions: $\left\{\boldsymbol{R}_{i}\right\}_{i=1}^{q} \subset \mathbb{C}^{p}$, producing left responses: $\left\{\mathbf{v}_{i}\right\}_{i=1}^{q} \subset \mathbb{C}^{m}$, and right driving frequencies: $\left\{\lambda_{i}\right\}_{i=1}^{k} \subset \mathbb{C}$, using right input or tangential directions: $\left\{\mathbf{r}_{i}\right\}_{i=1}^{k} \subset \mathbb{C}^{m}$, producing right responses: $\left\{\mathbf{w}_{i}\right\}_{i=1}^{k}$. We are thus given the left data: $\left(\mu_{j} ; \boldsymbol{\ell}_{j}^{T}, \mathbf{v}_{j}^{T}\right), j=1, \ldots, q$, and the right data: $\left(\lambda_{i} ; \mathbf{r}_{i}, \mathbf{w}_{i}\right), i=1, \ldots, k$. The problem is to find a rational $p \times m$ matrix $\mathbf{H}(s)$, such that

$$
\begin{equation*}
\mathbf{H}\left(\lambda_{i}\right) \mathbf{r}_{i}=\mathbf{w}_{i}, \quad i=1, \ldots, k, \quad \boldsymbol{\ell}_{j}^{T} \mathbf{H}\left(\mu_{j}\right)=\mathbf{v}_{j}^{T}, \quad j=1, \ldots, q . \tag{6.9}
\end{equation*}
$$

The left data is rearranged compactly as

$$
\mathbf{M}=\left[\begin{array}{ccc}
\mu_{1} & &  \tag{6.10}\\
& \ddots & \\
& & \mu_{q}
\end{array}\right] \in \mathbb{C}^{q \times q}, \quad \mathbf{L}=\left[\begin{array}{c}
\boldsymbol{e}_{1}^{T} \\
\vdots \\
\boldsymbol{e}_{q}^{T}
\end{array}\right] \in \mathbb{C}^{q \times p}, \quad \mathbb{V}=\left[\begin{array}{c}
\mathbf{v}_{1}^{T} \\
\vdots \\
\mathbf{v}_{q}^{T}
\end{array}\right] \in \mathbb{C}^{q \times m},
$$

while the right data is rearranged as

$$
\boldsymbol{\Lambda}=\left[\begin{array}{lll}
\lambda_{1} & &  \tag{6.11}\\
& \ddots & \\
& & \lambda_{k}
\end{array}\right] \in \mathbb{C}^{k \times k}, \begin{array}{lll}
\mathbf{R}=\left[\begin{array}{llll}
\mathbf{r}_{1} & \mathbf{r}_{2} & \cdots & \mathbf{r}_{k}
\end{array}\right] \in \mathbb{C}^{m \times k} \\
& \mathbb{W}=\left[\begin{array}{llll}
\mathbf{w}_{1} & \mathbf{w}_{2} & \cdots & \mathbf{w}_{k}
\end{array}\right] \in \mathbb{C}^{p \times k}
\end{array}
$$

Interpolation points and tangential directions are determined by the problem or are selected to realize given model reduction goals. For SISO systems, i. e., $m=p=1$, left and right directions can be taken equal to one ( $\boldsymbol{\ell}_{j}=1, \mathbf{r}_{i}=1$ ) and hence the conditions above become

$$
\left.\begin{array}{ll}
\hat{\mathbf{H}}\left(\mu_{j}\right)=\mathbf{H}\left(\mu_{j}\right) \Rightarrow \hat{\mathbf{H}}\left(\mu_{j}\right)=\mathbf{v}_{j}, & j=1, \ldots, q  \tag{6.12}\\
\hat{\mathbf{H}}\left(\lambda_{i}\right)=\mathbf{H}\left(\lambda_{i}\right) \Rightarrow \hat{\mathbf{H}}\left(\lambda_{i}\right)=\mathbf{w}_{i}, & i=1, \ldots, k
\end{array}\right\}
$$

### 6.2.5 The Loewner framework

Given a row array of complex numbers $\left(\mu_{j}, \mathbf{v}_{j}\right), j=1, \ldots, q$, and a column array, $\left(\lambda_{i}, \mathbf{w}_{i}\right)$, $i=1, \ldots, k$, (with $\lambda_{i}$ and the $\mu_{j}$ mutually distinct) the associated Loewner matrix is

$$
\mathbb{L}=\left[\begin{array}{ccc}
\frac{\mathbf{v}_{1}-\mathbf{w}_{1}}{\mu_{1}-\lambda_{1}} & \cdots & \frac{\mathbf{v}_{1}-\mathbf{w}_{k}}{\mu_{1}-\lambda_{k}} \\
\vdots & \ddots & \vdots \\
\frac{\mathbf{v}_{q}-\mathbf{w}_{1}}{\mu_{q}-\lambda_{1}} & \cdots & \frac{\mathbf{v}_{q}-\mathbf{w}_{k}}{\mu_{q}-\lambda_{k}}
\end{array}\right] \in \mathbb{C}^{q \times k} .
$$

Definition 6.2. If $\mathbf{g}$ is rational, i.e., $\mathbf{g}(s)=\frac{\mathbf{p}(s)}{\mathbf{q}(s)}$, for appropriate polynomials $\mathbf{p}, \mathbf{q}$, the McMillan degree or the complexity of $\mathbf{g}$ is $\operatorname{deg} \mathbf{g}=\max \{\operatorname{deg}(\mathbf{p}), \operatorname{deg}(\mathbf{q})\}$.

Now, if $\mathbf{w}_{i}=\mathbf{g}\left(\lambda_{i}\right)$, and $\mathbf{v}_{j}=\mathbf{g}\left(\mu_{j}\right)$, are samples of a rational function $\mathbf{g}$, the main property of Loewner matrices asserts the following.

Theorem 6.1 ([52]). Let $\mathbb{L}$ be as above. If $k, q \geq \operatorname{deg} \mathbf{g}$, then $\operatorname{rank} \mathbb{L}=\operatorname{deg} \mathbf{g}$. In other words the rank of $\mathbb{L}$ encodes the complexity of the underlying rational function $\mathbf{g}$. Furthermore, the same result holds for matrix-valued functions $\mathbf{g}$.

### 6.2.5.1 The Loewner pencil and interpolatory projectors

In the sequel we denote the tangential versions of (6.5) and (6.7) by $\mathcal{R}, \mathcal{O}$, respectively. For arbitrary $k$ and $q$, these are defined as

$$
\begin{align*}
\mathcal{R} & =\left[\begin{array}{lll}
\left.\left(\lambda_{1} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B r}_{1}, \ldots,\left(\lambda_{k} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B r}_{k}\right] \in \mathbb{C}^{n \times k}, \\
\mathcal{O}^{T} & =\left[\begin{array}{llll}
\left(\mu_{1} \mathbf{E}^{T}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T} \ell_{1} & \cdots & \left(\mu_{q} \mathbf{E}^{T}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T} \ell_{q}
\end{array}\right] \in \mathbb{C}^{n \times k} .
\end{array} . . \begin{array}{ll}
\end{array}\right) \tag{6.13}
\end{align*}
$$

It readily follows that the reduced quantities $\hat{\mathbf{E}}$ and $\hat{\mathbf{A}}$ form a Loewner pencil:

$$
\begin{align*}
& \hat{\mathbf{E}}=-\mathcal{O} \mathbf{E} \mathcal{R}=-\left[\begin{array}{ccc}
\frac{\mathbf{v}_{1}^{T} \mathbf{r}_{1}-\ell_{1}^{T} \mathbf{w}_{1}}{\mu_{1}-\lambda_{1}} & \cdots & \frac{\mathbf{v}_{1}^{T} \mathbf{r}_{k}-e_{1}^{T} \mathbf{w}_{k}}{\mu_{1}-\lambda_{k}} \\
\vdots & \ddots & \vdots \\
\frac{\mathbf{v}_{q}^{T} \mathbf{r}_{1}-e_{q}^{T} \mathbf{w}_{1}}{\mu_{q}-\lambda_{1}} & \cdots & \frac{\mathbf{v}_{q}^{T} \mathbf{r}_{k}-\ell_{q}^{T} \mathbf{w}_{k}}{\mu_{q}-\lambda_{k}}
\end{array}\right]=-\mathbb{L} \in \mathbb{C}^{q \times k},  \tag{6.15}\\
& \hat{\mathbf{A}}=-\mathcal{O} \mathbf{A} \mathcal{R}=-\left[\begin{array}{ccc}
\frac{\mu_{1} \mathbf{v}_{1}^{T} \mathbf{r}_{1}-e_{1}^{T} \mathbf{w}_{1} \lambda_{1}}{\mu_{1}-\lambda_{1}} & \cdots & \frac{\mu_{1} \mathbf{v}_{1}^{T} \mathbf{r}_{k}-\ell_{1}^{T} \mathbf{w}_{k} \lambda_{k}}{\mu_{1}} \\
\vdots & \ddots & \vdots \\
\frac{\mu_{q} \mathbf{v}_{q}^{T} \mathbf{r}_{1}-\ell_{q}^{T} \mathbf{w}_{1} \lambda_{1}}{\mu_{q}-\lambda_{1}} & \cdots & \frac{\mu_{q} \mathbf{v}_{q}^{T} \mathbf{r}_{k}-\ell_{q}^{T} \mathbf{w}_{k} \lambda_{k}}{\mu_{q}-\lambda_{k}}
\end{array}\right]=-\mathbb{L}_{s} \in \mathbb{C}^{q \times k},  \tag{6.16}\\
& \hat{\mathbf{B}}=\mathcal{O} \mathbf{B}=\left[\begin{array}{c}
\mathbf{v}_{1}^{T} \\
\vdots \\
\mathbf{v}_{q}^{T}
\end{array}\right]=\mathbb{V} \in \mathbb{C}^{q \times m},  \tag{6.17}\\
& \hat{\mathbf{C}}=\mathbf{C} \mathcal{R}=\left[\begin{array}{lll}
\mathbf{w}_{1} & \cdots & \mathbf{w}_{k}
\end{array}\right]=\mathbb{W} \in \mathbb{C}^{p \times k} .
\end{align*}
$$

The resulting quadruple ( $\mathbb{W}, \mathbb{L}^{( } \mathbb{L}_{s}, \mathbb{V}$ ) is called the Loewner quadruple.
Lemma 6.1. Upon multiplication of the first equation in (6.8) with $\mathcal{O}$ on the left and the second by $\mathcal{R}$ on the right we obtain

$$
\begin{equation*}
\mathbb{L}_{s}-\mathbb{L} \boldsymbol{\Lambda}=\mathbb{V} \mathbf{R} \quad \text { and } \quad \mathbb{L}_{s}-\mathbf{M} \mathbb{L}=\mathbf{L} W \tag{6.18}
\end{equation*}
$$

By adding/subtracting appropriate multiples of these expressions it follows that the Loewner quadruple satisfies the Sylvester equations

$$
\begin{equation*}
\mathbf{M L}-\mathbb{L} \boldsymbol{\Lambda}=\mathbb{V} \mathbf{R}-\mathbf{L} \mathbb{W} \quad \text { and } \quad \mathbf{M} \mathbb{L}_{s}-\mathbb{L}_{s} \boldsymbol{\Lambda}=\mathbf{M} \mathbb{V} \mathbf{R}-\mathbf{L} \mathbb{W} \boldsymbol{\Lambda} . \tag{6.19}
\end{equation*}
$$

Theorem 6.2. Assume that the pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is regular. ${ }^{2}$ Then $\mathbf{H}(s)=\mathbb{W}\left(\mathbb{L}_{s}-s \mathbb{L}\right)^{-1} \mathbb{V}$, satisfies the tangential interpolation condition (6.9).

Proof. Multiplying the first Sylvester equation by $s$ and subtracting it from equation the second one, we get

$$
\mathbf{M}\left(\mathbb{L}_{s}-s \mathbb{L}\right)-\left(\mathbb{L}_{s}-s \mathbb{L}\right) \boldsymbol{\Lambda}=(\mathbf{M}-s \mathbf{I}) \mathbb{V} \mathbf{R}-\mathbf{L} \mathbb{W}(\boldsymbol{\Lambda}-s \mathbf{I}) .
$$

Multiplying this equation by $\mathbf{e}_{i}$ on the right and setting $s=\lambda_{i}$, we obtain

$$
\begin{aligned}
\left(\mathbf{M}-\lambda_{i} \mathbf{I}\right)\left(\mathbb{L}_{s}-\lambda_{i} \mathbb{L}\right) \mathbf{e}_{i}=\left(\mathbf{M}-\lambda_{i} \mathbf{I}\right) \mathbb{V} \mathbf{r}_{i} & \Rightarrow\left(\mathbb{L}_{s}-\lambda_{i} \mathbb{L}\right) \mathbf{e}_{i}=\mathbb{V} \mathbf{r}_{i} \\
& \Rightarrow \mathbb{W} \mathbf{e}_{i}=\mathbb{W}\left(\mathbb{L}_{s}-\lambda_{i} \mathbb{L}\right)^{-1} \mathbb{V} \mathbf{r}_{i} .
\end{aligned}
$$

Thus $\mathbf{w}_{i}=\mathbf{H}\left(\lambda_{i}\right) \mathbf{r}_{i}$. Next, we multiply the above equation by $\mathbf{e}_{j}^{T}$ on the left and set $s=\mu_{j}:$

$$
\begin{aligned}
\mathbf{e}_{j}^{T}\left(\mathbb{L}_{s}-\mu_{j} \mathbb{L}\right)\left(\boldsymbol{\Lambda}-\mu_{j} \mathbf{I}\right)=\mathbf{e}_{j}^{T} \mathbf{L} \mathbb{W}\left(\boldsymbol{\Lambda}-\mu_{j} \mathbf{I}\right) & \Rightarrow \mathbf{e}_{j}^{T}\left(\mathbb{L}_{s}-\mu_{j} \mathbb{L}\right)=\boldsymbol{\ell}_{j} \mathbb{W} \\
& \Rightarrow \mathbf{e}_{j}^{T} \mathbb{V}=\boldsymbol{\ell}_{j}^{T} \mathbb{W}\left(\mathbb{L}_{s}-\mu_{j} \mathbb{L}\right)^{-1} \mathbb{V} .
\end{aligned}
$$

Thus $\mathbf{v}_{j}^{T}=\boldsymbol{e}_{j}^{T} \mathbf{H}\left(\mu_{j}\right)$.
Remark 6.2 (Parametrization of all interpolants of complexity equal to the size of $\mathbb{L}$ ). With $\mathbf{K} \in \mathbb{C}^{p \times m}$, the Sylvester equations can be rewritten as

$$
\begin{aligned}
& \mathbf{M} \mathbb{L}-\mathbb{L} \boldsymbol{\Lambda}=(\mathbb{V}-\mathbf{L K}) \mathbf{R}-\mathbf{L}(\mathbb{W}-\mathbf{K} \mathbf{R}) \quad \text { and } \\
& \mathbf{M}\left(\mathbb{L}_{s}+\mathbf{L K R}\right)-\left(\mathbb{L}_{s}+\mathbf{L K} \mathbf{R}\right) \boldsymbol{\Lambda}=\mathbf{M}(\mathbb{V}-\mathbf{L K}) \mathbf{R}-\mathbf{L}(\mathbb{W}-\mathbf{K} \mathbf{R}) \boldsymbol{\Lambda} .
\end{aligned}
$$

These equations imply that ( $\left.\overline{\mathbb{W}}, \mathbb{L}, \overline{\mathbb{L}}_{s}, \overline{\mathbb{V}}\right)$ is an interpolant for all $\mathbf{K} \in \mathbb{C}^{p \times m}$, where $\overline{\mathbb{L}}_{s}=\mathbb{L}_{s}+\mathbf{L K R}, \overline{\mathrm{V}}=\mathbb{V}-\mathbf{L K}$ and $\overline{\mathbb{W}}=\mathbb{W}-\mathbf{K R}$.

### 6.2.5.2 Construction of interpolants

If the pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is regular, then $\mathbf{E}=-\mathbb{L}, \mathbf{A}=-\mathbb{L}_{s}, \mathbf{B}=\mathbb{V}, \mathbf{C}=\mathbb{W}$, is a minimal interpolant of the data, i. e., $\mathbf{H}(s)=\mathbb{W}\left(\mathbb{L}_{s}-s \mathbb{L}\right)^{-1} \mathbb{V}$, interpolates the data. Otherwise, as shown in [52], problem (6.9) has a solution provided that

$$
\operatorname{rank}\left[s \mathbb{L}-\mathbb{L}_{s}\right]=\operatorname{rank}\left[\mathbb{L}, \mathbb{L}_{s}\right]=\operatorname{rank}\left[\begin{array}{c}
\mathbb{L} \\
\mathbb{L}_{s}
\end{array}\right]=r
$$

for all $s \in\left\{\lambda_{j}\right\} \cup\left\{\mu_{i}\right\}$. Consider then the short SVDs:

$$
\left[\begin{array}{ll}
\mathbb{L}, & \mathbb{L}_{s}
\end{array}\right]=\mathbf{Y} \widehat{\Sigma}_{r} \tilde{\mathbf{X}}^{*}, \quad\left[\begin{array}{c}
\mathbb{L} \\
\mathbb{L}_{s}
\end{array}\right]=\tilde{\mathbf{Y}} \Sigma_{r} \mathbf{X}^{*},
$$

where $\widehat{\Sigma}_{r}, \Sigma_{r} \in \mathbb{R}^{r \times r}, \mathbf{Y} \in \mathbb{C}^{q \times r}, \mathbf{X} \in \mathbb{C}^{k \times r}, \tilde{\mathbf{Y}} \in \mathbb{C}^{2 q \times r}, \tilde{\mathbf{X}} \in \mathbb{C}^{r \times 2 k}$.

2 The pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is called regular if there is at least one value of $\lambda \in \mathbb{C}$ such that $\operatorname{det}\left(\mathbb{L}_{s}-\lambda \mathbb{L}\right) \neq 0$.

Remark 6.3. $r$ can be chosen as the numerical rank (as opposed to the exact rank) of the Loewner pencil. For issues related to the rank, we refer the reader to [2], page 50, for details.

Theorem 6.3. The quadruple ( $\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C}$ ) of size $r \times r, r \times r, r \times m, p \times r$, given by

$$
\mathbf{E}=-\mathbf{Y}^{T} \mathbb{L} \mathbf{X}, \quad \mathbf{A}=-\mathbf{Y}^{T} \mathbb{L}_{s} \mathbf{X}, \quad \mathbf{B}=\mathbf{Y}^{T} \mathbb{V}, \quad \mathbf{C}=\mathbb{W} \mathbf{X}
$$

is a descriptor realization of an (approximate) interpolant of the data with McMillan degree $r=\operatorname{rank} \mathbb{L}$.

## Remark 6.4.

(a) The Loewner approach constructs a descriptor representation ( $\mathbb{W}, \mathbb{L}, \mathbb{L}_{s}, \mathbb{V}$ ), of an underlying dynamical system exclusively from the data, with no further manipulations involved (i. e., matrix factorizations or inversions). In general, the pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is singular and needs to be projected to a regular pencil ( $\mathbf{A}, \mathbf{E}$ ). However, as shown in the mass-spring-damper example in equation (6.22), inversion can be replaced by generalized inversion.
(b) As already mentioned, in the Loewner framework, by construction, $\mathbf{D}$ terms are absorbed in the other matrices of the realization. Extracting the $\mathbf{D}$ term involves an eigenvalue decomposition of $\left(\mathbb{L}_{s}, \mathbb{L}\right)$.

### 6.2.5.3 Interpolation property of reduced systems

Given a Loewner quadruple and the projection matrices ${ }^{3} \mathbf{X}, \mathbf{Y} \in \mathbb{C}^{n \times k}$, let the reduced quantities be

$$
\hat{\mathbb{L}}=\mathbf{X}^{*} \mathbb{L} \mathbf{Y}, \quad \hat{\mathbb{L}}_{s}=\mathbf{X}^{*} \mathbb{L}_{S} \mathbf{Y}, \quad \hat{\mathbb{V}}=\mathbf{X}^{*} \mathbb{V}, \quad \hat{\mathbb{W}}=\mathbb{W} \mathbf{Y}
$$

We also consider the projected $\mathbf{L}$ and $\mathbf{R}$ matrices, namely $\hat{\mathbf{L}}=\mathbf{X}^{*} \mathbf{L}, \hat{\mathbf{R}}=\mathbf{R Y}$. The question which arises is whether these reduced quantities satisfy interpolation conditions as well. The answer is affirmative and to show this we proceed as follows.

The associated $\hat{\Lambda}$ and $\hat{\mathbf{M}}$ must satisfy the projected equations resulting from (6.18), i. e.

$$
\begin{equation*}
\hat{\mathbb{L}}_{s}-\hat{\mathbb{L}} \hat{\boldsymbol{\Lambda}}=\hat{\mathbb{V}} \hat{\mathbf{R}} \quad \text { and } \quad \hat{\mathbb{L}}_{s}-\hat{\mathbf{M}} \hat{\mathbb{L}}=\hat{\mathbf{L}} \hat{W} . \tag{6.20}
\end{equation*}
$$

Notice that the projected Loewner pencil is not in Loewner form. To achieve this we proceed as follows. We need to diagonalize $\hat{\boldsymbol{\Lambda}}$ and $\hat{\mathbf{M}}$. For this purpose we compute the following two generalized eigenvalue decompositions:

$$
\left[\mathbf{D}_{\hat{\Lambda}}, \mathbf{T}_{\hat{\Lambda}}\right]=\operatorname{eig}\left(\hat{\mathbb{L}}_{s}-\hat{\mathbb{V}} \hat{\mathbf{R}}, \hat{\mathbb{L}}\right) \quad \text { and } \quad\left[\mathbf{D}_{\hat{\mathbf{N}}}, \mathbf{T}_{\hat{\mathbf{M}}}\right]=\operatorname{eig}\left(\hat{\mathbb{L}}_{s}-\hat{\mathbf{L}} \hat{W}, \hat{\mathbb{L}}\right) .
$$



These decompositions imply

$$
\begin{equation*}
\hat{\boldsymbol{\Lambda}}=\mathbf{T}_{\hat{\Lambda}} \mathbf{D}_{\hat{\Lambda}} \mathbf{T}_{\hat{\Lambda}}^{-1} \quad \text { and } \quad \hat{\mathbf{M}}=\mathbf{T}_{\hat{\mathbf{M}}} \mathbf{D}_{\hat{\mathbf{M}}} \mathbf{T}_{\hat{\mathbf{M}}}^{-1} \tag{6.21}
\end{equation*}
$$

where for simplicity, it is assumed that the matrices $\hat{\boldsymbol{\Lambda}}$ and $\hat{\mathbf{M}}$ are diagonalizable.
It follows that the (diagonal) entries of $\mathbf{D}_{\hat{\Lambda}}$ and $\mathbf{D}_{\hat{\mathbf{M}}}$ are the right frequencies and the left frequencies of the reduced system, respectively. Furthermore, straightforward calculations imply that the remaining quantities are as follows:

$$
\left\{\begin{array}{cl}
\overline{\mathbb{L}}_{s}=\mathbf{T}_{\hat{\mathbf{M}}}^{-1} \hat{\mathbb{L}}_{s} \mathbf{T}_{\hat{\Lambda}}, & \overline{\mathbb{L}}=\mathbf{T}_{\hat{\mathbf{M}}}^{-1} \hat{\mathbf{L}} \mathbf{T}_{\hat{\Lambda}}, \\
\overline{\mathrm{V}}=\mathbf{T}_{\hat{\mathbf{M}}}^{-1} \hat{\mathrm{~V}}, & \overline{\mathbf{L}}=\mathbf{T}_{\hat{\mathbf{M}}}^{-1} \hat{\mathbf{L}}, \\
\overline{\mathrm{~W}}=\hat{\mathbf{W}} \mathbf{T}_{\hat{\mathbf{\Lambda}}}, & \overline{\mathbf{R}}=\hat{\mathbf{R}} \mathbf{T}_{\hat{\mathbf{\Lambda}}} .
\end{array}\right.
$$

Conclusion: the right/left data triples for the reduced system are $\left(\mathbf{D}_{\hat{\Lambda}}, \bar{W}, \overline{\mathbf{R}}\right)$, and $\left(\mathbf{D}_{\hat{\mathbf{M}}}, \overline{\mathrm{V}}, \overline{\mathbf{L}}\right)$, respectively, while the associated Loewner pencil is ( $\left.\overline{\mathrm{L}}_{s}, \overline{\mathbb{L}}\right)$.

### 6.2.5.4 Real interpolants and reduced models

Most often the data are collected from real systems. In these cases if $\left(s_{i}, \phi_{i}\right) s_{i}, \phi_{i} \in \mathbb{C}$, is a measurement pair, in order for the interpolants/reduced models to be real, the complex conjugate pair ( $\bar{s}_{i}, \bar{\phi}_{i}$ ), should also be included. Thus the left/right frequencies besides real quantities contain complex ones appearing in complex conjugate pairs. For instance, in the SISO (single-input single-output) case, let the real measurement frequencies be $\sigma_{i} \in \mathbb{R}$, and the complex ones $\hat{\sigma}_{i}+\mathfrak{j} \cdot \hat{\omega}_{i}$ where j denotes the imaginary unit. We split them in two sets, the left and the right ones, respectively, making sure that each set is closed under complex conjugation:

$$
\begin{aligned}
\mathbf{M} & =\left\{\sigma_{i}, i=1, \ldots, r_{1} ; \hat{\sigma}_{i} \pm \mathfrak{j} \cdot \hat{\omega}_{i}, i=1, \ldots, r_{3}\right\}, \\
\mathbf{\Lambda} & =\left\{\sigma_{i}, i=r_{1}+1, \ldots, r_{1}+r_{2} ; \hat{\sigma}_{i} \pm \mathfrak{j} \cdot \hat{\omega}_{i}, i=r_{3}+1, \ldots, r_{3}+r_{4}\right\} .
\end{aligned}
$$

Thus the left set has $r_{1}$ real frequencies and $r_{3}$ complex frequencies together with their complex conjugates (total $r_{1}+2 r_{3}$ numbers). Similarly the numbers for the right set are $r_{2}$ and $r_{4}$, i. e., it consists of $r_{2}+2 r_{4}$ numbers. The quantities $\mathbb{W}$ and $\mathbb{V}$ are assembled in accordance with $\mathbf{M}$ and $\boldsymbol{\Lambda}$. In addition let us define the matrices:

$$
\begin{aligned}
& \mathbf{J}_{\mu}=\operatorname{blkdiag}[\mathbf{I}_{r_{1}}, \overbrace{\mathbf{J}}, \ldots, \mathbf{J}] \in \mathbb{C}^{\left(r_{1}+2 r_{3}\right) \times\left(r_{1}+2 r_{3}\right)}, \\
& \mathbf{J}_{\lambda}=\operatorname{blkdiag}\left[\left[\mathbf{I}_{r_{2}}, \frac{\mathbf{J}, \ldots, \mathbf{J}}{r_{4} \text { terms }}\right] \in \mathbb{C}^{\left(r_{2}+2 r_{4}\right) \times\left(r_{2}+2 r_{4}\right)},\right.
\end{aligned}
$$

where $\mathbf{J}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}1-\mathrm{j} \\ 1 \\ j\end{array}\right]$, where blkdiag[•] (following Matlab notation) denotes the block diagonal structure. A simple calculation shows then that the matrices

$$
\mathbf{M}_{R}=\mathbf{J}_{\mu}^{*} \mathbf{M} \mathbf{J}_{\mu}, \quad \mathbb{V}_{R}=\mathbf{J}_{\mu}^{*} \mathbb{V}, \quad \mathbf{L}_{R}=\mathbf{J}_{\mu}^{*} \mathbf{L},
$$

have real entries. The same happens with the matrices

$$
\boldsymbol{\Lambda}_{R}=\mathbf{J}_{\lambda}^{*} \boldsymbol{\Lambda} \mathbf{J}_{\lambda}, \quad \mathbb{W}_{R}=\mathbb{W} \mathbf{J}_{\lambda}, \quad \mathbf{R}_{R}=\mathbf{R} \mathbf{J}_{\lambda}
$$

Recall equations (6.18). If we now solve the transformed equations for $\mathbb{L}^{R}, \mathbb{L}_{s}^{R}$ :

$$
\mathbb{L}_{s}^{R}-\mathbb{L}^{R} \boldsymbol{\Lambda}_{R}=\mathbb{V}_{R} \mathbf{R}_{R} \quad \text { and } \quad \mathbb{L}_{s}^{R}-\mathbf{M}_{R} \mathbb{L}^{R}=\mathbf{L}_{R} \mathbb{W}_{R},
$$

the resulting pencil $\left(\mathbb{L}_{s}^{R}, \mathbb{L}^{R}\right)$ has real entries. Hence the algorithms based on $\mathbb{L}^{R}$ and $\mathbb{L}_{s}^{R}$ described below yield real reduced order models.

### 6.2.5.5 The Loewner algorithms for scalar and matrix rational approximation

Next, two algorithms (see Algorithms 6.1 and 6.2) for computing a strictly rational real interpolant for both, the scalar and the matrix interpolation problem are presented.

```
Algorithm 6.1: Loewner-SISO (Scalar rational approximation) [49].
Input: \(\mathbf{S}=\left[s_{1}, \ldots, s_{N}\right] \in \mathbb{C}^{N}, \mathbf{F}=\left[\phi_{1}, \ldots, \phi_{N}\right] \in \mathbb{C}^{N}, N \in \mathbb{N}\).
Output: \(\hat{\mathbf{E}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{A}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{B}} \in \mathbb{R}^{r \times 1}, \hat{\mathbf{C}} \in \mathbb{R}^{1 \times r}\) with \(r \ll N\).
```

1. Partition the measurements into two disjoint sets and form left and right set as $\left(\mu_{j}, \mathbf{v}_{j}\right), j=1, \ldots, q$ and $\left(\lambda_{i}, \mathbf{w}_{i}\right), i=1, \ldots, k$.
frequencies: $\quad\left[s_{1}, \ldots, s_{N}\right] \rightarrow\left[\lambda_{1}, \ldots, \lambda_{k}\right],\left[\mu_{1}, \ldots, \mu_{q}\right], \quad k+q=N$,

$$
\text { values : }\left[\phi_{1}, \ldots, \phi_{N}\right] \rightarrow\left[\mathbf{w}_{1}, \ldots, \mathbf{w}_{k}\right]=\mathbb{W},\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{q}\right]=\mathbb{V}^{T} .
$$

2. Construct the Loewner pencil as

$$
\mathbb{L}=\left(\frac{\mathbf{v}_{i}-\mathbf{w}_{j}}{\mu_{i}-\lambda_{j}}\right)_{i=1, \ldots, \ldots}^{j=1, \ldots, k}, \quad \mathbb{L}_{s}=\left(\frac{\mu_{i} \mathbf{v}_{i}-\lambda_{j} \mathbf{w}_{j}}{\mu_{i}-\lambda_{j}}\right)_{i=1, \ldots, \ldots, q}^{j=1, \ldots, k}
$$

3. It follows that the complex raw model is

$$
\left\{\mathbb{W}, \mathbb{L}, \mathbb{L}_{s}, \mathbb{V}\right\} .
$$

4. Transform all the complex data to real and there follows the raw real model:

$$
\left\{\mathbb{W}_{R}, \mathbb{L}^{R}, \mathbb{L}_{S}^{R}, \mathbb{V}_{R}\right\} .
$$

5. Compute the rank-revealing SVDs: $\left[\mathbf{Y}_{1}, \Sigma_{1}, \mathbf{X}_{1}\right]=\mathbf{S V D}\left(\left[\mathbb{L}^{R} \mathbb{L}_{s}^{R}\right]\right)$ and $\left[\mathbf{Y}_{2}, \Sigma_{2}, \mathbf{X}_{2}\right]=$ $\operatorname{SVD}\left(\left[\mathbb{L}^{R} ; \mathbb{L}_{s}^{R}\right]\right)$; the decay of the singular values, leads to the choice of the order $r$ of the approximant.
6. The reduced real model is obtained by projecting the raw real model with $\mathbf{Y}=\mathbf{Y}_{1}^{n \times r}$ and $\mathbf{X}=\mathbf{X}_{2}^{n \times r}$ as

$$
\underbrace{\left\{\mathrm{W}_{R}, \mathbb{L}^{R}, \mathbb{L}_{s}^{R}, \mathbb{V}_{R}\right\}}_{\text {singular }} \underbrace{\Rightarrow}_{\text {SVD }} \underset{\text { regular }}{\left\{\mathrm{W}_{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{L}^{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{L}_{s}^{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{V}_{R}\right\}}=\{\hat{\mathbf{C}},-\hat{\mathbf{E}},-\hat{\mathbf{A}}, \hat{\mathbf{B}}\} .
$$

7. A real approximant of the data is then

$$
\hat{H}(s)=\hat{\mathbf{C}}(s \hat{\mathbf{E}}-\hat{\mathbf{A}})^{-1} \hat{\mathbf{B}} \approx \phi(s) .
$$

Algorithm 6.2: Loewner-MIMO (Matrix rational approximation).
Input: $\mathbf{S}=\left[s_{1}, \ldots, s_{N}\right] \in \mathbb{C}^{N}, \mathbf{F}=\left[\boldsymbol{\phi}_{1}, \ldots, \boldsymbol{\phi}_{N}\right] \in \mathbb{C}^{N \times p \times m}, N \in \mathbb{N}$.
Output: $\hat{\mathbf{E}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{A}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{B}} \in \mathbb{R}^{r \times m}, \hat{\mathbf{C}} \in \mathbb{R}^{p \times r}$ with $r \ll N$.

1. Partition the measurements into two disjoint sets:

## Left data:

$$
\mathbf{M}=\left[\begin{array}{ccc}
\mu_{1} & & \\
& \ddots & \\
& & \mu_{q}
\end{array}\right] \in \mathbb{C}^{q \times q}, \quad \mathbf{L}=\left[\begin{array}{c}
\boldsymbol{\ell}_{1}^{T} \\
\vdots \\
\boldsymbol{e}_{q}^{T}
\end{array}\right] \in \mathbb{C}^{q \times p}, \quad \mathbb{V}=\left[\begin{array}{c}
\mathbf{v}_{1}^{T} \\
\vdots \\
\mathbf{v}_{q}^{T}
\end{array}\right] \in \mathbb{C}^{q \times m}
$$

## Right data:

$$
\Lambda=\left[\begin{array}{ccc}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{k}
\end{array}\right] \in \mathbb{C}^{k \times k}, \quad \begin{aligned}
& \mathbf{R}=\left[\begin{array}{llll}
\mathbf{r}_{1}, & \mathbf{r}_{2}, & \cdots & \mathbf{r}_{k}
\end{array}\right] \in \mathbb{C}^{m \times k} \\
& \\
& \mathbb{W}=\left[\begin{array}{llll}
\mathbf{w}_{1} & \mathbf{w}_{2} & \cdots & \mathbf{w}_{k}
\end{array}\right] \in \mathbb{C}^{p \times k}
\end{aligned}
$$

2. Construct the Loewner pencil as

$$
\mathbb{L}=\left(\frac{\mathbf{v}_{i}^{T} \mathbf{r}_{i}-\ell_{j}^{T} \mathbf{w}_{j}}{\mu_{i}-\lambda_{j}}\right)_{i=1, \ldots, q}^{j=1, \ldots, k}, \quad \mathbb{L}_{s}=\left(\frac{\mu_{i} \mathbf{v}_{i}^{T} \mathbf{r}_{i}-\lambda_{j} \ell_{j}^{T} \mathbf{w}_{j}}{\mu_{i}-\lambda_{j}}\right)_{i=1, \ldots, q}^{j=1, \ldots, k}
$$

3. It follows that the complex raw model is

$$
\left\{\mathbb{W}, \mathbb{L}, \mathbb{L}_{s}, \mathbb{V}\right\} .
$$

4. Transform all the complex data to real and there follows the real raw model:

$$
\left\{\mathrm{W}_{R}, \mathbb{L}^{R}, \mathbb{L}_{s}^{R}, \mathbb{V}_{R}\right\}
$$

5. Compute the rank-revealing SVDs: $\left[\mathbf{Y}_{1}, \Sigma_{1}, \mathbf{X}_{1}\right]=\mathbf{S V D}\left(\left[\mathbb{L}^{R} \mathbb{L}_{s}^{R}\right]\right)$ and $\left[\mathbf{Y}_{2}, \Sigma_{2}, \mathbf{X}_{2}\right]=$ $\mathbf{S V D}\left(\left[\mathbb{L}^{R} ; \mathbb{L}_{s}^{R}\right]\right)$; the decay of the singular values, lead to the choice of $r$.
6. The reduced real model is obtained by projecting the raw real model with $\mathbf{Y}=\mathbf{Y}_{1}^{n \times r}$ and $\mathbf{X}=\mathbf{X}_{2}^{n \times r}$.

$$
\underbrace{\left\{\mathbb{W}_{R}, \mathbb{L}^{R}, \mathbb{L}_{s}^{R}, \mathbb{V}_{R}\right\}}_{\text {singular }} \underset{\text { SVD }}{\Rightarrow} \underbrace{\left\{\mathbb{W}_{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{L}^{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{L}_{s}^{R} \mathbf{X}, \mathbf{Y}^{T} \mathbb{V}_{R}\right\}}_{\text {regular }}=\{\hat{\mathbf{C}},-\hat{\mathbf{E}},-\hat{\mathbf{A}}, \hat{\mathbf{B}}\} .
$$

7. A real approximant of the data is

$$
\hat{\mathbf{H}}(s)=\hat{\mathbf{C}}(s \hat{\mathbf{E}}-\hat{\mathbf{A}})^{-1} \hat{\mathbf{B}} \approx \boldsymbol{\phi}(s) .
$$

### 6.2.6 Examples

In this section the theory will be illustrated by means of simple examples.
Example 6.1 (A spring-mass-damper system). Let $m$, $d$, and $k$ denote the mass, damping, and stiffness of the spring as in Figure 6.1; let also $x(t)$ denote the displacement and $F(t)$ the force applied; the associated differential equation is

$$
m \ddot{x}(t)+d \dot{x}(t)+k x(t)=F(t) .
$$



Figure 6.1: A spring-mass-damper system.

This is a SISO (single-input single-output) system. By introducing the state variables $x_{1}=x, x_{2}=\dot{x}$, the input $u=F$, and as output the velocity $y=\dot{x}$, the following state equations result:

$$
\dot{x}_{1}(t)=x_{2}(t), \quad m \dot{x}_{2}(t)=-k x_{1}-d x_{2}(t)+u(t), \quad y(t)=x_{2}(t) .
$$

The system matrices are thus

$$
\mathbf{E}=\left[\begin{array}{cc}
1 & 0 \\
0 & m
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{cc}
0 & 1 \\
-k & -d
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad \mathbf{C}=\left[\begin{array}{ll}
0 & 1
\end{array}\right]
$$

and the resulting transfer function is

$$
\mathbf{H}(s)=\mathbf{C}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}=\frac{s}{m s^{2}+d s+k} .
$$

In the sequel we will assume for simplicity that all parameters have value one. We now wish to recover state equations equivalent to the ones above from measurements
of the transfer function. Toward this goal we evaluate the transfer function at the real frequencies: $\lambda_{1}=\frac{1}{2}, \lambda_{2}=1$ (right frequencies), as well as $\mu_{1}=-\frac{1}{2}, \mu_{2}=-1$ (left frequencies). The corresponding values of $\mathbf{H}$ are collected in the matrices

$$
W=\left(\begin{array}{ll}
\frac{2}{7} & \frac{1}{3}
\end{array}\right), \quad \mathbb{V}=\left(\begin{array}{ll}
-\frac{2}{3} & -1
\end{array}\right)^{T} .
$$

Furthermore, with $\mathbf{R}=\left[\begin{array}{ll}1 & 1\end{array}\right]=\mathbf{L}^{T}$, we construct the Loewner pencil:

$$
\mathbb{L}=\left[\begin{array}{cc}
\frac{20}{21} & \frac{2}{3} \\
\frac{6}{7} & \frac{2}{3}
\end{array}\right], \quad \mathbb{L}_{s}=\left[\begin{array}{cc}
-\frac{4}{21} & 0 \\
-\frac{4}{7} & -\frac{1}{3}
\end{array}\right] .
$$

Since the pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is regular, we recover the original transfer function:

$$
\mathbf{H}(s)=\mathbb{W} \boldsymbol{\Phi}(s)^{-1} \mathbb{V}=\frac{s}{s^{2}+s+1}, \quad \text { where } \quad \boldsymbol{\Phi}(s)=\mathbb{L}_{s}-s \mathbb{L} .
$$

Hence, the measurements above yield a minimal (descriptor) realization of the system in terms of the (state) variables $\mathbf{z}_{1}, \mathbf{z}_{2}$ :

$$
\begin{aligned}
\frac{20}{21} \dot{\mathbf{z}}_{1}(t)+\frac{2}{3} \dot{\mathbf{z}}_{2}(t) & =\frac{4}{21} \mathbf{z}_{1}(t)+\frac{2}{3} \mathbf{u}(t), \\
\frac{6}{7} \dot{\mathbf{z}}_{1}(t)+\frac{2}{3} \dot{\mathbf{z}}_{2}(t) & =-\frac{4}{7} \mathbf{z}_{1}(t)-\frac{1}{3} \mathbf{z}_{2}(t)+\mathbf{u}(t), \mathbf{y}(t)=\frac{2}{7} \mathbf{z}_{1}(t)+\frac{1}{3} \mathbf{z}_{2}(t),
\end{aligned}
$$

with

$$
\tilde{\mathbf{E}}=\left[\begin{array}{cc}
\frac{20}{21} & \frac{2}{3} \\
\frac{6}{7} & \frac{2}{3}
\end{array}\right], \quad \tilde{\mathbf{A}}=\left[\begin{array}{cc}
-\frac{4}{21} & 0 \\
-\frac{4}{7} & -\frac{1}{3}
\end{array}\right], \quad \tilde{\mathbf{B}}=\left[\begin{array}{l}
\frac{2}{3} \\
1
\end{array}\right], \quad \tilde{\mathbf{C}}=\left[\begin{array}{ll}
\frac{2}{7} & \frac{1}{3}
\end{array}\right] .
$$

By multiplying with $\tilde{\mathbf{E}}^{-1}$, it yields (id: identified system in state-space form)

$$
\tilde{\mathbf{A}}_{i d}=\left[\begin{array}{cc}
4 & \frac{7}{2} \\
-6 & -5
\end{array}\right], \quad \tilde{\mathbf{B}}_{i d}=\left[\begin{array}{c}
-\frac{7}{2} \\
6
\end{array}\right], \quad \tilde{\mathbf{C}}_{i d}=\left[\begin{array}{cc}
\frac{2}{7} & \frac{1}{3}
\end{array}\right] .
$$

Coordinate transformation Let the state vector $\mathbf{x}$ be transformed to the new state vector $\mathbf{z}$ by the non-singular transformation matrix

$$
\boldsymbol{\Psi}=\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A}
\end{array}\right]^{-1}\left[\begin{array}{c}
\tilde{\mathbf{c}}_{i d} \\
\tilde{\mathbf{C}}_{i d} \tilde{\mathbf{A}}_{i d}
\end{array}\right],
$$

of dimension $2 \times 2$. Then the following hold:

$$
\mathbf{z}=\boldsymbol{\Psi}^{-1} \mathbf{X}, \quad \tilde{\mathbf{A}}_{i d}=\boldsymbol{\Psi}^{-1} \mathbf{A} \boldsymbol{\Psi}, \quad \tilde{\mathbf{B}}_{i d}=\boldsymbol{\Psi}^{-1} B, \tilde{\mathbf{C}}_{i d}=\mathbf{C} \boldsymbol{\Psi} ;
$$

e. g., $\boldsymbol{\Psi} \tilde{A}_{i d} \Psi^{-1}=\left[\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right]=\mathbf{A}$.

Remark 6.5. The above result ensures that the Loewner framework constitutes a datadriven system identification method which constructs a realization only from measurements. It is important to mention that under a coordinate transformation, both systems, initial and identified are identical. At the same time, the underlying dynamics is recovered exactly while the corresponding revealing transfer function remains invariant under such a transformation.

The question now arises: what happens if we collect more data than necessary? Let us consider

$$
\boldsymbol{\Lambda}=\operatorname{diag}\left(\begin{array}{llll}
\frac{1}{2} & 1 & \frac{3}{2} & 2
\end{array}\right), \quad \mathbf{M}=\operatorname{diag}\left(\begin{array}{llll}
-\frac{1}{2} & -1 & -\frac{3}{2} & -2
\end{array}\right) .
$$

In this case, the associated measurements are

$$
W=\left(\begin{array}{llll}
\frac{2}{7} & \frac{1}{3} & \frac{6}{19} & \frac{2}{7}
\end{array}\right), \quad \mathbb{V}=\left(\begin{array}{llll}
-\frac{2}{3} & -1 & -\frac{6}{7} & -\frac{2}{3}
\end{array}\right)^{T},
$$

and with $\mathbf{R}=\left[\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right]=\mathbf{L}^{T}$, the Loewner pencil is

$$
\mathbb{L}=\left[\begin{array}{cc|cc}
\frac{20}{21} & \frac{2}{3} & \frac{28}{57} & \frac{8}{21} \\
\frac{6}{7} & \frac{2}{3} & \frac{10}{19} & \frac{3}{7} \\
\hline \frac{4}{7} & \frac{10}{21} & \frac{52}{133} & \frac{16}{49} \\
\frac{8}{21} & \frac{1}{3} & \frac{16}{57} & \frac{5}{21}
\end{array}\right], \quad \mathbb{L}_{s}=\left[\begin{array}{rr|rr}
-\frac{4}{21} & 0 & \frac{4}{57} & \frac{2}{21} \\
-\frac{4}{7} & -\frac{1}{3} & -\frac{4}{19} & -\frac{1}{7} \\
\hline-\frac{4}{7} & -\frac{8}{21} & -\frac{36}{133} & -\frac{10}{49} \\
-\frac{10}{21} & -\frac{1}{3} & -\frac{14}{57} & -\frac{4}{21}
\end{array}\right] .
$$

It turns out that we can choose arbitrary matrices $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{4 \times 2}$, provided that $\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{X}\right) \neq 0$, e. g.

$$
\mathbf{X}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1 \\
0 & 0 \\
-2 & 1
\end{array}\right], \quad \mathbf{Y}^{T}=\left[\begin{array}{cccc}
0 & 1 & 0 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]
$$

so that the projected quantities

$$
\begin{aligned}
& \widehat{\mathbb{W}}=\mathbb{W} \mathbf{X}=\left[\begin{array}{ll}
-\frac{6}{7} & -\frac{1}{21}
\end{array}\right], \quad \widehat{\mathbb{L}}=\mathbf{Y}^{T} \mathbb{L} \mathbf{X}=\left[\begin{array}{cc}
-\frac{6}{7} & -\frac{1}{7} \\
\frac{18}{49} & \frac{1}{147}
\end{array}\right], \\
& \widehat{\mathbb{L}}_{s}=\mathbf{Y}^{T} \mathbb{L}_{S} \mathbf{X}=\left[\begin{array}{cc}
0 & \frac{1}{21} \\
-\frac{48}{49} & -\frac{19}{147}
\end{array}\right], \quad \widehat{\mathbb{V}}=\mathbf{Y}^{T} \mathbb{V}=\left[\begin{array}{c}
-\frac{1}{3} \\
\frac{11}{21}
\end{array}\right],
\end{aligned}
$$

constitute a minimal realization of $\mathbf{H}(s)$ :

$$
\mathbf{H}(s)=\widehat{\mathbb{W}}\left(\widehat{\mathbb{L}}_{s}-s \widehat{\mathbb{L}}\right)^{-1} \widehat{\mathbb{V}}=\frac{s}{s^{2}+s+1}
$$

It should be stressed that this holds for arbitrary projection matrices $\mathbf{X}, \mathbf{Y}$.

### 6.2.6.1 The generalized inverse approach

There is another way to express the above relationship avoiding arbitrary projectors. Basic ingredients are generalized inverses. This approach will be demonstrated only for the spring-mass-damper example. However, it holds in general (see, e. g., [3]).

In the sequel, we will make use (only) of the Moore-Penrose generalized inverse, which is defined as follows. Given the (rectangular) matrix $\mathbf{M} \in \mathbb{R}^{q \times k}$, the MoorePenrose generalized inverse, denoted by $\mathbf{M}^{\mathrm{MP}} \in \mathbb{R}^{k \times q}$, satisfies:
(a) $\mathbf{M M}{ }^{\text {MP }} \mathbf{M}=\mathbf{M}$,
(b) $\mathbf{M}^{\mathrm{MP}} \mathbf{M} \mathbf{M P}^{\mathrm{MP}}=\mathbf{M}^{\mathrm{MP}}$,
(c) $\left[\mathbf{M M}^{\mathrm{MP}}\right]^{T}=\mathbf{M} \mathbf{M}^{\mathrm{MP}}$,
(d) $\left[\mathbf{M}^{\mathrm{MP}} \mathbf{M}\right]^{T}=\mathbf{M}^{\mathrm{MP}} \mathbf{M}$.

This generalized inverse always exists and is unique.
In the sequel we will be concerned with rectangular $q \times k$ polynomial matrices which have an explicit (rank-revealing) factorization as follows:

$$
\mathbf{M}=\mathbf{X} \Delta \mathbf{Y}^{T},
$$

where $\mathbf{X}, \Delta, \mathbf{Y}$ have dimension $q \times n, n \times n, k \times n, n \leq q, k$, and all have full rank $n$. In such cases, the Moore-Penrose generalized inverse is

$$
\mathbf{M}^{\mathrm{MP}}=\mathbf{Y}\left(\mathbf{Y}^{T} \mathbf{Y}\right)^{-1} \Delta^{-1}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} .
$$

Mass-spring-damper example (continued). The quantity needed is the generalized inverse of

$$
\boldsymbol{\Phi}(s)=\mathbb{L}_{s}-s \mathbb{L}=\left[\begin{array}{cccc}
-\frac{20 s}{21}-\frac{4}{21} & -\frac{2 s}{3} & \frac{4}{57}-\frac{28 s}{57} & \frac{2}{21}-\frac{8 s}{21}  \tag{6.22}\\
-\frac{6 s}{7}-\frac{4}{7} & -\frac{2 s}{3}-\frac{1}{3} & -\frac{10 s}{19}-\frac{4}{19} & -\frac{3 s}{7}-\frac{1}{7} \\
-\frac{4 s}{7}-\frac{4}{7} & -\frac{10 s}{21}-\frac{8}{21} & -\frac{52 s}{133}-\frac{36}{133} & -\frac{16 s}{49}-\frac{10}{49} \\
-\frac{8 s}{21}-\frac{10}{21} & -\frac{s}{3}-\frac{1}{3} & -\frac{16 s}{57}-\frac{14}{57} & -\frac{5 s}{21}-\frac{4}{21}
\end{array}\right] .
$$

We first notice that $\boldsymbol{\Phi}(s)=\mathbf{X} \boldsymbol{\Delta}(s) \mathbf{Y}^{T}$, where $\mathbf{X}$ and $\mathbf{Y}$ can be chosen as follows:

$$
\mathbf{X}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
-\frac{3}{7} & \frac{8}{7} \\
-\frac{1}{2} & 1
\end{array}\right], \quad \mathbf{Y}=\left[\begin{array}{cccc}
1 & 0 & -\frac{7}{19} & -\frac{1}{2} \\
0 & 1 & \frac{24}{19} & \frac{9}{7}
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{Y X}) \neq 0
$$

Thus by taking the $2 \times 2$ upper-left block as $\boldsymbol{\Delta}(s)=\boldsymbol{\Phi}(1: 2,1: 2)(s)$, it follows that $\boldsymbol{\Phi}(s)^{\mathrm{MP}}=\frac{1}{80989667} \frac{1}{s^{2}+s+1} \mathbf{Z}(s)$, where

$$
\mathbf{Z}(s)=\left[\begin{array}{cc}
-28(11610185 s+7274073) & 14(3558666 s-5604037) \\
294(225182 s+281171) & (-147)(192415 s-19668) \\
3724(54617 s+48189) & (-1862)(29046 s-17485) \\
98(2527157 s+2123670) & -49(1250553 s-876439) \\
6076(32301 s-391) & 14(15168851 s+1670036) \\
-2058(29494 s+15609) & -147(417597 s+261503) \\
-26068(5715 s+1523) & -1862(83663 s+30704) \\
-98(1797669 s+409322) & -49(3777710 s+1247231)
\end{array}\right]
$$

In the rectangular case, where there are two right measurements less, i. e., we only have $\widetilde{\Lambda}=\operatorname{diag}\left[\frac{1}{2}, 1\right]$, while $\mathbf{M}$ remains the same, the right values are $\widetilde{\mathbb{W}}=\mathbb{W}(:, 1: 2)$; hence

$$
\widetilde{\mathbf{\Phi}}(s)=\widetilde{\mathbb{L}}_{s}-s \widetilde{\mathbb{L}}=\left[\begin{array}{c|c}
-\frac{20 s}{21}-\frac{4}{21} & -\frac{2 s}{3} \\
-\frac{6 s}{7}-\frac{4}{7} & -\frac{2 s}{3}-\frac{1}{3} \\
-\frac{4 s}{7}-\frac{4}{7} & -\frac{10 s}{21}-\frac{8}{21} \\
-\frac{8 s}{21}-\frac{10}{21} & -\frac{s}{3}-\frac{1}{3}
\end{array}\right]=\mathbf{X} \boldsymbol{\Delta}(s) \widetilde{\mathbf{Y}}^{T},
$$

has dimension $4 \times 2$, where $\widetilde{\mathbf{Y}}=\mathbf{Y}(1: 2,1: 2)$. In this case the Moore-Penrose inverse is

$$
\begin{aligned}
\widetilde{\boldsymbol{\Phi}}(s)^{\mathrm{MP}}= & \frac{1}{737\left(s^{2}+s+1\right)} \\
& \times\left[\begin{array}{cccc}
-4767 s-3402 & \frac{1827}{2} s-\frac{2037}{2} & 3087 s+294 & 3297 s+\frac{1365}{2} \\
\hline 5838 s+5250 & -1596 s+903 & -4326 s-1218 & -4515 s-1722
\end{array}\right],
\end{aligned}
$$

which implies the desired equality

$$
\Rightarrow \mathbb{W} \boldsymbol{\Phi}(s)^{\mathrm{MP}} \mathbb{V}=\widetilde{\mathrm{W}} \widetilde{\boldsymbol{\Phi}}(s)^{\mathrm{MP}} \mathbb{V}=\mathbf{H}(s)
$$

Conclusion: the Loewner framework allows the definition of rectangular and singular systems.

Example 6.2 (Reduction of a 10th order band-stop filter). The system has two inputs and two outputs (MIMO), state-space dimension 10, and a $\mathbf{D}$ term of rank 2. A statespace representation is as follows:
$\boldsymbol{\Sigma}: \quad \dot{\mathbf{x}}(t)=\mathbf{A x}(t)+\mathbf{B u}(t), \quad \mathbf{y}(t)=\mathbf{C x}(t)+\mathbf{D} u(t), \quad$ where

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{ccccc|ccccc}
-\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & -1 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & 0 & -1 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & -1 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 & -1 & 0 \\
-\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 & 0 & -1 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cc}
\frac{1}{2} & -\frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} \\
\hline 0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right], \\
& \mathbf{C}=\left[\begin{array}{ccccccccc}
-\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 & 0 \\
2 & -\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \mathbf{D}=\left[\begin{array}{cc}
\frac{1}{2} & -\frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{array}\right] .
\end{aligned}
$$

The transfer function is a $2 \times 2$ rational matrix given by

$$
\begin{aligned}
& \mathbf{H}(s)=\frac{1}{\mathbf{d}(s)}\left[\begin{array}{cc}
\mathbf{n}_{1}(s) & \mathbf{n}_{2}(s) \\
-\mathbf{n}_{2}(s) & -\mathbf{n}_{1}(s)
\end{array}\right]+\mathbf{D}, \quad \text { where } \\
& \mathbf{n}_{1}(s)=s\left(s^{8}+7 s^{6}+13 s^{4}+7 s^{2}+1\right), \\
& \mathbf{n}_{2}(s)=s\left(5 s^{8}+6 s^{7}+25 s^{6}+20 s^{5}+41 s^{4}+20 s^{3}+25 s^{2}+6 s+5\right), \\
& \mathbf{d}(s)=2\left(s^{4}+s^{3}+3 s^{2}+2 s+\right)\left(2 s^{6}+3 s^{5}+7 s^{4}+7 s^{3}+7 s^{2}+3 s+2\right) .
\end{aligned}
$$

It readily follows that $\lim _{s \rightarrow \infty} \mathbf{H}(s)=\mathbf{D}$. We take $N=100$ samples of the transfer function on the imaginary axis (frequency response measurements) between $10^{-1}$ and $10^{1}$ $\mathrm{rad} / \mathrm{sec}$. Figure 6.3 (left) shows the first 20 normalized singular values of the resulting real Loewner pencil (the rest are numerically zero). The rank of $\mathbb{L}$ is 10 (the McMillan degree of the system) while the rank of $\mathbb{L}_{s}$ is $12(=\operatorname{rank} \mathbb{L}+\operatorname{rank} \mathbf{D})$. The right pane in Figure 6.2 shows that we can obtain a perfect fit (total recovery of the model) with the Loewner framework for this MIMO example only by sampling the transfer function. As both Gramians are $\mathcal{P}=\mathcal{Q}=\frac{1}{2} \mathbf{I}_{10}$, i. e., they are equal and a multiple of the identity matrix, the Hankel singular values (see [2]) are all equal; this makes reduction with balanced truncation not feasible.

The right pane in Figure 6.3 shows the poles of the system obtained by means of the Loewner framework along with the zeros for every entry. The right pane in Figure 6.2 shows the band-stop character around frequency $\omega_{0}=1 \mathrm{rad} / \mathrm{s}$, of entries $(1,2)$ and ( 2,1 ).


Figure 6.2: Left pane: Shows the 100 measurements sampled with DNS(Direct Numerical Simulations) of the theoretical ( $2 \times 2$ )-matrix transfer function. Right pane: Loewner approximants.


Figure 6.3: Left pane: Shows the first 12 singular values while the rest are numerically zero. Right pane: Pole/Zero diagram.

Computing the poles of the Loewner model confirms the accuracy of the approach. Consider the following:
$\left[\begin{array}{l|l}\operatorname{eig}(\mathbf{A}) & \text { eig }\left(\mathbf{A}_{r}, \mathbf{E}_{r}\right) \\ \hline-0.0181885913675508-0.745231200229 \mathrm{i} & -0.0181885913675508-0.745231200229 \mathrm{i} \\ -0.0181885913675508+0.745231200229 \mathrm{i} & -0.0181885913675508+0.745231200229 \mathrm{i} \\ -0.148402943598342-0.632502179219046 \mathrm{i} & -0.148402943598342-0.632502179219046 \mathrm{i} \\ -0.148402943598342+0.632502179219046 \mathrm{i} & -0.148402943598342+0.632502179219046 \mathrm{i} \\ -0.699080475814867-0.715042997542469 \mathrm{i} & -0.699080475814867-0.715042997542469 \mathrm{i} \\ -0.699080475814867+0.715042997542469 \mathrm{i} & -0.699080475814867+0.715042997542469 \mathrm{i} \\ -0.0327309328175858-1.34106659803138 \mathrm{i} & -0.0327309328175858-1.34106659803138 \mathrm{i} \\ -0.0327309328175858+1.34106659803138 \mathrm{i} & -0.0327309328175858+1.34106659803138 \mathrm{i} \\ -0.351597056401658-1.49852758300335 \mathrm{i} & -0.351597056401658-1.49852758300335 \mathrm{i} \\ -0.351597056401658+1.49852758300335 \mathrm{i} & -0.351597056401658+1.49852758300335 \mathrm{i} \\ & \infty \\ & \infty\end{array}\right]$

As can be observed from this table, the Loewner method computes, besides the finite poles, two poles at infinity. This happens because in the Loewner framework the D-term is incorporated in the remaining matrices of the realization.

### 6.2.7 Summary

Recall Section 6.2.5. The following result summarizes the cases which arise in the Loewner framework, depending on the amount of data available.

Lemma 6.2. Given is a scalar transfer function of McMillan degree $n$.

1. Amount of data less that $2 n$. For $q=k \leq n$, define the transfer function $\hat{\mathbf{H}}(s)=\hat{\mathbf{C}}(s \hat{\mathbf{E}}-$ $\hat{\mathbf{A}})^{-1} \hat{\mathbf{B}}$, by means of the Loewner procedure. The interpolation conditions below are satisfied:

$$
\hat{\mathbf{H}}\left(\mu_{i}\right)=\mathbf{H}\left(\mu_{i}\right) \quad \text { and } \quad \hat{\mathbf{H}}\left(\lambda_{i}\right)=\mathbf{H}\left(\lambda_{i}\right) \quad \text { for } i=1, \ldots, k .
$$

If $k=q=n$, the Loewner quadruple is equivalent to the original one $(\mathbf{C}, \mathbf{E}, \mathbf{A}, \mathbf{B})$.
2. Arbitrary amount of data, no reduction. For arbitrary $k$ and $q$ (i.e. $k, q \leq n$ or $k$, $q \geq n$ ) the Loewner quadruple interpolates the data, even if the pencil $\left(\mathbb{L}_{s}, \mathbb{L}\right)$ is singular. This is to be interpreted as follows:

$$
\left(\mathbb{L}_{s}-\lambda_{i} \mathbb{L}\right) \mathbf{e}_{i}=\mathbb{V} \quad \text { and } \quad \mathbf{e}_{j}^{T}\left(\mathbb{L}_{s}-\mu_{j} \mathbb{L}\right)=\mathbb{W} .
$$

Hence $\mathbb{W} \mathbf{e}_{i}=\mathbf{w}_{i}, i=1, \ldots, k$, and $\mathbf{e}_{j}^{T} \mathbb{V}=\mathbf{v}_{j}, j=1, \ldots, q$. Therefore the transfer function of the Loewner pencil interpolates $\mathbf{H}(s)$ at the left and right interpolation points.
3. Arbitrary amount of data, followed by reduction. If $k, q \geq n$, consider the rankrevealing SVD decompositions:

$$
\left[\begin{array}{ll}
\mathbb{L} & \mathbb{L}_{s}
\end{array}\right]=\hat{\mathbf{Y}}_{r} \hat{\Sigma}_{r} \mathbf{X}_{r}^{T} \quad \text { and } \quad\left[\begin{array}{c}
\mathbb{L} \\
\mathbb{L}_{s}
\end{array}\right]=\mathbf{Y}_{r} \tilde{\Sigma}_{r} \tilde{\mathbf{X}}_{r}^{T},
$$

where $\mathbf{Y}_{r} \in \mathbb{R}^{q \times r}, \mathbf{X}_{r} \in \mathbb{R}^{k \times r}$, and $r \leq k, q$, is the exact or the numerical rank of the Loewner pencil involved. Let

$$
\tilde{\mathbf{E}}=\mathbf{Y}_{r}^{T} \mathbb{L} \mathbf{X}_{r}, \quad \tilde{\mathbf{A}}=\mathbf{Y}_{r}^{T} \mathbb{L}_{s} \mathbf{X}_{r} \in \mathbb{C}^{r \times r}, \quad \tilde{\mathbf{B}}=\mathbf{Y}_{r}^{T} \mathbb{V} \in \mathbb{C}^{r}, \quad \tilde{\mathbf{C}}=\mathbb{W} \mathbf{X}_{r} \in \mathbb{C}^{1 \times r}
$$

Then the following approximate interpolation conditions are satisfied:

$$
\tilde{\mathbf{H}}\left(\mu_{i}\right) \approx \mathbf{H}\left(\mu_{i}\right), \quad i=1, \ldots, q, \quad \text { and } \quad \tilde{\mathbf{H}}\left(\lambda_{j}\right) \approx \mathbf{H}\left(\lambda_{j}\right), \quad j=1, \ldots, k .
$$

In addition, the reduced system satisfies (exact) interpolation conditions as shown in Section 6.2.5.3.

### 6.3 Practical considerations

This section deals with some key aspects of the Loewner framework, through a practical point of view.

- The factorization of the Loewner matrix into low-rank factor matrices:

1. Through the singular value decomposition (SVD).
2. Through the CUR decomposition.

- The choices involving the measurements used in the framework:

1. Distribution of the interpolation points.
2. Partition of the interpolation points.

### 6.3.1 The singular value decomposition

The SVD is arguably one of the most useful and commonly used tools in numerical linear algebra. It is listed as one of the main matrix decompositions and can be efficiently computed through various numerically stable algorithms. It is widely used for different high dimension reduction and approximation methods.

Any complex-valued matrix $\mathbf{A} \in \mathbb{C}^{n \times m}$ has a singular value decomposition given by $\mathbf{A}=\mathbf{Y} \Sigma \mathbf{X}^{*}$ where $\mathbf{Y} \in \mathbb{C}^{n \times n}, \mathbf{X} \in \mathbb{C}^{m \times m}$ are unitary matrices, i.e., $\mathbf{Y}^{*} \mathbf{Y}=\mathbf{I}_{n}$ and $\mathbf{X}^{*} \mathbf{X}=\mathbf{I}_{m}$. The left and right singular vectors are collected as columns of matrices $\mathbf{X}$, and $\mathbf{Y}$, respectively.

Additionally, the matrix $\Sigma \in \mathbb{C}^{n \times m}$ is defined as $\Sigma_{i, i}=\sigma_{i}$ and zero elsewhere. Here, the ordered non-negative scalars $\sigma_{1} \geqslant \sigma_{2} \geqslant \cdots \sigma_{n} \geqslant 0$ are the singular values (for $n \leqslant m$ ).

In what follows, it is assumed that matrix $\mathbf{A}$ has low rank, i. e., $\operatorname{rank}(\mathbf{A})=r \leqslant n$ $\leqslant m$. Let k be a positive integer so that $k<r$. The singular value decomposition of matrix A can be additively split as follows:

$$
\begin{align*}
\mathbf{A} & =\mathbf{Y} \cdot \Sigma \cdot \mathbf{X}^{*}=\underbrace{\left(\mathbf{Y}_{k}\right.}_{n \times n} \begin{array}{l}
\mathbf{Y}_{n-k}
\end{array}) \cdot \underbrace{\left(\begin{array}{cc}
\boldsymbol{\Sigma}_{k} & \mathbf{0}_{k, m-k} \\
\mathbf{0}_{n-k, k} & \boldsymbol{\Sigma}_{n-k, m-k}
\end{array}\right)}_{n \times m} \cdot \underbrace{\binom{\mathbf{X}_{k}^{*}}{\mathbf{X}_{m-k}^{*}}}_{m \times m}  \tag{6.23}\\
& =\underbrace{\mathbf{Y}_{k} \Sigma_{k} \mathbf{X}_{k}^{*}+\mathbf{Y}_{n-k} \boldsymbol{\Sigma}_{n-k, m-k} \mathbf{X}_{m-k}^{*}}_{:=\mathbf{A}_{k}} \tag{6.24}
\end{align*}
$$

where $\mathbf{Y}_{k} \in \mathbb{C}^{n \times k}, \boldsymbol{\Sigma}_{k} \in \mathbb{C}^{k \times k}$ and $\mathbf{X}_{k} \in \mathbb{R}^{m \times k}$. Note that the matrix $\mathbf{A}_{k}:=\mathbf{Y}_{k} \Sigma_{k} \mathbf{X}_{k}^{*} \in \mathbb{C}^{m \times n}$ can be written in terms of the truncated dyadic decomposition, i. e., $\mathbf{A}_{k}=\sum_{i=1}^{k} \sigma_{i} y_{i} x_{i}^{*}$, where $y_{i}$ and $x_{i}$ are the $i$ th column of matrices $\mathbf{Y}$, and $\mathbf{X}$, respectively.

A problem of interest is to approximate the original matrix $\mathbf{A}$ with a rank $k$ matrix $\mathbf{T}$, so that the approximation error is minimal with respect to the 2-induced norm or to the Frobenius norm.

From the Schmidt-Eckart-Young-Mirsky theorem (see Theorem 3.6 in [2]), it follows that (given $\sigma_{k}>\sigma_{k+1}$ )

$$
\begin{equation*}
\min _{\mathbf{T} \in \mathbb{R}^{n \times m}, \operatorname{rank}(\mathbf{T}) \leq k}\|\mathbf{A}-\mathbf{T}\|_{2}=\sigma_{k+1} . \tag{6.25}
\end{equation*}
$$

Moreover, it turns out that the unique solution to the minimization problem in (6.25) is given by $\mathbf{T}=\mathbf{A}_{k}$. If we replace the 2-induced norm with the Frobenius norm, it follows
that

$$
\begin{equation*}
\min _{\mathbf{T} \in \mathbb{R}^{n \times m}, \operatorname{rank}(\mathbf{T}) \leq k}\|\mathbf{A}-\mathbf{T}\|_{F}=\left(\sum_{i=k+1}^{n} \sigma_{i}^{2}\right)^{\frac{1}{2}} \tag{6.26}
\end{equation*}
$$

As before, the unique solution to the minimization problem in (6.26) is again given by $\mathbf{T}=\mathbf{A}_{k}$. For more details on the singular value decomposition (SVD) we refer the reader to [2], pages 31-41.

The advantage of the SVD is that it offers optimal low-rank solutions in both the 2 -induced and the Frobenius norms. At the same time, one disadvantage is given by the fact that the method (full SVD) has cubic complexity with respect to $\min (m, n)$ (in the classical set-up when applied to dense matrices). Taking into account this possible downside, we seek ways of circumventing the usage of the classical SVD and investigate other matrix decompositions. It is worth mentioning that SVD complexity can be faster than cubic for a low-rank approximation with iterative algorithm. In the latter, a randomized version of SVD (r-SVD) will reveal this robust behavior.

### 6.3.2 The CUR decomposition

A challenging aspect of data-driven approximation methods is the choice of a relevant and meaningful low dimensional subset of the (usually large-scale) data set. In some cases, this subset can be used to preserve relevant characteristics of the dynamics for the model described by the original data. In this framework, it is of interest to devise procedures that can extract relevant information from large-scale sets of measurements. The end goal is to construct reduced order models suitable for tasks such as control, design, and simulation.

Nowadays, the dimension of data sets for various applications can easily reach $\approx \mathcal{O}\left(10^{6}\right)$. In such cases, computing the SVD of large and full matrices becomes prohibitive.

One appealing alternative is the so-called CUR decomposition. As before, the goal is to approximate the original matrix $\mathbf{A} \in \mathbb{C}^{n \times m}$, by a product of three low-rank matrices $\hat{\mathbf{A}}=\mathbf{C U R}$. Here, the columns of the matrix $\mathbf{C} \in \mathbb{C}^{n \times c}$ are represent a subset of the columns of $\mathbf{A}$ while the rows of the matrix $\mathbf{R} \in \mathbb{C}^{r \times m}$ form a subset of the rows of $\mathbf{A}$. Finally, the matrix $\mathbf{U} \in \mathbb{C}^{c \times r}$ is constructed such that the factorization $\hat{\mathbf{A}}=$ CUR holds.

In this new set-up, the left and right singular vectors appearing in the SVD are replaced by columns and rows of the initial matrix A. Hence, the CUR factorization provides a way of identifying important sets of rows and columns of a matrix $\mathbf{A}$.

For more details on the CUR decomposition and some of its applications, we refer the reader to [19, 26, 27, 28, 47, 51, 54, 63].

The CUR factorization is hence an important tool for analyzing large-scale data sets which offers the following advantages over SVD:

1. If the matrix $\mathbf{A}$ is sparse, then the matrices $\mathbf{C}$ and $\mathbf{R}$ are also sparse (unlike the matrices $\mathbf{X}$ and $\mathbf{Y}$ in the SVD approach).
2. The CUR factorization computes an approximation of $\mathbf{A}$ in terms of some of the rows and some of the columns of $\mathbf{A}$. In contrast, the SVD computes approximants in terms of linear combinations of orthonormal bases generated by the rows and columns of $\mathbf{A}$.
3. Consider $\mathbf{A} \in \mathbb{R}^{m \times n}, m>n$. The complexity for computing the full $\operatorname{SVD}$ of $\mathbf{A}$ is $O\left(n^{3}\right)$ flops, using for instance the QR factorization, $O\left(m n^{2}\right)$ flops, using iterative methods as in ARPACK, and $O((m+n) k)$ flops per iteration, for approximate incremental methods where the $k$ dominant singular triples are determined approximately (for details see [12]). On the other hand the CUR factorization of order $k$ requires $O\left(k^{3}+k^{2}(m+n)\right)$ flops per iteration (for details see [47]).

### 6.3.2.1 CUR approximation of the Loewner matrix

In this section, we apply the CUR factorization to the Loewner matrix. We follow [47], where CUR is applied to Hankel matrices instead.

Definition 6.3. With $\mathbb{L} \in \mathbb{R}^{n \times n}$, let $\mathcal{I}=\left\{i_{1}, \ldots, i_{r}\right\}$ and $\mathcal{J}=\left\{j_{1}, \ldots, j_{r}\right\}$ denote the r subsets ( $r \ll n$ ) of row and column indices, respectively. If $(\cdot)^{\mathrm{MP}}$ denotes the pseudo inverse, then the CUR factorization of the Loewner matrix $\mathbb{L}$ is given by

$$
\begin{equation*}
\mathbb{L}_{r}:=\underbrace{\mathbb{L}(:, \mathcal{J})}_{\mathcal{J} \text {-columns }} \cdot \mathbb{L}(\mathcal{I}, \mathcal{J})^{\mathrm{MP}} \cdot \underbrace{\mathbb{L}(\mathcal{I},:)}_{\mathcal{I} \text {-rows }} . \tag{6.27}
\end{equation*}
$$

In practical applications, large-scale data matrices are only approximately of low rank (when data can be for instance corrupted by noise). In this case, the sets $\mathcal{I}$ and $\mathcal{J}$ need to be chosen in such a way that the approximation error $\left\|\mathbb{L}-\mathbb{L}_{r}\right\|$ is small. Many approaches for selecting the sets of rows and columns have been proposed. In the following we mention only some of them.

1. Selection based on a maximum volume sub-matrix in [54].
2. Selection based on minimizing the approximation error in the Chebyshev norm ("skeleton" approximation) in [26, 27].
3. Procedure based on the "cross-approximation" algorithm in [55].
4. Selection based on a discrete empirical interpolation method (DEIM) approach in [63].

### 6.3.2.2 The Loewner CUR algorithm

We introduce a data-driven approximation algorithm for the SISO case based on CUR approach. This constructs a reduced order model by means of an adaptive selection of the rows and columns via the cross-approximation algorithm in [55]. The steps of the procedure are included in Algorithm 6.3.

```
Algorithm 6.3: Loewner CUR-cross-approximation based - SISO [44].
```

Input: $\mathbf{S}=\left[s_{1}, \ldots, s_{N}\right] \in \mathbb{C}^{N}, \mathbf{F}=\left[\phi_{1}, \ldots, \phi_{N}\right] \in \mathbb{C}^{N}$ with $N, r \in \mathbb{N}$, and tolerance values $\delta, \epsilon$.
Output: $\hat{\mathbf{E}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{A}} \in \mathbb{R}^{r \times r}, \hat{\mathbf{B}} \in \mathbb{R}^{r \times 1}, \hat{\mathbf{C}} \in \mathbb{R}^{1 \times r}$ with $r \ll N$.

1. Form the left and right sets as $\left(\mu_{j}, \mathbf{v}_{j}\right), j=1, \ldots, q$ and $\left(\lambda_{i}, \mathbf{w}_{i}\right), i=1, \ldots, k$
2. Form the Loewner matrices $\mathbb{L}$ and $\mathbb{L}_{s}$ as in Algorithm 6.1 and step 2.
3. Transform all the complex data to real as explained in Section 6.2.5.4.
4. $\mathcal{J}_{0}=\left[j_{1}, \ldots, j_{r}\right] \subset \mathcal{J}_{n}$ an initial set of column indices.
5. $\left[\mathcal{I}_{r}, \sim, \sim\right]=\operatorname{crossapprox}\left(\left[\mathbb{L} \mathbb{L}_{s}\right], \mathcal{J}_{0}, \delta, \epsilon\right)$.
6. $\left[\sim, \mathcal{J}_{r}, \sim\right]=\operatorname{crossapprox}\left(\left[\left[\mathbb{L}_{\mathbb{L}_{s}}^{\mathbb{L}}\right], \mathcal{I}_{r}, \delta, \epsilon\right)\right.$.
7. $\hat{\mathbf{E}}=-\mathbb{L}\left(\mathcal{I}_{r}, \mathcal{J}_{r}\right), \hat{\mathbf{A}}=-\mathbb{L}_{s}\left(\mathcal{I}_{r}, \mathcal{J}_{r}\right), \hat{\mathbf{B}}=\mathbb{V}\left(\mathcal{I}_{r}\right), \hat{\mathbf{C}}=\mathbb{W}\left(\mathcal{J}_{r}\right)$.
8. The rational approximant is given by

$$
\mathbf{H}_{r}(s)=\hat{\mathbf{C}}(s \hat{\mathbf{E}}-\hat{\mathbf{A}})^{-1} \hat{\mathbf{B}} .
$$

For the practical implementation of the function "crossapprox", used in steps 5 and 6 of the above algorithm, we refer the reader to Algorithm 1 in [47], or to the original reference [55].

Remark 6.6. Instead of using the cross-approximation algorithm, one can use the DEIM (Discrete Empirical Interpolation Method) algorithm from [63]. Hence, steps 5 and 6 in Algorithm 6.3 need to be modified accordingly. As a result, singular value decompositions are performed in order to construct left and right singular vector matrices (for which the DEIM procedure is applied to). In order to avoid the SVD, an incremental QR factorization can be instead used, as proposed in [63].

Remark 6.7. The CUR factorization directly reveals the dominant rows/columns of the data, while the SVD does not. More precisely, the leading singular vectors give only linear combinations of the underlying features. Whereas, with the CUR one gets an actual subset of the initial features (columns) together with the corresponding rows. Consequently, a first benefit of the CUR is that it preserves the physical meaning and structure of the initial data. Additionally, another advantage is that the sparsity is preserved.

### 6.3.3 Choice of left and right interpolation points

This section deals with the problem of selecting the initial interpolation points in the Loewner framework. More specifically, we investigate how the choice of the initial interpolation points affects the quality of the reduced order model. We take into consideration different point distributions in 1D or in 2D.

Moreover, several splitting techniques are analyzed. These are related to the partition of the data set into two disjoint subsets, which is performed in the beginning of the algorithms in the Loewner framework.

### 6.3.3.1 Distribution of the interpolation points

We present various distributions of the initial interpolation points for the one-dimensional case (1D) as well as for the two-dimensional case (2D).

| 1D interpolation grid | 2D interpolation grid |
| :--- | :--- |
| equispaced; | equispaced ("same areas"); |
| logarithmic spaced; | logarithmic spaced; |
| Chebyshev nodes; | Padua points; |
| Uniformly random | Uniformly random |

In Figure 6.4, we depict different distributions of initial interpolation points. One way of selecting points is that of equispaced or linearly spaced points, commonly used for Fourier analysis. This represents a natural choice because of the usage of trigonometric periodic functions.


Figure 6.4: A visual representation of different interpolation grids.

In some practical applications, under the assumption that the energy decreases exponentially as time or frequency approach infinity (on an unbounded domain), the choice of logarithmic distributed points is more appropriate.

Naturally, a dense sampling grid can be used in the beginning of the experiment (e. g., for a lower frequency range or for small time instances). The motivation for this approach stems from the assumption that the meaningful quantities (with high energy or with relevant oscillations) appear in the beginning, hence requiring more samples. Afterwards, a more sparse distribution grid of points can be instead chosen as the energy level decays (or as relevant oscillations decay in time).

Additionally, the choice of Chebyshev-type points is motivated by their usage in polynomial-based interpolation on bounded domains due to for example, the elimination of the Runge phenomenon ${ }^{4}$ (high degree polynomials are generally unsuitable for interpolation with equispaced points).

Finally, randomly distributed sampling points often appear in stochastic experiments that are characterized by randomness.

### 6.3.3.2 Partition of the data points and values

Data splitting is one of the first steps in the classical Loewner algorithm (presented in Section 6.2). In this section, we mention various splitting schemes and how they affect the Loewner matrix singular value decay and also the approximation quality of the Loewner interpolants.

The data set ( $n=$ even) is composed of

$$
\left\{\begin{array}{l}
\text { Sample points : } \mathbf{S}=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right] \in \mathbb{R}^{n}, \quad \text { with } \omega_{1}<\omega_{2}<\cdots<\omega_{n},  \tag{6.28}\\
\text { Sample values : } \mathbf{H}=\left[H\left(\omega_{1}\right), H\left(\omega_{2}\right), \ldots, H\left(\omega_{n}\right)\right] \in \mathbb{C}^{n}
\end{array}\right.
$$

We analyze four different types of data splitting that are mentioned in the following.

1. First type: disjoint splitting.
$-\boldsymbol{\mu}=\left[\omega_{1}, \ldots, \omega_{n / 2}\right]$ and $\mathbb{V}=\left[H\left(\omega_{1}\right), \ldots, H\left(\omega_{n / 2}\right)\right]$,

- $\boldsymbol{\lambda}=\left[\omega_{n / 2+1}, \ldots, \omega_{n}\right]$ and $\mathbb{W}=\left[H\left(\omega_{n / 2+1}\right), \ldots, H\left(\omega_{n}\right)\right]$.

2. Second type: alternate splitting.

- $\boldsymbol{\mu}=\left[\omega_{1}, \omega_{3}, \ldots, \omega_{n-1}\right]$ and $\mathbb{V}=\left[H\left(\omega_{1}\right), H\left(\omega_{3}\right), \ldots, H\left(\omega_{n-1}\right)\right]$,
$-\boldsymbol{\lambda}=\left[\omega_{2}, \omega_{4}, \ldots, \omega_{n}\right]$ and $\mathbb{W}=\left[H\left(\omega_{2}\right), H\left(\omega_{4}\right), \ldots, H\left(\omega_{n}\right)\right]$.

3. Third type: magnitude splitting (in this case the set $\mathbf{S}$ is first sorted with respect to the magnitude of the set $\mathbf{H}$ ).

- $\boldsymbol{\mu}=\left[\omega_{1}, \ldots, \omega_{n / 2}\right]$ and $\mathbb{V}=\left[H\left(\omega_{1}\right), \ldots, H\left(\omega_{n / 2}\right)\right]$,
- $\boldsymbol{\lambda}=\left[\omega_{n / 2+1}, \ldots, \omega_{n}\right]$ and $\mathbb{W}=\left[H\left(\omega_{n / 2+1}\right), \ldots, H\left(\omega_{n}\right)\right]$.

4. Fourth type: magnitude alternate splitting (in this case, the set $\mathbf{S}$ is first sorted with respect to the magnitude of the set $\mathbf{H}$ and then alternating splitting is applied).

- $\boldsymbol{\mu}=\left[\omega_{1}, \omega_{3}, \ldots, \omega_{n-1}\right]$ and $\mathbb{V}=\left[H\left(\omega_{1}\right), H\left(\omega_{3}\right), \ldots, H\left(\omega_{n-1}\right)\right]$,
$-\boldsymbol{\lambda}=\left[\omega_{2}, \omega_{4}, \ldots, \omega_{n}\right]$ and $\mathbb{W}=\left[H\left(\omega_{2}\right), H\left(\omega_{4}\right), \ldots, H\left(\omega_{n}\right)\right]$.

As observed in practice, when splitting the data as for the first type, the Loewner matrix has a very fast decay of the singular values. Moreover, in this case, the computed reduced models usually provide low approximation quality.

4 Runge's phenomenon is a problem of oscillation at the edges of an interval that occurs when using polynomial interpolation with polynomials of high degree over a set of equispaced interpolation points.

On the other hand, for the second separation type (alternate splitting), the left and right sets of sample points can be chosen $\epsilon$-close to one another (element-wise). Hence, as $\epsilon \rightarrow 0$, Hermitian interpolation conditions are enforced (which involve matching the first derivative at those points).

Other observations that hold in the case of second type splitting are that the numerical rank of the Loewner matrix is usually larger than that of the Loewner matrix constructed based on the first type. Additionally, for the second type, the condition number is smaller than that computed for the first type. For the above-mentioned cases, bounds on the singular value decay of the Loewner matrix are provided in [15].

### 6.4 Case studies

In this section we illustrate the concepts developed in the preceding sections by means of examples. In particular the following seven examples will be analyzed.

1. The benchmark CD player $(n=120)$.
2. The function $f(x)=\exp (-x) \sin (10 x), x \in[-1,1]$.
3. The inverse of the Bessel function of the first kind, in $[0,10] \times[-1,1]$.
4. An Euler-Bernouli beam.
5. A heat equation with transfer function $\mathbf{H}(s)=\exp (-\sqrt{s}), s \in[0.01,100] \mathrm{j}$.
6. Approximation of $f=y / \sinh (y), y(x)=100 \pi\left(x^{2}-0.36\right), x \in[-1,1]$.
7. The sign function in the interval $[-b,-a]$ and $[a, b], a>b>0$.

### 6.4.1 The CD player

Consider the CD player benchmark example which is a MIMO dynamical system of dimension 120 with 2 inputs and 2 outputs. Here we will consider the $(2,1)$ sub-system, i. e. the SISO system from the first input to the second output.

The goal is to approximate the transfer function in the Loewner framework. We start by considering 400 interpolation points $\pm \mathrm{j} \omega_{i}, i=1, \ldots, 200$, where $\omega_{i}$ are logarithmically spaced in the interval $\Omega=\left[10^{-1}, 10^{5}\right]$. Thus $\Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{200}\right\}$, where $\omega_{i}<\omega_{i+1}$, for all $i$. We now define the left/right interpolation points in four different ways as explained in section 6.3.3.2 and depicted in Figure 6.5 (up).

As can be seen in Figure 6.5 (down), the decay of the Loewner matrix singular values is faster for "half-half" (disjoint) splitting than for "alternating" splitting.

The next step is to choose the truncation order and to determine the level of approximation. We propose two different ways for this purpose.

1. By choosing equal truncation orders $r$.
2. By choosing for each separation the maximum truncation order so that $\frac{\sigma_{r}}{\sigma_{1}}$, is equal to a fixed tolerance value.


Figure 6.5: The four different splitting schemes (up) and the decay of the singular values ( $\frac{\sigma_{i}}{\sigma_{1}}, i=$ $1, \ldots, 100$ ) of the Loewner matrix for each type (down).

## First experiment: equal truncation orders

Here, we fix the truncation order to $r=10$, and compute $\frac{\sigma_{r}}{\sigma_{1}}$. The results are presented in Table 6.2.

Table 6.2: Normalized singular values corresponding to $r=10$ for each splitting.

| Case | 1st | 2nd | 3rd | 4th |
| :--- | ---: | ---: | ---: | ---: |
| $r$ | 10 | 10 | 10 | 10 |
| $\frac{\sigma_{r}}{\sigma_{1}}$ | $1 e-8$ | $1 e-6$ | $1 e-4$ | $1 e-4$ |

The frequency response of the original system with those of the four reduced systems (corresponding to each different splitting) is shown in Figure 6.6. Note that all methods produce similar approximation quality.


Figure 6.6: Frequency response comparison: original system vs. the reduced ones with equal truncation orders $(r=10)$.

Next, the approximation error for each reduced systems is depicted in Figure 6.7. For the first partition type, the error curve displays a ' $V$ ' shape form near the middle of the sampling interval. This is where the left and right sampling points are very close to each other.


Figure 6.7: Approximation error with the four splitting schemes.

## Second experiment: reaching machine precision ${ }^{5}$

The tolerance of normalized singular value $\frac{\sigma_{r}}{\sigma_{1}}$ is now fixed (e.g. $10^{-14}$ ). This implies the truncation order $r$. The results are presented in Table 6.3

Table 6.3: Different truncation orders for all splitting schemes and for a fixed tolerance.

| Case | 1st | 2nd | 3rd | 4th |
| :--- | ---: | ---: | ---: | ---: |
| $r$ | 16 | 51 | 23 | 48 |
| $\frac{\sigma_{r}}{\sigma_{1}}$ | $1 e-14$ | $1 e-14$ | $1 e-14$ | $1 e-14$ |

The truncation order for the first splitting type is more than three times smaller than that for the second splitting type ( 16 vs 51 ).

The frequency response of the original systems with the four reduced systems in depicted in Figure 6.8. All methods produce good approximation quality, with a slight deviation in the high frequency range observed for the first splitting type.

Finally, Figure 6.9 shows the approximation error for each reduced system.
Notice that the blue curve in Figure 6.9 has a ' $V$ ' shape in the middle of the sampling interval. The lowest approximation error is recorded for the second splitting type (alternate selection).

[^15]

Figure 6.8: Frequency response comparison: original system vs. the reduced ones by reaching machine precision.


Figure 6.9: Approximation error for the four splitting schemes.

### 6.4.2 Approximation of an oscillating function

We collect $N=4,000$ measurements $\left\{\left(s_{k}, \boldsymbol{\phi}_{k}\right): k=1, \ldots, N\right\}$ of the following function:

$$
\begin{equation*}
\boldsymbol{\phi}(x)=e^{-x} \sin (10 x), \quad x \in[-1,1] . \tag{6.29}
\end{equation*}
$$

Assume that the interpolation points $\mathbf{s}=\left[s_{1}, s_{2}, \ldots, s_{4000}\right] \subset[-1,1]$ are equispaced; next we remain with two types of splitting.

1. First type: disjoint splitting.

- Left: $\boldsymbol{\mu}=\left[s_{1}, s_{2}, \ldots, s_{2000}\right] \subset[-1,0)$
- Right: $\boldsymbol{\lambda}=\left[s_{2001}, s_{2002}, \ldots, s_{4000}\right] \subset[0,1]$

We construct the Loewner pencil and the underlying rank is 11.
2. Second type: alternate splitting.

- Left: $\boldsymbol{\mu}=\left[s_{1}, s_{3}, \ldots, s_{3999}\right] \subset[-1,1]$
- Right: $\boldsymbol{\lambda}=\left[s_{2}, s_{4}, \ldots, s_{4000}\right] \subset[-1,1]$.

We construct the Loewner pencil and the underlying rank is 15.

Figure 6.10 shows the entries of the Loewner matrix in logarithmic scale for the two ways of sampling point separation. Next, the interpolation data is compressed, making use of the following methods: (a) the singular value decomposition SVD, (b) the randomized version rSVD, (c) CUR, implemented with DEIM and (d) CUR implemented with cross approximation. The parameters for the latter two methods are: $\epsilon=0.001$ and $\delta=0.01$.


Figure 6.10: Entries of the Loewner matrix for the first splitting (left) and the second splitting (right).

Table 6.4: Results for the first splitting type (disjoint) with an i5-CPU 2.60 GHz .

| Reduction $-\boldsymbol{r}$ for $\approx \mathbb{L}$ | $\operatorname{rank}\left(\mathbb{L}_{r \times r}\right)$ | $\boldsymbol{c o n d}\left(\mathbb{L}_{r \times r}\right)=\frac{\boldsymbol{\sigma}_{\max }}{\sigma_{\min }}$ | Error $\\|\cdot\\|_{\mathbf{r}}$ | Time $(\mathbf{s})$ |
| :--- | ---: | ---: | ---: | ---: |
| SVD | 11 | $9.7313 e+10$ | $6.7367 e-10$ | 4.166029 |
| CUR-CrossApprox | 11 | $7.6582 e+10$ | $1.5621 e-09$ | 0.528352 |
| CUR-DEIM | 11 | $1.3898 e+11$ | $2.2283 e-09$ | 4.101303 |
| randomized SVD | 11 | $9.7314 e+10$ | $1.1281 e-10$ | 0.030148 |

In Figure 6.11 the error curves for the first splitting are shown. The red Xs indicate the selected points with CUR-cross-approximation method while the green crosses (+) indicate the selected points with CUR-DEIM method. In Figure 6.12 the error curves for the second splitting are shown. As opposed to the previously shown results (in Figure 6.11), the error in this case (Figure 6.12) is distributed more uniformly. Additional qualitative measures (e.g., the condition number) under different splitting schemes with the same reduced-order are presented in Tables 6.4 and 6.5 .

Table 6.5: Results for the second splitting type (alternate) with an i5-CPU 2.60 GHz .

| Reduction $-\boldsymbol{r}$ for $\approx \mathbb{L}$ | $\boldsymbol{r a n k}\left(\mathbb{L}_{\boldsymbol{r} \times \boldsymbol{r}}\right)$ | $\boldsymbol{c o n d}\left(\mathbb{L}_{\boldsymbol{r} \times r}\right)=\frac{\boldsymbol{\sigma}_{\max }}{\sigma_{\min }}$ | Error $\\|\cdot\\|_{\boldsymbol{r}}$ | Time $(\mathbf{s})$ |
| :--- | ---: | ---: | ---: | ---: |
| SVD | 11 | $8.8199 e+4$ | 0.0020 | 4.261075 |
| CUR-CrossApprox | 11 | $1.0228 e+5$ | 0.0062 | 0.563411 |
| CUR-DEIM | 11 | $9.3343 e+4$ | 0.0245 | 4.152420 |
| randomized SVD | 11 | $8.8199 e+4$ | 0.0020 | 0.024586 |



Figure 6.11: Selected points and approximation error for the disjoint splitting.


Figure 6.12: Selected points and approximation error for the alternate splitting.

As seen in the above experiments, the splitting of the data influences both the Loewner singular value decay and the quality of approximation. In most of the experiments that follow, we choose the alternate way of splitting the data.

### 6.4.3 Approximation of a Bessel function

In this section we investigate the approximation of the inverse of a Bessel function in a domain in the complex plane. If this function is considered to be the transfer function of a dynamical system, this system is infinite dimensional; furthermore it is not stable as there are poles in the right-half of the complex plane.

In particular we consider the inverse of the Bessel function of the first kind and order $n \in \mathbb{N}$. It is defined by the following contour integral:

$$
\begin{equation*}
J_{n}(s)=\frac{1}{2 \pi i} \oint e^{\left(\frac{s}{2}\right)\left(t-\frac{1}{t}\right)} t^{-n-1} d t . \tag{6.30}
\end{equation*}
$$

Here, we consider only the case $n=0$. Our aim is to approximate $H(s)=\frac{1}{J_{0}(s)}, s \in \mathbb{C}$, inside the rectangle $\boldsymbol{\Omega}=[0,10] \times[-1,1] \subset \mathbb{C}$. In Figure 6.13 (left pane) the function $H(s)$


Figure 6.13: Left pane: The inverse of the Bessel function of the 1st kind. Right pane: A subset of 10,000 Padua point grid over $\boldsymbol{\Omega}=[0,10] \times[-1,1]$ domain are shown.
is shown in the domain $\boldsymbol{\Omega}$. The three spikes correspond to the unstable poles of the underlying system. These are three of the zeros of the Bessel function. Here we construct approximants $H_{r}(s)$, of order $r$, of $H(s)$, using the interpolation points as shown in Figure 6.13 on the right pane. The distribution of the two-dimensional initial grids is 5,000 Padua points with the conjugates. This grid is used to reduce the Runge phenomenon. For more details in approximation theory (i.e. Runge phenomenon, Padua points, barycentric interpolation, etc.), we refer the reader to [64]. In [43, 44], the same experiment with other types of grids (random uniformly, structured) is presented.

In the Loewner framework, the singular value decomposition (SVD) plays a key role. This factorization allows us to extract the numerical order of the rational model which approximates the original non-rational one.

In Figure 6.14 (left pane), we show the distribution of the normalized singular values $\frac{\sigma_{j}}{\sigma_{1}}, j=1, \ldots, N$, of the augmented matrices $\left[\begin{array}{ll}\mathbb{L} & \mathbb{L}_{s}\end{array}\right]$ and $\left[\begin{array}{c}\mathbb{L} \\ \mathbb{L}_{s}\end{array}\right]$.


Figure 6.14: Left pane: Singular value decay of 10,000 values. Right pane: Pole/zero diagram with the three original poles (zeros of Bessel) which recovered with 15 digits accuracy.

By taking measurements as in Figure 6.13 (right pane) the decay of the singular values Figure 6.14 - left pane, leads to a reduced order $r=12$ with $\frac{\sigma_{12}}{\sigma_{1}}=4.887 \cdot 10^{-13}$. In Figure 6.14 on the right pane the pole/zero diagram is presented which includes the
results from all methods. Methods VF, and Loewner(SVD or CUR) construct real strictly rational models with degree $(11,12)^{6}$ with $D=0$, as opposed to AAA algorithm which constructs complex proper rational model of degree $(12,12)$ with a non-zero $D$ term.

By using the methods LoewCUR-cross and AAA, points from the sampling grid are selected. Applying the LoewSVD method the point selection is obtained by compressing the initial grid. This can be achieved by using the first $r$ columns ( $r$ : singular vectors) of the singular matrices as projection matrices and by solving two ( $r \times$ $r$-dimension) generalized eigenvalue problems as explained in Section 6.2.5.3. Under this way, we compress the original grid with $N=10,000$ points into a much smaller set of only $2 r=24$ points which are exact interpolation points for the approximant. As it turns out, the projected points lie in the domain $\Omega$; see also left pane in Figure 6.15.


Figure 6.15: Left pane: Support and compressed points for every method over $\boldsymbol{\Omega}$ domain with LSVD(r) $\rightarrow$ LoewSVD projected right points, LSVD(l) $\rightarrow$ LoewSVD projected left points. Right pane: The error for every method.

The LoewCUR-cross and AAA methods select points among the initial interpolation points but with different criteria. The AAA algorithm selects support points by minimizing the mean squared error with the rest of the measurements while LoewCUR uses cross approximation, which maximizes the absolute value of the determinant (maximum volume) of the sub-matrix of dimension ( $r \times r$ ).

In Figure 6.15 on the right pane, the error for each method is shown. The normalized error is computed as $\frac{\left|H(s)-H_{r}(s)\right|}{|H(s)|}$ with 25,000 evaluation points in $\boldsymbol{\Omega}$. It should be mentioned that the above special choice of the original interpolation grid as Padua points, indeed reduced the Runge phenomenon.

Next we wish to visualize the approximation error outside $\boldsymbol{\Omega}$. Towards this goal we chose 25,000 equispaced evaluation points inside the domain $[-3,13] \times[-3,3]$. Results with log-contour level error of increasing order $10^{-16}, \ldots, 10^{-4}$ are presented in Figure 6.16.

6 The notation $(m, n)$ indicates that the order of the numerator polynomial is $m$ and the order of denominator polynomial is $n$.


Figure 6.16: Extrapolation error as $\log \left|H(s)-H_{r}(s)\right|$ in $[-3,13] \times[-3,3] j \subset \mathbb{C}$. The symbol ' + ' is for the original poles.

All methods constructed accurate rational approximants. Notice, however, that the Loewner approach reaches similar precision with AAA without performing any optimization step. Finally, in terms of computational complexity, the CUR method performed the best.

### 6.4.4 An Euler-Bernoulli beam

In this subsection we analyse the approximation of an Euler-Bernoulli clamped beam [18]. The underlying PDE describes the oscillation of the free end. As shown in [18], the non-rational transfer function is given by

$$
\begin{align*}
H(s) & =\frac{s n(s)}{\left(E I+S c_{d} I\right) m^{3}(s) d(s)}, \quad \text { where } \\
m(s) & =\left[\frac{-s^{2}}{E I+c_{d} I s}\right]^{\frac{1}{4}}, \quad d(s)=1+\cosh (\operatorname{Lm}(s)) \cos (\operatorname{Lm}(s)),  \tag{6.31}\\
n(s) & =\cosh (\operatorname{Lm}(s)) \sin (\operatorname{Lm}(s))-\sinh (\operatorname{Lm}(s)) \cos (\operatorname{Lm}(s)) .
\end{align*}
$$

Usually, the next step consists of a discretization of the PDE involved. We bypass this step and instead take frequency response measurements making use of the transfer function above. The parameter specification is as in [18]. ${ }^{7}$ Thus, we have the frequency response of the beam as in Figure 6.17 and on the left pane.

[^16]

Figure 6.17: Left pane: Original frequency response of the beam. Right pane: The approximant which constructed with the Loewner framework.

The next step is to collect 2,000 measurements on the imaginary axis (frequencies $j \omega_{i}, i=1, \ldots, 2000$ ), spaced logarithmically from $1 \mathrm{rad} / \mathrm{s}$ to $10^{5} \mathrm{rad} / \mathrm{s}$. These points are depicted in the left pane of Figure 6.18.


Figure 6.18: Left pane: 2,000 sampling points alternating as left and right. Right pane: The singular value decay.

The singular value of the Loewner matrices decay is as shown in Figure 6.18 on the right pane. Thus, we construct a reduced model with dimension $r=44$ and the Loewner approximant in Figure 6.17 (right pane) is depicted.

Finally, the poles and zeros for every method are presented in Figure 6.19. The quality of the approximation is given for each method in Figure 6.20 where the evaluation is in the frequency range from 1 to $10^{5.5}$. The error outside the sampling domain increases thus indicating the difficulty of approximation outside of the sampling domain for infinite dimensional systems.

### 6.4.5 Heat equation

Next, we investigate an one-dimensional heat equation [13]. The corresponding PDE describing the diffusion of heat leads to the following non-rational transfer function:

$$
\begin{equation*}
H(s)=e^{-\sqrt{s}}, \quad s \in \mathbb{C} \tag{6.32}
\end{equation*}
$$



Figure 6.19: Pole/Zero diagram for every method (LoewSVD, LoewCUR-cross, LoewCUR-DEIM, VF and AAA).


Figure 6.20: The error distribution with 8,000 evaluation points grid.

The aim is to construct reduced models by means of the Loewner framework and compare the results with the TF-IRKA used in [13]. Iterative Rational Krylov Algorithm IRKA [14] builds optimal reduced models by minimizing the $\mathcal{H}_{2}$ error [39].

By collecting 1,000 values of the transfer function on the imaginary axis, the resulting reduced order was chosen to be $r=6$ (as in [13]). For this truncation order, $\frac{\sigma_{6}}{\sigma_{1}} \approx 6 \cdot 10^{-3}$. In Figure 6.21c, the pole/zero distribution for every method is depicted; in Figure 6.21d, the selected points are shown. It is worth mentioning that the Loewner SVD method produced poles near to the optimal set computed by means of IRKA; see Figure 6.21c. Approximation results are in Figure 6.22.

### 6.4.6 Approximation of a two-peak function

In this section we present an example involving a hyperbolic sine from [22]. The difficulty here results from the two differentiable peaks. More precisely, the function is

$$
f(x)=\frac{100 \pi\left(x^{2}-0.36\right)}{\sinh \left(100 \pi\left(x^{2}-0.36\right)\right)}, \quad x \in[-1,1]
$$



Figure 6.21: Approximation of the heat equation with LoewSVD, LoewCUR, VF, AAA, TF-IRKA.


Figure 6.22: Approximation results for the heat equation with various interpolation methods.
and is shown Figure 6.23 (left pane). We approximate this function by choosing 1,000 equispaced points in $[-1,1]$ as on the right pane in Figure 6.23. The singular values of the Loewner matrix are shown in Figure 6.24 on the left pane while the selected points are shown on the right pane of the same figure. The order is selected to be $r=38$ with $\left(\frac{\sigma_{38}}{\sigma_{1}} \approx 10^{-12}\right)$. In Figure 6.25, the distribution of the poles and zeros for each method is shown. On the other hand, AAA looks quite different because it does not impose real symmetry.

Remark 6.8. In Figure 6.24, right pane, the different supports points are shown. In the case of the LoewSVD method two almost pure imaginary projected points are obtained even if the initial sampling points were real.


Figure 6.23: Left pane: The function $f$ with two very sharp differentiable picks. Right pane: 1,000 sampling points and zoom in close to one pick.


Figure 6.24: Left pane: Singular values decay. Right pane: Various points for every method and the projected points from the Loewner framework.


Figure 6.25: The pole/zero diagram.

Finally we observe a good fit for every method, with slightly better performance attained for the Loewner SVD method (see the error plot in Figure 6.26).

### 6.4.7 Approximation of the sign function

Our final case study problem concerns the approximation of the sign function, known as Zolotarev's fourth problem. Here, we compare the approximation obtained using the Loewner SVD with the optimal solution that is explicitly known [1]. Given two disjoint closed complex sets $E$ and $F$, Zolotarev's fourth problem is to find the rational


Figure 6.26: The error profile with 5,000 evaluation points over $[-1,1]$.
function $r(x)=\frac{p(x)}{q(x)}$, where $p, q$ are polynomials of degree $k$, that deviates least from the sign function

$$
\operatorname{sign}(x)= \begin{cases}-1, & x \in E, \\ +1, & x \in F,\end{cases}
$$

on $E \cup F$. For general sets $E$ and $F$, the solution to Zolotarev's fourth problem is not known; however, there are special cases where the rational function can be given explicitly. For the real disjoint intervals, $E=[-b,-1]$, and $F=[1, b]$ with $b>1$, an explicit (optimal) solution to Zolotarev's fourth problem is known [1]. Here, we investigated how well the Loewner framework can approximate this discontinuous function in two symmetric real intervals. We choose $b=3$ and $N=2,000$ initial interpolation points from $[-3,-1] \cup[1,3]$. We perform two experiments. Firstly, we choose initial interpolation points as equispaced and secondly, as Chebyshev nodes. For each choice, we split the data as "half-half" and "alternating" as discussed previously. The left pane in Figure 6.27 shows the plot of the sign function.


Figure 6.27: Left pane: The sign function. Right pane: 200 Chebyshev points in $[-3,-1] \cup[1,3]$.

In [17] the explicit solution of this optimization problem is computed. We start by taking $N=2,000$ measurements as Chebyshev nodes as in Figure 6.27 on the right pane. The above sampling way leads to the following singular value decay of the Loewner matrices as in Figure 6.28 on the left pane.


Figure 6.28: Left pane: The singular value decay of the Loewner pencil. Right pane: Pole/Zero diagram for the Loewner and the optimal approximant with order $r=4$.

From the rank-revealing factorization in the left pane in Figure 6.28, we chose $r=$ 4 with $\frac{\sigma_{4}}{\sigma_{1}}=1.657 \cdot 10^{-4}$. In Figure 6.28 on the right pane is the distribution of the pole/zero diagram which is derived from the Loewner SVD method, in comparison with the optimal set is presented.

In Figure 6.29 (left) the Loewner approximant is shown. It is quite close to the optimal one by choosing the Chebyshev nodes and splitting the left and right points as "half-half". Indeed, the error distribution as presented in the optimal interpolant in Figure 6.30 with the blue line has the equioscillation property of the optimal approximant in the infinity norm $-\|\mathbf{x}\|_{\infty}=\max \left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$. Thus the equioscillation of the error $|\operatorname{sign}(x)-r(x)|$ on both intervals shows the optimality of the approximant. The Loewner framework succeeds in constructing an approximant very close to the optimal. Another aspect is shown in Figure 6.29 (right pane). More specifically, note that the projected points are indeed interpolation points.


Figure 6.29: Left pane: A comparison between the Loewner approximant with the optimal one order $r=4$. Right pane: The projected points are approximated interpolation points.

Remark 6.9. If the choice of the splitting is disjoint-"half-half" as in this experiment, the constructed approximant interpolates the data as in Figure 6.29(right pane). If the choice is "alternating" by mixing left and right, then the projected low order model approximates the values and the derivatives at the interpolation points as in Figure 6.31.


Figure 6.30: Error plot with the Loewner approximant and the optimal solution as well with order $r=4$.


Figure 6.31: By splitting the data as "alternating", the projected Loewner model approximates the first derivative as well (Hermite interpolation conditions).

### 6.5 Epilogue

Interpolatory methods for model identification and reduction were studied in this contribution. The main focus was on the Loewner framework. The aim was to introduce the Loewner framework by providing results which connect this rational interpolation tool with system theory. At the same time, algorithms that make the Loewner framework a complete numerical tool for approximation with ease of implementation are offered. Several case studies illustrate the effectiveness of the method. Implementation issues like the splitting of the data in left and right were addressed. Finally, connections with the SVD, the r-SVD, CUR, VF and IRKA have been detailed.
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## 7 Manifold interpolation


#### Abstract

One approach to parametric and adaptive model reduction is via the interpolation of orthogonal bases, subspaces or positive definite system matrices. In all these cases, the sampled inputs stem from matrix sets that feature a geometric structure and thus form so-called matrix manifolds. This chapter reviews the numerical treatment of the most important matrix manifolds that arise in the context of model reduction. Moreover, the principal approaches to data interpolation and Taylor-like extrapolation on matrix manifolds are outlined and complemented by algorithms in pseudo-code.
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### 7.1 Introduction \& motivation

This chapter addresses interpolation approaches for parametric model reduction. This includes techniques for

- computing trajectories of parameterized subspaces,
- computing trajectories of parameterized reduced orthogonal bases,
- structure-preserving interpolation.

Mathematically, this requires data processing on nonlinear matrix manifolds. The exposition at hand intends to be an introduction and a reference guide to numerical procedures with matrix manifold-valued data. As such it addresses practitioners and scientists new to the field. It covers the essentials of those matrix manifolds that arise most frequently in practical problems in model reduction. The main purpose is not to discuss concrete model reduction applications, but rather to provide the essential tools, building blocks and background theory to enable the reader to devise her/his own approaches for such applications.

The text was designed such that it works as a commented formula collection, meanwhile giving sufficient context, explanations and, not least, precise references to enable the interested reader to immerse further in the topic.

[^17]
### 7.1.1 Parametric model reduction via manifold interpolation: an introductory example

The basic objective in model reduction is to emulate a large-scale dynamical system with very few degrees of freedom such that its input/output behavior is preserved as well as possible. While classical model reduction techniques aim at producing an accurate low-order approximation to the autonomous behavior of the original system, parametric model reduction (pMOR) tries to account for additional system parameters. If we look for instance at aircraft aerodynamics, an important task is to solve the unsteady Navier-Stokes equations at various flight conditions, which are, amongst others, specified by the altitude, the viscosity of the fluid (i.e. the Reynolds number) and the relative velocity (i.e. the Mach number). We explain the objective of pMOR with the aid of a generic example in the context of proper orthogonal decomposition-based model reduction. Similar considerations apply to frequency domain approaches, Krylov subspace methods and balanced truncation, which are, e. g., discussed Chapters 2 and 3 of this volume and in [19, Chapter 1], [20, Chapter 3].

Consider a spatio-temporal dynamical system in semi-discrete form

$$
\begin{equation*}
\frac{\partial}{\partial t} x(t, \mu)=f(x(t, \mu) ; \mu), \quad x\left(t_{0}, \mu\right)=x_{0, \mu}, \tag{7.1}
\end{equation*}
$$

where $x(t, \mu) \in \mathbb{R}^{n}$ is the spatially discretized state vector of dimension $n$, the vector $\mu=\left(\mu_{1}, \ldots, \mu_{d}\right) \in \mathbb{R}^{d}$ accounts for additional system parameters and $f(\cdot ; \mu): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the (possibly nonlinear, parameter-dependent) right hand side function. Projectionbased MOR starts with constructing a suitable low-dimensional subspace that acts as a space of candidate solutions.

Subspace construction. One way to construct the required projection subspace is the proper orthogonal decomposition (POD) see [19, Chapter 2]. In its simplest form, the POD can be summarized as follows. For a fixed system parameter $\mu=\mu_{0}$, let $x^{1}:=x\left(t_{1}, \mu_{0}\right), \ldots, x^{m}:=x\left(t_{m}, \mu_{0}\right) \in \mathbb{R}^{n}$ be a set of state vectors satisfying (7.1) and let $\mathbb{S}:=\left(x^{1}, \ldots, x^{m}\right) \in \mathbb{R}^{n \times m}$. The state vectors $x^{i}$ are called snapshots and the matrix $\mathbb{S}$ is called the associated snapshot matrix. POD is concerned with finding a subspace $\mathcal{V}$ of dimension $r \leq m$ represented by a column-orthogonal matrix $\mathbb{V}_{r} \in \mathbb{R}^{n \times r}$ such that the error between the input snapshots and their orthogonal projection onto $\mathcal{V}=\operatorname{ran}\left(\mathbb{V}_{r}\right)$ is minimized:

$$
\min _{V \in \mathbb{R}^{n x r}, V^{T} V=I} \sum_{k}\left\|x^{k}-V V^{T} x^{k}\right\|_{2}^{2} \quad\left(\Leftrightarrow \min _{V \in \mathbb{R}^{n x r}, V^{T} V=I}\left\|\mathbb{S}-V V^{T} \mathbb{S}\right\|_{F}^{2}\right) .
$$

The main result of POD is that, for any $r \leq m$, the best $r$-dimensional approximation of $\operatorname{ran}\left(x^{1}, \ldots, x^{m}\right)$ in the above sense is $\mathcal{V}=\operatorname{ran}\left(v^{1}, \ldots, v^{r}\right)$, where $\left\{v^{1}, \ldots, v^{r}\right\}$ are the eigenvectors of the matrix $\mathbb{S} \mathbb{S}^{T}$ corresponding to the $r$ largest eigenvalues. The subspace $\mathcal{V}$ is called the POD subspace and the matrix $\mathbb{V}_{r}=\left(v^{1}, \ldots, v^{r}\right)$ is the POD basis matrix. The same subspace is obtained via a compact singular value decomposition (SVD) of
the snapshot matrix $\mathbb{S}=\mathbb{V} \Sigma \mathbb{Z}^{T}$, truncated to the first $r \leq m$ columns of $\mathbb{V} \in \mathbb{R}^{n \times m}$ by setting $\mathcal{V}:=\operatorname{ran}\left(\mathbb{V}_{r}\right)$. For more details, see, e.g., [18, §3.3]. In the following, we drop the index $r$ and assume that $\mathbb{V}$ is already the truncated matrix $\mathbb{V}=\left(v^{1}, \ldots, v^{r}\right) \in \mathbb{R}^{n \times r}$.

Since the input snapshots are supplied at a fixed system parameter vector $\mu_{0}$, the POD subspace is considered to be an appropriate space of solution candidates $\mathcal{V}\left(\mu_{0}\right)=$ $\operatorname{ran}\left(\mathbb{V}\left(\mu_{0}\right)\right)$ at $\mu_{0}$.

Projection. POD leads to a parameter decoupling

$$
\begin{equation*}
\tilde{x}\left(t, \mu_{0}\right)=\mathbb{V}\left(\mu_{0}\right) x_{r}(t) . \tag{7.2}
\end{equation*}
$$

In this way, the time trajectory of the reduced model is uniquely defined by the coefficient vector $x_{r}(t) \in \mathbb{R}^{r}$ that represents the reduced state vector with respect to the subspace $\operatorname{ran}\left(\mathbb{V}\left(\mu_{0}\right)\right)$. Given a matrix $\mathbb{W}\left(\mu_{0}\right)$ such that the matrix pair $\mathbb{V}\left(\mu_{0}\right), \mathbb{W}\left(\mu_{0}\right)$ is bi-orthogonal, i. e. $\mathbb{W}\left(\mu_{0}\right)^{T} \mathbb{V}\left(\mu_{0}\right)=I$, the original system (7.1) can be reduced in dimension as follows. Substituting (7.2) in (7.1) and multiplying with $\mathbb{W}\left(\mu_{0}\right)^{T}$ from the left leads to

$$
\begin{equation*}
\frac{d}{d t} x_{r}(t)=\mathbb{W}^{T}\left(\mu_{0}\right) f\left(\mathbb{V}\left(\mu_{0}\right) x_{r}(t) ; \mu_{0}\right), \quad x_{r}\left(t_{0}\right)=\mathbb{V}^{T}\left(\mu_{0}\right) x_{0, \mu_{0}} \tag{7.3}
\end{equation*}
$$

This approach goes by the name of Petrov-Galerkin projection, if $\mathbb{W}\left(\mu_{0}\right) \neq \mathbb{V}\left(\mu_{0}\right)$ and Galerkin projection if $\mathbb{W}\left(\mu_{0}\right)=\mathbb{V}\left(\mu_{0}\right)$. There are various ways to proceed from (7.3) depending on the nature of the function $f$ and many of them are discussed in other chapters of Model Order Reduction. If $f\left(\cdot ; \mu_{0}\right)$ is linear, the reduced operator $\mathbb{W}^{T}\left(\mu_{0}\right)$ 。 $f\left(\cdot ; \mu_{0}\right) \circ \mathbb{V}\left(\mu_{0}\right)$ can be computed a priori ('offline') and stays fixed throughout the time integration. If $f\left(: ; \mu_{0}\right)$ is affine, the same approach can be carried over to the affine building blocks of $f\left(\cdot ; \mu_{0}\right)$; see e. g. [45]. For a nonlinear $f\left(\cdot ; \mu_{0}\right)$, an affine approximation can be constructed via the empirical interpolation method (EIM, [14]). Other approaches that address nonlinearities include the discrete empirical interpolation method (DEIM, [30]) and the missing point estimation (MPE, [13, 105]).

For illustration purposes, we proceed with $\mathbb{W}\left(\mu_{0}\right)=\mathbb{V}\left(\mu_{0}\right)$ and assume that the right hand side function $f$ splits into a linear and a nonlinear part: $f\left(x ; \mu_{0}\right)=A\left(\mu_{0}\right) x+$ $\mathbf{f}\left(x ; \mu_{0}\right)$, where $A\left(\mu_{0}\right) \in \mathbb{R}^{n \times n}$ is, say, a symmetric and negative definite matrix to foster stability. Then (7.3) becomes

$$
\frac{d}{d t} x_{r}(t)=\mathbb{V}^{T}\left(\mu_{0}\right) A\left(\mu_{0}\right) \mathbb{V}\left(\mu_{0}\right) x_{r}(t)+\mathbb{V}^{T}\left(\mu_{0}\right) \mathbf{f}\left(\mathbb{V}\left(\mu_{0}\right) x_{r}(t) ; \mu_{0}\right)
$$

In the discrete empirical interpolation method (DEIM, [30]), the large-scale nonlinear $\operatorname{term} \mathbf{f}\left(\mathbb{V}\left(\mu_{0}\right) x_{r}(t) ; \mu_{0}\right)$ is approximated via a mask matrix $P=\left(e_{i_{1}}, \ldots, e_{i_{s}}\right) \in \mathbb{R}^{n \times s}$, where $\left\{i_{1}, \ldots, i_{s}\right\} \subset\{1, \ldots, n\}$ and $e_{j}=(\ldots, 1, \ldots)^{T} \in \mathbb{R}^{n}$ is the $j$ th canonical unit vector. The mask matrix $P$ acts as an entry selector on a given $n$-vector via $P^{T} v=\left(v_{i_{1}}, \ldots, v_{i_{s}}\right)^{T} \in \mathbb{R}^{S}$. In addition, another POD basis matrix $\mathbb{U}\left(\mu_{0}\right) \in \mathbb{R}^{n \times s}$ is used, which is obtained from snapshots of the nonlinear term. The matrices $P$ and $\mathbb{U}\left(\mu_{0}\right)$ are combined to form an
oblique projection of the nonlinear term onto the subspace $\operatorname{ran}\left(\mathbb{U}\left(\mu_{0}\right)\right)$. This leads to the reduced model

$$
\begin{align*}
\frac{d}{d t} x_{r}(t)= & \mathbb{V}^{T}\left(\mu_{0}\right) A\left(\mu_{0}\right) \mathbb{V}\left(\mu_{0}\right) x_{r}(t) \\
& +\mathbb{V}^{T}\left(\mu_{0}\right) \mathbb{U}\left(\mu_{0}\right)\left(P^{T} \mathbb{U}\left(\mu_{0}\right)\right)^{-1} P^{T} \mathbf{f}\left(\mathbb{V}\left(\mu_{0}\right) x_{r}(t) ; \mu_{0}\right) \tag{7.4}
\end{align*}
$$

whose computational complexity is formally independent of the full-order dimension $n$; see [30] for details. Mind that by assumption, $M\left(\mu_{0}\right):=-\mathbb{V}^{T}\left(\mu_{0}\right) A\left(\mu_{0}\right) \mathbb{V}\left(\mu_{0}\right)$ is symmetric positive definite and that both $\mathbb{V}\left(\mu_{0}\right)$ and $\mathbb{U}\left(\mu_{0}\right)$ are column-orthogonal. Moreover, for a fixed mask matrix $P$, coordinate changes of $\mathbb{V}\left(\mu_{0}\right)$ and $\mathbb{U}\left(\mu_{0}\right)$ do not affect the approximated state $\tilde{x}\left(t, \mu_{0}\right)=\mathbb{V}\left(\mu_{0}\right) x_{r}(t)$, so that essentially, the reduced system (7.4) depends only on the subspaces $\operatorname{ran}\left(\mathbb{V}\left(\mu_{0}\right)\right)$ and $\operatorname{ran}\left(\mathbb{U}\left(\mu_{0}\right)\right)$ rather than the matrices $\mathbb{V}\left(\mu_{0}\right)$ and $\mathbb{U}\left(\mu_{0}\right) .{ }^{1}$

Solving (7.3), (7.4) constitutes the online stage of model reduction. The main focus of this chapter is not on the efficient solution of the reduced systems (7.3) or (7.4) at a fixed $\mu_{0}$, but on tackling parametric variations in $\mu$. In view of the associated computational costs, it is important that this can be achieved without computing additional snapshots in the online stage.

A straightforward way to achieve this is to extend the snapshot sampling to the $\mu$-parameter range to produce POD basis matrices that are to cover all input parameters. This is usually referred to as the "global approach". For nonlinear systems, the global approach may suffer from requiring a large number of snapshot samples. Moreover, the snapshot information is blurred in the global POD and features that occur only in a restricted regime affect the ROM predictions everywhere. Therefore, localized approaches are preferable; see e.g. the applications in and the numerical examples in $[38,100]$.

In this chapter, the focus is on constructing trajectories of functions in the system parameters $\mu$ on certain sets of structured matrix spaces. In the above example, these are the symmetric positive definite matrices $\left\{M \in \mathbb{R}^{r \times r} \mid M^{T}=M, v^{T} M v>0 \forall v \neq 0\right\}$, the orthonormal basis matrices $\left\{U \in \mathbb{R}^{n \times s} \mid U^{T} U=I\right\}$ or the associated $s$-dimensional subspaces $\mathcal{U}:=\operatorname{ran}(U) \subset \mathbb{R}^{n}$ :

$$
\begin{aligned}
& \mu \mapsto-\mathbb{V}^{T}(\mu) A(\mu) \mathbb{V}(\mu) \in\left\{M \in \mathbb{R}^{r \times r} \mid M^{T}=M, v^{T} M v>0 \forall v \neq 0\right\}, \\
& \mu \mapsto \mathbb{U}(\mu) \in\left\{U \in \mathbb{R}^{n \times s} \mid U^{T} U=I\right\}, \\
& \mu \mapsto \mathcal{U}(\mu)= \operatorname{ran}(\mathbb{U}(\mu)) \in\left\{\mathcal{U} \subset \mathbb{R}^{n} \mid \mathcal{U} \text { subspace, } \operatorname{dim}(\mathcal{U})=s\right\} .
\end{aligned}
$$

We outline generic methods for constructing such trajectories via interpolation. All the special sets of matrices considered above feature a differentiable structure that

[^18]allows one to consider them (directly or indirectly) as submanifolds of some Euclidean matrix space, referred to as matrix manifolds. The above example is not exhaustive. Other matrix manifolds may arise in model reduction applications.

To keep the exposition both general and modular, the interpolation techniques will be formulated for arbitrary submanifolds. For working examples that put these techniques into action, the reader is referred to Chapter 5 of Volume 2 and Chapter 9 of Volume 3 of Model Order Reduction. Model reduction literature on manifold interpolation problems includes [8, 9, 18, 32, 34, 67, 74, 76, 78, 94, 100].

### 7.1.2 Structure and organization

The text is constructed modular rather than consecutive, so that selected reading is enabled. Yet, this entails that the reader will encounter some repetition.

Section 7.2 covers the essential background from differential geometry. Section 7.3 contains generic methods for interpolation and extrapolation on matrix manifolds. In Section 7.4, the geometric and numerical aspects of the matrix manifolds that arise most frequently in the context of model reduction are discussed.

A practitioner that faces a problem in matrix manifold interpolation may skim through the recap on elementary differential geometry in Section 7.2 and then move on to the subsection of Section 7.4 that corresponds to the matrix manifold in the application. This provides the specific ingredients and formulas for conducting the generic interpolation methods of Section 7.3.

### 7.1.3 Notation \& abbreviations

- w.r.t.: with respect to
- EVD: eigenvalue decomposition
- SVD: singular value decomposition
- POD: proper orthogonal decomposition
- LTI: linear time-invariant (system)
- ODE: ordinary differential equation
- PDE: partial differential equation
- ONB: orthonormal basis
- $\quad \mathbb{R}^{n \times r}$ : the set of real $n$-by- $r$ matrices
- $\quad I_{n}$ : the $n$-by- $n$ identity matrix; if dimensions are clear, written as $I$
$-\quad \operatorname{ran}(A)$ : the subspace spanned by the columns of $A \in \mathbb{R}^{n \times r}$
- $\quad G L(n)$ : the general linear group of real, invertible $n$-by- $n$ matrices
- $\operatorname{sym}(n)=\left\{A \in \mathbb{R}^{n \times n} \mid A^{T}=A\right\}$ : the set of real, symmetric $n$-by- $n$ matrices
- $\operatorname{skew}(n)=\left\{A \in \mathbb{R}^{n \times n} \mid A^{T}=-A\right\}$ : the set of real, skew-symmetric $n$-by- $n$ matrices
- $\operatorname{SPD}(n)=\left\{A \in \operatorname{sym}(n) \mid x^{T} A x>0 \forall x \in \mathbb{R}^{n} \backslash\{0\}\right\}$ : the set of real, symmetric positive definite $n$-by- $n$ matrices
- $O(n)=\left\{Q \in \mathbb{R}^{n \times n} \mid Q^{T} Q=I_{n}=Q Q^{T}\right\}$ : the orthogonal group
- $S O(n)=\{Q \in O(n) \mid \operatorname{det}(Q)=1\}$ : the special orthogonal group
- $\operatorname{St}(n, r)=\left\{U \in \mathbb{R}^{n \times r} \mid U^{T} U=I_{r}\right\}$ : the (compact) Stiefel manifold, $r \leq n$
- $\operatorname{Gr}(n, r)$ : the Grassmann manifold of $r$-dimensional subspaces of $\mathbb{R}^{n}, r \leq n$
- $\mathcal{M}$ : a differentiable manifold
- $\mathcal{D}_{p} \subset \mathcal{M}$ : an open domain around the point $p$ on a manifold $\mathcal{M}$
- $\quad D_{x} \subset \mathbb{R}^{n}:$ an open domain in the Euclidean space around a point $x \in \mathbb{R}^{n}$
- $\quad T_{p} \mathcal{M}$ : the tangent space of $\mathcal{M}$ at a location $p \in \mathcal{M}$
- $\langle A, B\rangle_{0}=\operatorname{trace}\left(A^{T} B\right)$ : the standard (Frobenius) inner product on $\mathbb{R}^{n \times r}$
- $\langle v, w\rangle_{p}^{\mathcal{M}}$ : the Riemannian metric on $T_{p} \mathcal{M}$ (the superscript is often omitted)
- $\exp _{m}$ : standard matrix exponential
- $\log _{m}$ : standard (principal) matrix logarithm
- $\operatorname{Exp}_{p}^{\mathcal{M}}$ : the Riemannian exponential of a manifold $\mathcal{M}$ at base point $p \in \mathcal{M}$
- $\log _{p}^{\mathcal{M}}$ : the Riemannian logarithm of a manifold $\mathcal{M}$ at base point $p \in \mathcal{M}$.


### 7.2 Basic concepts of differential geometry

This section provides the essentials on elementary differential geometry. Established textbook references on differential geometry include [35, 60, 61, 63, 65]; condensed introductions can be found in [49, Appendices C.3, C.4, C.5] and [39]. An account of differential geometry that is tailor-made to matrix manifold applications is given in [3].

The fundamental objects of study in differential geometry are differentiable manifolds. Differentiable manifolds are generalizations of curves (one-dimensional) and surfaces (two-dimensional) to arbitrary dimensions. Loosely speaking, an $n$-dimensional differentiable manifold $\mathcal{M}$ is a topological space that 'locally looks like $\mathbb{R}^{n \prime}$, with certain smoothness properties. This concept is rendered precise by postulating that, for every point $p \in \mathcal{M}$, there exists a so-called coordinate chart x: $\mathcal{M} \supset \mathcal{D}_{p} \rightarrow \mathbb{R}^{n}$ that bijectively maps an open neighborhood $\mathcal{D}_{p} \subset \mathcal{M}$ of a location $p$ to an open neighborhood $D_{x(p)} \subset \mathbb{R}^{n}$ around $x(p) \in \mathbb{R}^{n}$ with the important additional property that the coordinate change

$$
x \circ \tilde{x}^{-1}: \tilde{x}\left(\mathcal{D}_{p} \cap \tilde{\mathcal{D}}_{p}\right) \rightarrow x\left(\mathcal{D}_{p} \cap \tilde{\mathcal{D}}_{p}\right)
$$

of two such charts $x, \tilde{x}$ is a diffeomorphism, where their domains of definition overlap; see [39, Figure 18.2, p. 496] or [49, Figure 3.1, p.342]. Note that the coordinate change $\chi \circ \tilde{\chi}^{-1}$ maps from an open domain of $\mathbb{R}^{n}$ to an open domain of $\mathbb{R}^{n}$, so that the standard concepts of multivariate calculus apply. For details, see [3, §3.1.1] or [39, §18.8].

Depending on the context, we will write $x(p)$ for the value of a coordinate chart at $p$ and also $x \in \mathbb{R}^{n}$ for a point in $\mathbb{R}^{n}$.

Of special importance to numerical applications are embedded submanifolds in the Euclidean space.

Definition 7.1 (Submanifolds of $\mathbb{R}^{n+d}$ ). A parameterization is a bijective differentiable function $f: \mathbb{R}^{n} \supset D \rightarrow f(D) \subset \mathbb{R}^{n+d}$ with continuous inverse such that its Jacobi matrix $D f_{x} \in \mathbb{R}^{(n+d) \times n}$ has full rank $n$ at every point $x \in D$.

A subset $\mathcal{M} \subset \mathbb{R}^{n+d}$ is called an $n$-dimensional embedded submanifold of $\mathbb{R}^{n+d}$, if for every $p \in \mathcal{M}$, there exists an open neighborhood $\Omega \subset \mathbb{R}^{n+d}$ such that $\mathcal{D}_{p}:=\mathcal{M} \cap \Omega$ is the image of a parameterization

$$
f: \mathbb{R}^{n} \supset D_{x} \rightarrow f\left(D_{x}\right)=\mathcal{D}_{p}=\mathcal{M} \cap \Omega \subset \mathbb{R}^{n+d} .
$$

One can show that, if $f: D \rightarrow \mathcal{M} \cap \Omega$ and $\tilde{f}: \tilde{D} \rightarrow \mathcal{M} \cap \tilde{\Omega}$ are two parameterizations, say with $f\left(x_{0}\right)=\tilde{f}\left(\tilde{x}_{0}\right)=p \in \mathcal{M} \cap \Omega \cap \tilde{\Omega}$, then

$$
\left(f^{-1} \circ \tilde{f}\right): \tilde{f}^{-1}(\Omega \cap \tilde{\Omega}) \rightarrow f^{-1}(\Omega \cap \tilde{\Omega})
$$

is a diffeomorphism (between open sets in $\mathbb{R}^{n}$ ). In this sense, parameterizations $f$ are the inverses of coordinate charts $x$. In addition to coordinate charts and parameterizations, submanifolds can be characterized via equality constraints. This fact is due to the inverse function theorem of classical multivariate calculus [64, §I.5]. For details, see [39, Thm. 18.7, p. 497].

Theorem 7.1 ([39, Prop. 18.7, p. 500]). Let $h: \mathbb{R}^{n+d} \supset \Omega \rightarrow \mathbb{R}^{d}$ be differentiable and $c_{0} \in \mathbb{R}^{d}$ be defined such that the differential $D h_{p} \in \mathbb{R}^{d \times(n+d)}$ has maximum possible rank $d$ at every point $p \in \Omega$ with $h(p)=c_{0}$. Then the preimage

$$
h^{-1}\left(c_{0}\right)=\left\{p \in \Omega \mid h(p)=c_{0}\right\}
$$

is an $n$-dimensional submanifold of $\mathbb{R}^{n+d}$.
An obvious application of Theorem 7.1 to the function $h: \mathbb{R}^{3} \rightarrow \mathbb{R},\left(x_{1}, x_{2}, x_{3}\right) \mapsto$ $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-1$ establishes the unit sphere $S^{2}=h^{-1}(0)$ as a 2-dimensional submanifold of $\mathbb{R}^{2+1}$. As a more sophisticated example, we recognize the orthogonal group as a differentiable (sub)-manifold.
Example 7.1. Consider the orthogonal group $O(n) \subset \mathbb{R}^{n \times n} \simeq \mathbb{R}^{n^{2}}$ and the set of symmetric matrices $\operatorname{sym}(n) \simeq \mathbb{R}^{n(n+1) / 2}$. Define $h: \mathbb{R}^{n \times n} \rightarrow \operatorname{sym}(n), A \mapsto A^{T} A-I$. Then $D h_{A}(B)=A^{T} B+B^{T} A$. For $Q \in O(n)$, the differential is indeed surjective: For any $M \in \operatorname{sym}(n)$, we have $D h_{Q}\left(\frac{1}{2} Q M\right)=\frac{1}{2} Q^{T} Q M+\frac{1}{2} M^{T} Q^{T} Q=M$. As a consequence, the orthogonal group $O(n)$ is a submanifold of dimension $n^{2}-\frac{1}{2}(n(n+1))=\frac{1}{2}(n(n-1))$ of the Euclidean matrix space $\mathbb{R}^{n \times n}$.

### 7.2.1 Intrinsic and extrinsic coordinates

As a rule, numerical data processing on manifolds requires calculations in explicit coordinates. For differentiable submanifolds, we distinguish between two types: extrinsic and intrinsic coordinates. Extrinsic coordinates address points on a submanifold $\mathcal{M} \subseteq \mathbb{R}^{n}$ with respect to their coordinates in the ambient space $\mathbb{R}^{n}$, while intrinsic coordinates are with respect to the local parameterizations. Hence, extrinsic coordinates are what an outside observer would see, while intrinsic coordinates correspond to the perspective of an observer that resides on the manifold. Let us exemplify these concepts on the two-dimensional unit sphere $S^{2}$, embedded in $\mathbb{R}^{3}$. As a point set, the sphere is defined by the equation

$$
S^{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3} \mid x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\} .
$$

Any three-vector $\left(x_{1}, x_{2}, x_{3}\right)^{T} \in S^{2}$ specifies a point on the sphere in extrinsic coordinates. However, it is intuitively clear that $S^{2}$ is intrinsically a two-dimensional object. Indeed, $S^{2}$ can be parameterized via

$$
f: \mathbb{R}^{2} \supset[0,2 \pi)^{2} \rightarrow S^{2} \subset \mathbb{R}^{3}, \quad(\alpha, \beta) \mapsto\left(\begin{array}{c}
\sin (\alpha) \cos (\beta) \\
\sin (\alpha) \sin (\beta) \\
\cos (\alpha)
\end{array}\right)
$$

The parameter vector $(\alpha, \beta) \in \mathbb{R}^{2}$ specifies a point on $S^{2}$ in intrinsic coordinates. Even though intrinsic coordinates directly reflect the dimension of the manifold at hand, they often cannot be calculated explicitly and extrinsic coordinates are the preferred choice in numerical applications [36, §2, p.305]. Turning back to Example 7.1, we recall that the intrinsic dimension of the orthogonal group is $\frac{1}{2} n(n-1)$. Yet, in practice, one uses the extrinsic representation with $(n \times n)$-matrices $Q$, keeping the defining equation $Q^{T} Q=I$ in mind.

### 7.2.2 Tangent spaces

We need a few more fundamental concepts.
Definition 7.2 (Tangent space of a differentiable submanifold). Let $\mathcal{M} \subset \mathbb{R}^{n+d}$ be an $n$-dimensional submanifold of $\mathbb{R}^{n+d}$. The tangent space of $\mathcal{M}$ at a point $p \in \mathcal{M}$, in symbols $T_{p} \mathcal{M}$, is the space of velocity vectors of differentiable curves $c: t \mapsto c(t)$ passing through $p$, i. e.,

$$
T_{p} \mathcal{M}=\left\{\dot{c}\left(t_{0}\right) \mid c: J \rightarrow \mathcal{M}, c\left(t_{0}\right)=p\right\} .
$$

Here, $J \subseteq \mathbb{R}$ is an arbitrarily small open interval with $t_{0} \in J$.


Figure 7.1: Visualization of a manifold (curved surface) with the tangent space $T_{p} \mathcal{M}$ attached. The tangent vector $v=\dot{c}(0) \in T_{p} \mathcal{M}$ is the velocity vector of a curve $c: t \mapsto c(t) \in \mathcal{M}$.

The concept is illustrated in Figure 7.1. It is straightforward to show that the tangent space is actually a vector space. Moreover, the tangent space can be characterized both with respect to intrinsic and extrinsic coordinates.

Theorem 7.2 (Tangent space, intrinsic characterization). Let $\mathcal{M} \subset \mathbb{R}^{n+d}$ be an $n$-dimensional submanifold of $\mathbb{R}^{n+d}$ and let $f: \mathbb{R}^{n} \supseteq D \rightarrow f(D) \subseteq \mathcal{M}$ be a parameterization. Then, for $x \in D$ with $p=f(x) \in \mathcal{M}$, we have

$$
T_{p} \mathcal{M}=\operatorname{ran}\left(D f_{x}\right)
$$

Theorem 7.3 (Tangent space, extrinsic characterization). Let $h: \mathbb{R}^{n+d} \supset \Omega \rightarrow \mathbb{R}^{d}$ and $c_{0} \in \mathbb{R}^{d}$ be as in Theorem 7.1 and let $\mathcal{M}:=h^{-1}\left(c_{0}\right) \subset \mathbb{R}^{n+d}$. Then, for $p \in \mathcal{M}$, we have

$$
T_{p} \mathcal{M}=\operatorname{ker}\left(D h_{p}\right)
$$

Note that both Theorem 7.2 and Theorem 7.3 immediately show that the tangent space $T_{p} \mathcal{M}$ is a vector space of the same dimension $n$ as the manifold $\mathcal{M}$.

Example 7.2. The tangent space of the orthogonal group $O(n)$ at a point $Q_{0}$ is

$$
T_{Q_{0}} O(n)=\left\{\Delta \in \mathbb{R}^{n \times n} \mid \Delta^{T} Q_{0}=-Q_{0}^{T} \Delta\right\} .
$$

This fact can be established via considering a matrix curve $Q: t \mapsto Q(t)$ with $Q(0)=Q_{0}$ and velocity vector $\Delta=\dot{Q}(0) \in T_{Q_{0}} O(n)$. Then

$$
0=\left.\frac{d}{d t}\right|_{t=0} I=\left.\frac{d}{d t}\right|_{t=0} Q^{T}(t) Q(t)=\Delta^{T} Q_{0}+Q_{0}^{T} \Delta .
$$

(The claim follows by counting the dimension of the subspace $\left\{\Delta^{T} Q_{0}=-Q_{0}^{T} \Delta\right\}$.) As an alternative, we can consider $h: \mathbb{R}^{n \times n} \rightarrow \operatorname{sym}(n), A \mapsto A^{T} A-I$ as in Example 7.1. Then $D h_{Q_{0}}(\Delta)=Q_{0}^{T} \Delta+\Delta^{T} Q_{0}$ and $T_{Q_{0}} O(n)=\operatorname{ker}\left(D h_{Q_{0}}\right)$.

### 7.2.3 Geodesics and the Riemannian distance function

One of the most important problems in both general differential geometry and data processing on manifolds is to determine the shortest connection between two points on a given manifold. This requires one to measure the lengths of curves. Recall that the length of a curve $c:[a, b] \rightarrow \mathbb{R}^{n}$ in the Euclidean space is $L(c)=\int_{a}^{b}\|\dot{c}(t)\| d t$. In order to transfer this to the manifold setting, an inner product for tangent vectors is needed that is consistent with the manifold structure.

Definition 7.3 (Riemannian metrics). Let $\mathcal{M}$ be a differentiable submanifold of $\mathbb{R}^{n+d}$. A Riemannian metric on $\mathcal{M}$ is a family $\left(\langle\cdot, \cdot\rangle_{p}\right)_{p \in \mathcal{M}}$ of inner products $\langle\cdot, \cdot\rangle_{p}: T_{p} \mathcal{M} \times$ $T_{p} \mathcal{M} \rightarrow \mathbb{R}$ that is smooth in variations of the base point $p$.

The length of a tangent vector $v \in T_{p} \mathcal{M}$ is $\|v\|_{p}:=\sqrt{\langle v, v\rangle_{p}} .{ }^{2}$ The length of a curve $c:[a, b] \rightarrow \mathcal{M}$ is defined as

$$
L(c)=\int_{a}^{b}\|\dot{c}(t)\|_{c(t)} d t=\int_{a}^{b} \sqrt{\langle\dot{c}(t), \dot{c}(t)\rangle_{c(t)}} d t .
$$

A curve is said to be parameterized by the arc length, if $L\left(\left.c\right|_{[a, t]}\right)=t-a$ for all $t \in[a, b]$. Obviously, unit-speed curves with $\|\dot{c}(t)\|_{c(t)} \equiv 1$ are parameterized by the arc length. Constant-speed curves with $\|\dot{c}(t)\|_{c(t)} \equiv v_{0}$ are parameterized proportional to the arc length. The Riemannian distance between two points $p, q \in \mathcal{M}$ with respect to a given metric is

$$
\begin{equation*}
\operatorname{dist}_{\mathcal{M}}(p, q)=\inf \{L(c) \mid c:[a, b] \rightarrow \mathcal{M} \text { piecewise smooth, } c(a)=p, c(b)=q\} \tag{7.5}
\end{equation*}
$$

where, by convention, $\inf \{\emptyset\}=\infty$.
Hence, a shortest path between $p, q \in \mathcal{M}$ is a curve $c$ that connects $p$ and $q$ such that $L(c)=\operatorname{dist}_{\mathcal{M}}(p, q)$. In general, shortest paths on $\mathcal{M}$ do not exist. ${ }^{3}$ Yet, candidates for shortest curves between points that are sufficiently close to each other can be obtained via a variational principle: Given a parametric family of suitably regular curves $c_{s}: t \mapsto c_{s}(t) \in \mathcal{M}, s \in(-\varepsilon, \varepsilon)$ that connect the same fixed endpoints $c_{s}(a)=p$ and $c_{s}(b)=q$ for all $s$, one can consider the length functional $s \mapsto L\left(c_{s}\right)$. A curve $c=c_{0}$ is a first-order candidate for a shortest path between $p$ and $q$, if it is a critical point of

2 This notation should not be confused with the classical $p$-norm $\sqrt[p]{\sum_{i}\left|v_{i}\right|^{p}}$.
3 Consider $\mathbb{R}^{2, *}=\mathbb{R}^{2} \backslash\{(0,0)\}$ with the Euclidean inner product. There is no shortest connection from $(-1,0)$ to $(1,0)$ on $\mathbb{R}^{2, *}$. A sequence of curves that is in $\mathbb{R}^{2, *}$ and converges to the curve $c:[-1,1] \rightarrow$ $\mathbb{R}^{2}, t \mapsto(t, 0)$ is readily constructed. Hence, the Riemannian distance between $(-1,0)$ and $(1,0)$ is 2 . Yet, every curve connecting these points must go around the origin. The length-minimizing curve of length 2 crosses the origin and is thus not an admissible curve on $\mathbb{R}^{2, *}$.
the length functional, i. e., if $\left.\frac{d}{d s}\right|_{s=0} L\left(c_{s}\right)=0$. Such curves are called geodesics. Differentiating the length functional leads to the so-called first variation formula [65, §6], which, in turn, leads to the characterizing equation for geodesics:

Definition 7.4 (Geodesics). A differentiable curve $c:[a, b] \rightarrow \mathcal{M}$ is called a geodesic (w.r.t. to a given Riemannian metric), if the covariant derivative of its velocity vector field vanishes, i.e.,

$$
\begin{equation*}
\frac{D \dot{c}}{d t}(t)=0 \quad \forall t \in[a, b] . \tag{7.6}
\end{equation*}
$$

Remark 7.1. If a starting point $c(0)=p \in \mathcal{M}$ and a starting velocity $\dot{c}(0)=v \in T_{p} \mathcal{M}$ are specified, then the geodesic equation (7.6) translates to an initial value problem of second order with guaranteed existence and uniqueness of local solutions, [3, p. 102].

An immediate consequence of (7.6) is that geodesics are constant-speed curves. A formal introduction of the covariant derivative $\frac{D}{d t}$ along a curve is beyond the scope of this contribution, and the interested reader is referred to, e. g., [65, §4, §5]. To get some intuition, we introduce this concept for embedded Riemannian submanifolds $\mathcal{M} \subset \mathbb{R}^{n+d}$, where the metric is the Euclidean metric of $\mathbb{R}^{n+d}$ restricted to the tangent bundle; see also [39, §20.12]:

A vector field along a curve $c:[a, b] \rightarrow \mathcal{M}$ is a differentiable map $v:[a, b] \rightarrow \mathbb{R}^{n+d}$ such that $v(t) \in T_{c(t)} \mathcal{M} .{ }^{4}$ For every $p \in \mathcal{M}$, the ambient $\mathbb{R}^{n+d}$ decomposes into an orthogonal direct sum

$$
\mathbb{R}^{n+d}=T_{p} \mathcal{M} \oplus T_{p} \mathcal{M}^{\perp}
$$

where $T_{p} \mathcal{M}^{\perp}$ is the orthogonal complement of $T_{p} \mathcal{M}$ and orthogonality is w.r.t. the standard Euclidean inner product on $\mathbb{R}^{n+d}$. Let $\Pi_{p}: \mathbb{R}^{n+d} \rightarrow T_{p} \mathcal{M}$ be the (base pointdependent) orthogonal projection onto the tangent space at $p$. In this setting (and only in this), the covariant derivative of a vector field $v(t)$ along a curve $c(t)$ is the tangent component of $\dot{v}(t)$, i. e., $\frac{D v}{d t}(t)=\Pi_{c(t)}(\dot{v}(t))$. As a consequence,

$$
\begin{equation*}
\frac{D \dot{c}}{d t}(t)=\Pi_{c(t)}(\ddot{c}(t)) \tag{7.7}
\end{equation*}
$$

and the geodesics on Riemannian submanifolds with the metric induced by the ambient Euclidean inner product are precisely the constant-speed curves with acceleration vectors orthogonal to the corresponding tangent spaces, i.e., $\ddot{c}(t) \in T_{c(t)} \mathcal{M}^{\perp}$.

Example 7.3. On the unit sphere $S^{2} \subset \mathbb{R}^{3}$, the geodesics are great circles. When considered as curves in the ambient $\mathbb{R}^{3}$, their acceleration vector points directly to the origin and is thus orthogonal to the corresponding tangent space, see the cartoon below. When viewed as entities of $S^{2}$, these curves do not experience any acceleration at all.

[^19]

Mind that a constant-speed curve in $\mathbb{R}^{n}$ changes its direction only, when it experiences a non-zero acceleration. In this sense, geodesics on manifolds are the counterparts to straight lines in the Euclidean space.

In general, a covariant derivative, also known as a linear connection, is a bilinear mapping $(X, Y) \mapsto \nabla_{X} Y$ that maps two vector fields $X, Y$ to a third vector field $\nabla_{X} Y$ in such a way that it can be interpreted as the directional derivative of $Y$ in the direction of $X$. Of importance is the Riemannian connection or Levi-Civita connection that is compatible with a Riemannian metric [3, Thm 5.3.1], [65, Thm 5.4]. It is determined uniquely by the Koszul formula,

$$
\begin{aligned}
2\left\langle\nabla_{X} Y, Z\right\rangle= & X(\langle Y, Z\rangle)+Y(\langle Z, X\rangle)-Z(\langle X, Y\rangle) \\
& -\langle X,[Y, Z]\rangle-\langle Y,[X, Z]\rangle+\langle Z,[X, Y]\rangle,
\end{aligned}
$$

and is used to define the Riemannian curvature tensor

$$
(X, Y, Z) \mapsto R(X, Y) Z=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z .^{5}
$$

A Riemannian manifold is flat if and only if it is locally isometric to the Euclidean space, which holds if and only if the Riemannian curvature tensor vanishes identically [65, Thm. 7.3]. Hence, 'flatness' depends on the Riemannian metric.

### 7.2.4 Normal coordinates

The local uniqueness and existence of geodesics allows us to map a tangent vector $v \epsilon$ $T_{p} \mathcal{M}$ to the endpoint of a geodesic that starts from $p \in \mathcal{M}$ with velocity $v$. Formalizing this principle gives rise to the Riemannian exponential,

$$
\begin{equation*}
\operatorname{Exp}_{p}^{\mathcal{M}}: T_{p} \mathcal{M} \supset B_{\varepsilon}(0) \rightarrow \mathcal{M}, \quad v \mapsto q:=\operatorname{Exp}_{p}^{\mathcal{M}}(v):=c_{p, v}(1) \tag{7.8}
\end{equation*}
$$

Here, $t \mapsto c_{p, v}(t)$ is the geodesic that starts from $p$ with velocity $v$ and $B_{\varepsilon}(0) \subset T_{p} \mathcal{M}$ is the open ball with radius $\varepsilon$ and center 0 in the tangent space; ${ }^{6}$ see Figure 7.2. Note
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Figure 7.2: The Riemannian exponential sends tangent vectors to end point of geodesic curves.
that we can restrict the considerations to unit-speed geodesics via

$$
\operatorname{Exp}_{p}^{\mathcal{M}}(v):=c_{p, v}(1)=c_{p, v /\|v\|}\left(t_{v}\right)=\operatorname{Exp}_{p}^{\mathcal{M}}\left(t_{v} \frac{v}{\|v\|}\right)
$$

where $t_{v}=\|v\|$; see [65, §5., p. 72 ff .] for the details.
For $\varepsilon>0$ small enough, the Riemannian exponential is a smooth diffeomorphism between $B_{\varepsilon}(0)$ and an open domain on $\mathcal{D}_{p} \subset \mathcal{M}$ around the point $p$. Hence, it is invertible. The smooth inverse map is called the Riemannian logarithm and is denoted by

$$
\begin{equation*}
\log _{p}^{\mathcal{M}}: \mathcal{M} \supset \mathcal{D}_{p} \rightarrow B_{\varepsilon}(0) \subset T_{p} \mathcal{M}, \quad q \mapsto v:=\left(\operatorname{Exp}_{p}^{\mathcal{M}}\right)^{-1}(q) \tag{7.9}
\end{equation*}
$$

where $v$ satisfies $c_{p, v}(1)=q$.
Thus, the Riemannian logarithm is associated with the geodesic endpoint problem: Given $p, q \in \mathcal{M}$, find a geodesic that connects $p$ and $q$. The Riemannian exponential map establishes a local parametrization of a small region around a location $p \in \mathcal{M}$ in terms of coordinates of the flat vector space $T_{p} \mathcal{M}$. This is referred to as representing the manifold in normal coordinates [60, §III.8], [65, Lem. 5.10]. Normal coordinates are radially isometric in the sense that the Riemannian distance between $p$ and $q=$ $\operatorname{Exp}_{p}^{\mathcal{M}}(v)$ is exactly the same as the length of the tangent vector $\|v\|_{p}$ as measured in the metric on $T_{p} \mathcal{M}$, provided that $v$ is contained in a neighborhood of $0 \in T_{p} \mathcal{M}$, where the exponential is invertible, [65, Lem. 5.10 \& Cor. 6.11].

Mind that the definition of the Riemannian exponential depends on the geodesics, which, in turn, depend on the chosen Riemannian metric-via Definition 7.3. Different metrics lead to different geodesics and thus to different exponential and logarithm maps.

### 7.2.5 Matrix Lie groups and quotients by group actions

In general, a Lie group is a differentiable manifold $\mathcal{G}$ which also has a group structure, such that the group operations 'multiplication' and 'inversion',

$$
\mathcal{G} \times \mathcal{G} \ni(g, \tilde{g}) \mapsto g \cdot \tilde{g} \in \mathcal{G} \quad \text { and } \quad \mathcal{G} \ni g \mapsto g^{-1} \in \mathcal{G}
$$

are both smooth $[39,46,41]$. A matrix Lie group $\mathcal{G}$ is a subgroup of $G L(n, \mathbb{C})$ that is closed in $G L(n, \mathbb{C}) .{ }^{7}$ This definition already implies that $\mathcal{G}$ is an embedded submanifold of $\mathbb{C}^{n \times n}$ [46, Corollary 3.45]. Not all matrix groups are Lie groups and not all Lie groups are matrix Lie groups; see [46, §1.1 and §4.8]. However, matrix Lie groups are arguably the most important class of Lie groups when it comes to practical applications and this exposition is restricted to this subclass.

Let $\mathcal{G}$ be an arbitrary matrix Lie group. When endowed with the bracket operator or matrix commutator $[V, W]=V W-W V$, the tangent space $T_{I} \mathcal{G}$ at the identity is called the Lie algebra associated with the Lie group $\mathcal{G}$; see [46, §3]. As such, it is denoted by $\mathfrak{g}=T_{I} \mathcal{G}$. For any $A \in \mathcal{G}$, the function "left-multiplication with $A$ " is a diffeomorphism $L_{A}: \mathcal{G} \rightarrow \mathcal{G}, L_{A}(B)=A B$; its differential at a point $M \in \mathcal{G}$ is the isomorphism $d\left(L_{A}\right)_{M}: T_{M} \mathcal{G} \rightarrow T_{L_{A}(M)} \mathcal{G}, d\left(L_{A}\right)_{M}(V)=A V$. Using this observation at $M=I$ shows that the tangent space at an arbitrary location $A \in \mathcal{G}$ is given by the translates (by left-multiplication) of the tangent space at the identity:

$$
\begin{equation*}
T_{A} \mathcal{G}=T_{L_{A}(I)} \mathcal{G}=A \mathfrak{g}=\left\{\Delta=A V \in \mathbb{R}^{n \times n} \mid V \in \mathfrak{g}\right\}, \tag{7.10}
\end{equation*}
$$

[41, §5.6, p. 160]. The Lie algebra $\mathfrak{g}=T_{I} \mathcal{G}$ of $\mathcal{G}$ can equivalently be characterized as the set of all matrices $\Delta$ such that $\exp _{m}(t \Delta) \in \mathcal{G}$ for all $t \in \mathbb{R}$. The intuition behind this fact is that all tangent vectors are velocity vectors of smooth curves running on $\mathcal{G}$ (Definition 7.2) and that $c(t)=\exp _{m}(t \Delta)$ is a smooth curve starting from $c(0)=I$ with velocity $\dot{c}(0)=\Delta$; see [46, Def. 3.18 \& Cor. 3.46] for the details. By definition, the exponential map ${ }^{8}$ for a matrix Lie group is the matrix exponential restricted to the corresponding Lie algebra, i.e. the tangent space at the identity $\mathfrak{g}=T_{I} \mathcal{G},[46, \S 3.7]$,

$$
\left.\exp _{m}\right|_{\mathfrak{g}}: \mathfrak{g} \rightarrow \mathcal{G}
$$

In general, a Lie algebra is a vector space with a linear, skew-symmetric bracket operation, called Lie bracket [ $\cdot, \cdot]$, that satisfies the Jacobi identity.

$$
[X,[Y, Z]]+[Z,[X, Y]]+[Y,[Z, X]]=0 .
$$
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## Quotients of Lie groups by closed subgroups

In many settings, it is important or sometimes even necessary to consider certain points $p, q$ on a given differentiable manifold $\mathcal{M}$ as equivalent. Consider the following example.

Example 7.4. Let $U \in \mathbb{R}^{n \times r}$ feature orthonormal columns so that $U^{T} U=I_{r}$. We may extend the columns of $U=\left(u^{1}, \ldots, u^{r}\right)$ to an orthogonal matrix $Q=\left(u^{1}, \ldots, u^{r}, u^{r+1}, \ldots\right.$, $\left.u^{n}\right) \in O(n)$. Define $I_{r} \times O(n-r):=\left\{\left.\left(\begin{array}{cc}I_{r} & 0 \\ 0 & R\end{array}\right) \right\rvert\, R \in O(n-r)\right\}$. This is actually a closed subgroup of $O(n)$, in symbols $\left(I_{r} \times O(n-r)\right) \leq O(n)$. The action $\tilde{Q}=Q \Phi$ with any orthogonal matrix $\Phi \in I_{r} \times O(n-r)$ preserves the first $r$ columns of $Q$. Hence, we may identify $U$ with the equivalence class $[Q]=\left\{Q \Phi \mid \Phi \in I_{r} \times O(n-r)\right\} \subset O(n)$. In Sections 7.4 .4 and 7.4.5, we will see that this example establishes the Stiefel manifold of ONBs and eventually also the Grassmann manifold of subspaces as quotients of the orthogonal group $O(n)$.

Note that in the example, the equivalence relation is induced by actions of the Lie group $I_{r} \times O(n-r)$. Quotients that arise from such group actions are important examples of quotient manifolds. Theorems 7.4 and 7.5 cover this example as well as all other cases of quotient manifolds that are featured in this chapter. First, group actions need to be formalized.

Definition 7.5 (Cf. [66, p. 162,163]). Let $\mathcal{G}$ be a Lie group, $\mathcal{M}$ be a smooth manifold, and let $\mathcal{G} \times \mathcal{M} \rightarrow \mathcal{M},(g, p) \mapsto g \cdot p$ be a left action of $\mathcal{G}$ on $\mathcal{M} .{ }^{9}$ The orbit relation on $\mathcal{M}$ induced by $\mathcal{G}$ is defined by

$$
p \simeq q: \Leftrightarrow \exists g \in \mathcal{G}: \quad g \cdot p=q .
$$

The equivalence classes are the $\mathcal{G}$-orbits $[p]:=\mathcal{G} p:=\{g \cdot p \mid g \in \mathcal{G}\}$. The orbit space is denoted by $\mathcal{M} / \mathcal{G}:=\{[p] \mid p \in \mathcal{M}\}$. The quotient map sends a point to its $\mathcal{G}$-orbit via $\Pi$ : $\mathcal{M} \rightarrow \mathcal{M} / \mathcal{G}, p \mapsto[p]$. The action is free, if every isotropy group $\mathcal{G}_{p}:=\{g \in \mathcal{G} \mid g \cdot p=p\}$ is trivial, $\mathcal{G}_{p}=\{e\}$.

Theorem 7.4 (Quotient manifold theorem, cf. [66, Thm. 21.10]). Suppose $\mathcal{G}$ is a Lie group acting smoothly, freely, and properly on a smooth manifold $\mathcal{M}$. Then the orbit space $\mathcal{M} / \mathcal{G}$ is a manifold of dimension $\operatorname{dim} \mathcal{M}-\operatorname{dim} \mathcal{G}$, and has a unique smooth structure such that the quotient map $\Pi: \mathcal{M} \rightarrow \mathcal{M} / \mathcal{G}, p \mapsto[p]$ is a smooth submersion. ${ }^{10}$ In this context, $\mathcal{M}$ is called the total space and $\mathcal{M} / \mathcal{G}$ is the quotient (space).

A special case is Lie groups under actions of Lie subgroups.

[^22]Definition 7.6. [66, §21, p. 551] Let $\mathcal{G}$ be a Lie group and $\mathcal{H} \leq \mathcal{G}$ be a Lie subgroup. For $g \in \mathcal{G}$, a subset of $\mathcal{G}$ of the form $[g]:=g \mathcal{H}=\{g \cdot h \mid h \in \mathcal{H}\}$ is called a left coset of $\mathcal{H}$. The left cosets form a partition of $\mathcal{G}$, and the quotient space determined by this partition is called the left coset space of $\mathcal{G}$ modulo $\mathcal{H}$, and is denoted by $\mathcal{G} / \mathcal{H}$.

Coset spaces of Lie groups are again smooth manifolds.
Theorem 7.5 (Cf. [66, Thm 21.17, p. 551]). Let $\mathcal{G}$ be a Lie group and let $\mathcal{H}$ be a closed subgroup of $\mathcal{G}$. The left coset space $\mathcal{G} / \mathcal{H}$ is a manifold of dimension $\operatorname{dim} \mathcal{G}-\operatorname{dim} \mathcal{H}$ with a unique differentiable structure such that the quotient map $\Pi: \mathcal{G} \rightarrow \mathcal{G} / \mathcal{H}, g \mapsto[g]$ is a smooth submersion.

In general, if $\pi: \mathcal{M} \rightarrow \mathcal{N}$ is a surjective submersion between two manifolds $\mathcal{M}$ and $\mathcal{N}$, then for any $q \in \mathcal{N}$, the preimage $\pi^{-1}(q) \subset \mathcal{M}$ is called the fiber over $q$, and is denoted by $\mathcal{M}_{q}$. Each fiber $\mathcal{M}_{q}$ is itself a closed, embedded submanifold by the implicit function theorem. If $\mathcal{M}$ has a Riemannian metric $\langle\cdot, \cdot\rangle_{p}^{\mathcal{M}}$, then at each point $p \in \mathcal{M}$, the tangent space $T_{p} \mathcal{M}$ decomposes into an orthogonal direct sum $T_{p} \mathcal{M}=$ $T_{p} \mathcal{M}_{\pi(p)} \oplus\left(T_{p} \mathcal{M}_{\pi(p)}\right)^{\perp}$. The tangent space of the fiber $T_{p} \mathcal{M}_{\pi(p)}=: V_{p}$ is the called the vertical space, its orthogonal complement $H_{p}:=V_{p}^{\perp}$ is the horizontal space. The vertical space is the kernel $V_{p}=\operatorname{ker}\left(d \pi_{p}\right)$ of the differential $d \pi_{p}: T_{p} \mathcal{M} \rightarrow T_{\pi(p)} \mathcal{N}$; the horizontal space is isomorphic to $T_{\pi(p)} \mathcal{N}$. This allows one to identify $H_{p} \cong T_{\pi(p)} \mathcal{N}$; see [3, Figure 3.8., p. 44] for an illustration. This construction helps to compute tangent spaces of quotients, if the tangent space of the total space is known.

If $\mathcal{G} / \mathcal{H}$ is a quotient as in Theorem 7.4 or 7.5 and if $\Pi: \mathcal{G} \rightarrow \mathcal{G} / \mathcal{H}$ is the corresponding quotient map, then $\Pi$ is a local diffeomorphism. A Riemannian metric on the quotient can be defined by

$$
\begin{equation*}
\langle v, w\rangle_{[g]}^{\mathcal{G} / \mathcal{H}}:=\left\langle\left(d \Pi_{g}\right)^{-1}(v),\left(d \Pi_{g}\right)^{-1}(w)\right\rangle_{g}^{\mathcal{G}}, \quad v, w \in T_{[g]}(\mathcal{G} / \mathcal{H}) . \tag{7.11}
\end{equation*}
$$

For this (and only this) metric, the quotient map is a local isometry.
In fact, Theorem 7.5 additionally establishes $\mathcal{G} / \mathcal{H}$ as a homogeneous space, i. e. a smooth manifold $\mathcal{M}$ endowed with a transitive smooth action by a Lie group (cf. [66, §21, p. 550]). In the setting of the theorem, the group action is given by the left action of $\mathcal{G}$ on $\mathcal{G} / \mathcal{H}$ given by $g_{1} \cdot\left[g_{2}\right]:=\left[g_{1} \cdot g_{2}\right]$. A transitive action allows us to transport a location $p \in \mathcal{M}$ to any other location $q \in \mathcal{M}$.

### 7.3 Interpolation on non-flat manifolds

When working with matrix manifolds, the data is usually given in extrinsic coordinates; see Section 7.2. For example, data on the compact Stiefel manifold $\operatorname{St}(n, r)=$ $\left\{U \in \mathbb{R}^{n \times r} \mid U^{T} U=I_{r}\right\}, r \leq n$, is given in form of $n$-by- $r$ matrices. These matrices
feature $n r$ entries while the intrinsic number of degrees of freedom, i. e., the intrinsic dimension is $n r-\frac{1}{2} r(r+1)$; see Section 7.4.4. Essentially, the practical obstacle associated with data interpolation on matrix manifolds arises from this fact. Given, say, $k$ matrices on $S t(n, r)$ in extrinsic coordinates, interpolating entry-by-entry will most certainly lead to interpolants that do not feature orthogonal columns and thus are not points on the Stiefel manifold. Likewise, entry-by-entry interpolation of positive definite matrices is not guaranteed to produce another positive definite matrix.

There are essentially two different approaches to address this issue: Performing the interpolation on the tangent space of the manifold and using the Riemannian barycenter or Riemannian center of mass as an interpolant. Both will be explained in more detail in the next two subsections. ${ }^{11}$

### 7.3.1 Interpolation in normal coordinates

As outlined in Section 7.2, every location $p \in \mathcal{M}$ on an $n$-dimensional differentiable manifold features a small neighborhood $\mathcal{D}_{p}$ that is the domain of a coordinate chart $x: \mathcal{M} \supset \mathcal{D}_{p} \rightarrow D_{x(p)} \subset \mathbb{R}^{n}$ that maps bijectively onto an open set $D_{x(p)} \subset \mathbb{R}^{n}$. Therefore, for a sample data set $\left\{p_{1}, \ldots, p_{k}\right\} \subset \mathcal{D}_{p}$ that is completely contained in the domain of a single coordinate chart $x$, interpolation can be performed as follows:

1. Map the data set to $D_{x(p)}$ : Calculate $v_{1}=x\left(p_{1}\right), \ldots, v_{k}=x\left(p_{k}\right) \in D_{x(p)}$.
2. Interpolate in $D_{x(p)}$ to produce the interpolant $v^{*} \in D_{x(p)}$.
3. Map back to manifold: compute $p^{*}=x^{-1}\left(v^{*}\right) \in \mathcal{D}_{p}$.

In principle, any coordinate chart may be applied. In practice, the challenge is to find a suitable coordinate chart that can be evaluated efficiently. Moreover, it is desirable that the chosen chart preserves the geometry of the original data set as well as possible. ${ }^{12}$ The standard choice is to use normal coordinates as introduced in Section 7.2.4. This means that the Riemannian logarithm is used as the coordinate chart

$$
\log _{p}^{\mathcal{M}}: \mathcal{M} \supset \mathcal{D}_{p} \rightarrow B_{\varepsilon}(0) \subset T_{p} \mathcal{M}
$$

with the Riemannian exponential

$$
\operatorname{Exp}_{p}^{\mathcal{M}}: T_{p} \mathcal{M} \supset B_{\varepsilon}(0) \rightarrow \mathcal{D}_{p} \subset \mathcal{M}
$$

as the corresponding parameterization. The general procedure of data interpolation via the tangent space is formulated as Algorithm 7.1.

[^23]```
Algorithm 7.1: Interpolation in normal coordinates.
Input: Data set \(\left\{p_{1}, \ldots, p_{k}\right\} \subset \mathcal{M}\).
    Choose \(p_{i} \in\left\{p_{1}, \ldots, p_{k}\right\}\) as a base point.
    Check that \(\log _{p_{i}}^{\mathcal{M}}\left(p_{j}\right)\) is well-defined for all \(j=1, \ldots, k\).
    for \(j=1, \ldots, k\) do
        Compute \(v_{j}:=\log _{p_{i}}^{\mathcal{M}}\left(p_{j}\right) \in T_{p} \mathcal{M}\).
    end for
    Compute \(v^{*}\) via Euclidean interpolation of \(\left\{v_{1}, \ldots, v_{k}\right\}\).
    Compute \(p^{*}:=\operatorname{Exp}_{p_{i}}^{\mathcal{M}}\left(v^{*}\right)\)
Output: \(p^{*} \in \mathcal{M}\).
```

Remark 7.2. There are a few facts that the practitioner needs to be aware of:

1. The interpolation procedure of Algorithm 7.1 depends on which sample point is selected to act as the base point. Different choices may lead to different interpolants. ${ }^{13}$
2. For matrix manifolds, the tangent space is often also given in extrinsic coordinates. This means that an entry-by-entry interpolation of the matrices that represent the tangent vectors may lead to an interpolant that is not in the tangent space. As an illustrative example, consider the Grassmannian $\operatorname{Gr}(n, r)$. Matrices $\Delta_{1}, \ldots, \Delta_{k} \in T_{[U]} G r(n, r)$ are characterized by $U^{T} \Delta_{j}=0$. Entry-by-entry interpolation in the tangent space may potentially result in a matrix $\Delta^{*}$ that is not orthogonal to the base point $U$, i. e. $U^{T} \Delta^{*} \neq 0$; see [100, §2.4].
In general, because of the vector space structure of the tangent space of any manifold $\mathcal{M}$, it is sufficient to use an interpolation method that expresses the interpolant in $T_{p} \mathcal{M}$ as a weighted linear combination of the sampled tangent vectors $v_{1}, \ldots, v_{k} \in T_{p} \mathcal{M}$,

$$
v^{*}=\sum_{j=1}^{k} \omega_{j} v_{j} .
$$

Amongst others, linear interpolation, Lagrange and Hermite interpolation, spline interpolation and interpolation via radial basis functions fulfill this requirement. As an aside, the interpolation procedure is computationally less expensive, since it works on the weight coefficients $\omega_{j}$ rather than on every single entry.

## Quasi-linear interpolation of trajectories via geodesics

In this paragraph, we address applications, where the sampled manifold data features a univariate parametric dependency. The setting is as follows. Let $\mathcal{M}$ be a Riemannian

[^24] only a minor impact on the final result.
manifold and suppose that there is a trajectory
$$
c:[a, b] \rightarrow \mathcal{M}, \quad \mu \mapsto c(\mu)
$$
on $\mathcal{M}$ that is sampled at $k$ instants $\mu_{1}, \ldots, \mu_{k} \in[a, b]$. Then an interpolant $\hat{c}$ for $c$ can be computed via Algorithm 7.2.

```
Algorithm 7.2: Geodesic interpolation.
Input: Data set \(\left\{c\left(\mu_{1}\right), \ldots, c\left(\mu_{k}\right)\right\} \subset \mathcal{M}\) sampled from a curve \(c: \mu \rightarrow c(\mu)\), unsampled
    instant \(\mu^{*} \in\left[\mu_{j}, \mu_{j+1}\right]\).
    1: Compute \(v_{j+1}:=\log _{c\left(\mu_{j}\right)}^{\mathcal{M}}\left(c\left(\mu_{j+1}\right)\right) \in T_{c\left(\mu_{j}\right)} \mathcal{M}\).
    2: Compute \(\hat{c}\left(\mu^{*}\right):=\operatorname{Exp}_{c\left(\mu_{j}\right)}^{\mathcal{M}}\left(\frac{\mu^{*}-\mu_{j}}{\mu_{j+1}-\mu_{j}} v_{j+1}\right)\)
```

Output: $\hat{c}\left(\mu^{*}\right) \in \mathcal{M}$ interpolant of $c\left(\mu^{*}\right)$.

The interpolants at $\mu \in\left[\mu_{j}, \mu_{j+1}\right]$ that are output by Algorithm 7.2 lie on the unique geodesic connection between the points $c\left(\mu_{j}\right)$ and $c\left(\mu_{j+1}\right)$. Hence, it is the straightforward manifold analogue of linear interpolation and is base-point independent.

The generic formulation of Algorithm 7.1 allows one to employ higher-order interpolation methods. However, this does not necessarily lead to more accurate results: the overall error depends not only on the interpolation error within the tangent space but also on the distortion caused by mapping the data to a selected (fixed) tangent space; see Figure 7.3.


Figure 7.3: Illustration of the course of action of Algorithms 7.1 and 7.2. Algorithm 7.1 (right) first maps all data points to a selected fixed tangent space. In Algorithm 7.2 (left), two points $p_{j}=c\left(\mu_{j}\right)$ and $p_{j+1}=c\left(\mu_{j+1}\right)$ are connected by a geodesic line, then the base is shifted to point $p_{j+1}$ and the procedure is repeated.

Algorithms 7.1 and 7.2 can be applied in practical applications, where the Riemannian exponential and logarithm mappings are known in explicit form. Applications in parametric model reduction that consider matrix manifolds include [34] (GL(n)-data), [8, 76, 100] (Grassmann data), [104] (Stiefel data) and [9, 82] (SPD(n) data).

### 7.3.2 Interpolation via the Riemannian center of mass

As pointed out in Remark 7.2, interpolation of manifold data via the back and forth mapping of a complete data set of sample points between the manifold and its tan-
gent space depends on the chosen base point. As a consequence, sample points may experience an uneven distortion under the projection onto the tangent space; see Figure 7.3 (right). An approach that avoids this issue is to interpret interpolation as the task of finding suitably weighted Riemannian centers of mass. This concept was introduced in the context of geodesic finite elements in [44, 91].

The idea is as follows: The Riemannian center of mass ${ }^{14}$ or Fréchet mean of a sample data set $\left\{p_{1}, \ldots, p_{k}\right\} \in \mathcal{M}$ on a manifold with respect to the scalar weights $w_{i} \geq 0$, $\sum_{i=0}^{k} w_{i}=1$ is defined as the minimizer(s) of the Riemannian objective function

$$
\mathcal{M} \ni q \mapsto f(q)=\frac{1}{2} \sum_{i=1}^{k} w_{i} \operatorname{dist}\left(q, p_{i}\right)^{2} \in \mathbb{R}
$$

where $\operatorname{dist}\left(q, p_{i}\right)$ is the Riemannian distance of (7.5). This definition generalizes the notion of the barycentric mean in Euclidean spaces. However, on curved manifolds, the global center might not be unique. Moreover, local minimizers may appear. For more details, see [58] and [4], which also give uniqueness criteria.

Interpolation is now performed by computing weighted Riemannian centers. More precisely, let $\mu_{1}, \ldots, \mu_{k} \subset \mathbb{R}^{d}$ be sampled parameter locations and let $p_{i}=p\left(\mu_{i}\right) \in$ $\mathcal{M}, i=1, \ldots, k$ be the corresponding sample locations on $\mathcal{M}$. Interpolation is within the convex hull conv $\left\{\mu_{1}, \ldots, \mu_{k}\right\} \subset \mathbb{R}^{d}$ of the samples.

Let $\left\{\varphi_{i}: \mu \mapsto \varphi_{i}(\mu) \mid i=1, \ldots, k\right\}$ be a suitable set of interpolation functions with $\varphi_{i}\left(\mu_{j}\right)=\delta_{i j}$, say Lagrangians [91], splines [44] or radial basis functions [26]. Then the interpolant $p^{*} \approx p\left(\mu^{*}\right) \in \mathcal{M}$ at an unsampled parameter location $\mu^{*} \in \operatorname{conv}\left\{\mu_{1}, \ldots, \mu_{k}\right\}$ is defined as the minimizer of

$$
\begin{equation*}
p^{*}=\underset{q \in \mathcal{M}}{\arg \min } f(q)=\frac{1}{2} \sum_{i=1}^{k} \varphi_{i}\left(\mu^{*}\right) \operatorname{dist}\left(q, p_{i}\right)^{2} . \tag{7.12}
\end{equation*}
$$

At a sample location $\mu_{j}$, one has indeed that $\sum_{i=1}^{k} \varphi_{i}\left(\mu_{j}\right) \operatorname{dist}\left(q, p_{i}\right)^{2}=\sum_{i=1}^{k} \delta_{i j} \operatorname{dist}\left(q, p_{i}\right)^{2}=$ $\operatorname{dist}\left(q, p_{j}\right)^{2}$, which has the unique global minimum at $q=p_{j}$.

Computing $p^{*}$ requires one to solve a Riemannian optimization problem. The simplest approach is a gradient descent method [3, 4]. The gradient of the objective function $f$ in (7.12) is

$$
\begin{equation*}
\nabla f_{q}=-\sum_{i=1}^{k} \varphi_{i}\left(\mu^{*}\right) \log _{q}^{\mathcal{M}}\left(p_{i}\right) \in T_{q} \mathcal{M} \tag{7.13}
\end{equation*}
$$

see [58, Thm 1.2], [4, §2.1.5], [91, eq. (2.4)]. Hence, just like interpolation in the tangent space, the interpolation via the Riemannian center can be pursued only in applications, where the Riemannian logarithm can be computed. A generic gradient descent

14 Here, we introduce this for discrete data sets; for centers w. r. t. a general mass distribution; see the original paper [58], Section 1.
algorithm to compute the barycentric interpolant for a function $p: \mathbb{R}^{d} \ni \mu \mapsto p(\mu) \in \mathcal{M}$ reads as follows.

```
Algorithm 7.3: Interpolation via the weighted Riemannian center [4, 84].
Input: Sample data set \(\left\{p_{1}=p\left(\mu_{1}\right), \ldots, p_{k}=p\left(\mu_{k}\right)\right\} \subset \mathcal{M}\), unsampled parameter loca-
    tion \(\mu^{*} \in \operatorname{conv}\left(\mu_{1}, \ldots, \mu_{k}\right) \subset \mathbb{R}^{d}\), initial guess \(q_{0}\), convergence threshold \(\tau\).
    \(k:=0\)
    Compute \(\nabla f_{q_{k}}\) according to (7.13)
    while \(\left\|\nabla f_{q_{k}}\right\|_{q}>\tau\) do
        select a step size \(\alpha_{k}\)
        \(q_{k+1}:=\operatorname{Exp}_{q_{k}}^{\mathcal{M}}\left(-\alpha_{k} \nabla f_{q_{k}}\right)\)
        \(k:=k+1\)
    end while
Output: \(p^{*}:=q_{k} \in \mathcal{M}\) interpolant of \(p\left(\mu^{*}\right)\).
```

An implementation of this (type of) method for finding the Karcher mean in $S O(3)$ is discussed in [84]. Of course, Riemannian analogues to more sophisticated nonlinear optimization methods may also be employed; see [3].

In the context of model reduction, the benefits of interpolation via weighted Riemannian centers and the computational costs of solving the associated Riemannian optimization problem must be juxtaposed.

### 7.3.3 Additional approaches

A large variety of sophisticated ideas and further manifold interpolation techniques exist in the literature: The acceleration-minimizing property of cubic splines in the Euclidean space can be generalized to Riemannian manifolds in the form of a variational problem [24, 27, 33, 57, 77, 88, 93]; see also [81] and the references therein. Moreover, the construction concepts of Bézier curves and the De Casteljau algorithm [15] can be transferred to Riemannian manifolds [1, 62, 81, 75, 89]. Bézier curves in Euclidean spaces are polynomial splines that rely on a number of so-called control points. To obtain the value of a Bézier curve at time $t$, a recursive sequence of straight-line convex combinations between pairs of control points must be computed. The transition of this technique to Riemannian manifolds is via replacing the inherent straight lines with geodesics [81]. Another option is to conduct the Bézier-De Casteljau algorithm in the tangent space and to transfer the results to the manifold via a geodesic averaging of the spline arcs that were constructed in the tangent spaces at the first and the last control point, respectively; see [43].

Derivative information may also be incorporated in manifold interpolation schemes. A Hermite-type method that is specifically tailored for interpolation prob-
lems on the Grassmann manifold is sketched in [7, §3.7.4]. General Hermitian manifold interpolation in compact, connected Lie groups with a bi-invariant metric has been considered in [55]. A practical approach to first-order Hermite interpolation of data on arbitrary Riemannian manifolds is discussed in [103].

### 7.3.4 Quasi-linear extrapolation on matrix manifolds

In application scenarios, where both snapshot data of the full-order model and derivative information are at hand, various approaches have been suggested to exploit the latter. On the one hand, derivatives can be used for improving the ROMs accuracy and approximation quality by constructing POD bases that incorporate snapshots and snapshot derivatives [28,51,54, 99]. On the other hand, snapshot derivatives enable to parameterize the ROM bases and subspaces or to perform sensitivity analyses [48, 47, 97, 101]. In this section, we outline an approach to transferring the idea of extrapolation and parameterization via local linearizations to manifold-valued functions. The underlying idea is comparable to the trajectory piece-wise linear (TPWL) method; see [85] and Chapter 3 of this volume. Yet, TPWL linearizes the full-order model prior to the ROM projection, whereas here we consider linearizing ROM building blocks like the reduced orthogonal bases, reduced subspaces or reduced system matrices.

## A geometric first-order Taylor approximation

Any differentiable function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ can be linearized via a first-order Taylor expansion. A step ahead of size $t$ in direction $d \in \mathbb{R}^{n}$ gives $f\left(x_{0}+t d\right)=f\left(x_{0}\right)+t D f_{x_{0}}(d)+$ $\mathcal{O}\left(t^{2}\right)$. When considering $t \mapsto c(t):=f\left(x_{0}+t d\right)$ as a curve, then the first-order Taylor approximant is the straight line $g: t \mapsto c(0)+\dot{c}(0) t$. Such a first-order linearization often serves for extrapolating a given nonlinear function in a neighborhood of a selected expansion point. For doing so, the starting point $c(0)$ and the starting velocity $\dot{c}(0)$ must be available. This procedure translates to the manifold setting, when straight lines are replaced with geodesics.

Let $\mu \in \mathbb{R}$ be a scalar parameter and let $c: \mu \mapsto c(\mu) \in \mathcal{M}$ be a curve on a submanifold $\mathcal{M}$. For given initial values $c\left(\mu_{0}\right)=p_{0} \in \mathcal{M}$ and $\dot{c}\left(\mu_{0}\right)=v_{0} \in T_{p_{0}} \mathcal{M}$, the corresponding unique geodesic $c_{p_{0}, v_{0}}$ is expressed via the Riemannian exponential as

$$
c_{p_{0}, v_{0}}: \mu \rightarrow \mathcal{M}, \quad \mu \mapsto \operatorname{Exp}_{p_{0}}^{\mathcal{M}}\left(\mu v_{0}\right)
$$

```
Algorithm 7.4: Geodesic extrapolation.
Input: Scalar parameter \(\mu_{0} \in \mathbb{R}\), initial values \(c\left(\mu_{0}\right) \in \mathcal{M}, \dot{c}\left(\mu_{0}\right) \in T_{c\left(\mu_{0}\right)} \mathcal{M}\) sampled
    from a curve \(c: \mu \rightarrow c(\mu) \in \mathcal{M}\), parameter value \(\mu^{*}>0\).
    1: Compute \(\hat{c}\left(\mu_{0}+\mu^{*}\right):=\operatorname{Exp}_{c\left(\mu_{0}\right)}^{\mathcal{M}}\left(\mu^{*} \dot{c}\left(\mu_{0}\right)\right)\)
Output: \(\hat{c}\left(\mu_{0}+\mu^{*}\right) \in \mathcal{M}\) extrapolant of \(c\left(\mu_{0}+\mu^{*}\right)\).
```


## Example: extrapolating POD basis matrices

As outlined in Section 7.1.1, snapshot POD works by collecting state vector snapshots, $x^{1}:=x\left(t_{1}, \mu_{0}\right), \ldots, x^{m}:=x\left(t_{m}, \mu_{0}\right) \in \mathbb{R}^{n}$ followed by an SVD of the snapshot matrix $\left(x^{1}, \ldots, x^{m}\right)\left(\mu_{0}\right)=: \mathbb{S}\left(\mu_{0}\right)=\mathbb{U}\left(\mu_{0}\right) \Sigma\left(\mu_{0}\right) \mathbb{Z}^{T}\left(\mu_{0}\right)$. Here, the matrix dimensions are $\mathbb{U}\left(\mu_{0}\right) \in \mathbb{R}^{n \times m}, \Sigma\left(\mu_{0}\right) \in \mathbb{R}^{m \times m}, \mathbb{Z}\left(\mu_{0}\right) \in \mathbb{R}^{m \times m}$. The objective is to approximate $\mathbb{U}\left(\mu_{0}+\mu\right)$ for a small $\mu>0$ based on the data $\mathbb{U}\left(\mu_{0}\right)$, $\dot{\mathbb{U}}\left(\mu_{0}\right)$, where $\mathbb{U}\left(\mu_{0}\right)$ is a point on the Stiefel manifold $\operatorname{St}(n, m)$ and $\dot{U}\left(\mu_{0}\right)$ is a tangent vector; see Section 7.4.4.1.

Differentiating the SVD. If the snapshot matrix function $\mu \mapsto \mathbb{S}(\mu) \in \mathbb{R}^{n \times m}$ is smooth in the neighborhood of $\mu_{0} \in \mathbb{R}$ and if the singular values of $\mathbb{S}\left(\mu_{0}\right)$ are mutually distinct, ${ }^{15}$ then the singular values and both the left and the right singular vectors are differentiable in $\mu \in\left[\mu_{0}-\delta \mu, \mu_{0}+\delta \mu\right]$ for $\delta \mu$ small enough. For brevity, let $\dot{\mathbb{S}}=\frac{d \mathbb{S}}{d \mu}\left(\mu_{0}\right)$ denote the derivative with respect to $\mu$ evaluated in $\mu_{0}$ and so forth. Let $\mu \mapsto \mathbb{S}(\mu)=$ $\mathbb{U}(\mu) \Sigma(\mu) \mathbb{Z}(\mu)^{T} \in \mathbb{R}^{n \times m}$ and let $C(\mu)=\left(\mathbb{S}^{T} \mathbb{S}\right)(\mu)$. Let $u^{j}$ and $v^{j}, j=1, \ldots, m$, denote the columns of $\mathbb{U}\left(\mu_{0}\right)$ and $\mathbb{Z}\left(\mu_{0}\right)$, respectively. We have

$$
\begin{align*}
& \dot{\sigma}_{j}=\left(u^{j}\right)^{T} \dot{\mathbb{S}} v^{j}, \quad(j=1, \ldots, m),  \tag{7.14}\\
& \dot{\mathbb{Z}}=\mathbb{Z} A, \quad \text { where } A_{i j}=\left\{\begin{array}{ll}
\frac{\sigma_{j}\left(u^{j}\right)^{T} \dot{S} v^{i}+\sigma_{i}\left(u^{i}\right)^{T} \dot{S} v^{j}}{\left(\sigma_{j}+\sigma_{i}\right)\left(\sigma_{j}-\sigma_{i}\right)}, & i \neq j \\
0, & i=j
\end{array} \quad(i, j=1, \ldots, m),\right.  \tag{7.15}\\
& \dot{\mathbb{U}}=\dot{\mathbb{S}} \mathbb{Z} \Sigma^{-1}+\mathbb{S} \dot{\mathbb{Z}} \Sigma^{-1}+\mathbb{S} \mathbb{Z} \dot{\Sigma}^{-1}=(\dot{\mathbb{S}} \mathbb{Z}+\mathbb{U}(\Sigma A-\dot{\Sigma})) \Sigma^{-1} . \tag{7.16}
\end{align*}
$$

A proof can be found in [48]. Note that $\mathbb{U}^{T}\left(\mu_{0}\right) \dot{\mathbb{U}}\left(\mu_{0}\right)$ is skew-symmetric so that indeed $\dot{U}\left(\mu_{0}\right)=: \Delta\left(\mu_{0}\right) \in T_{\mathbb{U}\left(\mu_{0}\right)} S t(n, m)$. The above equations hold in approximative form for the truncated SVD. For convenience, assume that $\mathbb{U}\left(\mu_{0}\right) \in S t(n, r)$ is now the truncated to $r \leq m$ columns.

Performing the Taylor extrapolation on $\operatorname{St}(n, r)$. With $\mathbb{U}\left(\mu_{0}\right), \dot{\mathbb{U}}\left(\mu_{0}\right)$ at hand, $\mathbb{U}\left(\mu_{0}+\right.$ $\mu)$ can be approximated using the Stiefel exponential: $\mathbb{U}\left(\mu_{0}+\mu\right) \approx \hat{\mathbb{U}}\left(\mu_{0}+\mu\right):=$ $\operatorname{Exp}_{\mathbb{U}_{0}}^{S t}\left(\mu \dot{U}\left(\mu_{0}\right)\right)$; see Algorithm 7.7. The process is illustrated in Figure 7.4.

Note that when the $\mu$-dependency is real-analytic, then the Euclidean Taylor expansion

$$
\begin{equation*}
\mathbb{U}\left(\mu_{0}+\mu\right)=\mathbb{U}\left(\mu_{0}\right)+\mu \dot{\mathbb{U}}\left(\mu_{0}\right)+\frac{\mu^{2}}{2} \ddot{\mathbb{U}}\left(\mu_{0}\right)+\mathcal{O}\left(\mu^{3}\right) \in S t(n, r) \tag{7.17}
\end{equation*}
$$

converges to an orthogonal matrix $\mathbb{U}\left(\mu_{0}+\mu\right) \in S t(n, r)$. Yet, when truncating the Taylor series, we leave the Stiefel manifold. In particular, the columns of the first-order approximation are not orthonormal, i. e. $\mathbb{U}\left(\mu_{0}\right)+\mu \mathbb{U}\left(\mu_{0}\right) \notin S t(n, r)$ for $\mu \neq 0$. By construction, the Stiefel geodesic features the same starting velocity $\dot{U}\left(\mu_{0}\right)$ and thus matches the Taylor series up to terms of second order. In addition, it respects the geometric structure of the Stiefel manifold and thus preserves column-orthonormality for every $\mu$.

15 This condition can be relaxed; see the results of [5, §7].


Figure 7.4: Extrapolation of matrix manifold data. Sketched on the right is the sample matrix data in $\mathbb{R}^{n \times r}$. The curved line on the left represents the nonlinear matrix manifold; the straight lines represent the tangent vectors in the tangent space. The matrix curve is linearized at $U\left(q_{0}\right), U\left(q_{1}\right)$, etc.

### 7.4 Matrix manifolds of practical importance

In this section, we discuss the matrix manifolds that feature most often in practical applications in the context of model reduction. For each manifold under consideration, we recap, if applicable

- the representation of points/locations in numerical schemes.
- the representation of tangent vectors in numerical schemes.
- the most common Riemannian metrics.
- how to compute distances, geodesics and the Riemannian exponential and logarithm mappings.


### 7.4.1 The general linear group

This section is devoted to the general linear group $G L(n)$ of invertible square matrices. In model reduction, regular matrices appear for example as (reduced) system matrices in LTI and discretized PDE systems [9, 34, 78] and parameterizations have to be such that matrix regularity is preserved. In addition, the discussion of the seemingly simple matrix manifold $G L(n)$ is important, because it is the fundamental matrix Lie group from which all other matrix Lie groups are derived. Moreover, it provides the background for understanding quotient spaces of $G L(n)$; see Subsection 7.2 .5 and also [23, 96]. A short summary on the Riemannian geometry of $G L(n)$ is given in [83, §6].

### 7.4.1.1 Introduction and data representation in numerical schemes

Because $G L(n)=\operatorname{det}^{-1}(\mathbb{R} \backslash\{0\})=\left\{A \in \mathbb{R}^{n \times n} \mid \operatorname{det}(A) \neq 0\right\}, G L(n)$ is an open subset of the $n^{2}$-dimensional vector space $\mathbb{R}^{n \times n} \simeq \mathbb{R}^{n^{2}}$ and is thus an $n^{2}$-dimensional differentiable
manifold; see [66, Examples 1.22-1.27]. The matrix manifold $G L(n)$ is disconnected as it decomposes into two connected components, namely the regular matrices of positive determinant and the regular matrices of negative determinant.

Because $G L(n)$ is an open subset of the vector space $\mathbb{R}^{n \times n}$, the tangent space at a location $A \in G L(n)$ is simply $T_{A} G L(n)=\mathbb{R}^{n \times n}$. For $G L(n)$, the Lie algebra is $\mathfrak{g l}(n)=\mathbb{R}^{n \times n}$, so that the Lie group exponential is the standard matrix exponential $\exp _{m}: \mathbb{R}^{n \times n}=$ $\mathfrak{g l}(n) \rightarrow G L(n)$. From the Lie group perspective (7.10), the tangent space at an arbitrary point $A \in G L(n)$ is to be considered as the set $T_{A} G L(n)=A \mathfrak{g l}(n)=A\left(\mathbb{R}^{n \times n}\right)$, even though this set coincides with $\mathbb{R}^{n \times n}$.

### 7.4.1.2 Distances and geodesics

The obvious choice for a Riemannian metric on $G L(n)$ is to use the inner product from the ambient Euclidean matrix space, i. e.,

$$
\langle\Delta, \tilde{\Delta}\rangle_{A}=\langle\Delta, \tilde{\Delta}\rangle_{0}=\operatorname{trace}\left(\Delta^{T} \tilde{\Delta}\right),
$$

for $A \in G L(n)$ and $\Delta, \tilde{\Delta} \in T_{A} G L(n)=\mathbb{R}^{n \times n}$.
In many applications, it is more appropriate to consider metrics with certain invariance properties. ${ }^{16}$ A left-invariant metric can be obtained from the standard metric via

$$
\begin{equation*}
\langle\Delta, \tilde{\Delta}\rangle_{A}=\left\langle A^{-1} \Delta, A^{-1} \tilde{\Delta}\right\rangle_{0}, \quad A \in G L(n), \quad \Delta, \tilde{\Delta} \in T_{A} G L(n) . \tag{7.18}
\end{equation*}
$$

When formally considering $\Delta=A V, \tilde{\Delta}=A \tilde{V} \in T_{A} G L(n)=A \mathfrak{g l}(n)$ as left-translates of tangent vectors $V, \tilde{V} \in T_{I} G L(n)=\mathfrak{g l}(n)$, then this metric satisfies $\langle\Delta, \tilde{\Delta}\rangle_{A}=\langle V, \tilde{V}\rangle_{0}$. Alternatively, $\langle V, \tilde{V}\rangle_{0}=\langle A V, A \tilde{V}\rangle_{A}$, which explains the name 'left-invariant'.

## The Riemannian exponential and logarithm for the flat metric

When equipped with the Euclidean metric, $G L(n)$ is flat: since the tangent space is the full matrix space $\mathbb{R}^{n \times n}$, the geodesic equation (7.7) requires the acceleration of a geodesic curve to vanish completely. Hence, the geodesic that starts from $A \in G L(n)$ with velocity $\Delta \in \mathbb{R}^{n \times n}$ is the straight line $C(t)=A+t \Delta$. Note that the curve $t \mapsto C(t)$ may leave the manifold $G L(n)$ for some $t \in \mathbb{R}$ as it may hit a matrix with zero determinant. The formulas for the Riemannian exponential and logarithm mapping at a base point $A \in G L(n)$ are

$$
\begin{equation*}
\operatorname{Exp}_{A}^{G L}: T_{A} G L(n) \supset B_{\varepsilon}(0) \rightarrow G L(n), \quad \Delta \mapsto \tilde{A}:=A+\Delta, \tag{7.19}
\end{equation*}
$$

[^25]\[

$$
\begin{equation*}
\log _{A}^{G L}: \quad G L(n) \rightarrow T_{A} G L(n), \quad \tilde{A} \mapsto \Delta:=(\tilde{A}-A) . \tag{7.20}
\end{equation*}
$$

\]

In (7.19), $B_{\varepsilon}(0)$ denotes a suitably small open neighborhood around $0 \in T_{A} G L(n) \simeq$ $\mathbb{R}^{n \times n}$ such that $A+\Delta \in G L(n)$ for all $\Delta \in B_{\varepsilon}(0)$.

## The Riemannian exponential for the left-invariant metric on $\operatorname{GL}(n)$

The left-invariant metric induces a non-flat geometry on $G L(n)$. Formulae for the covariant derivatives and the corresponding geodesics are derived in [10, Thm. 2.14]. The counterparts w. r.t. the right-invariant metrics can be found in [96]. Given a base point $A \in G L(n)$ and a starting velocity $\Delta=A V \in T_{A} G L(n)=A \mathfrak{g l}(n)$, the associated geodesic is

$$
\begin{equation*}
\Gamma_{A, \Delta}: t \mapsto A \exp _{m}\left(t V^{T}\right) \exp _{m}\left(t\left(V-V^{T}\right)\right) . \tag{7.21}
\end{equation*}
$$

The Riemannian exponential is

$$
\begin{align*}
\operatorname{Exp}_{M}^{G L}(\Delta) & =\Gamma_{A, \Delta}(1)=A \exp _{m}\left(V^{T}\right) \exp _{m}\left(V-V^{T}\right) \\
& =A \exp _{m}\left(\left(A^{-1} \Delta\right)^{T}\right) \exp _{m}\left(\left(A^{-1} \Delta\right)-\left(A^{-1} \Delta\right)^{T}\right) \tag{7.22}
\end{align*}
$$

The author is not aware of a closed formula for the inverse map, i. e., the Riemannian logarithm for the left-invariant metric; see also the discussion in [96, §4.5]. The thesis [83, §6.2] introduces a Riemannian shooting method for computing the Riemannian logarithm w.r.t. the left-invariant metric.

## An important special case

For tangent vectors $\Delta=A V \in T_{A} G L(n)$ with normal $V \in \mathbb{R}^{n \times n}$, i.e., $V V^{T}=V^{T} V$, we have that the matrices $V^{T}$ and $\left(V-V^{T}\right)$ commute. Therefore, according to (7.36), $A \exp _{m}\left(V^{T}\right) \exp _{m}\left(V-V^{T}\right)=A \exp _{m}\left(V^{T}+V-V^{T}\right)=A \exp _{m}(V)$ and the Riemannian exponential reduces to

$$
\operatorname{Exp}_{A}^{G L}: T_{A} G L(n) \cap\left\{\Delta \mid A^{-1} \Delta \text { normal }\right\} \rightarrow G L(n), \Delta \mapsto \tilde{A}=A \exp _{m}\left(A^{-1} \Delta\right) .
$$

The Riemannian logarithm is

$$
\log _{A}^{G L}: \mathcal{D}_{A} \cap\left\{\tilde{A} \mid A^{-1} \tilde{A} \text { normal }\right\} \rightarrow T_{A} G L(n), \quad \tilde{A} \mapsto \Delta=A \log _{m}\left(A^{-1} \tilde{A}\right),
$$

where $\mathcal{D}_{A} \subset G L(n)$ is a domain such that a suitable branch of the matrix logarithm is well-defined. These expressions are sometimes encountered in the literature as the Riemannian exponential and logarithm mappings. Yet, one should be aware of the fact that they hold under special circumstances.

### 7.4.2 The orthogonal group

This section is devoted to the orthogonal group $O(n) \subset \mathbb{R}^{n \times n}$ of orthogonal $n$-by- $n$ matrices. In parametric model reduction, such matrices may appear as eigenvector matrices in symmetric EVD problems.

### 7.4.2.1 Introduction and data representation in numerical schemes

The orthogonal group is $O(n)=\left\{Q \in \mathbb{R}^{n \times n} \mid Q Q^{T}=I=Q^{T} Q\right\}$. The manifold structure of $O(n)$ can be established via Theorem 7.1; see also Example 7.1. The orthogonal group decomposes into two connected components, namely the orthogonal matrices with determinant 1 and the orthogonal matrices with determinant -1 . The former constitute the special orthogonal group $S O(n)=\{Q \in O(n) \mid \operatorname{det}(Q)=1\}$. The orthogonal group is a closed subgroup of the Lie group $G L(n)$ and thus itself a Lie group (Section 7.2.5). The tangent space $T_{I} O(n)$ at the identity forms the Lie algebra associated with the Lie group $O(n)$. It coincides with the Lie algebra of $S O(n)$ and as such is denoted by $\mathfrak{s o}(n)=$ $T_{I} S O(n)=T_{I} O(n),[46, \S 3.3,3.4]$. The Lie algebra of $S O(n)$ is precisely the vector space of skew-symmetric matrices, $\mathfrak{s o}(n)=\operatorname{skew}(n)$. According to (7.10), the tangent space at an arbitrary location $Q$ is given by the translates (by left-multiplication) of the Lie algebra

$$
T_{Q} O(n)=Q \mathfrak{s o}(n)=\left\{\Delta=Q V \in \mathbb{R}^{n \times n} \mid V \in \operatorname{skew}(n)\right\},
$$

which is the same as $\left\{\Delta \in \mathbb{R}^{n \times n} \mid Q^{T} \Delta=-\Delta^{T} Q\right\}$. The Lie exponential is

$$
\begin{equation*}
\left.\exp _{m}\right|_{\mathfrak{s o}(n)}: \mathfrak{s o}(n) \rightarrow S O(n) \tag{7.23}
\end{equation*}
$$

This restriction is a surjective map; see Appendix A. The dimensions of both $T_{Q} O(n)$ and $O(n)$ are $\frac{1}{2} n(n-1)$.

### 7.4.2.2 Distances and geodesics

We follow up on the discussion in Section 7.4.1.1. For the orthogonal group, the Euclidean metric and the left-invariant metric coincide. Let $\Delta=Q V, \tilde{\Delta}=Q \tilde{V} \in T_{Q} O(n)=$ $Q \mathfrak{s o}(n)$. Then

$$
\begin{aligned}
\langle\Delta, \tilde{\Delta}\rangle_{Q} & =\left\langle Q^{-1} \Delta, Q^{-1} \tilde{\Delta}\right\rangle_{0}=\langle V, \tilde{V}\rangle_{0} \\
& =\operatorname{trace}\left(V^{T} \tilde{V}\right)=\operatorname{trace}\left(V^{T} Q^{T} Q \tilde{V}\right)=\langle\Delta, \tilde{\Delta}\rangle_{I} .
\end{aligned}
$$

In fact, the metric is also right-invariant, which makes it a bi-invariant metric; see [6, §2]. Bi-invariant metrics are important, because for Lie groups endowed with biinvariant metrics, the Lie exponential map and the Riemannian exponential map at the identity coincide [6, Thm. 2.27, p. 40].

## The Riemannian exponential and logarithm maps on $O(n)$

The Riemannian $O(n)$-exponential at a base point $Q \in O(n)$ sends a tangent vector $\Delta \in T_{Q} O(n)$ to the endpoint $\tilde{Q} \in O(n)$ of a geodesic that starts from $Q$ with velocity vector $\Delta$. Therefore, it provides at the same time an expression for the geodesic curves on $O(n)$. A formula for computing the Riemannian $O(n)$-exponential was derived in [36, §2.2.2]. Given $Q \in O(n)$, we have

$$
\begin{equation*}
\operatorname{Exp}_{Q}^{O n}: T_{Q} O(n) \rightarrow O(n), \quad \Delta \mapsto \tilde{Q}:=Q \exp _{m}\left(Q^{T} \Delta\right) . \tag{7.24}
\end{equation*}
$$

This result is also immediate from abstract Lie theory; see [6, Eq. (2.2) \& Thm. 2.27]. ${ }^{17}$ The corresponding Riemannian logarithm on $O(n)$ is

$$
\begin{equation*}
\log _{Q}^{O n}: O(n) \supset \mathcal{D}_{Q} \rightarrow T_{Q} O(n), \quad \tilde{Q} \mapsto \Delta:=Q \log _{m}\left(Q^{T} \tilde{Q}\right) \tag{7.25}
\end{equation*}
$$

and is well defined on a neighborhood $\mathcal{D}_{Q} \subset O(n)$ around $Q$ such that, for all $\tilde{Q} \in \mathcal{D}_{p}$, the orthogonal matrix $Q^{T} \tilde{Q}$ does not feature $\lambda=-1$ as an eigenvalue.

## The Riemannian distance between orthogonal matrices

For given $Q, \tilde{Q} \in O(n)$ from the same connected component of $O(n)$, consider the EVD $Q^{T} \tilde{Q}=\Psi \Lambda \Psi^{H}$. Because $Q^{T} \tilde{Q}$ is orthogonal, we have $\Lambda=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)$ and we assume that $\theta_{1}, \ldots, \theta_{n} \in(-\pi, \pi)$. The Riemannian distance is

$$
\operatorname{dist}_{O n}(Q, \tilde{Q})=\left\|\log _{Q}^{O n}(\tilde{Q})\right\|_{Q}=\left\|\log _{m}(\Lambda)\right\|_{F}=\left(\sum_{k=1}^{n} \theta_{k}^{2}\right)^{\frac{1}{2}} .
$$

The compact Lie group $S O(n)$ is a geodesically complete Riemannian manifold [6, Hopf-Rinow theorem, p. 31], and each two points of $S O(n)$ can be joined by a minimal geodesic.

### 7.4.3 The matrix manifold of symmetric positive definite matrices

This section is devoted to the matrix manifold $\operatorname{SPD}(n)$ of real, symmetric positivedefinite $n$-by- $n$ matrices. In model reduction, such matrices appear for example as

17 The Lie exponential is $\left.\exp _{m}\right|_{\mathfrak{s o}(n)}: \mathfrak{s o}(n) \rightarrow S O(n)$, which is in the case at hand the Riemannian exponential at the identity, $\operatorname{Exp}_{I}^{S O}=\left.\exp _{m}\right|_{\mathfrak{s o}(n)}$. This translates to any other location via [6, Eq. (2.2)] as follows: Pick any $Q \in S O(n)$ and consider the mapping "left-multiplication by Q", i. e., $L_{Q}: S O(n) \rightarrow$ $S O(n), P \mapsto Q P$. Then the differential is $d\left(L_{Q}\right)_{I}: T_{I} S O(n) \rightarrow T_{L_{Q}(I)} S O(n), V \mapsto \Delta:=Q V$. Because $L_{Q}$ is an isometry,

$$
Q \operatorname{Exp}_{I}^{S O}(V)=L_{Q}\left(\operatorname{Exp}_{I}^{S O}(V)\right)=\operatorname{Exp}_{L_{Q}(I)}^{S O}\left(d\left(L_{Q}\right)_{I}(V)\right)=\operatorname{Exp}_{Q}^{S O}(Q V)
$$

which gives $\operatorname{Exp}_{Q}^{S O}(Q V)=Q \operatorname{Exp}_{I}^{S O}(V)=Q \exp _{m}\left(Q^{-1} \Delta\right)$ and thus (7.24).
(reduced) system matrices in second-order parametric ODEs. For example, in linear structural or electrical dynamical systems, mass, stiffness and damping matrices are usually in $\operatorname{SPD}(n)$, [9, §4.2]. Moreover, positive definite matrices arise as Gramians of reachable and observable LTI systems in the context of balanced truncation; see Chapter 2 of this volume.

Related is the manifold of positive semi-definite matrices of fixed rank. It is investigated in [23, 96, 68]. An application in model reduction features in [67].

### 7.4.3.1 Introduction and data representation in numerical schemes

The set

$$
\operatorname{SPD}(n)=\left\{A \in \operatorname{sym}(n) \mid x^{T} A x>0 \forall x \in \mathbb{R}^{n} \backslash\{0\}\right\}
$$

is an open subset of the metric Hilbert space $\left(\operatorname{sym}(n),\langle\cdot, \cdot\rangle_{0}\right)$ of symmetric matrices. As such, it is a differentiable manifold [22, §6]. Moreover, it forms a convex cone [37, Example 2, p. 8], [71, §2.3], and can be realized as a quotient $\operatorname{SPD}(n) \simeq G L(n) / O(n)$. The latter is based on the fact that, for $A \in \operatorname{SPD}(n)$, matrix factorizations $A=Z Z^{T}$ with $Z \in G L(n)$ are invariant under orthogonal transformations $Z \mapsto Z Q, Q \in O(n),[23, \S 2$, p.3].

Since $\operatorname{SPD}(n)$ is an open subset of the vector space $\operatorname{sym}(n)$, the tangent space is simply

$$
\begin{equation*}
T_{A} \operatorname{SPD}(n)=\operatorname{sym}(n) \tag{7.26}
\end{equation*}
$$

The dimensions of both $T_{A} \operatorname{SPD}(n)$ and $\operatorname{SPD}(n)$ are $\frac{1}{2} n(n+1)$.
There is a smooth one-to-one correspondence between $\operatorname{sym}(n)$ and $\operatorname{SPD}(n)$. That is, every positive definite matrix can be written as the matrix exponential of a unique symmetric matrix, [39, Lem. 18.7, p.472]. Put in different words, when restricted to $\operatorname{sym}(n)$, the standard matrix exponential

$$
\exp _{m}: \operatorname{sym}(n) \rightarrow \operatorname{SPD}(n)
$$

is a diffeomorphism, its inverse is the standard principal matrix logarithm

$$
\log _{m}: \operatorname{SPD}(n) \rightarrow \operatorname{sym}(n) ;
$$

see also [12, Thm. 2.8]. The group $G L(n)$ acts on $\operatorname{SPD}(n)$ via congruence transformations

$$
\begin{equation*}
g_{X}(A)=X^{T} A X, \quad X \in G L(n), A \in \operatorname{SPD}(n) . \tag{7.27}
\end{equation*}
$$

For additional background on $\operatorname{SPD}(n)$; see [72, 73, 79]. Applications in computer vision are presented in [31, 59].

### 7.4.3.2 Distances and geodesics

The literature knows a large variety of distance measures on $\operatorname{SPD}(n)$; see [56, Table 3.1, p. 56]. Yet, there are essentially two choices that are associated with inner products on the tangent space of $\operatorname{SPD}(n)$ and thus induce Riemannian metrics on the manifold $\operatorname{SPD}(n)$ : the so-called natural metric and the $\log$-Euclidean metric. Let $A \in \operatorname{SPD}(n)$ and let $\Delta, \tilde{\Delta} \in \operatorname{sym}(n)$ be two tangent vectors.

- The natural metric is

$$
\langle\Delta, \tilde{\Delta}\rangle_{A}=\left\langle A^{-1 / 2} \Delta A^{-1 / 2}, A^{-1 / 2} \tilde{\Delta} A^{-1 / 2}\right\rangle_{0}=\operatorname{trace}\left(A^{-1} \Delta A^{-1} \tilde{\Delta}\right),
$$

see [22, §6, p. 201], [23]. It also goes by the name trace matric, [64, §XII.1, p.322]. In statistical applications, it is usually called the affine-invariant metric [70, 80]. ${ }^{18}$

- The log-Euclidean metric is

$$
\langle\Delta, \tilde{\Delta}\rangle_{A}=\left\langle D\left(\log _{m}\right)_{A}(\Delta), D\left(\log _{m}\right)_{A}(\tilde{\Delta})\right\rangle_{0} ;
$$

see [12, eq. (3.5)].

For the natural metric, it is more appropriate to consider $\operatorname{sym}(n)=T_{I} \mathrm{SPD}(n)$ as the tangent space at the identity and the tangent space at an arbitrary location $A \in \operatorname{SPD}(n)$ as $T_{A} \operatorname{SPD}(n)=A^{1 / 2}\left(T_{I} \operatorname{SPD}(n)\right) A^{1 / 2}$, which, of course, is nothing but a reparameterization of $\operatorname{sym}(n)$. From this perspective, we have for tangent vectors $\Delta=A^{1 / 2} V A^{1 / 2}, \tilde{\Delta}=$ $A^{1 / 2} \tilde{V} A^{1 / 2}$

$$
\langle\Delta, \tilde{\Delta}\rangle_{A}=\langle V, \tilde{V}\rangle_{0} .
$$

The congruence transformations (7.27) are isometries of $\operatorname{SPD}(n)$ with respect to the natural metric, [64, Thm. XII.1.1, p. 324], [22, Lem. 6.1.1, p. 201]. See also the discussion in [80, §3].

By a standard pullback construction from differential geometry [35, Def. 2.2, Example 2.5], the log-Euclidean metric transfers the inner product $\langle\cdot \cdot \cdot\rangle_{0}$ on $\operatorname{sym}(n)$ to $\operatorname{SPD}(n)$ via the matrix $\operatorname{logarithm} \log _{m}: \operatorname{SPD}(n) \rightarrow \operatorname{sym}(n)$. In [12, eq. (3.5)], the authors take this construction one step further and use the $\exp _{m}-\log _{m}$-correspondence to define a multiplication that turns $\operatorname{SPD}(n)$ into a Lie group and, eventually, into a vector space. As such, it is a flat manifold, i. e. a Riemannian manifold with zero curvature. In this way, the computational challenges that come with dealing with data on nonlinear manifolds are circumvented.

[^26]Which metric is to be preferred is problem-dependent; see the various contributions in [92] and [69]. Since the natural metric arises canonical both from the geometric approach, [64, §XII.1], and the matrix-algebraic approach [22, §6] and since staying with the standard matrix multiplication is consistent with the setting of solving dynamical systems in model reduction applications, we restrict the discussion of the Riemannian exponential and logarithm to the geometry that is based on the natural metric.

## The SPD(n) exponential

The Riemannian $\operatorname{SPD}(n)$-exponential at a base point $A \in \operatorname{SPD}(n)$ sends a tangent vector $\Delta$ to the endpoint $\tilde{A} \in \operatorname{SPD}(n)$ of a geodesic that starts from $A$ with velocity vector $\Delta$. Therefore, it provides at the same time an expression for the geodesic curves on $\operatorname{SPD}(n)$ with respect to the natural metric. Formulae for computing the $\operatorname{SPD}(n)$-exponential can be found in [23], [80]. The reader preferring a matrix-analytic approach is referred to [22, §6].

```
Algorithm 7.5: Riemannian \(\operatorname{SPD}(n)\)-exponential
Input: base point \(A \in \operatorname{SPD}(n)\), tangent vector \(\Delta \in T_{A} \operatorname{SPD}(n)=\operatorname{sym}(n)\)
Output: \(\tilde{A}:=\operatorname{Exp}_{A}^{\mathrm{SPD}}(\Delta)=A^{\frac{1}{2}} \exp _{m}\left(A^{-\frac{1}{2}} \Delta A^{-\frac{1}{2}}\right) A^{\frac{1}{2}}\).
```

Here, $A^{\frac{1}{2}}$ denotes the matrix square root of $A$; see Appendix A.

## The SPD(n) logarithm

The Riemannian $\operatorname{SPD}(n)$-logarithm at a base point $A \in \operatorname{SPD}(n)$ finds for another point $\tilde{A} \in \operatorname{SPD}(n)$ an $\operatorname{SPD}(n)$-tangent vector $\Delta$ such that the geodesic that starts from $A$ with velocity $\Delta$ reaches $\tilde{A}$ after an arc length of $\|\Delta\|_{A}=\sqrt{\langle\Delta, \Delta\rangle_{A}}$. Therefore, it provides for two given data points $A, \tilde{A} \in \operatorname{SPD}(n)$

- a solution to the geodesic endpoint problem: a geodesic that starts from $A$ and ends at $\tilde{A}$;
- the Riemannian distance between the given points $A, \tilde{A}$.

Formulas for computing the $\operatorname{SPD}(n)$-logarithm can be found in [23], [80].

```
Algorithm 7.6: Riemannian SPD \((n)\)-logarithm.
Input: base point \(A \in \operatorname{SPD}(n)\), location \(\tilde{A} \in \operatorname{SPD}(n)\)
Output: \(\Delta:=\log _{A}^{\mathrm{SPD}}(\tilde{A})=A^{\frac{1}{2}} \log _{m}\left(A^{-\frac{1}{2}} \tilde{A} A^{-\frac{1}{2}}\right) A^{\frac{1}{2}}\).
```

Both Algorithms 7.5 and 7.6 require one to compute the spectral decomposition of $n$-by-n-matrices. The computational effort is $\mathcal{O}\left(n^{3}\right)$. In the context of parametric model reduction, the Riemannian exponential and logarithm maps are usually required for
reduced matrix operators [9]. If $n$ denotes the dimension of the full state vectors and $r \ll n$ denotes the dimension of the reduced state vectors, then matrix exponentials for $r$-by- $r$-matrices are required, so that the computational effort reduces to $\mathcal{O}\left(r^{3}\right)$.

### 7.4.4 The Stiefel manifold

This section is devoted to the Stiefel manifold $\operatorname{St}(n, r) \subset \mathbb{R}^{n \times r}$ of rectangular columnorthogonal $n$-by- $r$ matrices, $r \leq n$. Points $U \in S t(n, r)$ may be considered as orthonormal bases of cardinality $r$, or $r$-frames in $\mathbb{R}^{n}$. In model reduction, such matrices appear as orthogonal coordinate systems for low-order ansatz spaces that usually stem from a proper orthogonal decomposition or a singular value decomposition of given input solution data. Modeling data on the Stiefel manifold corresponds to data processing for orthonormal bases and thus allows for example for interpolation/parameterization of POD subspace bases. The most important use case in model reduction is where the Stiefel matrices are tall and skinny, i. e., $r \ll n$. Interpolation problems on the Stiefel manifold have not yet been considered in the model reduction context. The reference [62] discusses interpolation of Stiefel data; however, using quasi-geodesics rather than geodesics. Reference [103] includes numerical experiments for interpolating orthogonal frames on the Stiefel manifold that relies on the canonical Riemannian Stiefel logarithm [83, 102].

### 7.4.4.1 Introduction and data representation in numerical schemes

The Stiefel manifold is the compact, homogeneous matrix manifold of column-orthogonal rectangular matrices

$$
\operatorname{St}(n, r):=\left\{U \in \mathbb{R}^{n \times r} \mid U^{T} U=I_{r}\right\} .
$$

The manifold structure can be directly established via Theorem 7.1 in a similar way as in Example 7.1. An alternative approach is via Example 7.4, where $\operatorname{St}(n, r)$ is identified with the quotient space $S t(n, r) \cong O(n) /\left(I_{r} \times O(n-r)\right)$ under actions of the closed subgroup $I_{r} \times O(n-r):=\left\{\left.\left(\begin{array}{cc}I_{r} \\ 0 & 0\end{array}\right) \right\rvert\, R \in O(n-r)\right\} \leq O(n)$. Two square orthogonal matrices in $O(n)$ are identified as the same point on $S t(n, r)$, if their first $r$ columns coincide; see [36, §2.4].

For any matrix representative $U \in \operatorname{St}(n, r)$, the tangent space of $\operatorname{St}(n, r)$ at $U$ is represented by

$$
T_{U} S t(n, r)=\left\{\Delta \in \mathbb{R}^{n \times r} \mid U^{T} \Delta=-\Delta^{T} U\right\} \subset \mathbb{R}^{n \times r}
$$

Every tangent vector $\Delta \in T_{U} S t(n, r)$ may be written as

$$
\begin{equation*}
\Delta=U A+\left(I-U U^{T}\right) T, \quad A \in \mathbb{R}^{r \times r} \text { skew, } \quad T \in \mathbb{R}^{n \times r} \text { arbitrary, } \tag{7.28}
\end{equation*}
$$

$$
\begin{equation*}
\Delta=U A+U^{\perp} B, \quad A \in \mathbb{R}^{r \times r} \text { skew, } \quad B \in \mathbb{R}^{(n-r) \times r} \text { arbitrary, } \tag{7.29}
\end{equation*}
$$

where, in the latter case, $U^{\perp} \in \operatorname{St}(n, n-r)$ is such that $\left(U, U^{\perp}\right) \in O(n)$ is a square orthogonal matrix. The dimension of both $T_{U} S t(n, r)$ and $S t(n, r)$ is $n r-\frac{1}{2} r(r+1)$. For additional background and applications, see [3, 21, 29, 36, 52, 95].

### 7.4.4.2 Distances and geodesics

Let $U \in S t(n, r)$ be a point and let $\Delta=U A+U^{\perp} B, \tilde{\Delta}=U \tilde{A}+U^{\perp} \tilde{B} \in T_{U} S t(n, r)$ be tangent vectors. There are two standard metrics on the Stiefel manifold.

- The Euclidean metric on $T_{U} S t(n, r)$ is the one inherited from the ambient $\mathbb{R}^{n \times r}$ :

$$
\langle\Delta, \tilde{\Delta}\rangle_{0}=\operatorname{trace}\left(\Delta^{T} \tilde{\Delta}\right)=\operatorname{trace} A^{T} \tilde{A}+\operatorname{trace} B^{T} \tilde{B} .
$$

- The canonical metric on $T_{U} S t(n, r)$

$$
\langle\Delta, \tilde{\Delta}\rangle_{U}=\operatorname{trace}\left(\Delta^{T}\left(I-\frac{1}{2} U U^{T}\right) \tilde{\Delta}\right)=\frac{1}{2} \operatorname{trace} A^{T} \tilde{A}+\operatorname{trace} B^{T} \tilde{B}
$$

is derived from the quotient representation $S t(n, r)=O(n) /\left(I_{r} \times O(n-r)\right)$ of the Stiefel manifold.

The canonical metric counts the independent coordinates ${ }^{19}$ of a tangent vector equally, when measuring the length $\sqrt{\langle\Delta, \Delta\rangle_{U}}$ of a tangent vector $\Delta=U A+U^{\perp} B$, while the Euclidean metric disregards the skew-symmetry of $A$ [36, §2.4]. Recall that different metrics entail different measures for the lengths of curves and thus different formulae for geodesics.

## The Stiefel exponential

The Riemannian Stiefel exponential at a base point $U \in S t(n, r)$ sends a Stiefel tangent vector $\Delta$ to the endpoint $\tilde{U} \in S t(n, r)$ of a geodesic that starts from $U$ with velocity vector $\Delta$. Therefore, it provides at the same time an expression for geodesic curves on $S t(n, r)$.

A closed-form expression for the Stiefel exponential w. r.t. Euclidean metric is included in [36, §2.2.2],

$$
\tilde{U}=\operatorname{Exp}_{U}^{S t}(\Delta)=(U, \Delta) \exp _{m}\left(\left(\begin{array}{cc}
U^{T} \Delta & -\Delta^{T} \Delta \\
I_{p} & U^{T} \Delta
\end{array}\right)\right)\binom{I_{p}}{0} \exp _{m}\left(-U^{T} \Delta\right) .
$$

In [53], an alternative formula is derived that features only matrix exponentials of skew-symmetric matrices. An efficient algorithm for computing the Stiefel exponential w. r.t. the canonical metric was derived in [36, §2.4.2]:

19 That is, the upper triangular entries of the skew-symmetric $A$ and the entries of $B$ of $\Delta=U A+U^{\perp} B$.

```
Algorithm 7.7: Stiefel exponential [36].
Input: base point \(U \in S t(n, r)\), tangent vector \(\Delta \in T_{U} S t(n, r)\)
    1: \(A:=U^{T} \Delta \quad\) \{horizontal component, skew\}
    2: \(Q R:=\Delta-U A \quad\{(\) thin \()\) qr-decomp. of normal component of \(\Delta\).\}
    3: \(\left(\begin{array}{cc}A & -R^{T} \\ R & 0\end{array}\right)=T \Lambda T^{H} \in \mathbb{R}^{2 r \times 2 r}\)
    4: \(\binom{M}{N}:=T \exp _{m}(\Lambda) T^{H}\binom{I_{r}}{\mathbf{0}} \in \mathbb{R}^{2 r \times r}\)
Output: \(\tilde{U}:=\operatorname{Exp}_{U}^{S t}(\Delta)=U M+Q N \in S t(n, r)\)
```

In applications, where $\operatorname{Exp}_{U}^{S t}(\mu \Delta)$ needs to be evaluated for various parameters $\mu$ as in the example of Section 7.3.4, steps 1.-3. should be computed a priori (offline). Apart from elementary matrix multiplications, the algorithm requires one to compute the standard matrix exponential of a skew-symmetric matrix. This, however, is for a $2 r$-by-2r-matrix and does not scale in the dimension $n$. With the usual assumption of model reduction that $n \gg p$, the computational effort is $\mathcal{O}\left(n r^{2}\right)$.

## The Stiefel logarithm

The Riemannian Stiefel logarithm at a base point $U \in S t(n, r)$ finds for another point $\tilde{U} \in S t(n, r)$ a Stiefel tangent vector $\Delta$ such that the geodesic that starts from $U$ with velocity $\Delta$ reaches $\tilde{U}$ after an arc length of $\|\Delta\|_{U}=\sqrt{\langle\Delta, \Delta\rangle_{U}}$. Therefore, it provides for two given data points $U, \tilde{U} \in S t(n, r)$

- a solution to the geodesic endpoint problem: a geodesic that starts from $U$ and ends at $\tilde{U}$;
- the Riemannian distance between the given points $U, \tilde{U}$.

An efficient algorithm for computing the Stiefel logarithm w. r.t. the canonical metric was derived in [102].

```
Algorithm 7.8: Stiefel logarithm [102].
Input: base point \(U \in \operatorname{St}(n, r), \tilde{U} \in \operatorname{St}(n, r)\) 'close' to base point, \(\tau>0\) convergence
    threshold
    \(M:=U^{T} \tilde{U} \in \mathbb{R}^{r \times r}\)
    \(Q N:=\tilde{U}-U M \in \mathbb{R}^{n \times r} \quad\{(\) thin \()\) qr-decomp. of normal component of \(\tilde{U}\}\)
    \(V_{0}:=\left(\begin{array}{cc}M & X_{0} \\ N & Y_{0}\end{array}\right) \in O(2 r) \quad\) \{compute orth. completion of the block \(\left.\binom{M}{N}\right\}\)
    for \(k=0,1,2, \ldots\) do
        \(\left(\begin{array}{cc}A_{k} & -B_{k}^{T} \\ B_{k} & C_{k}\end{array}\right):=\log _{m}\left(V_{k}\right)\)
                                    \{matrix log of orth. matrix\}
6: \(\quad\) if \(\left\|C_{k}\right\|_{2} \leq \tau\) then
7: break
```

8: end if
9: $\Phi_{k}:=\exp _{m}\left(-C_{k}\right) \quad$ \{matrix exp of skew matrix\}
10: $\quad V_{k+1}:=V_{k} W_{k}$, where $W_{k}:=\left(\begin{array}{cc}I_{r} & 0 \\ 0 & \Phi_{k}\end{array}\right)$
end for
Output: $\Delta:=\log _{U}^{S t}(\tilde{U})=U A_{k}+Q B_{k} \in T_{U} S t(n, r)$

The analysis in [102] shows that the algorithm is guaranteed to converge if the input data points $U, \tilde{U}$ are at most a Euclidean distance of $d=\|U-\tilde{U}\|_{2} \leq 0.09$ apart. In this case, the algorithm exhibits a linear rate of convergence that depends on $d$ but is smaller than $\frac{1}{2}$. In practice, the algorithm seems to converge, whenever the initial $V_{0}$ is such that its standard matrix $\operatorname{logarithm} \log _{m}\left(V_{0}\right)$ is well-defined. Note that two points on $S t(n, r)$ can at most be a Euclidean distance of 2 away from each other.

Apart from elementary matrix multiplications, the algorithm requires one to compute the standard matrix logarithm of an orthogonal $2 r$-by- $2 r$-matrix and the standard matrix exponential of a skew-symmetric $r$-by- $r$-matrix at every iteration $k$. Yet, these operations are independent of the dimension $n$. With the usual assumption of model reduction that $r \ll n$, the computational effort is $\mathcal{O}\left(n r^{2}\right)$.

For the Stiefel manifold equipped with the Euclidean metric, methods for calculating the Stiefel logarithm are introduced in [25].

### 7.4.5 The Grassmann manifold

This section is devoted to the Grassmann manifold $\operatorname{Gr}(n, r)$ of $r$-dimensional subspaces of $\mathbb{R}^{n}$ for $r \leq n$. Every point $\mathcal{U} \in \operatorname{Gr}(n, r)$, i. e., every subspace may be represented by selecting a basis $\left\{u^{1}, \ldots, u^{r}\right\}$ with $\operatorname{ran}\left(u^{1}, \ldots, u^{r}\right)=\mathcal{U}$. In numerical schemes, we work exclusively with orthonormal bases. In this way, points $\mathcal{U}$ on the Grassmann manifold are to be represented by points $U \in S t(n, r)$ on the Stiefel manifold via $\mathcal{U}=\operatorname{ran}(U)$. For details and theoretical background, see the references [2, 3, 36]. Modeling data on the Grassmann manifold corresponds to data processing for subspaces and thus allows, for example, for the interpolation/parameterization of POD subspaces see [19, Chapter 5], [19, Chapter 9]. The most important use case in model reduction is where the subspaces are of low dimension when compared to the surrounding state space, i. e., $n \gg p$. Grassmann interpolation problems in the context of projection-based parametric model reduction are considered in [8, 76, 100, 87]. Subspaces also feature in Krylov subspace approaches; see [20, Chapter 3].

### 7.4.5.1 Introduction and data representation in numerical schemes

The set of all $r$-dimensional subspaces $\mathcal{U} \subset \mathbb{R}^{n}$ forms the Grassmann manifold

$$
\operatorname{Gr}(n, r):=\left\{\mathcal{U} \subset \mathbb{R}^{n} \mid \mathcal{U} \text { subspace, } \operatorname{dim}(\mathcal{U})=r\right\} .
$$

The Grassmann manifold is a quotient of $O(n)$ under the action of the Lie subgroup $O(r) \times O(n-r)=\left\{\left.\left(\begin{array}{cc}( & 0 \\ 0 & R\end{array}\right) \right\rvert\, S \in O(r), R \in O(n-r)\right\} \leq O(n)$. Two matrices $Q, \tilde{Q} \in O(n)$ are in the same $(O(r) \times O(n-r))$-orbit, if and only if the first $r$ columns of $Q$ and $\tilde{Q}$ span the same subspace and the tailing $n-r$ columns span the corresponding orthogonal complement subspace. Theorem 7.5 applies and shows that $\operatorname{Gr}(n, r)=O(n) /(O(r) \times$ $O(n-r)$ ) is a homogeneous manifold.

Alternatively, the Grassmann manifold can be realized as a quotient manifold of the Stiefel manifold with the help of Theorem 7.4,

$$
\begin{equation*}
\operatorname{Gr}(n, r)=\operatorname{St}(n, r) / O(r)=\{[U] \mid U \in \operatorname{St}(n, r)\}, \tag{7.30}
\end{equation*}
$$

where the $O(r)$-orbits are $[U]=\{U R \mid R \in O(r)\}$. A matrix $U \in S t(n, r)$ is called a matrix representative of a subspace $\mathcal{U} \in \operatorname{Gr}(n, r)$, if $\mathcal{U}=\operatorname{ran}(U)$. The orbit [ $U$ ] and the subspace $\mathcal{U}=\operatorname{ran}(U)$ are to be considered as the same object. For any matrix representative $U \in S t(n, r)$ of $\mathcal{U} \in \operatorname{Gr}(n, r)$ the tangent space of $\operatorname{Gr}(n, r)$ at $\mathcal{U}$ is represented by

$$
T_{\mathcal{U}} \operatorname{Gr}(n, r)=\left\{\Delta \in \mathbb{R}^{n \times r} \mid U^{T} \Delta=0\right\} \subset \mathbb{R}^{n \times r} .
$$

Every tangent vector $\Delta \in T_{\mathcal{U}} \operatorname{Gr}(n, r)$ may be written as

$$
\begin{align*}
& \Delta=\left(I-U U^{T}\right) T, \quad T \in \mathbb{R}^{n \times r} \text { arbitrary, or, }  \tag{7.31}\\
& \Delta=U^{\perp} B, \quad B \in \mathbb{R}^{(n-r) \times r} \text { arbitrary, } \tag{7.32}
\end{align*}
$$

where in the latter case, $U^{\perp} \in S t(n, n-r)$ is such that $\left(U, U^{\perp}\right) \in O(n)$ is a square orthogonal matrix. The dimension of both $T_{\mathcal{U}} \operatorname{Gr}(n, r)$ and $\operatorname{Gr}(n, r)$ is $n r-r^{2}$.

### 7.4.5.2 Distances and geodesics

A metric on $T_{\mathcal{U}} \operatorname{Gr}(n, r)$ can be obtained via making use of the fact that the Grassmannian is a quotient of the Stiefel manifold. Alternatively, one can restrict the standard inner matrix product $\langle A, B\rangle_{0}=\operatorname{trace}\left(A^{T} B\right)$ to the Grassmann tangent space. In the case of the Grassmannian, the two approaches lead to the same metric

$$
\langle\Delta, \tilde{\Delta}\rangle_{\mathcal{U}}=\operatorname{trace}\left(\Delta^{T} \tilde{\Delta}\right)=\langle\Delta, \tilde{\Delta}\rangle_{0} ;
$$

see [36, §2.5].

## The Grassmann exponential

The Riemannian Grassmann exponential at a base point $\mathcal{U} \in \operatorname{Gr}(n, r)$ sends a Grassmann tangent vector $\Delta$ to the endpoint $\tilde{\mathcal{U}} \in \operatorname{Gr}(n, r)$ of a geodesic that starts from $\mathcal{U}$ with velocity vector $\Delta$. Therefore, it provides at the same time an expression for the geodesic curves on $\operatorname{Gr}(n, r)$. An efficient algorithm for computing the Grassmann exponential was derived in [36, §2.5.1]:

```
Algorithm 7.9: Grassmann exponential [36].
Input: base point \(\mathcal{U}=[U] \in \operatorname{Gr}(n, r)\), where \(U \in S t(n, r)\), tangent vector \(\Delta \in T_{U} \operatorname{Gr}(n, r)\)
    1: \(Q \Sigma V^{T} \stackrel{\text { SVD }}{:=} \Delta\), with \(Q \in \operatorname{St}(n, r)\)
    2: \(\tilde{U}:=U V \cos (\Sigma) V^{T}+Q \sin (\Sigma) V^{T} \quad\) \{cos and \(\sin\) act only on diag. entries.\}
Output: \(\tilde{\mathcal{U}}:=\operatorname{Exp}_{\mathcal{U}}^{G r}(\Delta)=[\tilde{U}] \in \operatorname{Gr}(n, r)\).
```

Apart from elementary matrix multiplications, the algorithm requires one to compute the singular value decomposition of an $n$-by- $r$-matrix. The computational effort is $\mathcal{O}\left(n r^{2}\right)$.

## The Grassmann logarithm

The Riemannian Grassmann logarithm at a base point $\mathcal{U} \in \operatorname{Gr}(n, r)$ finds for another point $\tilde{\mathcal{U}} \in \operatorname{Gr}(n, r)$ a Grassmann tangent vector $\Delta$ such that the geodesic that starts from $\mathcal{U}$ with velocity $\Delta$ reaches $\tilde{\mathcal{U}}$ after an arc length of $\|\Delta\|_{\mathcal{U}}=\sqrt{g_{\mathcal{U}}^{C}(\Delta, \Delta)}$. Therefore, it provides for two given data points $\mathcal{U}, \tilde{\mathcal{U}} \in \operatorname{Gr}(n, r)$

- a solution to the geodesic endpoint problem: a geodesic that starts from $\mathcal{U}$ and ends at $\tilde{\mathcal{U}}$;
- the Riemannian distance between the given points $\mathcal{U}, \tilde{\mathcal{U}}$.

An algorithm for computing the Grassmann logarithm is stated implicitly in [2, §3.8, p. 210]. The reference [40] features expressions for the Grassmann exponential and the corresponding logarithm that formally work with Grassmann representatives in $S O(n) /(S O(r) \times S O(n-r))$ but also keep the computational effort $\mathcal{O}\left(n r^{2}\right)$. Reference [82, §4.3] gives the corresponding mappings after identifying subspaces with orthoprojectors; see also [16].

```
Algorithm 7.10: Grassmann Logarithm.
Input: base point \(\mathcal{U}=[U] \in \operatorname{Gr}(n, r)\) with \(U \in \operatorname{St}(n, r), \tilde{\mathcal{U}}=[\tilde{U}] \in \operatorname{Gr}(n, r)\) with \(\tilde{U} \in\)
    \(S t(n, r)\).
    \(M:=U^{T} \tilde{U}\)
    \(L:=\left(I-U U^{T}\right) \tilde{U} M^{-1}=\tilde{U} M^{-1}-U\)
    \(Q \Sigma V^{T} \stackrel{S V D}{=} L\)
    \(\Delta:=Q \arctan (\Sigma) V^{T} \quad\) \{arctan acts only on diag. entries.\}
                                    \{(thin) SVD \}
Output: \(\Delta=\log _{\mathcal{U}}^{G r}(\tilde{\mathcal{U}}) \in T_{\mathcal{U}} \operatorname{Gr}(n, r)\)
```

The composition $\operatorname{Exp}_{[U]}^{G r} \circ \log _{[U]}^{G r}$ is the identity on $\operatorname{Gr}(n, r)$, wherever it is defined. Yet, on the level of the actual matrix representatives, the operation

$$
\left(\operatorname{Exp}_{[U]}^{G r} \circ \log _{[U]}^{G r}\right)\left(\left[\tilde{U}_{\text {in }}\right]\right)=\left[\tilde{U}_{\text {out }}\right]
$$

produces a matrix $\tilde{U}_{\text {out }} \neq \tilde{U}_{\text {in }}$. Directly recovering the input matrix can be achieved via a Procrustes-type preprocessing step, where $\tilde{U}$ is replaced with $\tilde{U}_{*}:=\tilde{U} \Phi, \Phi=$ $\arg \min _{\Phi \in O(r)}\|U-\tilde{U} \Phi\|$. This leads to the following.

```
Algorithm 7.11: Grassmann Logarithm: modified version. \({ }^{20}\)
Input: base point \(\mathcal{U}=[U] \in \operatorname{Gr}(n, r)\) with \(U \in \operatorname{St}(n, r), \tilde{\mathcal{U}}=[\tilde{U}] \in \operatorname{Gr}(n, r)\) with \(\tilde{U} \in\)
    \(S t(n, r)\).
    1: \(\Psi S R^{T}:=\tilde{U}^{T} U\)
    2: \(\tilde{U}_{*}:=\tilde{U}\left(\Psi R^{T}\right) \quad\) \{‘Transition to Procrustes representative’\}
    3: \(L:=\left(I-U U^{T}\right) \tilde{U}_{*}\)
    4: \(Q \Sigma V^{T} \stackrel{\text { SVD }}{:=} L\)
    5: \(\Delta:=Q \arcsin (\Sigma) V^{T}\)
                                    \{(thin) SVD \(\}\)
    \{arcsin acts only on diagonal entries.\}
```

Output: $\Delta=\log _{\mathcal{U}}^{G r}(\tilde{\mathcal{U}}) \in T_{\mathcal{U}} \operatorname{Gr}(n, r)$

An additional advantage of the modified Grassmann logarithm is that the matrix inversion $M^{-1}=\left(U^{T} \tilde{U}\right)^{-1}$ is avoided. In fact, it is replaced by the SVD $\Psi S R^{T}=\tilde{U}^{T} U$ that is used to solve the Procrustes problem $\min _{\Phi \in O(r)}\|U-\tilde{U} \Phi\|$. The SVD exists also if $U^{T} \tilde{U}$ does not have full rank.

## Distances between subspaces

The Riemannian logarithm provides the distance between two subspaces $\mathcal{U}=[U], \tilde{\mathcal{U}}=$ $[\tilde{U}] \in \operatorname{Gr}(n, r)$ as follows: First, compute $\Delta=\log _{\mathcal{U}}^{G r}(\tilde{\mathcal{U}})$, then compute $\|\Delta\|_{\mathcal{U}}=$ $\operatorname{dist}_{G r}(\mathcal{U}, \tilde{\mathcal{U}})$. In practice, however, this boils down to computing the singular values of the matrix $M=U^{T} \tilde{U}$, which can be seen as follows. By Algorithm 7.11, $\|\Delta\|_{\mathcal{U}}^{2}=\operatorname{trace}\left(\Delta^{T} \Delta\right)=\sum_{k=1}^{p} \arcsin \left(\sigma_{k}\right)^{2}$, where the $\sigma_{k}$ 's are the singular values of $L=\left(I-U U^{T}\right) \tilde{U}_{*}$. These match precisely the square roots of the eigenvalues of $L^{T} L$. Using the SVD of the square matrix $\tilde{U}^{T} U=\Psi S R^{T}$ as in steps $1 \& 2$ of Algorithm 7.11, the eigenvalues of $L^{T} L$ can be read off from

$$
L^{T} L=\tilde{U}_{*}^{T}\left(I-U U^{T}\right) \tilde{U}_{*}=I-R S^{2} R^{T}=R\left(I-S^{2}\right) R^{T}
$$

so that $\sigma_{k}^{2}=1-s_{k}^{2}$, when consistently ordered. As a consequence, $s_{k}=\sqrt{1-\sigma_{k}^{2}}=$ $\cos \left(\arcsin \left(\sigma_{k}\right)\right)$, which implies

$$
\begin{equation*}
\operatorname{dist}_{G r}(\mathcal{U}, \tilde{\mathcal{U}})=\left(\sum_{k=1}^{p} \arcsin \left(\sigma_{k}\right)^{2}\right)^{\frac{1}{2}}=\left(\sum_{k=1}^{p} \arccos \left(s_{k}\right)^{2}\right)^{\frac{1}{2}} \tag{7.33}
\end{equation*}
$$

where $\sigma_{1}, \ldots, \sigma_{r}$ and $s_{1}, \ldots, s_{r}$ are the singular values of $L$ and $\tilde{U}^{T} U$, respectively.
The numerical linear algebra literature knows a variety of distance measures for subspaces. Essentially, all of them are based on the principal angles [36, §2.5.1, §4.3].

20 This is an original contribution to this chapter; for a detailed discussion, see [17, Section 5.2].

The principal angles (or canonical angles) $\theta_{1}, \ldots, \theta_{r} \in\left[0, \frac{\pi}{2}\right]$ between two subspaces $[U],[\tilde{U}] \in \operatorname{Gr}(n, r)$ are defined recursively by

$$
\cos \left(\theta_{k}\right):=u_{k}^{T} v_{k}:=\max _{\substack{\max \\ u \in[U],\|u\|=1 \\ u \perp u_{1}, \ldots, u_{k-1}}} \quad v \in[\tilde{U}],\|v\|=1 .
$$

The principal angles can be computed via $\theta_{k}:=\arccos \left(s_{k}\right) \in\left[0, \frac{\pi}{2}\right]$, where $s_{k}$ is the $k$ th singular value of $U^{T} \tilde{U} \in \mathbb{R}^{r \times r}$ [42, §6.4.3]. Hence, the Riemannian subspace distance (7.33) expressed in terms of the principal angles is precisely

$$
\begin{equation*}
\operatorname{dist}([U],[\tilde{U}]):=\|\Theta\|_{2}, \quad \Theta=\left(\theta_{1}, \ldots, \theta_{r}\right) \in \mathbb{R}^{r} . \tag{7.34}
\end{equation*}
$$

In particular, (7.34) shows that any two points on $\operatorname{Gr}(n, r)$ can be connected by a geodesic of length at most $\frac{\sqrt{r}}{2} \pi$; see also [98, Thm 8(b)].

### 7.5 Conclusion

Interpolation of structured matrices is a viable building block in parametric model reduction approaches. In order to preserve the characteristic features, the matrix sets in question are considered as geometric entities, so-called differentiable manifolds. In this chapter, we exposed how concepts from Riemannian geometry apply in designing manifold counterparts to Euclidean interpolation algorithms. As examples, the generic approach of interpolating in Riemannian normal coordinates, the quasilinear, geodesic interpolation method and interpolation via the Riemannian center of mass are discussed. All the aforementioned methods share many of their constituent algorithmic units and acquaintance with these units allows one to adapt and modify the established approaches as needed or to design new ones. In this spirit, for a selection of matrix manifolds that feature frequently in practical applications, namely, the general linear group, the orthogonal group, the set of symmetric positive definite matrices, the Stiefel manifold and the Grassmann manifold, we have gathered the essential geometric concepts and formulas necessary to conduct Riemannian interpolation.

## Appendix A

## The matrix exponential and logarithm

The standard matrix exponential and matrix logarithm are defined via the power series

$$
\begin{equation*}
\exp _{m}(X):=\sum_{j=0}^{\infty} \frac{X^{j}}{j!}, \quad \log _{m}(X):=\sum_{j=1}^{\infty}(-1)^{j+1} \frac{(X-I)^{j}}{j} . \tag{7.35}
\end{equation*}
$$

For $X \in \mathbb{R}^{n \times n}, \exp _{m}(X)$ is invertible with inverse $\exp _{m}(-X)$. The following restrictions of the exponential map are important:

$$
\left.\exp _{m}\right|_{\operatorname{sym}(n)}: \operatorname{sym}(n) \rightarrow \operatorname{SPD}(n),\left.\quad \exp _{m}\right|_{\text {skew }(n)}: \operatorname{skew}(n) \rightarrow S O(n)
$$

The former is a diffeomorphism [79, Thm. 2.8], the latter is a differentiable, surjective map [41, §. 3.11, Thm. 9]. For additional properties and efficient methods for numerical computation, see [50, §10, 11].

A few properties of the exponential function for real or complex numbers carry over to the matrix exponential. However, since matrices do not commute, the standard exponential law is replaced by

$$
\begin{align*}
\exp _{m}(Z(X, Y))= & \exp _{m}(X) \exp _{m}(Y),  \tag{7.36}\\
Z(X, Y)= & X+Y+\frac{1}{2}[X, Y] \\
& +\frac{1}{12}([X,[X, Y]]+[Y,[Y, X]])-\frac{1}{24}[Y,[X,[X, Y]]] \ldots,
\end{align*}
$$

where $[X, Y]=X Y-Y X$ is the commutator bracket, or Lie bracket. This is Dynkin's formula for the Baker-Campbell-Hausdorff series; see [86, §1.3, p. 22]. From a theoretical point of view, it is important that all terms in this series can be expressed in terms of the Lie bracket. A special case is

$$
\exp _{m}(X+Y)=\exp _{m}(X) \exp _{m}(Y), \quad \text { if }[X, Y]=0
$$

## Matrix square roots and the polar decomposition

Every $S \in \operatorname{SPD}(n)$ has a unique matrix square root in $\operatorname{SPD}(n)$, i. e., a matrix denoted by $S^{\frac{1}{2}}$ with the property $S^{\frac{1}{2}} S^{\frac{1}{2}}=S$. This square root can be obtained via an EVD $S=Q \Lambda Q^{T}$ by setting

$$
S^{\frac{1}{2}}:=Q \sqrt{\Lambda} Q^{T},
$$

where $Q \in O(n), \Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $\lambda_{i}>0$ are the eigenvalues of $S$. Every $A \in G L(n)$ can be uniquely decomposed into an orthogonal matrix times a symmetric positive definite matrix,

$$
A=Q P=Q \exp _{m}(X), \quad Q \in O(n), P \in \operatorname{SPD}(n), X \in \operatorname{sym}(n) .
$$

The polar factors can be constructed via taking the square root of the assuredly positive definite matrix $A^{T} A$ and subsequently setting $P:=\left(A^{T} A\right)^{\frac{1}{2}}$ and $Q:=A P^{-1}$. Because the restriction of $\exp _{m}$ to the symmetric matrices is a diffeomorphism onto $\operatorname{SPD}(n)$, there is a unique $X \in \operatorname{sym}(n)$ with $P=\exp _{m}(X)$. For details, see [46, Thm. 2.18].

## The Procrustes problem

Let $A, B \in \mathbb{R}^{n \times r}$. The Procrustes problem aims at finding an orthogonal transformation $R^{*} \in O(r)$ such that $R^{*}$ is the minimizer of

$$
\min _{R \in O(r)}\|A-B R\|_{F} .
$$

The optimal $R^{*}$ is $R^{*}=U V^{T}$, where $B^{T} A \stackrel{\text { SVD }}{=} U \Sigma V^{T} \in \mathbb{R}^{r \times r}$; see [42].
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## 8 Vector fitting


#### Abstract

We introduce the Vector Fitting algorithm for the creation of reduced order models from the sampled response of a linear time-invariant system. This datadriven approach to reduction is particularly useful when the system under modeling is known only through experimental measurements. The theory behind Vector Fitting is presented for single- and multiple-input systems, together with numerical details, pseudo-codes, and an open-source implementation [75]. We discuss how the reduced model can be made stable and converted to a variety of forms for use in virtually any modeling context. Finally, we survey recent extensions of the Vector Fitting algorithm geared towards time domain, parametric and distributed systems modeling.
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### 8.1 Introduction and motivation

The Vector Fitting (VF) algorithm [42,35] is one of the most successful techniques for creating reduced order models for linear systems starting from samples of their response. Samples may originate from an experimental measurement or from a prior numerical simulation. This need arises in many practical scenarios, and we cite two examples.

A biomedical engineer may need a linear model describing blood flow in a portion of the human cardiovascular system, and have simultaneous in-vivo measurements of pressure and flow rate at the inlets and outlets of the region of interest. With a datadriven algorithm for model order reduction, such as VF, the reduced model can be created directly from experimental observations.

As a second example, we consider an electronic engineer that needs a model for a radio-frequency amplifier or an antenna, to be used for design purposes. If the device is provided by a third party, a measurement may be the only way to characterize the system. High-frequency measurements are typically performed in the frequency domain, and return the impedance or admittance seen between the ports of the device, measured at various frequencies $\omega_{k}$. From these samples, VF can create a reduced model which can be represented as a set of differential equations or as an equivalent

[^27]circuit for use in subsequent simulation, including those performed in the time domain.

The main advantage of a data-driven approach to reduced order modeling is that only samples of the system response are required. This feature makes data-driven reduction a natural choice when experimental measurements are readily available. Furthermore, data-driven reduction can also be applied when samples originate from a numerical simulation based on first-principles equations, such as Maxwell's equations for electromagnetic phenomena. Although in this second scenario one could technically use equation-driven methods, the available simulator may not allow the user to export the discretized first-principles equations for reduction. This is the case for most commercial simulators used by industry. The main disadvantage of datadriven reduction is that it offers less physical insight into the system under modeling, since it leads to a "black-box" reduced model. By starting from a first-principles model, equation-driven methods are typically better in this regard, since they can provide to the user more information about which features of the original model were retained, and which features were discarded.

### 8.2 The Sanathanan-Koerner algorithm

### 8.2.1 Problem statement

We assume that the system under modeling is linear and time-invariant, with input $u(t) \in \mathbb{R}^{\bar{m}}$ and output $y(t) \in \mathbb{R}^{\bar{q}}$. Because of linearity and time-invariance, the output can be written as a convolution

$$
\begin{equation*}
y(t)=\int_{-\infty}^{+\infty} h(t-\tau) u(\tau) d \tau \tag{8.1}
\end{equation*}
$$

between input $u(t)$ and the impulse response $h(t) \in \mathbb{R}^{\bar{q} \times \bar{m}}$ of the system, which is unknown. Applying the Laplace transform to both sides of (8.1), we get

$$
\begin{equation*}
Y(s)=H(s) U(s) \tag{8.2}
\end{equation*}
$$

where $s=\sigma+\jmath \omega$ is complex frequency. In (8.2), $U(s) \in \mathbb{C}^{\bar{m}}$ and $Y(s) \in \mathbb{C}^{\bar{q}}$ are the Laplace transforms of $u(t)$ and $y(t)$, respectively, and $H(s) \in \mathbb{C}^{\bar{q} \times \bar{m}}$ is the transfer function of the system. The VF algorithm solves the following problem. Given $\bar{k}$ measurements of the transfer function

$$
\begin{equation*}
H_{k}=H\left(\jmath \omega_{k}\right) \quad k=1, \ldots, \bar{k} \tag{8.3}
\end{equation*}
$$

determine a rational function $\widetilde{H}(s)$ that approximates the given measurements

$$
\begin{equation*}
\widetilde{H}\left(\jmath \omega_{k}\right) \simeq H_{k} \quad \forall k=1, \ldots, \bar{k} . \tag{8.4}
\end{equation*}
$$

In VF, $\widetilde{H}(s)$ is chosen to be a rational function. Rational functions are universal approximators, and can therefore approximate a wide range of functions with arbitrary accuracy. Moreover, since the transfer function of lumped systems is rational by construction, this is a natural choice to model dynamical systems. Finally, rational functions can be represented as a state-space system, a poles-residue form, a set of differential equations, an equivalent electric circuit and many other forms. This flexibility facilitates the integration of the reduced model into existing software for computational mathematics and system simulation.

### 8.2.2 The Levy and Sanathanan-Koerner algorithms

The first attempts to solve (8.4) numerically date back at least to the 1950s, with the work of Levy, Sanathanan and Koerner among others. We briefly summarize their work since the VF algorithm can be better understood from that perspective. For simplicity, we initially consider the case of a system with a single input and a single output ( $\bar{m}=$ $\bar{q}=1)$. The general case will be discussed in Section 8.3.5.

In order to solve the approximation problem (8.4), we must first choose a suitable parametric form for $\widetilde{H}(s)$, which is the model that we want to estimate from the given samples. The most natural choice is to let $\widetilde{H}(s)$ be the ratio of two polynomials

$$
\begin{equation*}
\widetilde{H}(s)=\frac{n(s)}{d(s)}=\frac{\sum_{n=0}^{\bar{n}} a_{n} s^{n}}{\sum_{n=0}^{\bar{n}} b_{n} s^{n}}, \tag{8.5}
\end{equation*}
$$

where $a_{n}, b_{n} \in \mathbb{R}$ are unknowns, and $\bar{n}$ is the order of the desired model. Since one coefficient can be normalized, we let $b_{\bar{n}}=1$. In (8.5), we chose the same degree $\bar{n}$ for numerator and denominator. This choice is appropriate for transfer functions that are known to be bounded when $s \rightarrow \infty$. This is the case of the scattering coefficients used to model electronic devices at high frequencies, as in the example in Section 8.3.7. In other applications, the transfer function of the system under modeling may grow polynomially as $s$ increases. This is the case, for example, of the impedance and admittance coefficients of passive electrical circuits, which can grow linearly with $s$. As an example, one can consider the impedance $Z(s)=s L$ of an inductor. In such cases, the degree of the numerator of (8.5) should be increased to $\bar{n}+1$. This change leads to minor modifications to the algorithms presented in this chapter, which will not be discussed here, but can be found in [35].

After choosing the form of model (8.5), we have to determine its coefficients $a_{n}$ and $b_{n}$ in order to satisfy (8.4), minimizing a suitable norm between samples $H_{k}$ and model response $\widetilde{H}\left(\jmath \omega_{k}\right)$. We choose the $l_{2}$ norm, and aim to minimize

$$
\begin{equation*}
e^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|H_{k}-\widetilde{H}\left(\jmath \omega_{k}\right)\right|^{2} . \tag{8.6}
\end{equation*}
$$

Minimizing (8.6) is a nonlinear least squares problem, due to the unknowns $b_{n}$ in the denominator. Although nonlinear optimization algorithms can be directly applied to (8.6), experience shows that they can be quite time consuming and prone to local minima. A different approach is preferred, where (8.6) is linearized into a linear least squares problem, which can be solved efficiently and robustly with the QR decomposition [28].

We first rewrite (8.6) as

$$
\begin{equation*}
e^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|\frac{H_{k} \sum_{n=0}^{\bar{n}} b_{n}\left(\jmath \omega_{k}\right)^{n}-\sum_{n=0}^{\bar{n}} a_{n}\left(\jmath \omega_{k}\right)^{n}}{\sum_{n=0}^{\bar{n}} b_{n}\left(\jmath \omega_{k}\right)^{n}}\right|^{2} . \tag{8.7}
\end{equation*}
$$

Levy proposed to linearize (8.7) by simply neglecting the denominator, and minimize [54]

$$
\begin{equation*}
\left(e_{L}\right)^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|H_{k} \sum_{n=0}^{\bar{n}} b_{n}\left(\jmath \omega_{k}\right)^{n}-\sum_{n=0}^{\bar{n}} a_{n}\left(\jmath \omega_{k}\right)^{n}\right|^{2}, \tag{8.8}
\end{equation*}
$$

which ultimately boils down to solving a system of linear equations in least squares sense. Unfortunately, this simple trick typically fails to provide an accurate solution of (8.4). Indeed, error functionals (8.7) and (8.8) are equivalent only when $\sum_{n=0}^{\bar{n}} b_{n}(\jmath \omega)^{n}$ is approximately constant, which is rarely the case. Furthermore, the monomial terms $(\jmath \omega)^{n}$ in (8.8) will result in Vandermonde matrices in the least-squares problem to be solved, which are ill-conditioned [28].

To overcome this issue, Sanathanan and Koerner proposed an iterative process to improve the quality of the solution [69]. In the first iteration $(i=1)$, the Levy functional (8.8) is minimized, providing a first estimate of the model coefficients that we denote as $a_{n}^{(1)}$ and $b_{n}^{(1)}$. In successive iterations ( $i \geq 2$ ), the following linearization of (8.7) is minimized:

$$
\begin{equation*}
\left(e_{S K}^{(i)}\right)^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|\frac{H_{k} \sum_{n=0}^{\bar{n}} b_{n}^{(i)}\left(\jmath \omega_{k}\right)^{n}-\sum_{n=0}^{\bar{n}} a_{n}^{(i)}\left(\jmath \omega_{k}\right)^{n}}{\sum_{n=0}^{\bar{n}} b_{n}^{(i-1)}\left(\jmath \omega_{k}\right)^{n}}\right|^{2}, \tag{8.9}
\end{equation*}
$$

leading to a new estimate of model coefficients $a_{n}^{(i)}$ and $b_{n}^{(i)}$. We can see that, in (8.9), the coefficients $b_{n}^{(i-1)}$ from the previous iteration are used to approximate the "nonlinear" term in (8.7). Since the unknowns $a_{n}^{(i)}$ and $b_{n}^{(i)}$ appear only in the numerator, the Sanathanan-Koerner method only requires the solution of linear least squares problems. If the iterative process converges, $b_{n}^{(i-1)} \rightarrow b_{n}^{(i)}$, and (8.9) becomes equivalent to (8.7). We can see that the term $\sum_{n=0}^{\bar{n}} b_{n}^{(i-1)}\left(\jmath \omega_{k}\right)^{n}$ in the denominator of (8.9) acts as a frequency-dependent weight of the least squares problem. This weight aims to progressively remove the bias introduced in the linearization of (8.6). For discrete-time systems, the counterpart of the Sanathanan-Koerner method was proposed by Steiglitz and McBride [73].

### 8.2.3 Numerical issues of the Sanathanan-Koerner method

The work of Sanathanan and Koerner solves (8.4) accurately using only linear least squares problems. Unfortunately, this method can still suffer from severe numerical issues when applied to realistic problems, where the required model order $\bar{n}$ may be quite large and frequency $\omega$ may span several orders of magnitude. For example, VF is extensively used in integrated circuit design to model the interconnect network that distributes signals and power across the circuit. In this application, the frequency range of interest typically extends from a few MHz to tens of GHz , for about four decades of variation. The numerical issues associated with the Sanathanan-Koerner method arise from two factors:
(a) The error (8.9) contains high powers of frequency $\left(\omega_{k}\right)^{n}$, leading to very poor conditioning. Specifically, the matrix of the least-squares problem to be solved will contain Vandermonde blocks [28], which are known to be ill-conditioned even for relatively modest values of $\bar{n}$.
(b) The weighting term $\sum_{n=0}^{\bar{n}} b_{n}^{(i-1)}\left(\jmath \omega_{k}\right)^{n}$ in the denominator of (8.9) typically exhibits large variations over [ $\omega_{1}, \omega_{\bar{k}}$ ], which further degrade the conditioning of the least squares problem.

### 8.3 The Vector Fitting algorithm

The VF algorithm, conceived by Gustavsen and Semlyen [42], addresses both problems with a simple yet brilliant solution.

### 8.3.1 A new basis function and implicit weighting

In order to avoid the ill-conditioning arising from the $s^{n}$ terms in (8.5), VF replaces those terms with partial fractions. The numerator and denominator of $\widetilde{H}(s)$ are written as

$$
\begin{align*}
& n^{(i)}=c_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{c_{n}^{(i)}}{s-p_{n}^{(0)}},  \tag{8.10}\\
& d^{(i)}=1+\sum_{n=1}^{\bar{n}} \frac{d_{n}^{(i)}}{s-p_{n}^{(0)}}, \tag{8.11}
\end{align*}
$$

where $p_{n}^{(0)} \in \mathbb{C}$ are a set of initial poles, whose choice will be discussed later on. We see that, without loss of generality, the constant term in (8.11) has been normalized to one. In comparison to the monomial basis functions $s^{n}$ used by the SanathananKoerner iteration, which vary wildly as $s$ increases, partial fractions $\frac{1}{s-p_{n}^{(0)}}$ have more contained variations over frequency if the poles $p_{n}^{(0)}$ are chosen appropriately [43], as
will be discussed in Section 8.3.2. This feature leads to better conditioning, especially if the poles $p_{n}^{(0)}$ are distinct and well separated.

The introduction of partial fractions is also crucial to address the second issue discussed in Section 8.2.3, and perform an implicit weighting of (8.9). To understand how VF achieves this, we first give a different interpretation to linearized error (8.9). In terms of (8.10) and (8.11), error (8.9) can be expressed as

$$
\begin{equation*}
\left(e_{S K}^{(i)}\right)^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|H_{k} \frac{d^{(i)}\left(\jmath \omega_{k}\right)}{d^{(i-1)}\left(\jmath \omega_{k}\right)}-\frac{n^{(i)}\left(\jmath \omega_{k}\right)}{d^{(i-1)}\left(\jmath \omega_{k}\right)}\right|^{2} . \tag{8.12}
\end{equation*}
$$

We can see that this expression involves the two new quantities

$$
\begin{equation*}
w^{(i)}(s)=\frac{d^{(i)}(s)}{d^{(i-1)}(s)} \tag{8.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{H}^{(i)}(s)=\frac{n^{(i)}(s)}{d^{(i-1)}(s)} . \tag{8.14}
\end{equation*}
$$

The function $\widetilde{H}^{(i)}(s)$ can be interpreted as the model transfer function estimated at iteration $i$ by the minimization of (8.12). Notably, this transfer function is made by the numerator $n^{(i)}(s)$ from the current iteration (to be found), and by the denominator $d^{(i-1)}(s)$ from the previous iteration (already known). This approximation arises from the linearization of the error function, since it indeed avoids the presence of unknowns in the denominator. The function $w^{(i)}(s)$ can be interpreted as a frequency-dependent weight which multiplies the given samples $H_{k}$. This weighting function has two purposes:

- providing a new estimate of denominator $d^{(i)}(s)$, and
- compensating for the approximation introduced by fixing the denominator of $\widetilde{H}^{(i)}(s)$ to the previous iteration value. Indeed, weight $w^{(i)}(s)$ depends on the ratio between new denominator estimate $d^{(i)}(s)$ and previous estimate $d^{(i-1)}(s)$.

Next, we derive alternative expressions for $w^{(i)}(s)$ and $\widetilde{H}^{(i)}(s)$, which pave the way for an implicit weighting of (8.12). Substituting (8.10) and (8.11) into (8.13) we can derive the following chain of equalities:

$$
\begin{equation*}
w^{(i)}(s)=\frac{1+\sum_{n=1}^{\bar{n}} \frac{d_{n}^{(i)}}{s-p_{n}^{(0)}}}{1+\sum_{n=1}^{\bar{n}} \frac{d_{n}^{(i-1)}}{s-p_{n}^{(0)}}}=\frac{\frac{\Pi\left(s-p_{n}^{(i)}\right)}{\Pi\left(s-p_{n}^{(0)}\right)}}{\frac{\Pi\left(s-p_{n}^{(i-1)}\right)}{\Pi\left(s-p_{n}^{(0)}\right)}}=1+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{s-p_{n}^{(i-1)}}, \tag{8.15}
\end{equation*}
$$

where $\Pi=\prod_{n=1}^{\bar{n}}$. In (8.15), $p_{n}^{(i)}$ are the zeros of $d^{(i)}(s)$, and therefore the poles of $\widetilde{H}^{(i+1)}(s)$. From the second expression in (8.15), we see that $w^{(i)}(s)$ is the ratio of two rational functions with the same poles $p_{n}^{(0)}$. By factorizing their respective numerators and denominators, as in the third expression, we observe that those common poles
can be eliminated. Finally, we express $w^{(i)}$ in terms of a new set of poles $p_{n}^{(i-1)}$ that change at every iteration, as in the last expression in (8.15). The same manipulation can be performed on $\widetilde{H}^{(i)}(s)$, leading to

$$
\begin{equation*}
\widetilde{H}^{(i)}(s)=\frac{c_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{c_{n}^{(i)}}{s-p_{n}^{(0)}}}{1+\sum_{n=1}^{\bar{n}} d_{n}^{(i-1)}} \frac{s-p_{n}^{(0)}}{(i)}=r_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{r_{n}^{(i)}}{s-p_{n}^{(i-1)}} . \tag{8.16}
\end{equation*}
$$

Substituting (8.15) and (8.16) into (8.12), we obtain [42, 35]

$$
\begin{equation*}
\left(e_{S K}^{(i)}\right)^{2}=\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|H_{k}\left(1+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right)-\left(r_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{r_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right)\right|^{2}, \tag{8.17}
\end{equation*}
$$

which is the actual error function used in VF to fit the model to the given samples. The main difference between (8.17) and (8.9) is how the linearized error is iteratively weighted to progressively converge to (8.6). In (8.12), the weight $\frac{1}{d^{(i-1)}\left(\rho \omega_{k}\right)}$ is applied explicitly, which degrades numerical conditioning. In (8.17), instead, the same weight is applied implicitly by relocating the poles $p_{n}^{(i-1)}$ at each iteration.

Once (8.17) has been minimized, the updated poles $p_{n}^{(i)}$ for the next iteration can be found as the zeros of $d^{(i)}(s)$, as one can see from the third expression in (8.15). It can be shown that such zeros can be calculated as the eigenvalues of a matrix [42]

$$
\begin{equation*}
\left\{p_{n}^{(i)}\right\}=\operatorname{eig}\left(A^{(i-1)}-b_{w}\left(c_{w}^{(i)}\right)^{T}\right), \tag{8.18}
\end{equation*}
$$

with $A^{(i-1)}=\operatorname{diag}\left\{p_{1}^{(i-1)}, \ldots, p_{\bar{n}}^{(i-1)}\right\}$ being a diagonal matrix formed by poles $p_{n}^{(i-1)}$. In (8.18) $b_{w}$ is a $\bar{n} \times 1$ vector of ones, and $\left(c_{w}^{(i)}\right)^{T}=\left[w_{1}^{(i)}, \ldots, w_{\bar{n}}^{(i)}\right]$. Upon convergence, $p_{n}^{(i-1)} \rightarrow p_{n}^{(i)}$, and they become the poles of the obtained model $H^{(i)}(s)$. When this happens, $w^{(i)} \rightarrow 1$ as we can see from the third expression in (8.15), and the linearized error (8.12) tends to (8.6), as desired.

### 8.3.2 The Vector Fitting algorithm

We are now ready to present the complete VF algorithm [42, 35], with a pseudo-code implementation available in Algorithm 8.1. The first step is to choose the order $\bar{n}$ of the desired model. This choice will be discussed in Section 8.3.11.1. Next, we set the initial poles $p_{n}^{(0)}$ of the basis functions in (8.16) and (8.15). Numerical tests [42] showed that a linear distribution of poles with small and negative real part over the bandwidth spanned by samples $H_{k}$ leads to the best conditioning of the least squares problems to be solved. We assume $\bar{n}$ even, and frequency values $\omega_{k}$ sorted in ascending order. If $\omega_{1}=0$, the initial poles can be set as [35]

$$
p_{n}^{(0)}= \begin{cases}(-\alpha+j) \frac{\omega_{\bar{k}}}{\bar{n}} n & \text { for } n=1, \ldots, \bar{n} / 2  \tag{8.19}\\ \left(p_{n-\bar{n} / 2}^{(0)}\right)^{*} & \text { for } n=\bar{n} / 2+1, \ldots, \bar{n}\end{cases}
$$

```
Algorithm 8.1: Vector Fitting.
Require: response samples \(H_{k}\), corresponding frequencies \(\omega_{k}(k=1, \ldots, \bar{k})\)
Require: desired model order \(\bar{n}\)
Require: maximum number of iterations \(i_{\text {max }}\)
    set initial poles \(p_{n}^{(0)}\) according to (8.19) or (8.20).
    \(i \leftarrow 1\)
    while \(i \leq i_{\text {max }}\) do
        Solve (8.21) or (8.38) in least squares sense
        Compute the new poles estimate \(p_{n}^{(i)}\) with (8.18)
        Enforce poles stability with (8.71), if desired \(\triangleright\) Stability enforcement
        if (8.27) is true then \(\quad \triangleright\) First convergence test
            Solve (8.29) or (8.40) in least squares sense \(\quad\) Tentative final fitting
            Compute fitting error \(e\) with (8.6) or (8.34)
            if \(e \leq \varepsilon_{H}\) then \(\quad \triangleright\) Second convergence test
                \(\widetilde{H}(s)=\widetilde{H}^{(i+1)}(s)\)
                return Success!
            end if
        end if
        \(i \leftarrow i+1\)
    end while
    return Failure: maximum number of iterations reached.
```

where * denotes the complex conjugate and $\alpha$ is typically set to 0.01 . This rule generates $\bar{n} / 2$ pairs of complex conjugate poles, linearly distributed over the frequency range $\left[0, \omega_{\bar{k}}\right]$ spanned by samples $H_{k}$. The imaginary part of the poles is set to be quite larger than the real part, since this makes the partial fraction basis functions well distinct from each other, which improves numerical conditioning.

When $\omega_{1} \neq 0$, the distribution (8.19) can be modified as [35]

$$
p_{n}^{(0)}= \begin{cases}(-\alpha+j)\left[\omega_{1}+\frac{\omega_{\bar{k}}-\omega_{1}}{\bar{n} / 2-1}(n-1)\right] & \text { for } n=1, \ldots, \bar{n} / 2,  \tag{8.20}\\ \left(p_{n-\bar{n} / 2}^{(0)}\right)^{*} & \text { for } n=\bar{n} / 2+1, \ldots, \bar{n}\end{cases}
$$

to linearly spread the poles between $\omega=\omega_{1}$ and $\omega=\omega_{\bar{k}}$. Rules (8.19) and (8.20) work well for most cases, since the choice of initial poles is typically not critical for VF convergence. When the frequency range of interest spans several decades, and the system frequency response exhibits significant behavior in multiple decades, initial poles can be distributed logarithmically for optimal results [35].

The core of the VF algorithm is an iterative minimization of (8.17), which begins with $i=1$. Minimizing (8.17) is equivalent to solving, in the least-squares sense, the
system of equations

$$
\left[\begin{array}{ll}
\Phi_{0}^{(i)} & -D_{H} \Phi_{1}^{(i)}
\end{array}\right]\left[\begin{array}{c}
c_{H}^{(i)}  \tag{8.21}\\
c_{w}^{(i)}
\end{array}\right]=V_{H}
$$

where $\Phi_{0}^{(i)}$ and $\Phi_{1}^{(i)}$ contain the partial fraction basis functions evaluated at the different frequency points $\omega_{k}$ :

$$
\begin{gather*}
\Phi_{0}^{(i)}=\left[\begin{array}{cccc}
1 & \frac{1}{\jmath \omega_{1}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{1}-p_{n}^{(i-1)}} \\
\vdots & \vdots & & \vdots \\
1 & \frac{1}{j \omega_{\bar{k}}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{\bar{k}}-p_{n}^{(i-1)}}
\end{array}\right],  \tag{8.22}\\
\Phi_{1}^{(i)}=\left[\begin{array}{ccc}
\frac{1}{j \omega_{1}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{1}-p_{n}^{(i-1)}} \\
\vdots & & \vdots \\
\frac{1}{j \omega_{\bar{k}}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{\bar{k}}-p_{n}^{(i-1)}}
\end{array}\right], \tag{8.23}
\end{gather*}
$$

and $D_{H}=\operatorname{diag}\left\{H_{1}, \ldots, H_{\bar{k}}\right\}$. The right hand side of (8.21) is a column vector formed by the given samples

$$
V_{H}=\left[\begin{array}{lll}
H_{1} & \ldots & H_{\bar{k}} \tag{8.24}
\end{array}\right]^{T},
$$

while $c_{H}^{(i)}$ and $c_{w}^{(i)}$ contain the unknown coefficients

$$
\begin{align*}
& c_{H}^{(i)}=\left[\begin{array}{lll}
r_{0}^{(i)} & \ldots & r_{\bar{n}}^{(i)}
\end{array}\right]^{T},  \tag{8.25}\\
& c_{w}^{(i)}=\left[\begin{array}{lll}
w_{1}^{(i)} & \ldots & w_{\bar{n}}^{(i)}
\end{array}\right]^{T} . \tag{8.26}
\end{align*}
$$

System (8.21) can be solved in the least-squares sense with a QR decomposition of the coefficient matrix [28]. Once (8.21) has been solved, the new poles estimate $p_{n}^{(i)}$ is computed with (8.18).

The VF iterative process usually converges very quickly, often in 4-5 iterations, except when the given samples are noisy. The fast and reliable convergence of VF is truly remarkable considering that VF ultimately solves a nonlinear minimization problem. Unfortunately, so far no one has been able to support this experimental evidence with strong theoretical results on VF convergence. Actually, contrived examples show that VF convergence is not guaranteed [53, 72]. However, these examples are quite artificial and far from practical datasets. Two decades of widespread use indeed show that, when properly implemented, VF is a remarkably robust algorithm for the identification of reduced order models from sampled data. In VF, convergence is typically monitored with three conditions:

1. When the poles estimates stabilizes, i.e. $p_{n}^{(i)} \simeq p_{n}^{(i-1)}$, performing new iterations will not improve accuracy. When this happens, $w^{(i)}(\jmath \omega) \simeq 1$ for $\omega \in\left[\omega_{1}, \omega_{\bar{k}}\right]$. This occurrence can be tested numerically as

$$
\begin{equation*}
\sqrt{\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}}\left|w^{(i)}(\jmath \omega)-1\right|^{2}} \leq \varepsilon_{w} \tag{8.27}
\end{equation*}
$$

where $\varepsilon_{w}$ is a user-defined threshold. The advantage of criterion (8.27) is that it does not require additional computations apart from the calculation of the norm in (8.27). The limitation of this test is that it is based on an empirical condition, which may be satisfied even when the reduced model $H^{(i)}(s)$ still does not fit well the given frequency samples. Conversely, when samples $H_{k}$ are noisy, test (8.27) may fail even when additional iterations will not significantly improve the poles estimate [33]. Therefore, test (8.27) should be only used as a low-cost check to decide whether it is worth to compute the error between the reduced model response and samples $H_{k}$.
2. When condition (8.27) is satisfied, the error between the fitted model and samples $H_{k}$ should be checked. In principle, this can be done by computing the error between (8.16) and $H_{k}$. However, since after solving (8.21) a new estimate of the poles can be found via (8.18), the common practice is to use those poles to fit a new model. This is done by minimizing the exact error (8.6) between the given samples $H_{k}$ and model

$$
\begin{equation*}
\widetilde{H}^{(i+1)}(s)=r_{0}^{(i+1)}+\sum_{n=1}^{\bar{n}} \frac{r_{n}^{(i+1)}}{s-p_{n}^{(i)}}, \tag{8.28}
\end{equation*}
$$

considering only residues $r_{0}^{(i+1)}, \ldots, r_{\bar{n}}^{(i+1)}$ as unknowns. Since poles $p_{n}^{(i)}$ are now fixed, this is equivalent to solve, in least squares sense, the linear system

$$
\begin{equation*}
\Phi_{0}^{(i+1)} c_{H}^{(i+1)}=V_{H} . \tag{8.29}
\end{equation*}
$$

The VF iteration ends, successfully, when

$$
\begin{equation*}
e \leq \varepsilon_{H}, \tag{8.30}
\end{equation*}
$$

since model (8.28) meets the accuracy threshold $\varepsilon_{H}$ set by the user. The main reason why this additional fitting step is performed is because this step minimizes the exact error (8.6) between model and given samples, rather than a linear approximation like (8.17), which improves accuracy and more reliably detects convergence. Therefore, solving (8.29) serves both as convergence test and as final fitting of the model.
3. In selected circumstances, VF may be unable to reach (8.30) even after many iterations. In this case, the iterative process concludes unsuccessfully when $i$ exceeds the maximum number of iterations $i_{\text {max }}$ allowed by the user.

### 8.3.3 Example: fitting a rational transfer function

In this example, we apply VF to a set of samples $H_{k}$ generated from a known rational function of order 10. Its poles were generated randomly, and are reported in Table 8.1. The original transfer function was sampled at $\bar{k}=100$ frequency points linearly spaced between $\omega_{1}=0.1 \mathrm{rad} / \mathrm{s}$ and $\omega_{100}=10 \mathrm{rad} / \mathrm{s}$. A Matlab implementation of VF [75] was used to fit the samples with a model in the form (8.16) with order $\bar{n}=10$. The initial distribution of poles $p_{n}^{(0)}$ set by (8.20) is depicted in the left panel of Figure 8.1. Throughout the VF iterations, poles relocate to the final distribution shown in the right panel of Figure 8.1, which also compares them to the exact poles of the original rational function. We can see that the poles estimated by VF closely match the poles of the original system.

Table 8.1: Example of Section 8.3.3: poles and residues of the transfer function used to generate samples $H_{k}$.

| Pole | Residue |
| :--- | :--- |
| constant term | $r_{0}=0.1059$ |
| $p_{1}=-1.3578$ | $r_{1}=-0.2808$ |
| $p_{2}=-1.2679$ | $r_{2}=0.1166$ |
| $p_{3,4}=-1.4851 \pm 0.2443 \jmath$ | $r_{3,4}=0.9569 \mp 0.7639 \jmath$ |
| $p_{5,6}=-0.8487 \pm 2.9019 \jmath$ | $r_{5,6}=0.9357 \mp 0.7593 \jmath$ |
| $p_{7,8}=-0.8587 \pm 3.1752 \jmath$ | $r_{7,8}=0.4579 \mp 0.7406 \jmath$ |
| $p_{9,10}=-0.2497 \pm 6.5369 \jmath$ | $r_{9,10}=0.2405 \mp 0.7437 \jmath$ |



Figure 8.1: Left panel: initial poles $p_{n}^{(0)}$ used by VF in the first iteration. Right panel: poles of the final model $\widetilde{H}(s)$ compared to the exact poles of the original transfer function.

In Figure 8.2, the frequency response $\widetilde{H}(\jmath \omega)$ of the VF model is compared to the initial samples. We observe excellent agreement over the entire frequency range of interest. At the conclusion of the VF iterative process, the worst-case error between samples $H_{k}$ and model response

$$
\begin{equation*}
e_{\infty}=\max _{k}\left|H_{k}-H\left(\jmath \omega_{k}\right)\right| \tag{8.31}
\end{equation*}
$$



Figure 8.2: Example of Section 8.3.3: magnitude (top) and phase (bottom) of samples $H_{k}$ and of the model $\widetilde{H}(\jmath \omega)$ identified by VF.
is $2.37 \times 10^{-14}$. Figure 8.3 shows the evolution of $e_{\infty}$ throughout the five iterations performed by VF, plus a final iteration $(i=6)$ where poles were kept fixed and residues were calculated one more time using (8.29). The figure shows that VF converges very quickly, reaching an error below $10^{-8}$ in only three iterations. We can also observe that the final fitting iteration $(i=6)$ with fixed poles provides a more accurate model. For this example, VF took only 0.2 s of CPU time on a 2.2 GHz mobile processor. The source codes related to this example can be downloaded from [75].

### 8.3.4 Example: modeling of aortic input impedance

In this example, VF is used to model the relation between pressure $p(t)$ and flow rate $q(t)$ in the ascending aorta of a 1.1-year old patient [71, patient 1]. Simultaneous pressure and flow rate measurements were collected during a surgical procedure. The blood flow rate was measured with an ultrasonic flow probe positioned about 1 cm downstream of the aortic valve. The pressure was acquired using a catheter with a pressure transducer on its tip, positioned in the same location as the flow rate probe. From time domain recordings, the input impedance seen from the aorta was


Figure 8.3: Example of Section 8.3.3: worst-case fitting error $e_{\infty}$ as a function of iteration counter $i$. The last iteration $(i=6)$ was performed with fixed poles.
obtained:

$$
\begin{equation*}
Z(\jmath \omega)=\frac{\mathscr{F}\{p(t)\}}{\mathscr{F}\{q(t)\}}, \tag{8.32}
\end{equation*}
$$

where $\mathscr{F}$ \{.\} denotes the Fourier transform. Impedance was computed at $\bar{k}=11$ frequency points $\omega_{k}=2 \pi(k-1) f_{0}$ for $k=1, \ldots, 11$, where $f_{0}=2.54 \mathrm{~Hz}=152.4$ beats $/ \mathrm{min}$ corresponds to the heart rate of the patient. The authors of [71] estimate that the impedance measurements are affected by uncertainty with a relative standard deviation that ranges between $0.66 \%$ to $14.5 \%$ depending on frequency. The relative standard deviation was normalized to $|Z(0)|$.

We apply VF to the impedance samples to obtain a closed-form model relating aortic pressure and flow rate. The limited number of available samples and their uncertainty make the identification of an accurate model challenging. We use this nontrivial scenario to explore the relation between number and quality of the available samples, model order $\bar{n}$, and accuracy. Vector Fitting was applied to the given samples four times with model order $\bar{n}$ increasing from 2 to 8 in steps of 2 . Figure 8.4 compares the magnitude and phase of the identified model to the original impedance samples. We can see that the $\bar{n}=2$ model captures the overall trend of the impedance. However, it fails to resolve the increase in impedance at $f=12.7 \mathrm{~Hz}$ and the associated phase variation. Increasing order to 4 or 6 resolves that feature and provides higher accuracy. Further increasing order $\bar{n}$ to 8 leads to a model which matches closely most given samples, but has a sharp and high peak at $f=12.3 \mathrm{~Hz}$. This unrealistic behavior in-between the given samples is typical of an overfitting scenario, where the sought model has too many degrees of freedom, which can be hardly estimated from the information contained in the available samples. Although still solvable, the conditioning number of (8.21) degrades. The system solution, which gives the model coefficients, becomes very sensitive to the noise superimposed to the given samples. The source codes related to this example can be downloaded from [75].


Figure 8.4: Impedance seen into the ascending aorta of the pediatric patient considered in Section 8.3.4: measured samples (circles) and response of four different VF models (dashed lines) of order $\bar{n}=2,4,6,8$ (from top to bottom).

### 8.3.5 The multi-input multi-output case

The VF algorithm presented in Section 8.3.2 for the single-input single-output case can be easily extended to the general case of a system with $\bar{m}$ inputs and $\bar{q}$ outputs. In this case, the given samples are $\bar{q} \times \bar{m}$ complex matrices $H_{k}$, and we denote their ( $q, m$ ) entry as $H_{k, q m}$. The model transfer function is now defined as

$$
\begin{equation*}
\widetilde{H}^{(i)}(s)=R_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{R_{n}^{(i)}}{s-p_{n}^{(i-1)}}, \tag{8.33}
\end{equation*}
$$

where $R_{n}^{(i)} \in \mathbb{C}^{\bar{q} \times \bar{m}}$. In (8.33), the same poles $p_{n}^{(i-1)}$ are used for all elements of matrix $\widetilde{H}^{(i)}(s)$. This choice is appropriate when modeling linear dynamical systems, since it is known that the poles of each transfer function entry are a subset of a common set of poles shared by all transfer function elements. The physical justification of this fact is that poles are related to the natural modes of the system, which are a property of the system itself and not of individual entries of its transfer function. In other communities, natural modes are referred to as resonances or eigenmodes of the system. When VF is applied to model transfer functions not related to the same physical system, one should use distinct poles for different elements of (8.33). This scenario is discussed in [35], which also elaborates on the computational implications of this choice.

In the multi-input multi-output case, weighting function $w^{(i)}(s)$ remains defined by (8.15). Since the transfer function (8.33) is now matrix-valued, VF aims to minimize the error functional

$$
\begin{equation*}
e^{2}=\frac{1}{\bar{k} \bar{q} \bar{m}} \sum_{k=1}^{\bar{k}}\left\|H_{k}-\widetilde{H}\left(\jmath \omega_{k}\right)\right\|_{F}^{2}, \tag{8.34}
\end{equation*}
$$

where $\|.\|_{F}$ denotes the Frobenius norm, which for $A \in \mathbb{C}^{\bar{q} \times \bar{m}}$ is defined as

$$
\begin{equation*}
\|A\|_{F}=\sqrt{\sum_{q=1}^{\bar{q}} \sum_{m=1}^{\bar{m}}\left|A_{q m}\right|^{2}} . \tag{8.35}
\end{equation*}
$$

From (8.35), we see that the square of the Frobenius norm is simply equal to the sum of the squared magnitudes of each entry. Therefore, minimizing (8.34) means minimizing the sum of the squared error between each sample $H_{k, q m}$ and the corresponding entry of (8.33).

The minimization of (8.34) is a nonlinear least-squares problem, which VF solves iteratively by working on the linearized error [42]

$$
\begin{equation*}
\left(e_{S K}^{(i)}\right)^{2}=\frac{1}{\bar{k} \bar{q} \bar{m}} \sum_{k=1}^{\bar{k}}\left\|H_{k}\left(1+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right)-\left(R_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{R_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right)\right\|_{F}^{2} . \tag{8.36}
\end{equation*}
$$

As in the single-input single-output case, we can see that (8.36) uses weighting function $w^{(i)}(s)$ to offset the error introduced by using the previous poles estimate in the
denominators. Minimizing (8.36) is equivalent to solving, in the least-squares sense, the system of equations

$$
\begin{equation*}
R_{0, q m}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{R_{n, q m}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}-H_{k, q m} \sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}=H_{k, q m} \tag{8.37}
\end{equation*}
$$

for $k=1, \ldots, \bar{k}, q=1, \ldots, \bar{q}$ and $m=1, \ldots, \bar{m}$. In matrix form, equations (8.37) read

$$
\left[\begin{array}{ccccc}
\Phi_{0}^{(i)} & 0 & \ldots & 0 & -D_{H_{11}} \Phi_{1}^{(i)}  \tag{8.38}\\
0 & \Phi_{0}^{(i)} & \ddots & \vdots & -D_{H_{21}} \Phi_{1}^{(i)} \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \ldots & 0 & \Phi_{0}^{(i)} & -D_{H_{\bar{q} \bar{m}}} \Phi_{1}^{(i)}
\end{array}\right]\left[\begin{array}{c}
c_{H_{11}}^{(i)} \\
c_{H_{21}}^{(i)} \\
\vdots \\
c_{H_{\bar{q} \bar{m}}}^{(i)} \\
c_{w}^{(i)}
\end{array}\right]=\left[\begin{array}{c}
V_{H_{11}} \\
V_{H_{21}} \\
\vdots \\
V_{H_{\bar{q} \bar{m}}}
\end{array}\right],
$$

where $D_{H_{q m}}$ and $V_{H_{q m}}$ are, respectively, a diagonal matrix and a column vector formed by all samples $H_{k, q m}$ for $k=1, \ldots, \bar{k}$. In the unknown vector of (8.38),

$$
c_{H_{q m}}^{(i)}=\left[\begin{array}{lll}
R_{0, q m}^{(i)} & \ldots & R_{\bar{n}, q m}^{(i)} \tag{8.39}
\end{array}\right]^{T},
$$

and $c_{w}^{(i)}$ is defined by (8.26). System (8.38) is solved in step 4 of Algorithm 8.1. In step 8, a tentative final fitting of the model is performed, assuming fixed poles and determining only a new estimate of residues $R_{n}^{(i+1)}$. This step can be achieved by solving

$$
\begin{equation*}
\Phi_{0}^{(i+1)} c_{H_{q m}}^{(i+1)}=V_{H_{q m}}, \tag{8.40}
\end{equation*}
$$

for $q=1, \ldots, \bar{q}$ and $m=1, \ldots, \bar{m}$.

### 8.3.6 The fast Vector Fitting algorithm

As the number of inputs $\bar{m}$ and outputs $\bar{q}$ increases, the computational cost of solving (8.38) can quickly become unsustainable. As technology evolves, this scenario arises more frequently, as engineers need to model systems of increasing complexity, either in terms of dynamic order or number of inputs and outputs. For example, a modern server processor has about 2,000 pins, which are connected to the motherboard by a dense network of tiny wires realized on the chip package. Seen as an inputoutput system, this network will have about 4,000 inputs and outputs, half where the network connects to the motherboard, and half where the network is connected to the silicon die. The need to predict electromagnetic interference in this dense and intricate network of wires calls for scalable algorithms to create reduced order models for systems where the number of inputs $\bar{m}$ and outputs $\bar{q}$ can be several thousands [70, 8].

The Fast VF algorithm [22, 47] significantly reduces the cost of solving (8.38) for multi-input and multi-output systems. Savings are achieved by exploiting the block
structure of (8.38) and the fact that, of the solution vector of (8.38), only $c_{w}^{(i)}$ is actually needed to compute the new poles estimate (8.18). A least-squares problem in the form of (8.38) can be efficiently solved by first performing the QR decompositions [29, 9, 86, 22]

$$
\left[\begin{array}{ll}
\Phi_{0}^{(i)} & -D_{H_{q m}} \Phi_{1}^{(i)}
\end{array}\right]=\left[\begin{array}{ll}
\mathcal{Q}_{q m}^{1} & \mathcal{Q}_{q m}^{2}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{R}_{q m}^{11} & \mathcal{R}_{q m}^{12}  \tag{8.41}\\
0 & \mathcal{R}_{q m}^{22}
\end{array}\right],
$$

for $q=1, \ldots, \bar{q}$ and $m=1, \ldots, \bar{m}$. Then a reduced system is formed [22]:

$$
\left[\begin{array}{c}
\mathcal{R}_{11}^{22}  \tag{8.42}\\
\mathcal{R}_{21}^{22} \\
\vdots \\
\mathcal{R}_{\bar{q} \bar{m}}^{22}
\end{array}\right] c_{w}^{(i)}=\left[\begin{array}{c}
\left(\mathcal{Q}_{11}^{2}\right)^{H} V_{H_{11}} \\
\left(\mathcal{Q}_{21}^{2}\right)^{H} V_{H_{21}} \\
\vdots \\
\left(\mathcal{Q}_{\bar{q} \bar{m}}^{2}\right)^{H} V_{H_{\bar{q} \bar{m}}}
\end{array}\right],
$$

where ${ }^{H}$ denotes the conjugate transpose, also known as Hermitian transpose. System (8.42) is solved in the least-squares sense to determine $c_{w}^{(i)}$, and compute the new poles estimate with (8.18). Computational savings arise from the fact that the size of the matrices involved in (8.41) and (8.42) is much lower than the size of the coefficient matrix in (8.38). Furthermore, since the $\bar{q} \bar{m} \mathrm{QR}$ decompositions (8.41) are independent, they can be performed in parallel [14]. The Fast VF algorithm with parallelization can identify reduced models for systems with hundreds of inputs and outputs in minutes [35]. A pseudo-code of a real-valued implementation of the Fast VF algorithm will be given in Section 8.3.8.

Several other ideas were proposed to increase VF scalability for large input and output counts. In VF with compression, samples $H_{k}$ are "compressed" with a singular value decomposition reducing the cost of the subsequent fitting [37] and passivity enforcement steps [63]. The Loewner method [52, 46], which is an alternative to VF for the data-driven modeling of linear systems, was also shown to scale favorably with respect to the number of inputs and outputs. This class of techniques is the subject of Chapter 6 of this volume.

### 8.3.7 Example: modeling of a multiport interconnect on a printed circuit board

Vector Fitting is extensively used by electronic designers to model how high-speed digital signals propagate over a printed circuit board, and design the system accordingly. We consider the structure shown in Figure 8.5, which consists of several copper traces realized on the top face of a high-performance printed circuit board (Wild River Technology CMP-28 [88]). This structure mimics, in a simplified way, the multiwire buses that may connect the CPU and memory of a high-performance server. At the end of


Figure 8.5: Interconnect network on a printed circuit board considered in Section 8.3.7. The four measurement ports of the vector network analyzer were connected as shown in the Figure.
each trace, an electrical port is defined between the trace endpoint and a reference point on the ground plane underneath. The port is defined where the CPU or memory chip would be connected. In the test system, a high-frequency connector was installed at each port allowing the user to inject a signal from each port, and observe the signal received at the other ports.

In this example, we consider the two lower traces in Figure 8.5, which have connectors J72, J71, J64, J61 soldered at their ends. The scattering matrix $H(\jmath \omega)$ of this 4-port device was measured from 10 MHz to 40 GHz in steps of 10 MHz with a Keysight N5227A vector network analyzer (courtesy of Fadime Bekmambetova, University of Toronto). In the scattering representation, input $U_{m}(\jmath \omega)$ is the amplitude of the electromagnetic wave injected into port $m$ by the instrument. Output $Y_{q}(\jmath \omega)$ is the amplitude of the wave received at port $q$. The scattering representation is commonly used at high frequency since it can be measured more accurately compared to the impedance or admittance representations used at low frequency.

A commercial implementation of the VF algorithm (IdEM, Dassault Systemes) was used to generate a reduced order model from the measured samples (courtesy of Prof. Stefano Grivet-Talocia, Politecnico di Torino). Figure 8.6 compares the VF model response to the original samples for the $(1,2)$ element of the scattering matrix. This response is the ratio between the amplitude of the wave received at one end of the trace (port 1) and the amplitude of the wave injected at the other end (port 2). We see that, as frequency increases, the received signal is progressively weaker, due to higher attenuation. The agreement between the VF model and the samples is excellent over the entire frequency range spanned by the measured data. Figure 8.7 compares the model response to the measured samples for the $(1,3)$ entry of the scattering matrix, which describes the signal received on the lower copper trace in Figure 8.5 when only the upper trace is excited. This coefficient is about 25 times smaller than the $(1,2)$ coefficient, since the two traces are not directly connected, and any coupling is due to


Figure 8.6: Example of Section 8.3.7: comparison between samples $H_{k, 12}$ and corresponding VF model response.


Figure 8.7: Example of Section 8.3.7: comparison between samples $H_{k, 13}$ and corresponding VF model response.
electromagnetic interference. We can see that the VF model approximates this small entry very accurately.

Figure 8.8 plots the samples-model error $e_{S K}^{(i)}$ as a function of $i$, together with the order $\bar{n}$ used by VF at each iteration. In this example, the order is adapted throughout


Figure 8.8: Example of Section 8.3.7: VF error as a function of iteration, compared to the desired error level. Labels indicate the order $\bar{n}$ used by VF at each iteration.
iterations with the adding and skimming process [33] described in Section 8.3.11.1. We observe that VF is able to progressively reduce the error throughout iterations, but convergence is slower than in the analytical example of Section 8.3.3. This happens because of two reasons. First, this implementation of VF adaptively determines order $\bar{n}$ in a single run, without requiring the user to determine a suitable $\bar{n}$ with multiple VF runs. Second, some noise is unavoidably present in the experimental measurements, which slows down convergence, and prevents VF from reducing the fitting error below $10^{-3}$. Indeed, we can see that VF is unable to increase model accuracy after the 10th iteration. Ultimately, VF delivers a reduced model with an error of $1.34 \cdot 10^{-3}$, which is adequate for most design purposes.

### 8.3.8 A real-valued formulation of VF and fast VF

In most systems of practical interest, input $u(t)$ and output $y(t)$ are real-valued. Consequently, poles $p_{n}$ and residues $R_{n}$ are expected to be either real or in complex conjugate pairs. Because of round-off errors, the VF algorithm described so far may not ensure this realness condition. In this section, we describe a real-valued version of Fast VF which can be implemented in real arithmetics, and will ensure the realness condition by construction. The pseudo-code of the described algorithm is given in Algorithm 8.2. An open-source implementation of this algorithm, which closely follows the notation and pseudo-code in this chapter, can be downloaded from [75].

To ensure complex conjugate poles and residues, we redefine model (8.33) as

$$
\begin{equation*}
\widetilde{H}^{(i)}(s)=R_{0}^{(i)}+\sum_{n=1}^{\bar{n}_{r}} \frac{R_{n}^{(i)}}{s-p_{n}^{(i-1)}}+\sum_{n=\bar{n}_{r}+1}^{\bar{n}_{r}+\bar{n}_{c}}\left[\frac{R_{n}^{(i)}}{s-p_{n}^{(i-1)}}+\frac{\left(R_{n}^{(i)}\right)^{*}}{s-\left(p_{n}^{(i-1)}\right)^{*}}\right], \tag{8.43}
\end{equation*}
$$

where $\bar{n}_{r}$ is the number of real poles and $\bar{n}_{C}$ is the number of pairs of complex conjugate poles, for a total order $\bar{n}=\bar{n}_{r}+2 \bar{n}_{c}$. In (8.43), we force $R_{n}^{(i)} \in \mathbb{R}^{\bar{q} \times \bar{m}}$ for $n=0, \ldots, \bar{n}_{r}$. The

VF weighting function (8.15) is redefined in a similar fashion as

$$
\begin{equation*}
w^{(i)}(s)=1+\sum_{n=1}^{\bar{n}_{r}} \frac{w_{n}^{(i)}}{s-p_{n}^{(i-1)}}+\sum_{n=\bar{n}_{r}+1}^{\bar{n}_{r}+\bar{n}_{c}}\left[\frac{w_{n}^{(i)}}{s-p_{n}^{(i-1)}}+\frac{\left(w_{n}^{(i)}\right)^{*}}{s-\left(p_{n}^{(i-1)}\right)^{*}}\right], \tag{8.44}
\end{equation*}
$$

where $w_{n}^{(i)} \in \mathbb{R}$ for $n=1, \ldots, \bar{n}_{r}$. Using (8.43) and (8.44), and following the steps in Section 8.3.5, one can arrive at a least-squares system in the same form as (8.38)

$$
\left[\begin{array}{ccccc}
\Phi_{0}^{(i)} & 0 & \ldots & 0 & -D_{H_{11}} \Phi_{1}^{(i)}  \tag{8.45}\\
0 & \Phi_{0}^{(i)} & \ddots & \vdots & -D_{H_{21}} \Phi_{1}^{(i)} \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \ldots & 0 & \Phi_{0}^{(i)} & -D_{H_{\bar{q} \bar{m}}} \Phi_{1}^{(i)}
\end{array}\right]\left[\begin{array}{c}
c_{H_{11}}^{(i)} \\
c_{H_{21}}^{(i)} \\
\vdots \\
c_{H_{\bar{q} \bar{m}}^{(i)}}^{(i)} \\
c_{w}^{(i)}
\end{array}\right]=\left[\begin{array}{c}
V_{H_{11}} \\
V_{H_{21}} \\
\vdots \\
V_{H_{\bar{q} \bar{m}}}
\end{array}\right]
$$

but where we take as unknowns the real and imaginary part of each residue in (8.43)

$$
c_{H_{q m}}^{(i)}=\left[\begin{array}{llllll}
R_{0, q m}^{(i)} & \ldots & R_{\bar{n}_{r}, q m}^{(i)} & \operatorname{Re}\left\{R_{\bar{n}_{r}+1, q m}^{(i)}\right\} & \operatorname{Im}\left\{R_{\bar{n}_{r}+1, q m}^{(i)}\right\} & \ldots \tag{8.46}
\end{array}\right]^{T},
$$

and the real and imaginary part of each residue of the weighting function (8.44)

$$
c_{w}^{(i)}=\left[\begin{array}{llllll}
w_{1}^{(i)} & \ldots & w_{\bar{n}_{r}}^{(i)} & \operatorname{Re}\left\{w_{\bar{n}_{r}+1}^{(i)}\right\} & \operatorname{Im}\left\{w_{\bar{n}_{r}+1}^{(i)}\right\} & \ldots \tag{8.47}
\end{array}\right]^{T} .
$$

This choice of unknowns will ensure that complex residues always come in conjugate pairs. The coefficient matrices $\Phi_{0}^{(i)}$ and $\Phi_{1}^{(i)}$ in (8.45) are given by

$$
\begin{align*}
& \Phi_{0}^{(i)}=\left[\begin{array}{lll}
1_{\bar{k}} & \Phi_{r}^{(i)} & \Phi_{c}^{(i)}
\end{array}\right],  \tag{8.48}\\
& \Phi_{1}^{(i)}=\left[\begin{array}{ll}
\Phi_{r}^{(i)} & \Phi_{c}^{(i)}
\end{array}\right], \tag{8.49}
\end{align*}
$$

where $1_{\bar{k}}$ is a $\bar{k} \times 1$ vector of ones, and

$$
\begin{align*}
& \Phi_{r}^{(i)}=\left[\begin{array}{ccc}
\frac{1}{\jmath \omega_{1}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{1}-p_{n_{r}}^{(i-1)}} \\
\vdots & \ddots & \vdots \\
\frac{1}{\jmath \omega_{\bar{k}}-p_{1}^{(i-1)}} & \cdots & \frac{1}{\jmath \omega_{\bar{k}}-p_{n_{r}}^{(i-1)}}
\end{array}\right],  \tag{8.50}\\
& \Phi_{c}^{(i)}=\left[\begin{array}{ccc}
\frac{1}{j \omega_{1}-p_{n_{r}+1}^{(i-1)}}+\frac{1}{j \omega_{1}-\left(p_{n_{r}+1}^{(i-1)}\right)^{*}} & \frac{J}{j \omega_{1}-p_{n_{r}+1}^{(i-1)}}-\frac{J}{j \omega_{1}-\left(p_{n_{r}+1}^{(i-1)}\right)^{*}} & \cdots \\
\vdots & \vdots & \\
\frac{1}{j \omega_{\bar{k}}-p_{n_{r}+1}^{(i-1)}}+\frac{1}{j \omega_{\bar{k}}-\left(p_{n_{r}+1}^{(i-1)}\right)^{*}} & \frac{j}{j \omega_{\bar{k}}-p_{n_{r}+1}^{(i-1)}}-\frac{J}{j \omega_{\bar{k}}-\left(p_{n_{r}+1}^{(i-1)}\right)^{*}} & \cdots
\end{array}\right] . \tag{8.51}
\end{align*}
$$

Although (8.45) has real unknowns, its coefficients matrix and right hand side are still complex-valued. To remedy this issue, we write the real and imaginary part of each
equation separately

$$
\left[\begin{array}{ccccc}
\operatorname{Re}\left\{\Phi_{0}^{(i)}\right\} & 0 & \ldots & 0 & -\operatorname{Re}\left\{D_{H_{11}} \Phi_{1}^{(i)}\right\}  \tag{8.52}\\
\operatorname{Im}\left\{\Phi_{0}^{(i)}\right\} & 0 & \ldots & 0 & -\operatorname{Im}\left\{D_{H_{11}} \Phi_{1}^{(i)}\right\} \\
\vdots & & & \vdots & \vdots \\
0 & \ldots & 0 & \operatorname{Re}\left\{\Phi_{0}^{(i)}\right\} & -\operatorname{Re}\left\{D_{H_{\bar{q} \bar{m}}} \Phi_{1}^{(i)}\right\} \\
0 & \ldots & 0 & \operatorname{Im}\left\{\Phi_{0}^{(i)}\right\} & -\operatorname{Im}\left\{D_{H_{\bar{q} \bar{m}}} \Phi_{1}^{(i)}\right\}
\end{array}\right]\left[\begin{array}{c}
c_{H_{11}}^{(i)} \\
\vdots \\
c_{H_{\bar{q} \bar{m}}}^{(i)} \\
c_{w}^{(i)}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{Re}\left\{V_{H_{11}}\right\} \\
\operatorname{Im}\left\{V_{H_{11}}\right\} \\
\vdots \\
\operatorname{Re}\left\{V_{H_{\bar{q} \bar{m}}}\right\} \\
\operatorname{Im}\left\{V_{H_{\bar{q} \bar{m}}}\right\}
\end{array}\right] .
$$

The obtained system, which has real coefficients and unknowns will ensure, by construction, that model poles and residues are either real or complex conjugate. Due to its block structure, system (8.52) can be efficiently solved with the Fast VF approach discussed in Section 8.3.6. In step 5 of Algorithm 8.2, the QR decompositions

$$
\left[\begin{array}{cc}
\operatorname{Re}\left\{\Phi_{0}^{(i)}\right\} & -\operatorname{Re}\left\{D_{H_{q m}} \Phi_{1}^{(i)}\right\}  \tag{8.53}\\
\operatorname{Im}\left\{\Phi_{0}^{(i)}\right\} & -\operatorname{Im}\left\{D_{H_{q m}} \Phi_{1}^{(i)}\right\}
\end{array}\right]=\left[\begin{array}{ll}
\mathcal{Q}_{q m}^{11} & \mathcal{Q}_{q m}^{12} \\
\mathcal{Q}_{q m}^{21} & \mathcal{Q}_{q m}^{22}
\end{array}\right]\left[\begin{array}{cc}
\mathcal{R}_{q m}^{11} & \mathcal{R}_{q m}^{12} \\
0 & \mathcal{R}_{q m}^{22}
\end{array}\right],
$$

are computed for $q=1, \ldots, \bar{q}$ and $m=1, \ldots, \bar{m}$. Then, in step 5 , the reduced system

$$
\left[\begin{array}{c}
\mathcal{R}_{11}^{22}  \tag{8.54}\\
\mathcal{R}_{21}^{22} \\
\vdots \\
\mathcal{R}_{\bar{q} \bar{m}}^{22}
\end{array}\right] c_{w}^{(i)}=\left[\begin{array}{c}
\left(\mathcal{Q}_{11}^{12}\right)^{T} \operatorname{Re}\left\{V_{H_{11}}\right\}+\left(\mathcal{Q}_{11}^{22}\right)^{T} \operatorname{Im}\left\{V_{H_{11}}\right\} \\
\left(\mathcal{Q}_{21}^{12}\right)^{T} \operatorname{Re}\left\{V_{H_{21}}\right\}+\left(\mathcal{Q}_{21}^{22}\right)^{T} \operatorname{Im}\left\{V_{H_{21}}\right\} \\
\vdots \\
\left(\mathcal{Q}_{\bar{q} \bar{m}}^{12}\right)^{T} \operatorname{Re}\left\{V_{H_{\bar{q} \bar{m}}}\right\}+\left(\mathcal{Q}_{\bar{q} \bar{m}}^{22}\right)^{T} \operatorname{Im}\left\{V_{H_{\bar{q} \bar{m}}}\right\}
\end{array}\right]
$$

is solved in the least-squares sense to determine $c_{w}^{(i)}$ and compute the new poles estimate with the real-valued counterpart of (8.18), which reads [35]

$$
\begin{equation*}
\left\{p_{n}^{(i)}\right\}=\operatorname{eig}\left(A^{(i-1)}-b_{w}\left(c_{w}^{(i)}\right)^{T}\right), \tag{8.55}
\end{equation*}
$$

with $A^{(i-1)}=\operatorname{diag}\left\{p_{1}^{(i-1)}, \ldots, p_{\bar{n}_{r}}^{(i-1)}, \Pi_{\bar{n}_{r}+1}^{(i-1)}, \ldots, \Pi_{\bar{n}_{r}+\bar{n}_{c}}^{(i-1)}\right\}$ being a block diagonal matrix formed by the real poles and, for complex conjugate pairs, by the blocks

$$
\Pi_{n}^{(i-1)}=\left[\begin{array}{cc}
\operatorname{Re}\left\{p_{n}^{(i-1)}\right\} & \operatorname{Im}\left\{p_{n}^{(i-1)}\right\}  \tag{8.56}\\
-\operatorname{Im}\left\{p_{n}^{(i-1)}\right\} & \operatorname{Re}\left\{p_{n}^{(i-1)}\right\}
\end{array}\right]
$$

In (8.55), $b_{w}$ is a $\bar{n} \times 1$ vector with the first $\bar{n}_{r}$ entries set to one, followed by a $[2,0]^{T}$ block for each pair of complex conjugate poles.

Once poles have been estimated, a first convergence test is performed in step 8 using (8.27). If the test is passed, in step 9 of Algorithm 8.2 we fit the residues of the final model, solving in the least-squares sense

$$
\left[\begin{array}{c}
\operatorname{Re}\left\{\Phi_{0}^{(i+1)}\right\}  \tag{8.57}\\
\operatorname{Im}\left\{\Phi_{0}^{(i+1)}\right\}
\end{array}\right] c_{H_{q m}}^{(i+1)}=\left[\begin{array}{c}
\operatorname{Re}\left\{V_{H_{q m}}\right\} \\
\operatorname{Im}\left\{V_{H_{q m}}\right\}
\end{array}\right],
$$

for $q=1, \ldots, \bar{q}$ and $m=1, \ldots, \bar{m}$. The second and final convergence test is performed in step 11 of Algorithm 8.2.

```
Algorithm 8.2: Fast Vector Fitting, real-valued implementation.
Require: response samples \(H_{k}\), corresponding frequencies \(\omega_{k}(k=1, \ldots, \bar{k})\)
Require: desired model order \(\bar{n}\)
Require: maximum number of iterations \(i_{\text {max }}\)
    set initial poles \(p_{n}^{(0)}\) according to (8.19) or (8.20).
    \(i \leftarrow 1\)
    while \(i \leq i_{\text {max }}\) do
        Compute QR decompositions (8.53)
        Solve (8.54) in the least-squares sense
        Compute the new poles estimate \(p_{n}^{(i)}\) with (8.55)
        Enforce poles stability with (8.71), if desired \(\triangleright\) Stability enforcement
        if (8.27) is true then \(\quad \triangleright\) First convergence test
            Solve (8.57) in the least-squares sense \(\triangleright\) Tentative final fitting
            Compute fitting error \(e\) with (8.34)
            if \(e \leq \varepsilon_{H}\) then \(\quad \triangleright\) Second convergence test
                \(\widetilde{H}(s)=\widetilde{H}^{(i+1)}(s)\)
                return Success!
            end if
        end if
        \(i \leftarrow i+1\)
    end while
    return Failure: maximum number of iterations reached.
```


### 8.3.9 Model realization

The real-valued formulation of VF, discussed in Section 8.3.8, produces a reduced model in the form

$$
\begin{equation*}
\widetilde{H}(s)=R_{0}+\sum_{n=1}^{\bar{n}_{r}} \frac{R_{n}}{s-p_{n}}+\sum_{n=\bar{n}_{r}+1}^{\bar{n}_{r}+\bar{n}_{c}}\left[\frac{R_{n}}{s-p_{n}}+\frac{R_{n}^{*}}{s-p_{n}^{*}}\right], \tag{8.58}
\end{equation*}
$$

which can be easily converted into a variety of equivalent representations to facilitate its use in different simulation scenarios. Expression (8.58) is known as pole-residue form of the transfer function. This form is the most convenient when the model will be used in frequency domain analyses, since it minimizes the computational cost of evaluating $H(\jmath \omega)$.

For time domain analyses, such as transient simulations, expression (8.58) can be converted into the time domain with the inverse Laplace transform, which yields

$$
\begin{equation*}
\widetilde{h}(t)=R_{0}+\sum_{n=1}^{\bar{n}_{r}} R_{n} e^{p_{n} t}+\sum_{n=\bar{n}_{r}+1}^{\bar{n}_{r}+\bar{n}_{c}}\left[2 R_{n}^{\prime} e^{p_{n}^{\prime} t} \cos \left(p_{n}^{\prime \prime} t\right)-2 R_{n}^{\prime \prime} e^{p_{n}^{\prime} t} \sin \left(p_{n}^{\prime \prime} t\right)\right] \tag{8.59}
\end{equation*}
$$

for $t \geq 0$, where $p_{n}^{\prime}=\operatorname{Re}\left\{p_{n}\right\}, p_{n}^{\prime \prime}=\operatorname{Im}\left\{p_{n}\right\}, R_{n}^{\prime}=\operatorname{Re}\left\{R_{n}\right\}$ and $R_{n}^{\prime \prime}=\operatorname{Im}\left\{R_{n}\right\}$. In (8.59), $\widetilde{h}(t)$ denotes the impulse response of the model. This form is particularly convenient in transient simulators based on convolutions like (8.1). While computing convolution integrals is in general very expensive, when an impulse response has the form (8.59), convolution can be computed very quickly using recursive formulas [35].

While convolutional simulators are prominent in selected applications, the majority of transient simulators is based on the solution of differential equations, and cannot handle (8.59) directly. To overcome this issue, we can represent (8.58) through a set of differential equations in state-space form

$$
\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+B u(t),  \tag{8.60}\\
y(t)=C x(t)+D u(t) .
\end{array}\right.
$$

System (8.60) is constructed in such a way that the transfer function between input $u(t)$ and output $y(t)$ is (8.58). Given a transfer function, there are infinitely-many systems (8.60) that meet this criterion, known as realizations of $H(s)$. We present a popular realization, due to Gilbert [27], and refer the reader to [35] for a comprehensive description of how VF models can be realized.

For reasons that will become clear later on, the Gilbert realization process begins with the truncated singular value decomposition [28] of residues $R_{n}$

$$
\begin{equation*}
R_{n}=U_{n} \Sigma_{n} V_{n}^{H} \quad \text { for } n=1, \ldots, \bar{n}_{r}+\bar{n}_{c}, \tag{8.61}
\end{equation*}
$$

where $\Sigma_{n}=\operatorname{diag}\left\{\sigma_{n, 1}, \ldots, \sigma_{n, \rho_{n}}\right\}$ is a diagonal matrix collecting all nonzero singular values of $R_{n}$, and $\rho_{n}$ is the rank of $R_{n}$. Matrices $U_{n} \in \mathbb{C}^{\bar{q} \times \rho_{n}}$ and $V_{n} \in \mathbb{C}^{\bar{m} \times \rho_{n}}$ are formed by the left and right singular vectors of $R_{n}$, respectively. Given (8.61), we can express the partial fractions in (8.58) associated to real poles as

$$
\begin{equation*}
\frac{R_{n}}{s-p_{n}}=U_{n} \Sigma_{n} \frac{I_{\rho_{n}}}{s-p_{n}} V_{n}^{T}=C_{n}\left(s I_{\rho_{n}}-A_{n}\right)^{-1} B_{n} \tag{8.62}
\end{equation*}
$$

for $n=1, \ldots, \bar{n}_{r}$. In (8.62), $I_{\rho_{n}}$ is the identity matrix of size $\rho_{n} \times \rho_{n}, C_{n}=U_{n} \Sigma_{n}, A_{n}=p_{n} I_{\rho_{n}}$, and $B_{n}=V_{n}^{T}$. For complex poles, we can derive an equivalent expression for the sum of the two conjugate partial fractions [35]

$$
\begin{equation*}
\frac{R_{n}}{s-p_{n}}+\frac{R_{n}^{*}}{s-p_{n}^{*}}=C_{n}\left(s I_{2 \rho_{n}}-A_{n}\right)^{-1} B_{n}, \tag{8.63}
\end{equation*}
$$

for $n=\bar{n}_{r}+1, \ldots, \bar{n}_{r}+\bar{n}_{c}$, where

$$
\begin{align*}
A_{n} & =\left[\begin{array}{cc}
p_{n}^{\prime} I_{\rho_{n}} & p_{n}^{\prime \prime} I_{\rho_{n}} \\
-p_{n}^{\prime \prime} I_{\rho_{n}} & p_{n}^{\prime} I_{\rho_{n}}
\end{array}\right] \quad B_{n}=2\left[\begin{array}{c}
\operatorname{Re}\left\{V_{n}^{H}\right\} \\
\operatorname{Im}\left\{V_{n}^{H}\right\}
\end{array}\right]  \tag{8.64}\\
C_{n} & =\left[\begin{array}{lll}
\operatorname{Re}\left\{U_{n} \Sigma_{n}\right\} & \operatorname{Im}\left\{U_{n} \Sigma_{n}\right\}
\end{array}\right] . \tag{8.65}
\end{align*}
$$

Expressions (8.62) and (8.63) allow us to rewrite (8.58) as

$$
\begin{equation*}
\widetilde{H}(s)=D+C\left(s I_{N}-A\right)^{-1} B \tag{8.66}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\left[\begin{array}{lll}
A_{1} & & \\
& \ddots & \\
& & A_{\bar{n}_{r}+\bar{n}_{c}}
\end{array}\right], \quad B=\left[\begin{array}{c}
B_{1} \\
\vdots \\
B_{\bar{n}_{r}+\bar{n}_{c}}
\end{array}\right],  \tag{8.67}\\
& C=\left[\begin{array}{lll}
C_{1} & \ldots & C_{\bar{n}_{r}+\bar{n}_{c}}
\end{array}\right], \quad D=R_{0} . \tag{8.68}
\end{align*}
$$

Since (8.66) is the transfer function of (8.60), equations (8.67) and (8.68) provide the coefficient matrices of a state space realization (8.60) of the transfer function (8.58) produced by VF. The order of (8.66) is

$$
\begin{equation*}
N=\sum_{n=1}^{\bar{n}_{r}} \rho_{n}+2 \sum_{n=\bar{n}_{r}+1}^{\bar{n}_{r}+\bar{n}_{c}} \rho_{n} \tag{8.69}
\end{equation*}
$$

and can be shown to be minimal [27]. This property stems from the singular value decompositions (8.61), which reveal the rank $\rho_{n}$ of each residue $R_{n}$. If those singular value decompositions are not performed, a realization of order $\bar{n} \bar{m}$ is obtained. This realization may not be minimal, and may contain states that are not controllable, not observable, or both, as discussed in Chapter 2 of this volume.

In addition to the forms presented in this section, the VF model (8.58) can be converted to a variety of additional forms, including equivalent electric circuits [5, 35] for seamless integration into any circuit simulator.

### 8.3.10 Stability, causality and passivity enforcement

Most systems of practical interest are stable, and the real part of their poles is either negative or zero. One would expect that, given noise-free samples of their frequency response, VF will produce a model with stable poles satisfying

$$
\begin{equation*}
\operatorname{Re}\left\{p_{n}\right\} \leq 0 \quad \forall n \tag{8.70}
\end{equation*}
$$

Unfortunately, this is not guaranteed, since round-off errors may indeed push a few poles into the right half of the complex plane, making the VF model unstable.

Condition (8.70) is essentially mandatory for time domain simulations, since otherwise results will diverge. The standard practice is to enforce stability during VF iterations. After computing the new poles estimate $p_{n}^{(i)}$ with (8.18), the following rule is applied:

$$
p_{n}^{(i)}= \begin{cases}p_{n}^{(i)} & \text { if } \operatorname{Re}\left\{p_{n}^{(i)}\right\}<0  \tag{8.71}\\ -\operatorname{Re}\left\{p_{n}^{(i)}\right\}+\jmath \operatorname{Im}\left\{p_{n}^{(i)}\right\} & \text { if } \operatorname{Re}\left\{p_{n}^{(i)}\right\}>0\end{cases}
$$

for $n=1, \ldots, \bar{n}_{r}+\bar{n}_{c}$. We can see that, if a pole $p_{n}^{(i)}$ is unstable, the sign of its real part is inverted. Since in the tentative final fitting in step 8 of Algorithm 8.1 poles are fixed, condition (8.71) ensures the stability of the final model.

For frequency domain analyses, one may think that (8.70) is not necessary, since stability is not an issue. However, one can show that (8.70), in the frequency domain, becomes a condition for causality [82]. Causality means that the system will react to an excitation only after it has been applied, and not before. In other words, if the system input $u(t)$ begins at $t=t_{0}\left(u(t)=0\right.$ for $\left.t<t_{0}\right)$, the system output will start varying only at or after $t=t_{0}$. All systems in nature are obviously causal, since they cannot "anticipate" the application of an excitation. Enforcing (8.70) ensures that VF model (8.58) is causal. If this is not the case, frequency domain analyses will succeed, but results may be inaccurate and unphysical. In particular, the VF model may underestimate the delay between input and output which is present in the real system, which may be important in some applications, such as the timing analysis of digital circuits. A complete discussion of causality is beyond the scope of this chapter, and the reader is referred to [82].

Overall, condition (8.70) simultaneously enforces the stability and causality of the VF model. This condition can be enforced without any accuracy penalty when the given samples $H_{k}$ are error free, and thus faithfully represent the response of a causal and stable system. When samples are corrupted by noise or measurement errors, VF may be unable to reduce fitting error (8.6) to the desired level if condition (8.70) is enforced. This happens when the noise or errors in samples $H_{k}$ are not causal functions themselves, and thus cannot be approximated with stable and causal poles [82]. Numerical algorithms exist to verify if the given samples $H_{k}$ satisfy the causality condition required by VF to fit them with high accuracy $[77,78,51,76,7]$.

In addition to causality and stability, passivity is another important property that one may want to impose on the VF model (8.58). This property characterizes those physical systems that are unable to generate energy on their own, simply due to the lack of energy sources or gain mechanisms inside them. A circuit made by positive resistors, capacitors and inductors is an example of a passive system, in contrast to an amplifying circuit. When applied to the response of a passive system, VF may still produce a non-passive model, due to approximation and numerical errors. However, passivity can be enforced a-posteriori, with the methods presented in Chapter 5 of this volume.

### 8.3.11 Numerical implementation

Vector Fitting is easy to implement, and several free codes are available [75, 38]. This section briefly describes a few changes to the basic templates in Algorithms 8.1 and 8.2 that can lead to a more robust and efficient implementation.

### 8.3.11.1 Order estimation

The VF templates in Algorithms 8.1 and 8.2 require the desired model order $\bar{n}$ as input. Typically, this is not known a priori, but can be determined during the fitting process using the VF algorithm with adding and skimming [33], as shown in the example of Section 8.3.7. In this method, an initial estimate of $\bar{n}$ is derived from the phase of the given samples $H_{k}$, and used in the first VF iteration. Then $\bar{n}$ is automatically increased or decreased based on the achieved error, as visible in Figure 8.8. If error $e$ is still too high, the order is increased until either VF converges or it becomes evident that no further error reduction can be achieved, as in the last four iterations in Figure 8.8. Conversely, when the algorithm detects that some partial fractions in (8.58) give a negligible contribution over the frequency range of interest, the order $\bar{n}$ is reduced at the next iteration by removing such terms. This happens in the 13th iteration of the example in Section 8.3.7, where the order is reduced from 226 to 200.

### 8.3.11.2 Relaxed VF: a better normalization of the weighting function

In the original VF algorithm, the coefficients of weighting function (8.15) are normalized such that $w^{(i)}(j \omega) \rightarrow 1$ when $\omega \rightarrow \infty$. It can be shown that this normalization is not optimal, and can slow down VF convergence when samples $H_{k}$ are contaminated by noise. The relaxed VF algorithm [41] mitigates this issue by redefining the weighting function as

$$
\begin{equation*}
w^{(i)}(s)=w_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{s-p_{n}^{(i-1)}}, \tag{8.72}
\end{equation*}
$$

where $w_{0}^{(i)}$ is now free to depart from one. With this change, the fitting equation (8.37) becomes

$$
\begin{equation*}
R_{0, q m}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{R_{n, q m}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}-H_{k, q m}\left(w_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right)=0 . \tag{8.73}
\end{equation*}
$$

Since (8.73) admits a trivial solution $\left(R_{n, q m}^{(i)}=w_{n}^{(i)}=0 \forall n\right.$ ), the relaxed VF algorithm adds an additional constraint to exclude it [41]

$$
\begin{equation*}
\frac{1}{\bar{k}} \sum_{k=1}^{\bar{k}} \operatorname{Re}\left\{w_{0}^{(i)}+\sum_{n=1}^{\bar{n}} \frac{w_{n}^{(i)}}{\jmath \omega_{k}-p_{n}^{(i-1)}}\right\}=1 . \tag{8.74}
\end{equation*}
$$

This constraint can be seen as a more relaxed normalization of the weighting function. Equations (8.73) and (8.74) are then jointly solved in the least-squares sense. In the single-input single-output case ( $\bar{q}=\bar{m}=1$ ), the system to be solved takes the form

$$
\left[\begin{array}{cc}
\Phi_{0}^{(i)} & -D_{H} \Phi_{0}^{(i)}  \tag{8.75}\\
0 & \overline{\bar{k}}\left(1_{\bar{k}}\right)^{T} \Phi_{0}^{(i)}
\end{array}\right]\left[\begin{array}{l}
c_{H}^{(i)} \\
c_{w}^{(i)}
\end{array}\right]=\left[\begin{array}{l}
0 \\
\beta
\end{array}\right]
$$

where

$$
c_{w}^{(i)}=\left[\begin{array}{lll}
w_{0}^{(i)} & \ldots & w_{\bar{n}}^{(i)} \tag{8.76}
\end{array}\right]^{T} .
$$

In (8.75), $\beta$ is a suitable weight to the last equation, which is typically set to [41]

$$
\begin{equation*}
\beta=\sqrt{\sum_{k=1}^{\bar{k}}\left|H_{k}\right|^{2}} \tag{8.77}
\end{equation*}
$$

### 8.4 Generalized and advanced VF algorithms

Since its inception in 1996, VF has inspired a generation of algorithms for the datadriven modeling of linear systems. These extensions either improve the original VF formulation, or extend it to different modeling scenarios. We briefly summarize the most relevant work in this area, and provide several bibliographic references where more details can be found.

### 8.4.1 Time domain VF algorithms

The original VF algorithm works in the frequency domain, and creates the reduced model from samples of the system frequency response. In some applications, however, it is more convenient to characterize the system in the time domain. For example, one may have simultaneous measurements of the system input $u\left(t_{l}\right)$ and output $y\left(t_{l}\right)$ at several time points $t_{l}$ for $l=1, \ldots, \bar{l}$, as in the example of Section 8.3.4. In this scenario, one has two options. The first is to estimate the systems' frequency response from the time domain samples with the discrete Fourier transform, and apply VF in the frequency domain. However, the accuracy of the discrete Fourier transform depends significantly on the sampling rate of the given samples, and on their behavior near the boundaries $t=t_{1}$ and $t=t_{\bar{l}}$ of the acquisition window. These issues, if not well understood and managed, can result in an inaccurate time-frequency conversion, and degrade model quality.

The second option is to use the time domain VF algorithm [30, 31], which directly extracts (8.58) from the time domain samples $u\left(t_{l}\right)$ and $y\left(t_{l}\right)$. This is achieved by rewriting the fitting error (8.17) in the time domain, where multiplication by partial fraction $1 /\left(s-p_{n}\right)$ becomes a convolution between $e^{p_{n} t}$ and the input or output samples. These convolutions can be computed by numerical integrations, leading to a time domain version of the original VF algorithm which closely follows the steps of the original frequency domain VF algorithm [35].

The time domain VF algorithm leads to a model in the continuous time domain. Alternatively, if the sampling period $\Delta t=t_{l+1}-t_{l}$ is constant, one can also apply the $z$ domain VF [59], which relies on the $z$ transform as opposed to the Laplace transform.

This latter algorithm leads to a model in the discrete time domain, which can be expressed as a digital filter or as a set of difference equations (as opposed to differential equations).

### 8.4.2 Improved Vector Fitting formulations

In the QuadVF algorithm [23], a quadrature rule inspired by the $\mathrm{H}_{2}$ error measure is used in conjunction with a suitable choice of frequency sampling points to improve the fidelity of the reduced model to the given samples. The same work also shows how one can incorporate derivative information, making QuadVF able to minimize a discrete Sobolev norm. In [24], this approach is extended to the multi-input multi-output case, and a way to control the McMillan degree ${ }^{1}$ of the approximation is proposed, which helps to achieve smaller reduced models when $\bar{q}$ and $\bar{m}$ are high.

The numerical robustness of VF, which is already quite remarkable in its original formulation, is further improved in the Orthonormal VF algorithm [21]. This algorithm replaces partial fractions $1 /\left(s-p_{n}\right)$ in (8.15) and (8.16) with orthonormal rational functions, achieving better numerical conditioning of the linear system (8.38) to be solved.

Another subject that received considerable attention is the robustness of VF against noise in the given samples $H_{k}$. Noise may arise from the measurement process or, if samples were obtained with a numerical simulation, from round-off errors, approximations, and convergence issues. The relaxed normalization discussed in Section 8.3.11.2 improves VF convergence in the presence of noise [41]. Furthermore, the VF with adding and skimming includes a mechanism to detect spurious poles caused by noise [33]. Since spurious poles impair VF convergence, they must be removed throughout iterations [33]. This mechanism is coupled with a robust way to adaptively refine model order $\bar{n}$ to maximize accuracy even when noise is significant [33]. Taking into account noise variance in the definition of the VF fitting error was also shown to improve convergence [26]. Finally, instrumental variables can be used to unbias the VF process from the effects of noise, leading to better accuracy and convergence at no additional cost [10].

### 8.4.3 VF algorithms for distributed systems

The efficient modeling of distributed systems is an open problem in model order reduction. A system is distributed when the time a signal takes to propagate from an input to an output is not negligible. In systems described by a Helmholtz (wave) equation, this happens when the physical size of the system is not negligible compared to the

[^28]wavelength. Propagation delays lead to the presence of irrational terms in the transfer function of the underlying system. Typically, these terms are in the form $e^{-s \tau}$ where $\tau$ is the propagation delay. Rational functions, including the partial fractions in (8.58) can accurately fit these irrational terms, up to arbitrary accuracy. However, if $\tau$ is not negligible, the required order may be large, and will quickly increase as $\tau$ grows. This leads to a large model which may burden subsequent simulations.

To overcome this issue, the core idea is to explicitly include exponential terms $e^{-S \tau_{l}}$ in the reduced model which will be fitted to the given samples. A popular choice is to define each element $\widetilde{H}_{q m}(s)$ of the model transfer function as

$$
\begin{equation*}
\sum_{l=1}^{\bar{l}}\left(r_{0, l}+\sum_{n=1}^{\bar{n}_{l}} \frac{r_{n, l}}{s-p_{n, l}}\right) e^{-s \tau_{l}} \tag{8.78}
\end{equation*}
$$

where the ${ }_{q m}$ subscript was omitted from all coefficients for clarity. The exponential factors in (8.78) are meant to efficiently capture long propagation delays, while the rational terms between brackets will resolve the residual behavior of the system. Typically, since long propagation delays are already accounted for by the exponential terms, the order $\bar{n}_{l}$ of the rational factors can be kept quite low.

For systems with uniform cross-section along the direction of propagation, such as electrical transmission lines and fluid pipes, VF is used in conjunction to the method of characteristics to obtain an efficient distributed model [50, 2, 36, 61]. For distributed systems of general shape, several VF algorithms with delay terms have been proposed $[15,16,13,79,67,58]$. In these algorithms, the first step is to identify the values of the relevant propagation delays $\tau_{i}$ present in the system. Given only frequency samples $H_{k}$, this is not a trivial task, and the dominant approach is to exploit time-frequency decompositions [39, 32, 67, 48]. Next, the coefficients of the remaining rational factors in the model are determined with a VF-like iterative process $[16,13,79,67,58]$.

### 8.4.4 Parametric VF algorithms

The design process of an engineering system typically requires a large number of simulations for different values of design parameters, such as material properties, geometrical dimensions and operating conditions (e.g. bias voltages, temperature, ...). In early design stages, parametric simulations are used to explore the design space. Later on, they may be used to optimize design in order to meet specifications or improve performance. Moreover, parametric simulations also help designers to account for manufacturing variability during design. In the context of parametric simulations, conventional VF models may be inefficient. Indeed, every time a parameter changes, a new set of samples $H_{k}$ must be obtained, and the fitting process has to be repeated from scratch.

A better solution is to create a parametric VF model which captures the system response with respect to both frequency $s$ and some parameters of interest $\mu^{(1)}, \mu^{(2)}, \ldots$.. The core idea behind parametric VF techniques [83, 80, 64, 20, 34] is to let residues $R_{n}$ and poles $p_{n}$ in (8.58) be parameter-dependent functions, such as polynomials in $\mu^{(1)}, \mu^{(2)}, \ldots$. Their coefficients can be determined with an iterative process analogous to the Sanathanan-Koerner iteration in Section 8.2, starting from samples of the system's frequency response obtained for multiple values of parameters $\mu^{(1)}, \mu^{(2)}, \ldots$. The main advantage of a parametric model is that, once generated, it can be reused many times for different parameter values within its range of validity. One of the challenges in the generation of parametric VF models is how to guarantee that the model will be stable and passive over the desired parameter range [81, 85, 25]. Recently, systematic solutions to this challenging problem have been proposed [92].

### 8.5 Conclusion

This chapter introduced the Vector Fitting algorithm, which has become one of the most popular tools for the extraction of linear reduced order models from samples of their response, collected in the frequency or in the time domain. Vector Fitting produces a rational model which approximately minimizes the least-squares error between the given samples and the model response. Determining model coefficients is originally a nonlinear least-squares problem, whose solution is prone to the typical issues of nonlinear minimization: high computational cost and problematic convergence due to local minima. Vector Fitting overcomes these issues by iteratively minimizing a linearization of the original problem, leveraging well-established methods for the solution of linear least-squares problems. Several strategies to obtain a robust and efficient implementation of VF have been reviewed. When properly implemented, Vector Fitting enjoys remarkable robustness, efficiency and versatility, typically converging in a handful of iterations. Finally, we reviewed the most prominent extensions of the original algorithm which have been proposed for data-driven modeling of time domain systems, noisy samples, distributed systems, and parametric systems.

Vector Fitting's superior performance and reliability lead to a widespread use in many different fields. Originally conceived to predict how transients propagate throughout power distribution networks, VF is the method of choice for the wideband modeling of overhead lines, underground cables and power transformers [61, 40, 62, 4, 35]. In electronic engineering, VF is extensively used to model the propagation of high-speed signals through interconnect networks found at the chip, package and printed circuit board level. These models are crucial for system design, and greatly help in preventing signal integrity, power integrity and electromagnetic compatibility issues $[2,68,55,74,64,1,90]$. The impact of VF in this area is confirmed by the fact that
all leading commercial tools for the design of high-frequency electronic circuits include a VF module. Applications in microwave engineering [56, 84, 19, 18] and digital filter design [89] have also been reported. Within computational electromagnetism, VF can be used to efficiently model the Green function of layered media, which is necessary to solve Maxwell's equations with integral equation methods [49, 11, 65]. The ability of VF to generate models compatible with transient simulations has also been exploited in the finite difference time domain (FDTD) method [57, 60], the finite element time domain method [12, 87], and the discontinuous Galerkin method [91]. Beyond electrical engineering, VF found countless applications in various domains, including acoustics [17, 66], fluid dynamics [3, 45, 35], mechanical engineering [35, 6], and in the thermal modeling of chemical batteries [44]. For a collection of VF applications and additional references, the reader is referred to [35].
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## 9 Kernel methods for surrogate modeling


#### Abstract

This chapter deals with kernel methods as a special class of techniques for surrogate modeling. Kernel methods have proven to be efficient in machine learning, pattern recognition and signal analysis due to their flexibility, excellent experimental performance and elegant functional analytic background. These data-based techniques provide so called kernel-expansions, i. e., linear combinations of kernel functions which are generated from given input-output point samples that may be arbitrarily scattered. In particular, these techniques are meshless, do not require or depend on a grid, hence are less prone to the curse of dimensionality, even for highdimensional problems.

In contrast to projection-based model reduction, we do not necessarily assume a high-dimensional model, but a general function that models input-output behavior within some simulation context. This could be some micro-model in a multiscale simulation, some submodel in a coupled system, some initialization function for solvers, coefficient function in Partial Differential Equations (PDEs), etc.

First, kernel surrogates can be useful if the input-output function is expensive to evaluate, e. g. as a result of a finite element simulation. Here, acceleration can be obtained by sparse kernel expansions. Second, if a function is available only via measurements or a few function evaluation samples, kernel approximation techniques can provide function surrogates that allow for global evaluation.

We present some important kernel approximation techniques, which are kernel interpolation, greedy kernel approximation and support vector regression. Pseudocode is provided for ease of reproducibility. In order to illustrate the main features, commonalities and differences, we compare these techniques on a real-world application. The experiments clearly indicate the enormous acceleration potential.
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### 9.1 Introduction

This chapter deals with kernel methods as tools to construct surrogate models of arbitrary functions, given a finite set of arbitrary samples.

These methods generate approximants based solely on input-output pairs of the unknown function, without geometrical constraints on the sample locations. In particular, the surrogates do not necessarily depend on the knowledge of an highdimensional model but only on its observed input-output behavior at the sample sites, and they can be applied on arbitrarily scattered points in high dimension.

These features are particularly useful when these methods are applied within some simulation context. For example, kernel surrogates can be useful if the inputoutput function is expensive to evaluate, e.g. is a result of a finite element simulation. Here, acceleration can be obtained by sparse kernel expansions. Moreover, if a function is available only via measurements or a few function evaluation samples, kernel approximation techniques can provide function surrogates that allow global evaluation.

Kernel methods are used with much success in Model Order Reduction, and far beyond the scope of this chapter. For example, they have been used in the modeling of geometry transformations and mesh coupling [3, 12, 13], and in mesh repair methods [33], or in the approximation of stability factors and error indicators [14, 32, 34], where only a few samples of the exact indicators are sufficient to construct an efficient surrogate to be used in the online phase. Moreover, kernel methods have been combined with projection-based MOR methods, e.g. to obtain simulation-based classification [60], or to derive multi-fidelity Monte Carlo approximations [40]. Kernel surrogates have been employed in optimal control problems [51, 59], in the coupling of multi-scale simulations in biomechanics [25, 69], in real time prediction for parameter identification and state estimation in biomechanical systems [29], in gas transport problems [22], in the reconstruction of potential energy surfaces [30], in the forecasting of time stepping methods [6], in the reduction of nonlinear dynamical systems [67], in uncertainty quantification [28], and for nonlinear balanced truncation of dynamical systems [5].

In further generality, there exist many kernel-based algorithms and application fields that we do not address here. Mainly, we address the solution of PDEs, in which several approaches have emerged in the last years, and which particularly allow one to solve problems with unstructured grids on general geometries, including high dimensional manifolds (see e. g. [11, 17]). Moreover, several other techniques are studied within Machine Learning, such as classification, density estimation, novelty detection or feature extraction (see e.g. [53, 54]).

Furthermore, we remark that these methods are members of the larger class of machine learning and approximation techniques, which are generally suitable to construct models based on samples to make prediction on new inputs. These models are
usually referred to as surrogates when they are then used as replacements of the model that generated the data, as they are able to provide an accurate and faster response. Some examples of these techniques are classical approximation methods such as polynomial interpolation, which are used in this context especially in combination with sparse grids to deal with high-dimensional problems (see [19]), and (deep) neural network models. The latter in particular have seen a huge increase in analysis and application in the recent years. For a recent treatment of deep learning, we refer e. g. to [21].

Despite these very diverse applications and methodologies, kernel methods can be analyzed to some extent in the common framework of Reproducing Kernel Hilbert spaces and, although the focus of this chapter will be on the construction of sparse surrogate models, parts of the following discussion can be the starting point for the analysis of other techniques.

In general terms, kernel methods can be viewed as nonlinear versions of linear algorithms. As an example, assume to have some set $X_{n}:=\left\{x_{k}\right\}_{k=1}^{n} \subset \mathbb{R}^{d}$ of data points and target data values $Y_{n}:=\left\{y_{k}\right\}_{k=1}^{n} \subset \mathbb{R}$. We can construct a surrogate $s: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that predicts new data via linear regression, i. e., find $w \in \mathbb{R}^{d}$ s.t. $s(x):=\langle w, x\rangle$, where $\langle\cdot, \cdot\rangle$ is the scalar product in $\mathbb{R}^{d}$. A good surrogate model $s$ will give predictions such that $\left|s\left(x_{k}\right)-y_{k}\right|$ is small. If we can write $w \in \mathbb{R}^{d}$ as $w=\sum_{j=1}^{n} \alpha_{j} x_{j}$ for a set of coefficients $\left(\alpha_{i}\right)_{i=1}^{n} \in \mathbb{R}^{n}$, then $s$ can be rewritten as

$$
s(x):=\sum_{j=1}^{n} \alpha_{j}\left\langle x_{j}, x\right\rangle .
$$

Note that this formulation includes also regression with an offset (or bias) $b \neq 0$, which can be written in this form by an extended representation as

$$
s(x):=\langle w, x\rangle+b=:\langle\bar{w}, \bar{x}\rangle,
$$

where $\bar{x}:=(x, 1)^{T} \in \mathbb{R}^{d+1}$ and $\bar{w}:=(w, b)^{T} \in \mathbb{R}^{d+1}$.
Using now the Gramian matrix $A \in \mathbb{R}^{n \times n}$ with entries $A_{i j}:=\left\langle x_{i}, x_{j}\right\rangle$ and rows $A_{i}^{T} \in$ $\mathbb{R}^{n}$, we look for the surrogate $s$ which minimizes

$$
\sum_{i=1}^{n}\left(s\left(x_{i}\right)-y_{i}\right)_{2}^{2}=\sum_{i=1}^{n}\left(A_{i}^{T} \alpha-y_{i}\right)_{2}^{2}=\|A \alpha-y\|_{2}^{2} .
$$

Additionally, a regularization term can be added to keep the norm of $\alpha$ small, e. g. in terms of the value $\alpha^{T} A \alpha$. Thus, the surrogate can be characterized as the solution of the optimization problem

$$
\min _{\alpha \in \mathbb{R}^{n}}\|A \alpha-y\|_{2}^{2}+\lambda \alpha^{T} A \alpha
$$

i. e., $\alpha=(A+\lambda I)^{-1} y$ if $\lambda>0$.

In many cases this (regularized) linear regression is not sufficient to obtain a good surrogate. A possible idea is to try to combine this linear, simple method with a nonlinear function which maps the data to a higher dimensional space, where the hope is that the image of the data can be processed linearly. For this we consider a so-called feature map $\Phi: \mathbb{R}^{d} \rightarrow H$, where $H$ is a Hilbert space, and apply the same algorithm to the transformed data $\Phi\left(X_{n}\right):=\left\{\Phi\left(x_{i}\right)\right\}_{i=1}^{n}$ with the same values $Y_{n}$. Since the algorithm depends on $X_{n}$ only via the Gramian $A$, it is sufficient to replace it with the new Gramian $A_{i j}:=\left\langle\Phi\left(x_{i}\right), \Phi\left(x_{j}\right)\right\rangle_{H}$ to obtain a nonlinear algorithm.

We will see that $\langle\Phi(x), \Phi(y)\rangle_{H}$ defines in fact a positive definite kernel, and if any numerical procedure can be written in terms of inner products of the inputs, it can be transformed in the same way into a new nonlinear algorithm simply by replacing the inner products with kernel evaluations (the so-called kernel trick). We will discuss the details of this procedure in the next sections in the case of interpolation and Support Vector Regression, but this immediately gives a glance of the ample spectrum of algorithms in the class of kernel methods.

This chapter is organized as follows. Section 9.2 covers the basic notions on kernels and kernel-based spaces which are necessary for the development and understanding of the algorithms. The next Section 9.3 presents the general ideas and tools to construct kernel surrogates as characterized by the Representer Theorem, and these ideas are specialized to the case of kernel interpolation in Section 9.4 and Support Vector Regression in Section 9.5. In both cases, we provide the theoretical foundations as well as the algorithmic description of the methods, with particular attention to techniques to enforce sparsity in the model. These surrogates can be used to perform various analyses of the full model, and we give some examples in Section 9.6. Section 9.7 presents a general strategy to choose the various parameters defining the model, whose tuning can be critical for a successful application of the algorithms. Finally, we discuss in Section 9.8 the numerical results of the methods on a real application dataset, comparing training time (offline), prediction time (online), and accuracy.

### 9.2 Background on kernels

We start by introducing some general facts of positive definite kernels. Further details on the general analytical theory of reproducing kernels can be found e.g. in the recent monograph [45], while the books [15, 65] and [53,55] contain a treatment of kernel theory from the point of view of pattern analysis and scattered data interpolation, respectively.

### 9.2.1 Positive definite kernels

Given a nonempty set $\Omega$, which can be a subset of $\mathbb{R}^{d}, d \in \mathbb{N}$, but also a set of structured objects such as strings or graphs, a real- and scalar-valued kernel $K$ on $\Omega$ is a bivariate
symmetric function $K: \Omega \times \Omega \rightarrow \mathbb{R}$, i. e., $K(x, y)=K(y, x)$ for all $x, y \in \Omega$. For our purposes, we are interested in (strictly) positive definite kernels, defined as follows.

Definition 9.1 (Positive definite kernels). Let $\Omega$ be a nonempty set. A kernel $K$ on $\Omega$ is positive definite (PD) on $\Omega$ if for all $n \in \mathbb{N}$ and for any set of $n$ pairwise distinct elements $X_{n}:=\left\{x_{i}\right\}_{i=1}^{n} \subset \Omega$, the kernel matrix (or Gramian matrix) $A:=A_{K, X_{n}} \in \mathbb{R}^{n \times n}$ defined as $A_{i j}:=K\left(x_{i}, x_{j}\right), 1 \leq i, j \leq n$, is positive semidefinite, i. e., for all vectors $\alpha:=\left(\alpha_{i}\right)_{i=1}^{n} \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
\alpha^{T} A \alpha=\sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} K\left(x_{i}, x_{j}\right) \geq 0 . \tag{9.1}
\end{equation*}
$$

The kernel is strictly positive definite (SPD) if the kernel matrix is positive definite, i. e., (9.1) holds with strict inequality when $\alpha \neq 0$.

The further class of conditionally (strictly) positive definite kernels is also of interest in certain contexts. We refer to [65, Chapter 8] for their extensive treatment, and we just mention that they are defined as above, except that the condition (9.1) has to be satisfied only for the subset of coefficients $\alpha$ which match a certain orthogonality condition. When this condition is defined with respect to a space of polynomials of degree $m \in \mathbb{N}$, the resulting kernels are used e.g. to guarantee a certain polynomial exactness of the given approximation scheme, and they are often employed in certain methods for the solution of PDEs.

### 9.2.2 Examples and construction of kernels

Despite the abstract definition, there are several ways to construct functions $K: \Omega \times$ $\Omega \rightarrow \mathbb{R}$ which are (strictly) positive definite kernels, and usually the proper choice of the kernel is a crucial step in the successful application of the method. We list here a general strategy to construct kernels, and some notable examples.

An often used, constructive approach to designing a new kernel is via feature maps as follows.

Proposition 9.1 (Kernels via feature maps). Let $\Omega$ be a nonempty set. A feature map $\Phi$ is any function $\Phi: \Omega \rightarrow H$, where $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ is any Hilbert space (the feature space). The function

$$
K(x, y):=\langle\Phi(x), \Phi(y)\rangle_{H} \quad x, y \in \Omega,
$$

is a PD kernel on $\Omega$.
Proof. $K$ is a PD kernel since it is symmetric and positive definite, because the inner product is bilinear, symmetric and positive definite.

In many cases, $H$ is either $\mathbb{R}^{m}$ with very large $m$ or even an infinite dimensional Hilbert space. The computation of the possibly expensive $m$ - or infinite-dimensional inner product can be avoided if a closed form for $K$ can be obtained. This implies a significant reduction of the computational time required to evaluate the kernel and thus to execute any kind of algorithm.

We see now some examples.
Example 9.1 (Expansion kernels). The construction comprises finite dimensional linear combinations, i.e., for a set of functions $\left\{v_{j}\right\}_{j=1}^{m}: \Omega \rightarrow \mathbb{R}$, the function $K(x, y):=$ $\sum_{k=1}^{m} v_{k}(x) v_{k}(y)$ is a positive definite kernel, having a feature map

$$
\begin{equation*}
\Phi(x):=\left(v_{1}(x), v_{2}(x), \ldots, v_{m}(x)\right)^{T} \in H:=\mathbb{R}^{m} . \tag{9.2}
\end{equation*}
$$

This idea can be extended to an infinite number of functions provided $\left\{v_{j}(x)\right\}_{j=1}^{\infty} \in$ $H:=\ell_{2}(\mathbb{N})$ uniformly in $\Omega$, and the resulting kernels are called Hilbert-Schmidt or expansion kernels, which can be proven to be even SPD under additional conditions (see [49]). As an example in $d=1$, we mention the Brownian Bridge kernel $K(x, y):=$ $\max (x, y)-x y$, defined with a feature map $v_{j}(x):=\sqrt{2}(j \pi)^{-1} \sin (j \pi x)$ for $j \in \mathbb{N}$, which is SPD on $\Omega:=(0,1)$. We remark that the kernel can be extended to $(0,1)^{d}$ with $d>1$ using a tensor product of one-dimensional kernels.

This feature map representation proves also that $\operatorname{dim}(H)=: m<\infty$ means that the kernel is not SPD in general: e. g., if $X_{n}$ contains $n$ pairwise distinct points and $m<n$, then the vectors $\left\{\Phi\left(x_{i}\right)\right\}_{i=1}^{n}$ cannot be linearly independent, and thus the kernel matrix is singular.

Example 9.2 (Kernels for structured data). Feature maps are also employed to construct positive definite kernels on sets $\Omega$ of structured data, such as sets of strings, graphs, or any other object. For example, the convolution kernels introduced in $[20,26]$ consider a finite set of features $v_{1}(x), \ldots, v_{m}(x) \in \mathbb{R}$ of an object $x \in \Omega$, and define a feature map exactly as in (9.2).

Example 9.3 (Polynomial kernels). For $a \geq 0, p \in \mathbb{N}, x, y \in \mathbb{R}^{d}$, the polynomial kernel

$$
\begin{equation*}
K(x, y):=(\langle x, y\rangle+a)^{p}=\left(\sum_{i=1}^{d} x^{(i)} y^{(i)}+a\right)^{p}, \quad x:=\left(x^{(1)}, \ldots, x^{(d)}\right)^{T}, \tag{9.3}
\end{equation*}
$$

is PD on any $\Omega \subset \mathbb{R}^{d}$. It is a $d$-variate polynomial of degree $p$, which contains the monomial terms of degrees $j:=\left(j^{(1)}, \ldots, j^{(d)}\right) \in J$, for a certain set $J \subset \mathbb{N}_{0}^{d}$. If $m:=|J|$, a feature space is $\mathbb{R}^{m}$ with feature map

$$
\Phi(x):=\left(\sqrt{a_{1}} x^{j_{1}}, \ldots, \sqrt{a_{m}} x^{j_{m}}\right)^{T}
$$

for some positive numbers $\left\{a_{j}\right\}_{j=1}^{m}$ and monomials $x^{j_{m}}:=\prod_{i=1}^{d}\left(x^{(i)}\right)^{)_{m}^{(i)}}$.

Observe that using the closed form (9.3) of the kernel instead of the feature map is very convenient, since we work with $d$-dimensional instead of $m$-dimensional vectors, where possibly $m:=|J|=\binom{d+p}{d}=\operatorname{dim}\left(\mathbb{P}_{p}\left(\mathbb{R}^{d}\right)\right) \gg d$.

Example 9.4 (RBF kernels). For $\Omega \subset \mathbb{R}^{d}$ in many applications the most used kernels are translational invariant kernels, i. e., there exists a function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with

$$
K(x, y):=\phi(x-y), x, y \in \Omega,
$$

and in particular radial kernels, i. e., there exists a univariate function $\phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ with

$$
K(x, y):=\phi(\|x-y\|), x, y \in \Omega .
$$

A radial kernel, or Radial Basis Function (RBF), is usually defined up to a shape parameter $\gamma>0$ that controls the scale of the kernel via $K(x, y):=\phi(y\|x-y\|)$.

The main example of such kernels is the Gaussian $K(x, y):=e^{-y^{2}\|x-y\|^{2}}$, which is in fact strictly positive definite. An explicit feature map has been computed in [56]: If $\Omega \subset \mathbb{R}^{d}$ is nonempty, a feature map is the function $\Phi_{\gamma}: \Omega \rightarrow L_{2}\left(\mathbb{R}^{d}\right)$ defined by

$$
\Phi_{\gamma}(x):=\frac{(2 y)^{\frac{d}{2}}}{\pi^{\frac{d}{4}}} \exp \left(-2 y^{2}\|x-\cdot\|^{2}\right), \quad x \in \Omega .
$$

In this case it is even more evident how working with the closed form of $K$ is much more efficient than working with a feature map and computing $L_{2}$-inner products.

RBF kernels offer a significant easiness of implementation in arbitrary space dimension $d$. The evaluation of the kernel $K(\cdot, x), x \in \mathbb{R}^{d}$, on a vector of $n$ points can indeed by realized by first computing a distance vector $D \in \mathbb{R}^{n}, D_{i}:=\left\|x-x_{i}\right\|$, and then applying the univariate function $\phi$ on $D$. A discussion and comparison of different algorithms (in Matlab) to efficiently compute a distance matrix can be found in [15, Chapter 4], and most scientific computing languages comprise a built-in implementation (such as pdist2 ${ }^{1}$ in Matlab and distance_matrix ${ }^{2}$ in Scipy).

Translational invariant and RBF kernels can be often analyzed in terms of their Fourier transforms, which provide proofs of their strict positive definiteness via the Bochner theorem (see e. g. [65, Chapter 6]), and connections to certain Sobolev spaces, as we will briefly see in Section 9.2.3.

Among various RBF kernels, there are also compactly supported kernels, i. e., $K(x, y)=0$ if $\|x-y\|>1 / y$, which produce sparse kernel matrices if $y$ is large enough. The most used ones are the Wendland kernels introduced in [63], which are even radial polynomial within their support.

[^31]There are, in addition, various operations to combine positive definite kernels and obtain new ones. For example, sums and products of positive definite kernels and multiplication by a positive constant $a>0$ produce again positive definite kernels. Moreover, if $K^{\prime}$ is a positive definite kernel and $K^{\prime \prime}$ is symmetric with $K^{\prime} \leqslant K^{\prime \prime}$ (i. e., $K:=K^{\prime \prime}-K^{\prime}$ is PD) then also $K^{\prime \prime}$ is positive definite. Furthermore, if $\Omega=\Omega^{\prime} \times \Omega^{\prime \prime}$ and $K^{\prime}, K^{\prime \prime}$ are PD kernels on $\Omega^{\prime}, \Omega^{\prime \prime}$, then $K(x, y):=K^{\prime}\left(x^{\prime}, y^{\prime}\right) K^{\prime \prime}\left(x^{\prime \prime}, y^{\prime \prime}\right)$ and $K(x, y):=$ $K^{\prime}\left(x^{\prime}, y^{\prime}\right)+K^{\prime \prime}\left(x^{\prime \prime}, y^{\prime \prime}\right)$ are also PD kernels on $\Omega$, i. e., kernels can be defined to respect tensor product structures of the input.

Further details and examples can be found in [45, Chapters 1-2].

### 9.2.3 Kernels and Hilbert spaces

Most of the analysis of kernel-based methods is possible through the connection with certain Hilbert spaces. We first give the following definition.

Definition 9.2 (Reproducing Kernel Hilbert Space). Let $\Omega$ be a nonempty set, $\mathcal{H}$ an Hilbert space of functions $f: \Omega \rightarrow \mathbb{R}$ with inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$. Then $\mathcal{H}$ is called a Reproducing Kernel Hilbert Space (RKHS) on $\Omega$ if there exists a function $K: \Omega \times \Omega \rightarrow \mathbb{R}$ (the reproducing kernel) such that

1. $K(\cdot, x) \in \mathcal{H}$ for all $x \in \Omega$,
2. $\langle f, K(\cdot, x)\rangle_{\mathcal{H}}=f(x)$ for all $x \in \Omega, f \in \mathcal{H}$ (reproducing property).

The reproducing property is equivalent to state that, for $x \in \Omega$, the $x$-translate $K(\cdot, x)$ of the kernel is the Riesz representer of the evaluation functional $\delta_{x}: \mathcal{H} \rightarrow \mathbb{R}$, $\delta_{x}(f):=f(x)$ for $f \in \mathcal{H}$, which is hence a continuous functional in $\mathcal{H}$. Also the converse holds, and the following result gives an abstract criterion to check if a Hilbert space is a RKHS.

Theorem 9.1. An Hilbert space of functions $\Omega \rightarrow \mathbb{R}$ is a RKHS if and only if the point evaluation functionals are continuous in $\mathcal{H}$ for all $x \in \Omega$, i.e., $\delta_{x} \in \mathcal{H}^{\prime}$, the dual space of $\mathcal{H}$. Moreover, the reproducing kernel $K$ of $\mathcal{H}$ is strictly positive definite if and only if the functionals $\left\{\delta_{x}: x \in \Omega\right\}$ are linearly independent in $\mathcal{H}^{\prime}$.

Proof. The first part is clear from the reproducing property, while strict positive definiteness can be checked by verifying that the quadratic form in Definition 9.1 cannot be zero for $\alpha \neq 0$ if $\left\{\delta_{x}: x \in \Omega\right\}$ are linearly independent.

We see two concrete examples.
Example 9.5 (Finite dimensional spaces). Any finite dimensional Hilbert space $\mathcal{H}$ of functions on a nonempty set $\Omega$ is a RKHS. If $m:=\operatorname{dim}(\mathcal{H})$ and $\left\{v_{j}\right\}_{j=1}^{m}$ is an orthonormal
basis, then a reproducing kernel is given by

$$
K(x, y):=\sum_{j=1}^{m} v_{j}(x) v_{j}(y), \quad x, y \in \Omega .
$$

Indeed, the two properties of Definition 9.2 can be easily verified by direct computation.

Example 9.6 (The Sobolev space $H_{0}^{1}(0,1)$ ). The Sobolev space $H_{0}^{1}(0,1)$ with inner product $\langle f, g\rangle_{H_{0}^{1}}:=\int_{0}^{1} f^{\prime}(y) g^{\prime}(y) d y$ is a RKHS with the Brownian Bridge kernel

$$
K(x, y):=\min (x, y)-x y, \quad x, y \in(0,1)
$$

as reproducing kernel (see e. g. [8]). Indeed, $K(\cdot, x) \in H_{0}^{1}(0,1)$, and the reproducing property (2) follows by explicitly computing the inner product.

The following result proves that reproducing kernels are in fact positive definite kernels in the sense of Definition 9.1. Moreover, the first two properties are useful to deal with the various type of approximants of Section 9.4 and Section 9.5, which will be exactly of this form.

Proposition 9.2. Let $\mathcal{H}$ be a RKHS on $\Omega$ with reproducing kernel $K$.Let $n, n^{\prime} \in \mathbb{N}, \alpha \in \mathbb{R}^{n}$, $\alpha^{\prime} \in \mathbb{R}^{n^{\prime}}, X_{n}, X_{n^{\prime}}^{\prime} \subset \Omega$, and define the functions

$$
f(x):=\sum_{i=1}^{n} \alpha_{i} K\left(x, x_{i}\right), \quad g(x):=\sum_{j=1}^{n^{\prime}} \alpha_{j}^{\prime} K\left(x, x_{j}^{\prime}\right), \quad x \in \Omega .
$$

Then we have the following:

1. $f, g \in \mathcal{H}$,
2. $\langle f, g\rangle_{\mathcal{H}}=\sum_{i=1}^{n} \sum_{j=1}^{n^{\prime}} \alpha_{i} \alpha_{j}^{\prime} K\left(x_{i}, x_{j}^{\prime}\right)$.
3. $K$ is the unique reproducing kernel of $\mathcal{H}$ and it is a positive definite kernel.

Proof. The first two properties follow from Definition 9.2, and in particular from $\mathcal{H}$ being a linear space and from the bilinearity of $\langle\cdot, \cdot\rangle_{\mathcal{H}}$.

For Property (3), the fact that $K$ is symmetric and positive definite, hence a PD kernel, follows from Property (1) of Definition 9.2, and from the symmetry and positive definiteness of the inner product. Moreover, the reproducing property implies that, if $K, K^{\prime}$ are two reproducing kernels of $\mathcal{H}$, then for all $x, y \in \Omega$ we have

$$
K(x, y)=\left\langle K(\cdot, y), K^{\prime}(\cdot, x)\right\rangle_{\mathcal{H}}=K^{\prime}(x, y) .
$$

It is common in applications to follow instead the opposite path, i. e., to start with a given PD kernel, and try to see if an appropriate RKHS exists. This is in fact always the case, as proven by the following fundamental theorem from [2].

Theorem 9.2 (RKHS from kernels - Moore-Aronszajn theorem). Let $\Omega$ be a nonempty set and $K: \Omega \times \Omega \rightarrow \mathbb{R}$ a positive definite kernel. Then there exists a unique RKHS $\mathcal{H}:=\mathcal{H}_{K}(\Omega)$ with reproducing kernel $K$.

Proof. The theorem was first proven in [2], to which we refer for a detailed proof. The idea is to deduce that, by Property (1) of Proposition 3, a candidate RKHS $\mathcal{H}$ of $K$ needs to contain the linear space

$$
\mathcal{H}_{0}:=\operatorname{span}\{K(\cdot, x): x \in \Omega\}
$$

of finite linear combinations of kernel translates. Moreover, from Property (2) of Proposition 9.2, the inner product on this $\mathcal{H}_{0}$ needs to satisfy

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{H}}=\sum_{i=1}^{n} \sum_{j=1}^{n^{\prime}} \alpha_{i} \alpha_{j}^{\prime} K\left(x_{i}, x_{j}^{\prime}\right) . \tag{9.4}
\end{equation*}
$$

With this observation in mind, the idea of the construction of $\mathcal{H}$ is to start by $\mathcal{H}_{0}$, prove that (9.4) defines indeed an inner product on $\mathcal{H}_{0}$, and that the completion of $\mathcal{H}_{0}$ w.r.t. this inner product is a RKHS having $K$ as reproducing kernel. Uniqueness then follows from Property (3) of the same proposition.

As it is common in the approximation literature, we will sometimes refer to this unique $\mathcal{H}$ as the native space of the kernel $K$ on $\Omega$.

Remark 9.1 (Kernel feature map). Among other consequences, this construction allows one to prove that any PD kernel is generated by at least one feature map. Indeed, the function $\Phi: \Omega \rightarrow \mathcal{H}, \Phi(x):=K(\cdot, x)$, is clearly a feature map for $K$ with feature space $\mathcal{H}$, since the reproducing property implies that

$$
\langle\Phi(x), \Phi(y)\rangle_{H}=\langle K(\cdot, x), K(\cdot, y)\rangle_{\mathcal{H}}=K(x, y) \quad \text { for all } x, y \in \Omega .
$$

Remark 9.2. For certain translational invariant kernels it is possible to prove that the associated native space is norm equivalent to a Sobolev spaces of the appropriate smoothness, which is related to the kernels' smoothness (see [65, Chapter 10]). This is particularly interesting since the approximation properties of the different algorithms, including certain optimality that we will see in the next sections, are in fact optimal in these Sobolev spaces (with an equivalent norm).

The various operations on positive definite kernels mentioned in Section 9.2.2 have an analogous effect on the corresponding native spaces. For example, the scaling by a positive number $a>0$ does not change the native space, but scales the inner product correspondingly, and, if $K^{\prime} \leqslant K^{\prime \prime}$ are positive definite kernels, then $\mathcal{H}_{K^{\prime}}(\Omega) \subset \mathcal{H}_{K^{\prime \prime}}(\Omega)$. We remark that the latter property has been used for example in [71] to prove inclusion relations for the native spaces of RBF kernels with different shape parameters.

### 9.2.4 Kernels for vector-valued functions

So far we only dealt with scalar-valued kernels, which are suitable to treat scalarvalued functions. Nevertheless, it is clear that the interest in model reduction is typically also on vector-valued or multi-output functions, which thus require a generalization of the theory presented so far. This has been done in [35], and it is based on the following definition of matrix-valued kernels.

Definition 9.3 (Matrix-valued PD kernels). Let $\Omega$ be a nonempty set and $q \in \mathbb{N}$. A function $K: \Omega \times \Omega \rightarrow \mathbb{R}^{q \times q}$ is a matrix-valued kernel if it is symmetric, i. e., $K(x, y)=K(y, x)^{T}$ for all $x, y \in \Omega$. It is a PD (resp., SPD) matrix-valued kernel if the kernel matrix $A \in$ $\mathbb{R}^{n q \times n q}$ is positive semidefinite (resp., positive definite) for all $n \in \mathbb{N}$ and for all sets $X_{n} \subset \Omega$ of pairwise distinct elements.

This more general class of kernels is also associated to a uniquely defined native space of vector-valued functions, where the notion of RKHS is replaced by the following.

Definition 9.4 (RKHS for matrix-valued kernels). Let $\Omega$ be a nonempty set, $q \in \mathbb{N}, \mathcal{H}$ an Hilbert space of functions $f: \Omega \rightarrow \mathbb{R}^{q}$ with inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$. Then $\mathcal{H}$ is called a vector-valued RKHS on $\Omega$ if there exists a function $K: \Omega \times \Omega \rightarrow \mathbb{R}^{q \times q}$ (the matrix-valued reproducing kernel) such that

1. $\quad K(\cdot, x) v \in \mathcal{H}$ for all $x \in \Omega, v \in \mathbb{R}^{q}$,
2. $\langle f, K(\cdot, x) v\rangle_{\mathcal{H}}=f(x)^{T} v$ for all $x \in \Omega, v \in \mathbb{R}^{q}, f \in \mathcal{H}$ (directional reproducing property).

A particularly simple version of this construction can be realized by considering separable matrix-valued kernels (see e. g. [1]), i. e., kernels that are defined as $K(x, y):=$ $\tilde{K}(x, y) B$, where $\tilde{K}$ is a standard scalar-valued PD kernel, and $B \in \mathbb{R}^{q \times q}$ is a positive semidefinite matrix. In the special case $Q=I$ (the $q \times q$ identity matrix), in [70] it is shown that the native space of $K$ is the tensor product of $q$ copies of the native space of $\tilde{K}$, i. e.,

$$
\mathcal{H}_{K}(\Omega)=\left\{f: \Omega \rightarrow \mathbb{R}^{q}: f_{j} \in \mathcal{H}_{\tilde{K}}(\Omega), 1 \leq j \leq q\right\}
$$

with

$$
\langle f, g\rangle_{\mathcal{H}_{K}}=\sum_{j=1}^{q}\left\langle f_{j}, g_{j}\right\rangle_{\mathcal{H}_{\vec{k}}} .
$$

This simplification will give convenient advantages when implementing some of the methods discussed in Section 9.4.

### 9.3 Data based surrogates

We can now introduce in general terms the two surrogate modeling techniques that we will discuss, namely (regularized) kernel interpolation and Support Vector Regression (SVR).

For both of them, the idea is to represent the expensive map to be reduced as a function $f: \Omega \rightarrow \mathbb{R}^{q}$ that maps an input $x \in \Omega$ to an output $y \in \mathbb{R}^{q}$. Here $f$ is assumed to be only continuous, and the set $\Omega$ can be arbitrary as long as a positive definite kernel $K$ can be defined on it. Moreover, the function does not need to be known in any particular way except than through its evaluations on a finite set $X_{n}:=\left\{x_{k}\right\}_{k=1}^{n} \subset \Omega$ of pairwise distinct data points, resulting in data values $Y_{n}:=\left\{y_{k}:=f\left(x_{k}\right)\right\}_{k=1}^{n} \subset \mathbb{R}^{q}$.

The goal is to construct a function $s \in \mathcal{H}$ such that $s(x)$ is a good approximation of $f(x)$ for all $x \in \Omega$ (and not only for $x \in X_{n}$ ), while being significantly faster to evaluate. The process of computing $s$ from the data $\left(X_{n}, Y_{n}\right)$ is often referred to as training of the surrogate $s$, and the set $\left(X_{n}, Y_{n}\right)$ is thus called training dataset.

The computation of the particular surrogate is realized as the solution of an infinite dimensional optimization problem. In general terms, we define a loss function

$$
L: \mathcal{H} \times \Omega^{n} \times\left(\mathbb{R}^{q}\right)^{n} \rightarrow \mathbb{R}_{\geq 0} \cup\{+\infty\}
$$

which takes as input a candidate surrogate $g \in \mathcal{H}$ and the values $X_{n} \in \Omega^{n}, Y_{n} \in\left(\mathbb{R}^{q}\right)^{n}$, and returns a measure of the data-accuracy of $g$. Then the surrogate $s$ is defined as a minimizer, if it exists, of the cost function

$$
J(g):=L\left(g, X_{n}, Y_{n}\right)+\lambda\|g\|_{\mathcal{H}}^{2},
$$

where the second part of $J$ is a regularization term that penalizes solutions with large norm. The tradeoff between the data-accuracy term and the regularization term is controlled by the regularization parameter $\lambda \geq 0$.

For the sake of presentation, we restrict in the remaining of this section to the case of scalar-valued functions, i. e., $q=1$. The general case follows by using matrix valued kernels as introduced in Section 9.2.4, and the corresponding definition of orthogonal projections.

The following fundamental Representer Theorem characterizes exactly some solutions of this problem, and it proves that the surrogate will be a function

$$
s \in V\left(X_{n}\right):=\operatorname{span}\left\{K\left(\cdot, x_{i}\right), x_{i} \in X_{n}\right\}
$$

i. e., a finite linear combination of kernel translates on the training points. A first version of this result was proven in [27], while we refer to [52] for a more general statement.

Theorem 9.3 (Representer Theorem). Let $\Omega$ be a nonempty set, $K$ a PD kernel on $\Omega$, $\lambda>0$ a regularization parameter, and let $\left(X_{n}, Y_{n}\right)$ be a training set. Assume that $L\left(s, X_{n}, Y_{n}\right)$ depends on $s$ only via the values $s\left(x_{i}\right), x_{i} \in X_{n}$.

Then, if the optimization problem

$$
\begin{equation*}
\underset{g \in \mathcal{H}}{\operatorname{argmin}} J(g):=L\left(g, X_{n}, Y_{n}\right)+\lambda\|g\|_{\mathcal{H}}^{2} \tag{9.5}
\end{equation*}
$$

has a solution, it has in particular a solution of the form

$$
\begin{equation*}
s(x):=\sum_{j=1}^{n} \alpha_{j} K\left(x, x_{j}\right), \quad x \in \Omega, \tag{9.6}
\end{equation*}
$$

for suitable coefficients $\alpha \in \mathbb{R}^{n}$.
Proof. We prove that for every $g \in \mathcal{H}$ there exists $s \in V\left(X_{n}\right)$ such that $J(s) \leq J(g)$. To see this, we decompose $g \in \mathcal{H}$ as

$$
g=s+s^{\perp}, \quad s \in V\left(X_{n}\right), s^{\perp} \in V\left(X_{n}\right)^{\perp}
$$

In particular, since $K\left(\cdot, x_{i}\right) \in V\left(X_{n}\right)$, we have by the reproducing property of the kernel

$$
s^{\perp}\left(x_{i}\right)=\left\langle s^{\perp}, K\left(\cdot, x_{i}\right)\right\rangle_{\mathcal{H}}=0, \quad 1 \leq i \leq n,
$$

thus $g\left(x_{i}\right)=s\left(x_{i}\right)+s^{\perp}\left(x_{i}\right)=s\left(x_{i}\right)$ for $1 \leq i \leq n$, and it follows that $L\left(g, X_{n}, Y_{n}\right)=$ $L\left(s, X_{n}, Y_{n}\right)$. Moreover, again by orthogonal projection we have $\|g\|_{\mathcal{H}}^{2}=\|s\|_{\mathcal{H}}^{2}+\left\|s^{\perp}\right\|_{\mathcal{H}}^{2}$. Since $\lambda \geq 0$, we obtain

$$
\begin{aligned}
J(s) & =L\left(s, X_{n}, Y_{n}\right)+\lambda\|s\|_{\mathcal{H}}^{2}=L\left(g, X_{n}, Y_{n}\right)+\lambda\|s\|_{\mathcal{H}}^{2} \\
& =L\left(g, X_{n}, Y_{n}\right)+\lambda\|g\|_{\mathcal{H}}^{2}-\lambda\left\|s^{\perp}\right\|_{\mathcal{H}}^{2}=J(g)-\lambda\left\|s^{\perp}\right\|_{\mathcal{H}}^{2} \leq J(g) .
\end{aligned}
$$

Thus, if $g \in \mathcal{H}$ is a solution then $s \in V\left(X_{n}\right)$ is also a solution.
The existence of a solution will be guaranteed by choosing a convex cost function $J$, i. e., since the regularization term is always convex, by choosing a convex loss function. Then the theorem states that solutions of the infinite dimensional optimization problem can be computed by solving a finite dimensional convex one.

This is a great result, but observe that the evaluation of $s(x), x \in \Omega$, requires the evaluation of the $n$-terms linear combination (9.6), where $n$ is the size of the dataset. Assuming that the kernel can be evaluated in constant time, the complexity of this operation is $\mathcal{O}(n)$. Thus, to achieve the promised speedup in evaluating the surrogate in place of the function $f$, we will consider in the following methods that enforce sparsity in $s$, i. e., which compute approximate solution where most of the coefficients $\alpha_{j}$ are zero. If the nonzero coefficients correspond to an index set $I_{N}:=\left\{i_{1}, \ldots, i_{N}\right\} \subset\{1, \ldots, n\}$, the complexity is reduced to $\mathcal{O}(N)$.

Taking into account this sparsity and denoting $X_{N}:=\left\{x_{i} \in X_{n}: i \in I_{N}\right\}$ and $\alpha:=\left(\alpha_{i}:\right.$ $i \in I_{N}$ ), we can summarize in Algorithm 9.1 the online phase for any of the following algorithms, consisting in the evaluation of $s$ on a set of points $X_{\mathrm{te}} \subset \Omega$. Here and in the following, we denote by $s(X):=\left(s\left(x_{1}\right), \ldots, s\left(x_{m}\right)\right)^{T} \in \mathbb{R}^{m}$ the vector of evaluations of $s$ on a set of points $X:=\left\{x_{i}\right\}_{i=1}^{m} \subset \Omega$.

```
Algorithm 9.1: Kernel surrogate - online phase.
    1: Input: \(X_{N} \in \Omega^{N}, \alpha \in \mathbb{R}^{N}\), kernel \(K\) (and kernel parameters), test points \(X_{\text {te }}:=\)
    \(\left\{x_{i}^{\mathrm{te}}\right\}_{i=1}^{n_{\mathrm{te}}} \in \Omega^{n_{\mathrm{te}}}\)
    2: Compute the kernel matrix \(A_{\mathrm{te}} \in \mathbb{R}^{n_{\mathrm{te}} \times N},\left(A_{\mathrm{te}}\right)_{i j}:=K\left(x_{i}^{\mathrm{te}}, x_{i_{j}}\right)\).
    3: Evaluate the surrogate \(s\left(X^{\mathrm{te}}\right)=A_{\mathrm{te}} \alpha\).
    4: Output: evaluation of the surrogate \(s\left(X^{\mathrm{te}}\right) \in \mathbb{R}^{n_{\mathrm{te}}}\).
```

Remark 9.3 (Normalization of the cost function). It is sometimes convenient to weight the loss term in the cost function (9.5) by a factor $1 / n$, which normalizes its value with respect to the number of data. We do not use this convention here, and we only remark that this is equivalent to the use of a regularization parameter $\lambda=n \lambda^{\prime}$ for a given $\lambda^{\prime}>0$.

### 9.4 Kernel interpolation

The first method that we discuss is (regularized) kernel interpolation. In this case, we consider the square loss function

$$
L\left(s, X_{n}, Y_{n}\right):=\sum_{i=1}^{n}\left(s\left(x_{i}\right)-y_{i}\right)^{2},
$$

which measures the pointwise distance between the surrogate and the target data. We have then the following special case of the Representer Theorem. We denote by $y \in \mathbb{R}^{n}$ the vector of output data, assuming again for now that $q=1$.

Corollary 9.1 (Regularized interpolant). Let $\Omega$ be a nonempty set, K a PD kernel on $\Omega$, $\lambda \geq 0$ a regularization parameter. For any training set $\left(X_{n}, Y_{n}\right)$ there exists an approximant of the form

$$
\begin{equation*}
s(x)=\sum_{j=1}^{n} \alpha_{j} K\left(x, x_{j}\right), \quad x \in \Omega, \tag{9.7}
\end{equation*}
$$

where the vector of coefficients $\alpha \in \mathbb{R}^{n}$ is a solution of the linear system

$$
\begin{equation*}
(A+\lambda I) \alpha=y \tag{9.8}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}, A_{i j}:=K\left(x_{i}, x_{j}\right)$, is the kernel matrix on $X_{n}$. Moreover, if $K$ is SPD this is the unique solution of the minimization problem (9.5).

Proof. The loss $L$ is clearly convex, so there exists a solution of the optimization problem, and by Theorem 9.3 we know that we can restrict to solutions in $V\left(X_{n}\right)$.

We then consider functions $s:=\sum_{j=1}^{n} \alpha_{j} K\left(\cdot, x_{j}\right)$ for some unknown $\alpha \in \mathbb{R}^{n}$. Computing the inner product as in Proposition 9.2, we obtain

$$
s\left(x_{i}\right)=\sum_{j=1}^{n} \alpha_{j} K\left(x_{i}, x_{j}\right)=(A \alpha)_{i}, \quad\|s\|_{\mathcal{H}}^{2}=\sum_{i, j=1}^{n} \alpha_{i} \alpha_{j} K\left(x_{i}, x_{j}\right)=\alpha^{T} A \alpha .
$$

The functional $J$ restricted to $V\left(X_{n}\right)$ can be parametrized by $\alpha \in \mathbb{R}^{n}$, and thus it can be rewritten as $\tilde{J}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with

$$
\begin{aligned}
\tilde{J}(\alpha) & =\|A \alpha-y\|_{2}^{2}+\lambda \alpha^{T} A \alpha=(A \alpha-y)^{T}(A \alpha-y)+\lambda \alpha^{T} A \alpha \\
& =\alpha^{T} A^{T} A \alpha-2 \alpha^{T} A^{T} y+y^{T} y+\lambda \alpha^{T} A \alpha,
\end{aligned}
$$

which is convex in $\alpha$ since $A$ is positive semidefinite. Since $A$ is symmetric, its gradient is

$$
\nabla_{\alpha} \tilde{J}(\alpha)=2 A^{T} A \alpha-2 A^{T} y+2 \lambda A \alpha=2 A(A \alpha-y+\lambda \alpha)
$$

i. e., $\nabla_{\alpha} \tilde{J}(\alpha)=0$ if and only if $A(A+\lambda I) \alpha=A y$, which is satisfied by $\alpha$ such that $(A+\lambda I) \alpha=$ $y$. If $K$ is SPD then both $A$ and $A+\lambda I$ are invertible, so this is the only solution.

The extension to vector-valued functions, i. e. $q>1$, is straightforward using the separable matrix-valued kernels with $B=I$ of Section 9.2.4. Indeed, in this case the data values are vectors $y_{i}:=f\left(x_{i}\right) \in \mathbb{R}^{q}$, and thus in the interpolant (9.7) also the coefficients are vectors $\alpha_{j} \in \mathbb{R}^{q}$. The linear system (9.8) has the same matrix, but instead $\alpha, y \in \mathbb{R}^{n \times q}$ are defined as

$$
\begin{equation*}
\alpha:=\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{T}, \quad y:=\left(y_{1}, \ldots, y_{n}\right)^{T} . \tag{9.9}
\end{equation*}
$$

We remark that in the following the values $x_{i}, y_{i}, s(x)$, and $\alpha_{k}$ have always to be understood as row vectors when $q>1$. This notation is very convenient when representing the coefficients as the solution of a linear system. Furthermore, the representation of the dataset samples $(x, y)$ is quite natural when dealing with tabular data, where each column represents a feature and each row a sample vector.

For $K$ SPD and pairwise distinct sample locations $X_{n}$ we can also set $\lambda:=0$ and obtain pure interpolation, i.e., the solution satisfies $L\left(s, X_{n}, Y_{n}\right)=0$, or

$$
s\left(x_{i}\right)=y_{i}, \quad 1 \leq i \leq n .
$$

Observe that this means that with this method we can exactly interpolate arbitrary continuous functions on arbitrary pairwise distinct scattered data in any dimension, as opposite to many other techniques which require complicated conditions on the interpolation points or a grid structure. Moreover, this approximation process has several optimality properties in $\mathcal{H}$, which remind one of similar properties of spline interpolation.

Proposition 9.3 (Optimality of kernel interpolation). Let $K$ be $S P D, f \in \mathcal{H}$, and $\lambda=0$. Then $s$ is the orthogonal projection of $f$ in $V\left(X_{n}\right)$, and in particular

$$
\|f-s\|_{\mathcal{H}}=\min _{g \in V\left(X_{n}\right)}\|f-g\|_{\mathcal{H}} .
$$

Moreover, if $S:=\left\{g \in \mathcal{H}: g\left(x_{i}\right)=f\left(x_{i}\right), 1 \leq i \leq n\right\}$, then

$$
\|s\|_{\mathcal{H}}=\min _{g \in S}\|g\|_{\mathcal{H}},
$$

i.e., $s$ is the minimal norm interpolant of $f$ on $X_{n}$.

Proof. The proof is analogous to the proof of the Representer Theorem, using a decomposition $f=g+g^{\perp}$, and proving that $s=g$.

We will see in Section 9.7 a general technique to tune $\lambda$ using the data, which should return $\lambda=0$ (or very small) when this is the best option. Nevertheless, also for an SPD kernel there are at least two reasons to still consider regularized interpolation. First, the data can be affected by noise, and thus an exact pointwise recovery does not make much sense. Second, a positive parameter $\lambda>0$ improves the condition number of the linear system, and thus the stability of the solution. Indeed, the 2 -condition number of $A+\lambda I$ is

$$
\kappa(\lambda):=\frac{\lambda_{\max }(A+\lambda I)}{\lambda_{\min }(A+\lambda I)}=\frac{\lambda_{\max }(A)+\lambda}{\lambda_{\min }(A)+\lambda},
$$

which is a strictly decreasing function of $\lambda$, with $\kappa(0)=\kappa(A)$ and $\lim _{\lambda \rightarrow \infty} \kappa(\lambda)=1$. Moreover (see [66]) this increased stability can be achieved by still controlling the pointwise accuracy. Namely, if $f \in \mathcal{H}$, we have

$$
\left\|y_{i}-s\left(x_{i}\right)\right\|_{2} \leq \sqrt{\lambda}\|f\|_{\mathcal{H}} \quad 1 \leq i \leq n .
$$

We can then summarize the offline phase for regularized kernel interpolation in Algorithm 9.2.

```
Algorithm 9.2: Regularized Kernel interpolation - offline phase.
    1: Input: training set \(X_{n} \in \Omega^{n}, Y_{n} \in\left(\mathbb{R}^{q}\right)^{n}\), kernel \(K\) (and kernel parameters), regular-
    ization parameter \(\lambda \geq 0\).
    2: Compute the kernel matrix \(A \in \mathbb{R}^{n \times n}, A_{i j}:=K\left(x_{i}, x_{j}\right)\).
    3: Solve the linear system \((A+\lambda I) \alpha=y\).
    4: Output: coefficients \(\alpha \in \mathbb{R}^{n \times q}\).
```

Remark 9.4 (Flat limit). The matrix $A$ can be seriously ill-conditioned for certain kernels, and this constitutes a problem at least in the case of pure interpolation. It can also be proven that kernels which guarantee a faster error convergence result in a worse conditioned matrix [48].

For RBF kernels, this happens especially for $\gamma \rightarrow 0$ (the so called flat limit), and it is usually not a good idea to directly solve the linear system. In the last years there has been very active research to compute $s$ via different formulations, which rely on different representations of the kernel. We mention here mainly the RBF-QR algorithm ${ }^{3}$ $[18,31]$ and the Hilbert-Schmidt SVD $^{4}[16]$. Both methods are limited so far to only some kernels, but they manage to achieve a great accuracy, which is usually impossible to obtain with the direct solution of the linear system.

Remark 9.5 (Error estimation). For SPD translational invariant kernels there is a very detailed error analysis of the interpolation process $(\lambda=0)$, for which we refer to [65, Chapter 11]. We only mention that these error bounds assume that $f \in \mathcal{H}$, and are of the form

$$
\|f-s\|_{L_{\infty}(\Omega)} \leq C h_{n}^{p}\|f\|_{\mathcal{H}},
$$

where $C>0$ is a constant independent of $f$, and $h_{n}$ is the fill distance of $X_{n}$ in $\Omega$, i. e.,

$$
h_{n}:=h_{X_{n}, \Omega}:=\sup _{x \in \Omega} \min _{x_{j} \in X_{n}}\left\|x-x_{j}\right\|,
$$

which is the analogue of the mesh width for scattered data. Moreover, the order of convergence $p>0$ is dependent on the smoothness of the kernel. In particular, these error bounds can be proven to be optimal when the native space of $K$ is a Sobolev space.

Moreover, these results have been recently extended to the case of regularized interpolation $(\lambda>0)$ in $[43,66]$.

### 9.4.1 Kernel greedy approximation

The surrogate constructed via Corollary 9.1 involves a linear combination of $n$ terms, where $n$ is the size of the dataset. In general, there is no reason to assume that the result has any sparsity, i. e., in general all the $\alpha_{j}$ will be nonzero, and it is thus necessary to introduce some technique to enforce this sparsity.

A very effective way to achieve this result is via greedy algorithms. The idea is to select a small subset $X_{N} \subset X_{n}, N \ll n$, given by indices $I_{N} \subset\{1, \ldots, n\}$, and to solve the

[^32]corresponding restricted problem with the dataset $\left(X_{N}, Y_{N}\right)$ to compute a surrogate
\[

$$
\begin{equation*}
s_{N}(x):=\sum_{k \in I_{N}} \alpha_{k} K\left(x, x_{k}\right), \tag{9.10}
\end{equation*}
$$

\]

where the coefficient vectors are computed based on (9.8), and are in general different from the ones of the full surrogate. If we manage to select $I_{N}$ in a proper way, we will obtain $s_{N}(x) \approx f(x)$ for all $x \in \Omega$, while the evaluation of $s_{N}(x)$ is now only of order $\mathcal{O}(N)$.

An optimal selection of $X_{N}$ is a combinatorial problem and thus is very expensive and in practice computationally intractable. The idea of greedy algorithms is instead to perform this selection incrementally, i. e., adding at each iteration only the most promising new point, based on some error indicator.

The general structure of the algorithm is described in Algorithm 9.3. For the moment, we consider a generic selection rule $\eta: X_{n} \times \mathbb{N} \times \Omega^{n} \times\left(\mathbb{R}^{q}\right)^{n} \rightarrow \mathbb{R}_{\geq 0}$ that selects points based on the value $\eta\left(x, N, X_{n}, Y_{n}\right)$. This is a compact notation to denote that the selection rule assigns a score to a point $x \in \Omega$, and it is computed using various quantities that depend on the dataset $\left(X_{n}, Y_{n}\right)$ and on the iteration number $N$, including in particular the surrogate computed at the previous iteration. The algorithm is terminated by means of a given tolerance $\tau>0$.

```
Algorithm 9.3: Kernel greedy approximation - offline phase.
    Input: training set \(X_{n} \in \Omega^{n}, Y_{n} \in\left(\mathbb{R}^{q}\right)^{n}\), kernel \(K\) (and kernel parameters), regular-
    ization parameter \(\lambda \geq 0\), selection rule \(\eta\), tolerance \(\tau\).
    Set \(N:=0, X_{0}:=\emptyset, V\left(X_{0}\right):=\{0\}, s_{0}:=0\).
    repeat
        Set \(N:=N+1\)
        Select \(x_{N}:=\operatorname{argmax}_{x \in X_{n} \backslash X_{N-1}} \eta\left(x, N, X_{n}, Y_{n}\right)\).
        Define \(X_{N}:=X_{N-1} \cup\left\{x_{N}\right\}\) and \(V\left(X_{N}\right):=\) span \(\left\{K\left(\cdot, x_{i}\right), x_{i} \in X_{N}\right\}\)
        Compute the surrogate \(s_{N}\) with dataset ( \(X_{N}, Y_{N}\) ) with (9.8).
    until \(\eta\left(x_{N}, N, X_{n}, Y_{n}\right) \leq \tau\)
    Output: surrogate \(s_{N}\) (i. e. coefficients \(\alpha \in \mathbb{R}^{N \times q}\) ).
```

Remark 9.6. In the case that the maximizer of $\eta$ the line 5 of Algorithm 9.3 is not unique, only one of the multiple points is selected and included in $X_{N}$.

In line 7 of the algorithm, we need to compute the surrogate $s_{N}$ with dataset $\left(X_{N}, Y_{N}\right)$. This step can be highly simplified by reusing $s_{N-1}$ as much as possible, thus improving the efficiency of the algorithm. As a side effect, with this incremental procedure it is easy to update the surrogate if the accuracy has to be improved.

This can be achieved using the Newton basis, which is defined in analogy to the Newton basis for polynomial interpolation. It has been introduced in [37, 39] for $K$ SPD, and extended to the case of $K \mathrm{PD}$ and $\lambda>0$ in [47], and we refer to these papers for the proof of the following result.

Proposition 9.4 (Newton basis). Let $\Omega$ be non empty, $\lambda \geq 0, K$ be PD on $\Omega$ or SPD when $\lambda=0$. Let $X_{n} \subset \Omega$ be pairwise distinct, and let $I_{N} \subset\{1, \ldots, n\}$. Let moreover $K_{\lambda}(x, y):=$ $K(x, y)+\lambda \delta_{x y}$ for all $x, y \in \Omega$, and denote its RKHS as $\mathcal{H}_{\lambda}$.

The Newton basis $\left\{v_{j}\right\}_{j=1}^{N}$ is defined as the Gram-Schmidt orthonormalization of $\left\{K_{\lambda}\left(\cdot, x_{i}\right)\right\}_{i \in I_{N}}$ in $\mathcal{H}$, i.e.,

$$
\begin{aligned}
& v_{1}(x):=\frac{K_{\lambda}\left(x, x_{i_{1}}\right)}{\| K_{\lambda}\left(\cdot, x_{i_{1}} \|_{\mathcal{H}_{\lambda}}\right.}=\frac{K_{\lambda}\left(x, x_{i_{1}}\right)}{\sqrt{K_{\lambda}\left(x_{i_{1}}, x_{i_{1}}\right)}}, \\
& \tilde{v}_{k}(x):=K_{\lambda}\left(x, x_{i_{k}}\right)-\sum_{j=1}^{k-1} v_{j}\left(x_{i_{k}}\right) v_{j}(x), \\
& v_{k}(x):=\frac{\tilde{v}_{k}(x)}{\left\|\tilde{v}_{k}\right\|_{\mathcal{H}_{\lambda}}}=\frac{\tilde{v}_{k}(x)}{\sqrt{\tilde{v}_{k}\left(x_{i_{k}}\right)}}, \quad 1<k \leq N .
\end{aligned}
$$

Moreover, for all $1 \leq k \leq N$, we have

$$
v_{k}(x)=\sum_{j=1}^{N} \beta_{j k} K_{\lambda}\left(x, x_{i_{j}}\right),
$$

and, if $B \in \mathbb{R}^{N \times N}, B_{j k}:=\beta_{j k}$, and $V \in \mathbb{R}^{N \times N}, V_{j k}:=v_{k}\left(x_{j}\right)$, then $B, V$ are triangular, $B=V^{-T}$, and

$$
A_{N}+\lambda I=V V^{T}
$$

is the Cholesky decomposition of the regularized kernel matrix $A_{N}+\lambda I \in \mathbb{R}^{N \times N}, A_{j k}:=$ $K\left(x_{i_{j}}, x_{i_{k}}\right)$, with pivoting given by $I_{N}$.

Observe that this basis is nested, i. e., we can incrementally add a new element without recomputing the previous ones. Even more, with this basis the surrogate can be computed as follows.

Proposition 9.5 (Incremental regularized interpolation). Let $\Omega$ be non empty, $\lambda \geq 0, K$ be PD on $\Omega$ or SPD when $\lambda=0$. Let $\left(X_{N}, Y_{N}\right)$ be the subset of $\left(X_{n}, Y_{n}\right)$ corresponding to indices $I_{N}$, for all $N \leq n$.

Let $\tilde{s}_{0}:=0$, and, for $N \geq 1$, compute the following incremental function

$$
\begin{equation*}
\tilde{s}_{N}(x)=\sum_{k=1}^{N} c_{k} v_{k}(x)=c_{N} v_{N}(x)+s_{N-1}(x), \quad c_{N}:=\frac{y_{i_{N}}-\tilde{s}_{N}\left(x_{i_{N}}\right)}{v_{N}\left(x_{i_{N}}\right)} . \tag{9.11}
\end{equation*}
$$

Then, for all $N$, the regularized interpolant can be computed as

$$
s_{N}(x)=\sum_{j=1}^{N} \alpha_{j} K\left(x, x_{i_{j}}\right) \quad \text { where } \alpha:=V^{-T} c .
$$

Remark 9.7. In the case $\lambda=0$ and $K$ SPD, the function $\tilde{s}_{N}$ coincides with the interpolant $s_{N}$. We refer to [39, 47] for the details.

We are now left to define the selection rules, represented by $\eta$, to select the new point at each iteration.

For this, we first need to define the power function, which gives an upper bound on the interpolation error, and it can be defined using the Newton basis as

$$
\begin{equation*}
P_{N}(x)^{2}:=K_{\lambda}(x, x)-\sum_{j=1}^{N} v_{j}(x)^{2} . \tag{9.12}
\end{equation*}
$$

Its relevance is due to the fact that it provides an upper bound on the pointwise (regularized) interpolation error, i. e., if $x \notin X_{n}$, and $K$ is PD, or SPD when $\lambda=0$, we have for all $f \in \mathcal{H}$ that

$$
\begin{equation*}
\left|f(x)-s_{N}(x)\right| \leq P_{n}(x)\|f\|_{\mathcal{H}} . \tag{9.13}
\end{equation*}
$$

This function is well known and has been studied in the case of pure interpolation (see e. g. [65, Chapter 11]), for which the upper bound holds for all $x \in \Omega$, and it can be easily extended to the case of regularized interpolation (see [47]). In both cases, it can be proven that $P_{n}(x)=0$ if and only if $x \in X_{n}$, and its maximum is strictly decreasing with $N$.

Remark 9.8. This interpolation technique is strictly related to the kriging method and to Gaussian Process Regression (see e. g. [38, 42]). In this case the kernel represents the covariance kernel of the prior distribution, and the power function is the Kriging variance, or variance of the posterior distribution (see [50]).

We can then define the following selection rules. We assume to have a dataset $\left(X_{n}, Y_{n}\right)$, and to have already selected $N$ points corresponding to indices $I_{N-1}$. We use the notation $[1, n]:=\{1, \ldots, n\}$, and we have

- $\quad P$-greedy: $i_{N}:=\operatorname{argmax}_{i \in[1, n] \backslash I_{N-1}} P_{N-1}\left(x_{i}\right)$;
- $f$-greedy: $i_{N}:=\operatorname{argmax}_{i \in[1, n] \backslash I_{N-1}}\left|y_{i}-s_{N-1}\left(x_{i}\right)\right|$;
- $\quad f / P$-greedy: $i_{N}:=\operatorname{argmax}_{i \in[1, n] \backslash \Lambda_{N-1}} \frac{\left|y_{i}-S_{N-1}\left(x_{i}\right)\right|}{P_{N-1}\left(x_{i}\right)}$.

Observe that all the selections are well defined, since $P_{N-1}\left(x_{i}\right) \neq 0$ for all $i \notin I_{N-1}$ if $X_{N}$ are pairwise distinct, and they can be efficiently implemented by using the update rules (9.11) for $s_{N}$ and (9.12) for $P_{N}$. Moreover, they are motivated by different ideas: The $P$-greedy selection tries to minimize the Power function, thus providing a uniform upper bound on the error for any function $f \in \mathcal{H}$ via (9.13); the $f$ - and $f / P$-greedy (which
reads " $f$-over- $P$-greedy"), on the other hand, use also the output data, and produce points which are suitable to approximate a single function and thus are expected to result in a better approximation. In the case of $f$-greedy this is done by including in the set of points the location where the current largest error is achieved, thus reducing the maximum error. The $f / P$-greedy selection, instead, reduces the error in the $\mathcal{H}$-norm, and indeed it can be proven to be locally optimal, i. e., it guarantees the maximal possible reduction of the error, in the $\mathcal{H}$-norm, at each iteration.

We can now describe the full computation of the greedy regularized interpolant in Algorithm 9.4. It realizes the computation of the sparse surrogate $s_{N}$ by selecting the points $X_{N}$ via the index set $I_{N}$, and computing only the nonzero coefficients $\alpha$. Moreover, using the nested structure of the Newton basis and the incremental computation of Proposition 9.5, the algorithm needs only to compute the columns of the full kernel matrix corresponding to the index set $I_{N}$, and thus there is no need to compute nor store the full $n \times n$ matrix, i. e., the implementation is matrix-free. In addition, again using Proposition 9.5 most of the operations are done in-place, i.e., some vectors are used to store and update the values of the Power Function and of $y$. In the algorithm, we use a Matlab-like notation, i. e., $A\left(I_{N}\right.$,:) denotes the submatrix of $A$ consisting of rows $I_{N}$ and of all the columns. Moreover, the notation $v^{2}$ denotes the pointwise squaring of the entries of the vector $v$.

```
Algorithm 9.4: Kernel greedy approximation - offline phase.
    Input: training set \(X_{n} \in \Omega^{n}, Y_{n} \in\left(\mathbb{R}^{q}\right)^{n}\), kernel \(K\) (and kernel parameters), regular-
    ization parameter \(\lambda \geq 0\), selection rule \(\eta\), tolerance \(\tau\).
    Set \(N:=0, I_{0}:=\emptyset, V:=[\cdot] \in \mathbb{R}^{n \times 0}, p:=\operatorname{diag}\left(K_{\lambda}\left(X_{n}, X_{n}\right)\right) \in \mathbb{R}^{n}\)
    repeat
        Set \(N=N+1\)
        Select \(i_{N}:=\operatorname{argmax}_{i \in[1, n] \backslash I_{N-1}} \eta\left(x_{i}, N, X_{n}, Y_{n}\right)\).
        Generate column \(v:=K_{\lambda}\left(X_{n}, x_{i_{N}}\right)\)
        Project \(v:=v-V V\left(i_{N},:\right)^{T}\)
        Normalize \(v=v / \sqrt{v\left(i_{N}\right)}\)
        Compute \(c_{N}:=y\left(i_{N}\right) / v\left(i_{N}\right)\)
        Update the power function \(p:=p-v^{2}\)
        Update the residual \(y:=y-c_{N} v\)
        Update \(I_{N}:=I_{N-1} \cup\left\{i_{N}\right\}\)
        Add the column \(V=\left[V, v_{N}\right]\)
        Update the inverse \(C^{T}=V\left(I_{N},:\right)^{-1}\)
        Add the coefficient \(c=\left[c^{T}, c_{N}\right]^{T}\)
    until \(\eta\left(x_{N}, N, X_{n}, Y_{n}\right) \leq \tau\)
    Set \(\alpha=C c\)
    Output: \(\alpha \in \mathbb{R}^{N \times q}, I_{N}\).
```

The set of points $X_{N}$ defined by $I_{N}$, and the coefficients $\alpha$, can then be used in the online phase of Algorithm 9.1.

Remark 9.9 (Vector-valued functions and implementation details). Algorithm 9.4 and the overall procedure are well defined for arbitrary $q \geq 1$. Indeed, using the separable matrix-valued kernel of Section 9.2.4, the Newton basis only depends on the scalarvalued kernel $K$, while the computation of the coefficients is valid by considering that now $c, \alpha$ are matrices instead of vectors. In particular, the computation of $c_{N}$ (line 14) and the update of $y$ (line 11) has to be done via column-wise multiplications.

Moreover, observe that in line 12 we employ a standard technique to update the inverse of a lower triangular matrix, i. e., given $V_{N} \in \mathbb{R}^{N \times N}$ lower triangular with inverse $V_{N}^{-1}$, we define

$$
V_{N+1}=\left[\begin{array}{cc}
V_{N} & 0 \\
v^{T} & w
\end{array}\right]
$$

for $v \in \mathbb{R}^{N}, w \in \mathbb{R}$, and compute $V_{N+1}^{-1}$ by a simple row-update as

$$
V_{N+1}^{-1}=\left[\begin{array}{cc}
V_{N}^{-1} & 0 \\
-v^{T} V_{N}^{-1} / w & 1 / w
\end{array}\right] .
$$

The present version of the algorithm for vector-valued functions has been introduced in [68] and named Vectorial Kernel Orthogonal Greedy Algorithm (VKOGA). We keep the same abbreviation also for the regularized version, which has been studied in [47].

Remark 9.10 (Convergence rates). When the greedy algorithm is run by selecting points over $\Omega$ instead of $X_{N}$, there are also convergence rates for the resulting approximation processes. For pure interpolation (i. e., $K$ SPD, $\lambda=0$ ) convergence of $f$-greedy has been proven in [36], of $P$-greedy in [46], and of $f / P$-greedy in [68], while in [47] the convergence rate of $P$-greedy has been extended to regularized interpolation. All the results make additional assumptions on the kernels, for which we refer to the cited literature. Nevertheless, we remark that the convergence rates for interpolation with $P$-greedy are quasi-optimal for translational invariant kernels, while the results for the other algorithms guarantee only a possibly significantly slower convergence rate. These results are believed to be significantly sub-optimal, since extensive experiments indicate that $f$ - and $f / P$-greedy cases behave much better. This seems to suggest that there is space for a large improvement in the theoretical understanding of the methods.

Remark 9.11 (Other techniques). There are other techniques that can be applied to reduce the complexity of the evaluation of the surrogate $s$, which do not use greedy algorithms but instead different approaches. First, there is a domain decomposition technique, known as Partition of Unity Method, which partitions $\Omega$ into subdomains,
solves the (regularized) interpolation problem restricted to each patch, and then combines the results by a weighted sum of the local interpolants to obtain a global approximant. This method has the advantage that this offline phase can be completely parallelized. Moreover, when evaluating the surrogate only the few local interpolant having a support containing the test points have to be evaluated, thus requiring the evaluation of a few, small kernel expansions, thus providing a significant speedup. The efficiency of this technique relies on an efficient search procedure to determine the local patches including the given points, which is the only limitation in the application to high dimensional problems. Both theoretical results and efficient implementations are available [7, 64].

Moreover, other sparsity-inducing techniques have been proposed, namely, the use of an $\ell_{1}$-regularization term [10], and the method of the Least Absolute Shrinkage and Selection Operator (LASSO) [61].

### 9.5 Support vector regression

The second method that we present is Support Vector Regression (SVR) [53], which is based on different premises, but it still fits in the general framework of Section 9.3. In this case, we consider the $\varepsilon$-insensitive loss function

$$
L\left(s, X_{n}, Y_{n}\right):=\sum_{i=1}^{n} L_{\varepsilon}\left(s\left(x_{i}\right), y_{i}\right), \quad L_{\varepsilon}\left(s\left(x_{i}\right), y_{i}\right):=\max \left(0,\left|s\left(x_{i}\right)-y_{i}\right|-\varepsilon\right),
$$

which is designed to linearly penalize functions $s$ which have values outside of an $\varepsilon$-tube around the data, while no distinction is made between function values that are inside this tube.

In this setting it is common to use the regularization parameter to scale the cost by a factor $1 / \lambda$, and not the regularization term by a factor $\lambda$. The two choices are clearly equivalent, but we adopt here this different normalization to facilitate the comparison with the existing literature, and because this offers additional insights in the structure of the surrogate.

Since the problem is not quadratic (and not smooth), we first derive an equivalent formulation of the optimization problem (9.5). Assuming again that the output is scalar, i.e., $q=1$, the idea is to introduce non-negative slack variables $\xi^{+}, \xi^{-} \in \mathbb{R}^{n}$ which represent upper bounds on $L$ via

$$
\begin{array}{ll}
\xi_{i}^{+} \geq \max \left(0, s\left(x_{i}\right)-y_{i}-\varepsilon\right), & 1 \leq i \leq n,  \tag{9.14}\\
\xi_{i}^{-} \geq \max \left(0, y_{i}-s\left(x_{i}\right)-\varepsilon\right), & 1 \leq i \leq n,
\end{array}
$$

and to minimize them in place of the original loss. With these new variables we can rewrite the optimization problem in the following equivalent way.

Definition 9.5 (SVR - primal form). Let $\Omega$ be a nonempty set, $K$ a PD kernel on $\Omega, \lambda>0$ a regularization parameter. For a training set $\left(X_{n}, Y_{n}\right)$ the $\operatorname{SVR}$ approximant $\left(s, \xi^{+}, \xi^{-}\right) \in$ $\mathcal{H} \times \mathbb{R}^{2 n}$ is a solution of the quadratic optimization problem

$$
\begin{align*}
& \min _{s \in \mathcal{H},} \xi^{+}, \xi^{-} \in \mathbb{R}^{n}  \tag{9.15}\\
& \frac{1}{\lambda} \mathbb{1}_{n}^{T}\left(\xi^{+}+\xi^{-}\right)+\|s\|_{\mathcal{H}}^{2} \\
& \text { s.t. } s\left(x_{i}\right)-y_{i}-\varepsilon \leq \xi_{i}^{+}, \quad 1 \leq i \leq n \\
&-s\left(x_{i}\right)+y_{i}-\varepsilon \leq \xi_{i}^{-}, \quad 1 \leq i \leq n \\
& \xi_{i}^{+}, \xi_{i}^{-} \geq 0, \quad 1 \leq i \leq n,
\end{align*}
$$

where $\mathbb{1}_{n}:=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}$.
For this rewriting of the optimization problem, we can now specialize the Representer Theorem as follows.

Corollary 9.2 (SVR - alternative primal form). Let $\Omega$ be a nonempty set, K a PD kernel on $\Omega, \lambda>0$ a regularization parameter. For any training set $\left(X_{n}, Y_{n}\right)$ there exists an SVR approximant of the form

$$
\begin{equation*}
s(x)=\sum_{j=1}^{n} \alpha_{j} K\left(x, x_{j}\right), \quad x \in \Omega, \tag{9.16}
\end{equation*}
$$

where $\left(\alpha, \xi^{+}, \xi^{-}\right) \in \mathbb{R}^{3 n}$ is a solution of the quadratic optimization problem

$$
\begin{align*}
& \min _{\alpha, \xi^{+}, \xi^{-} \in \mathbb{R}^{n}} \quad \frac{1}{\lambda} \mathbb{1}_{n}^{T}\left(\xi^{+}+\xi^{-}\right)+\alpha^{T} A \alpha  \tag{9.17}\\
& \text { s.t. }(A \alpha)_{i}-y_{i}-\varepsilon \leq \xi_{i}^{+}, \quad 1 \leq i \leq n \\
& \quad-(A \alpha)_{i}+y_{i}-\varepsilon \leq \xi_{i}^{-}, \quad 1 \leq i \leq n \\
& \quad \xi_{i}^{+}, \xi_{i}^{-} \geq 0, \quad 1 \leq i \leq n,
\end{align*}
$$

with $\mathbb{1}_{n}:=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}$, and $A \in \mathbb{R}^{n \times n}, A_{i j}:=K\left(x_{i}, x_{j}\right)$, the kernel matrix on $X_{n}$. Moreover, if $K$ is SPD this is the unique solution of the minimization problem (9.5).

Proof. The result is an immediate consequence of Proposition 9.5, where we use the form (9.16) for $s$ and compute its squared norm via Proposition 9.2.

The slack variables (9.14) have a nice geometric interpretation. Indeed, the optimization process clearly tries to reduce their value as much as possible, while respecting the constraints. We state a more precise result in the following proposition, and give a schematic illustration in Figure 9.1.

Proposition 9.6 (Slack variables). Let $\alpha, \xi^{+}, \xi^{-} \in \mathbb{R}^{n}$ be a solution of (9.17), and let s be the corresponding surrogate (9.16). Then, for each index $i \in\{1, \ldots, n\}$, the values $\xi_{i}^{+}, \xi_{i}^{-}$ represent the distance of $s\left(x_{i}\right)$ from the $\varepsilon$-tube around $y_{i}$, and in particular


Figure 9.1: Illustration of the role of the slack variables in (9.17).

1. If $s\left(x_{i}\right)>y_{i}+\varepsilon$, then $\xi_{i}^{+}>0$ and $\xi_{i}^{-}=0$.
2. If $s\left(x_{i}\right)<y_{i}-\varepsilon$, then $\xi_{i}^{+}=0$ and $\xi_{i}^{-}>0$.
3. If $y_{i}-\varepsilon \leq s\left(x_{i}\right) \leq y_{i}+\varepsilon$, then $\xi_{i}^{+}=0$ and $\xi_{i}^{-}=0$.

In particular, only one of $\xi_{i}^{+}$and $\xi_{i}^{-}$can be nonzero.
Instead of solving the primal problem of Corollary 9.2, it is more common to derive and solve the following dual problem. Here again we denote by $y \in \mathbb{R}^{n}$ the vector of all scalar training target values.

Proposition 9.7 (SVR - dual form). Let $\Omega$ be a nonempty set, $K$ a PD kernel on $\Omega, \lambda>0$ a regularization parameter. For any training set $\left(X_{n}, Y_{n}\right)$ there exists a solution $\left(\alpha^{+}, \alpha^{-}\right) \in$ $\mathbb{R}^{2 n}$ of the problem

$$
\begin{align*}
& \min _{\alpha^{+}, \alpha^{-} \in \mathbb{R}^{n}} \frac{1}{4}\left(\alpha^{-}-\alpha^{+}\right)^{T} A\left(\alpha^{-}-\alpha^{+}\right)+\varepsilon \mathbb{1}_{n}^{T}\left(\alpha^{+}+\alpha^{-}\right)+y^{T}\left(\alpha^{+}-\alpha^{-}\right) \\
& \text {s.t. } \alpha^{+}, \alpha^{-} \in[0,1 / \lambda]^{n}, \tag{9.18}
\end{align*}
$$

which is unique if $K$ is SPD. Moreover, a solution of (9.17) is given by

$$
\begin{equation*}
s(x):=\sum_{j=1}^{n} \frac{\alpha_{j}^{-}-\alpha_{j}^{+}}{2} K\left(x, x_{j}\right), \quad x \in \Omega, \tag{9.19}
\end{equation*}
$$

with $\xi_{i}^{+}:=\max \left(0, s\left(x_{i}\right)-y_{i}-\varepsilon\right), \xi_{i}^{-}:=\max \left(0, y_{i}-s\left(x_{i}\right)-\varepsilon\right)$.
Proof. We give a sketch of the proof, although a formal derivation requires more care, and we refer to [53, Chapter 9] for the details. The idea is to first derive the Lagrangian $\mathcal{L}:=\mathcal{L}\left(\alpha, \xi^{+}, \xi^{-} ; \alpha^{+}, \alpha^{-}, \mu^{+}, \mu^{-}\right)$for the primal problem (9.17) using non-negative Lagrange multipliers $\alpha^{+}, \alpha^{-}, \mu^{+}, \mu^{-} \in \mathbb{R}^{n}$ for the inequality constraints, and then derive the dual problem by imposing the Karush-Kuhn-Tucker (KKT) conditions (see e.g. Chapter 6 in [53]).

The Lagrangian is defined as

$$
\begin{align*}
\mathcal{L}= & \frac{1}{\lambda} \mathbb{1}_{n}^{T}\left(\xi^{+}+\xi^{-}\right)+\alpha^{T} A \alpha+\left(\mu^{+}\right)^{T}\left(-\xi^{+}\right)+\left(\mu^{-}\right)^{T}\left(-\xi^{-}\right)  \tag{9.20}\\
& +\left(A \alpha-y-\varepsilon \mathbb{1}_{n}-\xi^{+}\right)^{T} \alpha^{+}+\left(y-A \alpha-\varepsilon \mathbb{1}_{n}-\xi^{-}\right)^{T} \alpha^{-}
\end{align*}
$$

$$
\begin{aligned}
= & \left(\alpha+\alpha^{+}-\alpha^{-}\right)^{T} A \alpha+\left(\frac{1}{\lambda} \mathbb{1}_{n}-\alpha^{+}-\mu^{+}\right)^{T} \xi^{+}+\left(\frac{1}{\lambda} \mathbb{1}_{n}-\alpha^{-}-\mu^{-}\right)^{T} \xi^{-} \\
& -\varepsilon \mathbb{1}_{n}^{T}\left(\alpha^{+}+\alpha^{-}\right)-y^{T}\left(\alpha^{+}-\alpha^{-}\right) .
\end{aligned}
$$

Using the symmetry of $A$, the partial derivatives of $\mathcal{L}$ with respect to the primal variables can be computed as

$$
\begin{equation*}
\nabla_{\alpha} \mathcal{L}=2 A \alpha+A\left(\alpha^{+}-\alpha^{-}\right), \quad \nabla_{\xi^{+}} \mathcal{L}=\frac{1}{\lambda} \mathbb{1}_{n}-\alpha^{+}-\mu^{+}, \quad \nabla_{\xi_{i}^{-}} \mathcal{L}=\frac{1}{\lambda} \mathbb{1}_{n}-\alpha^{-}-\mu^{-}, \tag{9.21}
\end{equation*}
$$

and setting these three equalities to zero we obtain equations for $\alpha, \mu^{+}, \mu^{-}$, where in particular $\alpha=\frac{1}{2}\left(\alpha^{-}-\alpha^{+}\right)$(which is the unique solution if $A$ is invertible). Substituting these values in the Lagrangian we get

$$
\begin{aligned}
\mathcal{L} & =\left(\alpha+\alpha^{+}-\alpha^{-}\right)^{T} A \alpha-\varepsilon \mathbb{1}_{n}^{T}\left(\alpha^{+}+\alpha^{-}\right)-y^{T}\left(\alpha^{+}-\alpha^{-}\right) \\
& =-\frac{1}{4}\left(\alpha^{-}-\alpha^{+}\right)^{T} A\left(\alpha^{-}-\alpha^{+}\right)-\varepsilon \mathbb{1}_{n}^{T}\left(\alpha^{+}+\alpha^{-}\right)-y^{T}\left(\alpha^{+}-\alpha^{-}\right) .
\end{aligned}
$$

The remaining conditions in (9.18) stem from the requirements that the Lagrange multipliers are non-negative, and in particular $0 \leq \mu_{i}^{+}=1 / \lambda-\alpha_{i}^{+}$, i. e., $\alpha_{i}^{+} \leq 1 / \lambda$, and similarly for $\alpha_{i}^{-}$.

This dual formulation is particularly convenient to explain that the SVR surrogate has a built-in sparsity, i. e., the optimization process provides a solution where possibly many of the entries of $\alpha=\frac{1}{2}\left(\alpha^{-}-\alpha^{+}\right)$are zero. This behavior is in strong contrast with the case of interpolation of Section 9.4 where we needed to adopt special techniques to enforce this property. The points $x_{i} \in X_{n}$ with $\alpha_{i} \neq 0$ are called support vectors, which gives the name to the method.

In particular, as for the slack variables there is a clean geometric description of this sparsity pattern, this gives additional insights into the solution. To see this we remark that, in addition to the stationarity KKT conditions (9.21), an optimal solution satisfies also the complementarity KKT conditions

$$
\begin{align*}
\alpha_{i}^{+}\left(s\left(x_{i}\right)-y_{i}-\varepsilon-\xi_{i}^{+}\right) & =0, & \alpha_{i}^{-}\left(y_{i}-s\left(x_{i}\right)-\varepsilon-\xi_{i}^{-}\right)=0,  \tag{9.22}\\
\xi_{i}^{+}\left(1 / \lambda-\alpha_{i}^{+}\right) & =0, & \xi_{i}^{-}\left(1 / \lambda-\alpha_{i}^{-}\right)=0 . \tag{9.23}
\end{align*}
$$

We then have the following:

1. Equation (9.22) states that $\alpha_{i}^{+} \neq 0$ only if $s\left(x_{i}\right)-y_{i}-\varepsilon-\xi_{i}^{+}=0$, and similarly for $\alpha_{i}^{-}$. Since $\xi_{i}^{+} \geq 0$, this happens only when $s\left(x_{i}\right)-y_{i} \geq \varepsilon$, i. e., only for points $\left(x_{i}, s\left(x_{i}\right)\right)$ which are outside or on the boundary of the $\varepsilon$-tube.
2. In particular, if $\alpha_{i}^{+} \neq 0$ it follows that $s\left(x_{i}\right)-y_{i} \geq \varepsilon$, and thus $y_{i}-s\left(x_{i}\right)-\varepsilon-\xi_{i}^{-} \neq 0$, and then necessarily $\alpha_{i}^{-}=0$. Thus, at most one of $\alpha_{i}^{+}$and $\alpha_{i}^{-}$can be nonzero.
3. Equation (9.23) implies that $\alpha_{i}^{+}, \alpha_{i}^{-}=1 / \lambda$ whenever $\xi_{i}^{+}, \xi_{i}^{-}$is nonzero, i.e., whenever $s\left(x_{i}\right)$ is strictly outside of the $\varepsilon$-tube. The corresponding $x_{i}$ are called bounded
support vectors, and the value of the corresponding coefficients is indeed kept bounded by the value of the regularization parameter. Reducing $\lambda$, i.e., using less regularization, allows solutions with coefficients of larger magnitude.

In summary, we can then expect that, if $s$ is a good approximation of the data, it will be also a sparse approximation.

We summarize the offline phase for SVR in Algorithm 9.5. We remark that in this case the extension to vector-valued functions is not as straightforward as for kernel interpolation, and it is thus common to train a separate SVR for each output component.

```
Algorithm 9.5: SVR - offline phase.
    : Input: training set \(X_{n} \in \Omega^{n}, Y_{n} \in \mathbb{R}^{n}\), kernel \(K\) (and kernel parameters), regular-
    ization parameter \(\lambda \geq 0\), tube width \(\varepsilon>0\).
    2: Compute the kernel matrix \(A \in \mathbb{R}^{n \times n}, A_{i j}:=K\left(x_{i}, x_{j}\right)\).
    3: Solve the quadratic problem (9.18).
    4: Set \(I_{N}:=\left\{i: \alpha_{i}^{-} \neq 0\right.\) or \(\left.\alpha_{i}^{+} \neq 0\right\}\).
    5: Set \(\alpha_{i}:=\left(\alpha_{i}^{-}-\alpha_{i}^{+}\right) / 2\) for \(i \in I_{N}\).
    Output: \(\alpha \in \mathbb{R}^{N}, I_{N}\).
```

Remark 9.12 (General Support Vector Machines). SVR is indeed one member of a vast collection of algorithms related to Support Vector Machines (SVMs). Standard SVMs solve classification problems, i. e., $Y_{n} \subset\{0,1\}$. The original algorithm has been introduced as a linear algorithm (or, in the present understanding, as limited to the linear kernel, i.e., the polynomial kernel with $a=0, p=1$ ), and it has later been extended via the kernel trick to its general kernel version in [4]. The SVR algorithms have instead been introduced in [53].

Moreover, the version presented here is usually called $\varepsilon$-SVR. There exists also another non equivalent version called $v$-SVR, which adds another term in the cost function multiplied by a factor $v \in[0,1]$. This plays the role of giving an upper bound on the number of support vectors and on the fraction of training data which are outside of the $\varepsilon$-tube (see Chapter 9 in [53]).

We also remark that it is sometimes common to include in any SVM-based algorithm also an offset or bias term $b \in \mathbb{R}$, i. e., to obtain a surrogate $s(x)=\sum_{j=1}^{n} \alpha_{j} K\left(x, x_{j}\right)+$ $b$. This changes in an obvious way the primal problem (9.17), while the dual contains also the constraint $\sum_{i=1}^{n}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)=0$. However, we stick here to this formulation and refer to [57] for a discussion of statistical and numerical benefits of not using this offset term, at least in the case of SPD kernels.

Remark 9.13 (Error estimation). Also for SVR there is a detailed error theory, usually formulated in the framework of statistical learning theory (see [62]). Results are ob-
tained by assuming that the dataset $\left(X_{n}, Y_{n}\right)$ is drawn from a certain unknown probability distribution, and then quantifying the approximation power of the surrogate. For a detailed treatment of this theory, we refer to [53, 55]. Moreover, recently also deterministic error bounds for translational invariant kernels have been proven in [43, 44].

### 9.5.1 Sequential minimal optimization

Although the optimization problem (9.18) can in principle be solved with any quadratic optimization method, there exists a special algorithm, called Sequential Minimal Optimization (SMO) that is designed for SVMs and that performs possibly much better.

SMO is an iterative method which improves an initial feasible guess for $\alpha^{+}, \alpha^{-} \in \mathbb{R}^{n}$ until convergence, and the update is made such that the minimal possible number of entries of $\alpha$ are affected. In this way, very large problems can be efficiently solved. The original version of the algorithm has been introduced in [41] for SVM, and it has later been adapted to more general methods such as SVR, which we use here to illustrate the structure of its implementation.

The idea is to find at each iteration $\ell \in \mathbb{N}$ a minimal set of indices $I^{\ell} \subset\{1, \ldots, n\}$ and optimize only the variables with indices in $I^{\ell}$. The procedure is then iterated until the optimum is reached. If the SVR includes an offset term, as explained in the previous section we have constraints

$$
\begin{align*}
& \alpha_{i}^{+}, \alpha_{i}^{-} \in[0,1 / \lambda], \quad 1 \leq i \leq n,  \tag{9.24}\\
& \sum_{i=1}^{n}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)=0 .
\end{align*}
$$

Given a feasible solution $\left(\alpha_{i}^{+}, \alpha_{i}^{-}\right)^{(\ell)}$ at iteration $\ell \in \mathbb{N}$, it is thus not possible to update a single entry of $\alpha_{i}^{+}$or $\alpha_{i}^{-}$without violating the KKT conditions (since at most one between $\alpha_{i}^{+}$and $\alpha_{i}^{-}$need to be nonzero) or violating the second constraint. It is instead possible to select two indices $I^{\ell}:=\{i, j\}$ and in this case we have variables $\alpha_{i}^{+}, \alpha_{i}^{-}, \alpha_{j}^{+}, \alpha_{j}^{-}$ and we can solve the restricted quadratic optimization problem under the constraints

$$
\alpha_{i}^{+}, \alpha_{i}^{-} \in[0,1 / \lambda], i \in I^{\ell}, \quad \sum_{i \in I^{\ell}}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)=R^{\ell}:=-\sum_{i \notin I^{\ell}}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right),
$$

which can be solved analytically.
The crucial step is to select $I^{\ell}$, and this is done by finding a first index that does not satisfy the KKT conditions and a second one with some heuristic. It can be proven that, if at least one of the two violates the KKT conditions, then the objective is strictly decreased and convergence is obtained. Moreover, the vectors $\alpha^{+}=\alpha^{-}=0 \in \mathbb{R}^{n}$ are always feasible and can thus be used as a first guess. In practice, the iteration is stopped when a sufficiently small value of the cost function is reached.

In the case of SVR without offset discussed in the previous section the situation is even simpler, since the second constraint in (9.24) is not present and it is thus possible to update a single pair ( $\alpha_{i}^{+}, \alpha_{i}^{-}$) at each iteration. Nevertheless, it has been proven in [57] that using also in this case two indices improves significantly the speed of convergence. Moreover, the same paper introduces several additional details to select the pair, to optimize the restricted cost function, and to establish termination conditions.

A general version of SMO for SVR is summarized in Algorithm 9.6, where we assume that the function $\eta:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$ implements the selection rule of $I^{\ell}$.

```
Algorithm 9.6: SMO.
    Input: training set \(X_{n} \in \Omega^{n}, Y_{n} \in \mathbb{R}^{n}\), kernel \(K\) (and kernel parameters), regular-
    ization parameter \(\lambda \geq 0\), tube width \(\varepsilon>0\), selection rule \(\eta\), tolerance \(\tau\).
    Set \(\ell:=0\) and \(\left(\alpha^{+}, \alpha^{-}\right)^{(0)}:=(0,0)\).
    while \(\left(\alpha^{+}, \alpha^{-}\right)^{(\ell)}\) does not satisfy KKT conditions within tolerance \(\tau\). do
        Set \(\ell=\ell+1\).
        Set \(I^{\ell}:=\{i, j\}:=\eta(\{1, \ldots, n\})\).
        Set \(\left(\alpha_{k}^{+}, \alpha_{k}^{-}\right)^{(\ell)}:=\left(\alpha_{k}^{+}, \alpha_{k}^{-}\right)^{(\ell-1)}\) for \(k \notin I^{\ell}\).
        Solve the optimization problem restricted to \(I^{\ell}\).
    end while
    Set \(I_{N}:=\left\{i: \alpha_{i}^{-} \neq 0\right.\) or \(\left.\alpha_{i}^{+} \neq 0\right\}\).
    Set \(\alpha_{i}:=\left(\alpha_{i}^{-}-\alpha_{i}^{+}\right) / 2\) for \(i \in I_{N}\).
    Output: \(\alpha \in \mathbb{R}^{N}, I_{N}\).
```

Remark 9.14 (Reference implementations). We remark that there exist commonly used implementations of SVR (and other SVM-related algorithms), which are available in several programming languages and implement also some version of this algorithm. We mention especially $\operatorname{LIBSVM}^{5}$ [9] and liquidSVM ${ }^{6}$ [58].

### 9.6 Model analysis using the surrogate

Apart from predicting new inputs with good accuracy and a significant speedup, the surrogate model can be used to perform a variety of different tasks related to metamodeling, such as uncertainty quantification and state estimation. This can be done in a non-intrusive way, meaning that the full model is employed as a black-box that provides input-output pairs to train the surrogate, but is not required to be modified.

[^33]In principle, any kind of analysis that requires multiple evaluations can be significantly accelerated by the use of a surrogate, including the ones that are not computationally feasible due to the high computational cost of the full model. An example is uncertainty quantification, where the expected value of $f$ can be approximated by a Monte Carlo integration of $s$ using a set $X_{m} \subset \Omega$ of integration points, i. e.,

$$
\int_{\Omega} f(x) d x \approx \frac{1}{m} \sum_{i=1}^{m} s\left(x_{i}\right) .
$$

Once the surrogate is computed using a training set $\left(X_{n}, Y_{n}\right)$, this approximate integral can be evaluated also for $m \gg n$ with a possibly very small cost, since the evaluation of $s$ is significantly cheaper than the one of $f$.

Another example, which we describe in detail in the following, is the solution of an inverse problem to estimate the input parameter which generated a given output, i. e., from a given vector $\bar{y} \in \mathbb{R}^{q}$ we want to estimate $x \in \Omega$ such that $f(\bar{x})=\bar{y}$. This can be done by considering a state-estimation cost function $C: \Omega \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
C(x):=\frac{1}{2\|\bar{y}\|_{2}^{2}}\|s(x)-\bar{y}\|_{2}^{2}, \tag{9.25}
\end{equation*}
$$

and estimating $\bar{x}$ by the value $x^{*}$ defined as

$$
x^{*}:=\min _{x \in \Omega} C(x) .
$$

In principle, we could perform the same optimization also using $f$ instead of $s$ in (9.25), but the surrogate allows a rapid evaluation of $C$. Moreover, if $K$ is at least differentiable, then also $s$ is differentiable, and thus we can use gradient-based methods to minimize $C$.

To detail this approach, we assume $f: \Omega \rightarrow \mathbb{R}^{q}$ and to have a surrogate obtained as in Section 9.4.1 with the separable matrix-valued kernel of Section 9.2.4, i. e., from (9.10) we have

$$
s_{N}(x)=\sum_{k \in I_{N}} \alpha_{k} K\left(x, x_{k}\right) .
$$

As explained in (9.9), in the vector-valued case $q>1$ we always assume that the output $s_{N}(x)$ and the coefficients $\alpha_{k}$ are row vectors, and in particular $\alpha \in \mathbb{R}^{N \times q}$ and $s_{N}(x) \in$ $\mathbb{R}^{1 \times q}$. In this case we have the following.

Proposition 9.8 (Gradient of the state-estimation cost). For $x \in \Omega \subset \mathbb{R}^{d}$ and $\bar{y} \in \mathbb{R}^{q}$, the gradient of the cost (9.25) can be computed in $x \in \Omega$ as

$$
\nabla C(x)=\frac{1}{\|\bar{y}\|_{2}^{2}}(D \alpha) E^{T},
$$

where $D \in \mathbb{R}^{d \times N}$ with columns $D_{j}:=\nabla_{x} K\left(x, x_{j}\right)$, and $E:=s_{N}(x)-\bar{y} \in \mathbb{R}^{1 \times q}$.

Proof. By linearity, the gradient of $s_{N}$ in $x$ can be computed as

$$
\nabla s_{N}(x)=\sum_{j=1}^{n} \alpha_{j} \nabla_{x} K\left(x, x_{j}\right)=D \alpha \in \mathbb{R}^{d \times q},
$$

and thus

$$
\begin{aligned}
\nabla C(x) & =\frac{1}{\|\bar{y}\|_{2}^{2}}\left(s_{N}(x)-\bar{y}\right) \nabla_{x}\left(s_{N}(x)-\bar{y}\right)=\frac{1}{\|\bar{y}\|_{2}^{2}}\left(s_{N}(x)-\bar{y}\right) \nabla s(x) \\
& =\frac{1}{\|\bar{y}\|_{2}^{2}}(D \alpha) E^{T} .
\end{aligned}
$$

Observe in particular that whenever $K$ is known in closed form the matrix $D$ can be explicitly computed, and thus the gradient can be assembled using only matrix-vector multiplications of matrices of dimensions $N, d, q$, but independent of $n$. The solution $x^{*}$ can then be computed by any gradient-based optimization method, and each iteration can be performed in an efficient way.

### 9.7 Parameter and model selection

For all the methods that we have seen the approximation quality of the surrogate depends on several parameters, which need to be carefully chosen to obtain good results. There are both parameters defining the kernel, such as the shape parameter $y>0$ in a RBF kernel, and model parameters such as the regularization parameter $\lambda \geq 0$. To some extent, also the selection of the kernel itself can be considered as a parametric dependence of the model. Moreover, it is essential to test the quality of the surrogate on an independent test set of data, since tuning it on the training set alone can very likely lead to overfitting, i. e., to obtain a model that is excessively accurate on the training set, while failing to generalize its prediction capabilities to unseen data.

In practical applications the target function $f$ is unknown, so it cannot be used to check if the approximation is good, and all we know is the training set $\left(X_{n}, Y_{n}\right)$. In this case the most common approach is to split the sets into train, validation and test sets in the following sense. We permute $\left(X_{n}, Y_{n}\right)$, fix numbers $n_{\text {tr }}, n_{\text {val }}, n_{\text {te }}$ such that $n=n_{\mathrm{tr}}+n_{\text {val }}+n_{\mathrm{te}}$, and define a partition of the dataset as

$$
\begin{aligned}
X_{\mathrm{tr}} & :=\left\{x_{i}, 1 \leq i \leq n_{\mathrm{tr}}\right\}, \\
X_{\mathrm{val}} & :=\left\{x_{i}, n_{\mathrm{tr}}+1 \leq i \leq n_{\mathrm{tr}}+n_{\mathrm{val}}\right\}, \\
X_{\mathrm{te}} & :=\left\{x_{i}, n_{\mathrm{tr}}+n_{\mathrm{val}}+1 \leq i \leq n\right\},
\end{aligned}
$$

and similarly for $Y_{\mathrm{tr}}, Y_{\mathrm{val}}, Y_{\mathrm{te}}$.

The idea is then to use the validation set ( $X_{\mathrm{val}}, Y_{\mathrm{val}}$ ) to validate (i.e., choose) the parameters, and the test set ( $X_{\text {te }}, Y_{\text {te }}$ ) to evaluate the error. Having disjoint sets allows one to have a fair way to test the algorithm.

For the process we also need an error function that returns the error of the surrogate $s$ evaluated on a generic set of points $X:=\left\{x_{i}\right\}_{i} \subset \Omega$ w.r.t. the exact values $Y:=\left\{y_{i}\right\}_{i}$. We denote by $|X|$ the number of elements of $X$. Common examples are the maximal error and the Root Mean Square Error (RMSE) defined as

$$
\begin{equation*}
E(s, X, Y):=\max _{1 \leq i \leq|X|}\left\|s\left(x_{i}\right)-y_{i}\right\|_{2} \text { or } E(s, X, Y):=\sqrt{\frac{1}{|X|} \sum_{i=1}^{|X|}\left\|s\left(x_{i}\right)-y_{i}\right\|_{2}^{2}} \tag{9.26}
\end{equation*}
$$

Then one chooses a set of possible parameter instantiations $\left\{p_{1}, \ldots, p_{n_{p}}\right\}, n_{p} \in \mathbb{N}$ that has to be checked. A common choice for positive numerical parameters is to take them logarithmically equally spaced, since the correct scale is not known in advance, in general.

The training and validation process is described in Algorithm 9.7, where we denote by $s\left(p_{i}\right)$ the surrogate obtained with parameter $p_{i}$. It works as an outer loop with respect to the training of any of the surrogates that we have considered, and it has thus to be understood as part of the offline phase.

```
Algorithm 9.7: Model selection by validation.
    Input: \(X_{\text {tr }}, X_{\text {val }}, X_{\text {te }}, Y_{\text {tr }}, Y_{\text {val }}, Y_{\text {te }},\left\{p_{1}, \ldots, p_{n_{p}}\right\}\)
    for \(i=1, \ldots, n_{p}\) do
        Train surrogate \(s\left(p_{i}\right)\) with data \(\left(X_{\mathrm{tr}}, Y_{\mathrm{tr}}\right)\)
        Compute validation error \(e_{i}:=E\left(s\left(p_{i}\right), X_{\text {val }}, Y_{\text {val }}\right)\)
    end for
    Choose parameter \(\bar{p}:=p_{i}\) with \(i:=\operatorname{argmin} e_{i}\)
    Train surrogate \(s(\bar{p})\) with data \(\left(X_{\mathrm{tr}} \cup X_{\mathrm{val}}, Y_{\mathrm{tr}} \cup Y_{\mathrm{val}}\right)\)
    Compute test error \(\bar{E}=E\left(s(\bar{p}), X_{\text {te }}, Y_{\text {te }}\right)\)
    Output: surrogate \(s(\bar{p})\), optimal parameter \(\bar{p}\), test error \(\bar{E}\)
```

A more advanced way to realize the same idea is via $k$-fold cross validation. To have an even better selection of the parameters, one can repeat the validation step (lines 2-6 in the previous algorithm) by changing the validation set at each step. To do so we do not select a validation set (so $n=n_{\mathrm{tr}}+n_{\text {te }}$ ), and instead consider a partition of $X_{\mathrm{tr}}, Y_{\mathrm{tr}}$ into a fixed number $k \in\left\{1, \ldots, n_{\mathrm{tr}}\right\}$ of disjoint subsets, all approximately of the same size, i.e.,

$$
\begin{aligned}
& X_{\mathrm{tr}}:=\left\{x_{i}, 1 \leq i \leq n_{\mathrm{tr}}\right\}:=\cup_{i=1}^{k} X_{i} \\
& X_{\mathrm{te}}:=\left\{x_{i}, n_{\mathrm{tr}}+1 \leq i \leq n\right\},
\end{aligned}
$$

and similarly for $Y_{\mathrm{tr}}:=\mathrm{U}_{i=1}^{k} Y_{i}$ and for $Y_{\mathrm{te}}$. In the validation step each of the $X_{i}$ is used as a validation set, and the validation is repeated for all $i=1, \ldots, k$. In this case the error $e_{i}$ for the parameter $p_{i}$ is defined as the average error over all these permutations, as described in Algorithm 9.8.

```
Algorithm 9.8: Model selection by \(k\)-fold cross validation.
    Input: \(X_{\text {tr }}=U_{i=1}^{k} X_{i}, X_{\text {te }}, Y_{\text {tr }}=U_{i=1}^{k} Y_{i}, Y_{\text {te }},\left\{p_{1}, \ldots, p_{n_{p}}\right\}\)
    for \(i=1, \ldots, n_{p}\) do
        for \(j=1, \ldots, k\) do
            Train surrogate \(s\left(p_{i}\right)\) with data \(\left(\cup_{\ell \neq j} X_{\ell}, \cup_{\ell \neq j} Y_{\ell}\right)\)
            Compute error \(e^{(j)}:=E\left(s\left(p_{i}\right), X_{j}, Y_{j}\right)\)
        end for
        \(e_{i}:=\operatorname{mean}\left\{e^{(j)}, 1 \leq j \leq k\right\}\)
    end for
    Choose parameter \(\bar{p}:=p_{i}\) with \(i:=\operatorname{argmin} e_{i}\)
    Train surrogate \(s(\bar{p})\) with data \(\left(X_{\text {tr }}, Y_{\mathrm{tr}}\right)\)
    Compute test error \(\bar{E}=E\left(s(\bar{p}), X_{\text {te }}, Y_{\text {te }}\right)\)
    Output: surrogate \(s(\bar{p})\), optimal parameter \(\bar{p}\), test error \(\bar{E}\)
```

We remark that, in the extreme case $k=N$, this $k$-fold cross validation is usually called Leave One Out Cross Validation (LOOCV).

### 9.8 Numerical examples

For the testing and illustration of the two methods of Section 9.4 and Section 9.5, we consider a real-world application dataset describing the biomechanical modeling of the human spine introduced and studied in [69]. We refer to that paper for further details and we just give a brief description in the following.

The input-output function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ represents the coupling between a global multibody system (MBS) and a Finite Elements (FEM) submodel. The human spine is represented as a MBS consisting of the vertebra, which are coupled by the interaction through intervertebral disks (IVDs). The PDE representing the behavior of each IVD is approximated by a FEM discretization, and it has the input geometry parameters as boundary conditions, and computes the output mechanical response as a result of the simulation. In particular, the three inputs are two spatial displacements and an angular inclination of a vertebra, and the three outputs are the corresponding two force components and the momentum which are transferred to the next vertebra. The dataset is generated by running the full model for $n:=1370$ different input parameters $X_{n}$ and generating the corresponding set of outputs $Y_{n}$.

The dataset, as described in Section 9.7, is first randomly permuted and then divided in training and test datasets $\left(X_{n_{\mathrm{t}}}, Y_{n_{\mathrm{tr}}}\right),\left(X_{n_{\mathrm{te}}}, Y_{n_{\mathrm{te}}}\right)$ with $n_{\mathrm{tr}}:=1238$ and $n_{\mathrm{te}}=132$, corresponding to roughly $90 \%$ and $10 \%$ of the data. We remark that the full model predicts a value $(0,0,0)^{T}$ for the input $(0,0,0)^{T}$ and this sample pair is present in the dataset. We thus manually include it in the training set independently of the permutation. The training and test sets can be seen in Figure 9.2.


Figure 9.2: Input parameters (left) and corresponding outputs (right) for the training (top row) and test set (bottom row).

The models are trained using a Matlab implementation of the algorithms. For VKOGA we use an own implementation, ${ }^{7}$ while for SVR we employ the KerMor package, ${ }^{8}$ which provides an implementation of the 2-index SMO for the SVR without offset that is discussed in Section 9.5.1. We remark that this implementation requires the output data to be scaled in $[-1,1]$, and thus we perform this scaling for the training and validation, while the testing is executed by scaling back the predictions to the original range. To have a fair comparison, we use the same data normalization also for the VKOGA models.

[^34]The regularized VKOGA (with $f$-, $P$-, and $f / P$-greedy selection rules) and the SVR models are trained with the Gaussian kernel. Both algorithms depend on the shape parameter $y$ of the kernel and on the regularization parameter $\lambda$, while SVR additionally depends on the width $\varepsilon$ of the tube. These parameters are selected by $k$-fold cross validation as described in Section 9.7. The values of $k$ and of the parameter samples used for validation are reported in Table 9.1, where each parameter set is obtained by generating logarithmically equally spaced samples in the given interval, i. e., 400 parameter pairs are tested for VKOGA and 4000 triples for SVR. As an error measure we use the max error in (9.26). We remark that the SVR surrogate is obtained by training a separate model for each output, as described in Section 9.5, but only one cross validation is used. This means that for each parameter triple three models are trained, and then the parameter is evaluated in the prediction of the three-dimensional output.

Table 9.1: Parameters ranges and sample numbers used in the $k$-fold cross validation.

| $\boldsymbol{k}$ | $\boldsymbol{\gamma}_{\min }$ | $\boldsymbol{\gamma}_{\max }$ | $\boldsymbol{n}_{\boldsymbol{\gamma}}$ | $\boldsymbol{\lambda}_{\min }$ | $\boldsymbol{\lambda}_{\max }$ | $\boldsymbol{n}_{\boldsymbol{\lambda}}$ | $\boldsymbol{\varepsilon}_{\min }$ | $\boldsymbol{\varepsilon}_{\max }$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 5 | $10^{-2}$ | $10^{1}$ | 20 | $10^{-16}$ | $10^{3}$ | 20 | $10^{-10}$ | $10^{-3}$ |

Moreover, the training of the VKOGA surrogates is terminated when the square of the power function is below the tolerance $\tau_{P}:=10^{-12}$, or when the training error is below the tolerance $\tau_{f}:=10^{-6}$. Additionally, it would be possible to use a maximal number of selected points as stopping criterion, and this offers the significant advantage of directly controlling the expansion size, which could be reduced to any given number (of course at the price of a reduced accuracy). In the case of SVR, instead, the number $N$ is a result of the tuning of the remaining parameters.

In Table 9.2 we report the values of the parameters selected by the validation procedure for the four models, as well as the number $N$ of nonzero coefficients in the trained kernel expansions. Observe that for SVR the three values of $N$ refer to the number of support vectors for the three scalar-valued models. Moreover, the number of support vectors or kernel centers is only slightly larger for SVR than for the VKOGA models, but, as discussed in the following, the VKOGA models give prediction errors which are up to two orders of magnitude smaller than the ones of the SVR model.

We can now test the four models in the prediction on the test set. Table 9.3 contains various error measures between the prediction of the surrogates and the exact data. We report the values of the maximum error $E_{\max }$ and the RMSE $E_{\text {RMSE }}$ defined in (9.26), and the relative maximum error $E_{\text {max, rel }}$ obtained by scaling each error by the norm of the exact output.

To provide a better insight in the approximation quality of the methods, we show in Figure 9.3 the distribution of the error over the test set. The plots show, for each sam-

Table 9.2: Selected parameters and number of nonzero coefficients in the kernel expansions.

| Method | $\boldsymbol{N}$ | $\overline{\boldsymbol{\gamma}}$ | $\overline{\boldsymbol{\lambda}}$ | $\overline{\boldsymbol{\varepsilon}}$ |
| :--- | ---: | ---: | ---: | ---: |
| VKOGA $P$-greedy | 1000 | $4.9 \cdot 10^{-2}$ | $10^{-11}$ | - |
| VKOGA $f$-greedy | 879 | $4.3 \cdot 10^{-2}$ | $10^{-11}$ | - |
| VKOGA $f / P$-greedy | 967 | $6.2 \cdot 10^{-2}$ | $10^{-9}$ | - |
| SVR, output 1 | 359 | $1.8 \cdot 10^{-1}$ | $10^{2}$ | $7.7 \cdot 10^{-7}$ |
| output 2 | 378 |  |  |  |
| output 3 | 405 |  |  |  |

Table 9.3: Test errors: maximum error $E_{\text {max }}$, RMSE error $E_{\text {RMSE }}$, maximum relative error $E_{\text {max, rel }}$ -

| Method | $E_{\text {max }}$ | $E_{\text {RMSE }}$ | $E_{\text {max, rel }}$ |
| :--- | ---: | ---: | ---: |
| VKOGA $P$-greedy | $1.6 \cdot 10^{2}$ | 22.3 | $2.2 \cdot 10^{-1}$ |
| VKOGA $f$-greedy | $1.6 \cdot 10^{2}$ | 22.4 | $2.0 \cdot 10^{-1}$ |
| VKOGA $f / P$-greedy | $1.6 \cdot 10^{2}$ | 23.2 | $8.8 \cdot 10^{-1}$ |
| SVR | $1.3 \cdot 10^{3}$ | $1.6 \cdot 10^{2}$ | $1.4 \cdot 10^{1}$ |



Figure 9.3: Absolute errors as functions of the magnitude of the output, and relative error levels from $10^{0}$ to $10^{-3}$ for the surrogates obtained with $P$-greedy VKOGA (top left), $f$-greedy VKOGA (top right), $f / P$-greedy VKOGA (bottom left) and SVR (bottom right).
ple $\left(x_{i}, y_{i}\right)$ in the test set, the absolute error $\left\|y_{i}-s\left(x_{i}\right)\right\|_{2}$ as a function of the magnitude $\left\|y_{i}\right\|_{2}$ of the output. Moreover, the black lines represent a relative error from $10^{0}$ to $10^{-3}$. It is clear that in all cases the maximum and RMS errors of Table 9.3 are dominated by the values obtained for outputs of large norm, where the VKOGA models obtain a much better accuracy than SVR. The relative errors, on the other hand, are not evenly distributed for SVR, where most of the test set is approximated with a relative error between $10^{1}$ and $10^{-2}$ except for the samples with small magnitude of the output. For these data, the model gives increasingly bad predictions as the magnitude is smaller, reaching a relative error much larger than 1. The VKOGA models, instead, obtain a relative error smaller than $10^{-2}$ on the full test set except for the entries of small magnitude. For these samples, the $f$ - and $P$-greedy versions of the algorithm perform almost the same and better than the $f / P$-greedy variant, thus giving an overall smaller relative error in Table 9.3. Moreover, these results are obtained with a significantly smaller expansion size for $f$-greedy than for $P$-greedy. Indeed, even if the SVR surrogates for the individual output components are smaller than the VKOGA ones, the overall number of nonzero coefficients is $359+378+405=1142$, i. e., more than the one of each of the three VKOGA models, thus leading to a less accurate and more expensive surrogate.

Regarding the runtime requirements, we can now estimate both the offline (training) and the online (prediction) times. The offline time required for the validation and training of the models is essentially determined by the number of parameters tested in the $k$-fold cross validation, while the training time of a single model is almost negligible. As a comparison, we report in Table 9.4 the average runtime $\tilde{T}_{\text {offline }}$ for 10 runs of the training of the models for the fixed set of parameters of Table 9.2. All the reported times are in the ranges of seconds (for VKOGA) and below one minute (for SVR). We remark that this timing is only a very rough indication and not a precise comparison, since the times highly depends on the number of selected points (for VKOGA) and the number of support vectors for SVR, and both are dependent on the used parameters. For example, we repeated the experiment for SVR with the same parameter set but with $\varepsilon=10^{-1}$. In this case this value of $\varepsilon$ is overly large (if compared to the one selected by cross validation) and it likely produces a useless model, but nevertheless we obtain an average training time of 0.03 sec .

Table 9.4: Average offline time (training only), online time, and projected speedup factor for the four different models.

| Method | $\boldsymbol{N}$ | $\tilde{\boldsymbol{T}}_{\text {offline }}$ | $\tilde{\boldsymbol{T}}_{\text {online }}$ | $\tilde{\boldsymbol{T}}_{\text {full }} / \tilde{\boldsymbol{T}}_{\text {online }}$ |
| :--- | ---: | :--- | :--- | ---: |
| VKOGA $P$-greedy | 1000 | 1.67 sec | $9.97 \cdot 10^{-6} \mathrm{sec}$ | $3.01 \cdot 10^{5}$ |
| VKOGA $f$-greedy | 879 | 1.41 sec | $9.44 \cdot 10^{-6} \mathrm{sec}$ | $3.18 \cdot 10^{5}$ |
| VKOGA $f / P$-greedy | 967 | 1.66 sec | $9.92 \cdot 10^{-6} \mathrm{sec}$ | $3.02 \cdot 10^{5}$ |
| SVR (3 models) | 1142 | 52.0 sec | $2.28 \cdot 10^{-5} \mathrm{sec}$ | $1.32 \cdot 10^{5}$ |

A more interesting comparison is the online time, which directly determines the efficiency of the surrogate models in the replacement of the full simulation. In this case, we evaluate the models 5000 times on the full test set consisting of $n_{t e}=132$ samples, and we report the average online time $\tilde{T}_{\text {online }}$ per single test sample in Table 9.4. The table contains also again the number $N$ of elements of the corresponding kernel expansions, and it is evident that a smaller value leads to a faster evaluation of the model.

In the original paper [69], it has been estimated that a 30 sec full simulation with 24 IVDs with a timestep $\Delta t=10^{-3} \mathrm{sec}$ requires $7.2 \cdot 10^{5}$ evaluations of the coupling function $f$, and these were estimated to require 600 h . This corresponds to an average of $\tilde{T}_{\text {full }}=3 \mathrm{sec}$ per evaluation of $f$, giving a speedup $\tilde{T}_{\text {full }} / \tilde{T}_{\text {online }}$ as reported in Table 9.4.

These surrogates can now be employed to solve different tasks that require multiple evaluations of $f$. As an example, we employ the $f$-greedy model (as the most accurate and most efficient) to solve a parameter estimation problem as described in Section 9.6. We consider the output values $Y_{n_{\mathrm{te}}}$ in the test set as a set of measures that have not been used in the training of the model, and we try to estimate the values of $X_{n_{\mathrm{te}}}$. For each output vector $y_{i} \in \mathbb{R}^{3}$ we define a target value $\bar{y}:=y_{i}+\eta\left\|_{i}\right\|_{2} v$ to define the cost (9.25), where $v \in \mathbb{R}^{3}$ is a uniform random vector representing some noise, and $\eta \in[0,1]$ is a noise level. We then use a built-in Matlab optimizer with the gradient of Proposition 9.8, with initial guess $x_{0}:=0 \in \mathbb{R}^{3}$, to obtain an estimate $x_{i}^{*}$ of $x_{i}$. The results of the estimate for each output value in the test set are depicted in Figure 9.4 for $\eta=0,0.1$, where we report also the final value of the cost function $C\left(x_{i}^{*}\right)$. In all cases, the optimizer seems to converge, since the value of the cost function is in all cases smaller than $10^{-4}$, which represents a relative value smaller than $10^{-3}$ with respect to the magnitude of the input values. The maximum absolute error in the estimations is quite uniform for all the samples in the test set, and this results in a good relative error of about $10^{-1}$ for large inputs, while for inputs of very small magnitude the relative error is larger than 1 , and a larger noise level leads to less accurate predictions. This behavior is coherent with the analysis of the test error discussed above, since the approximant is less accurate on inputs of small magnitude, and thus it provides a less reliable surrogate in the cost function.

### 9.9 Conclusions and outlook

In this chapter we discussed the use of kernel methods to construct surrogate models based on scattered data samples. These methods can be applied to data with general structure, and they scale well with the dimension of the input and output values. In particular, we analyzed issues and methods to obtain sparse solutions, which are then extremely fast to evaluate, while still being very accurate. These properties have been further demonstrated on numerical tests on a real application dataset. These


Figure 9.4: Absolute errors of the input estimation as functions of the magnitude of the output (left), and value of the cost function at the estimated input (right) for a noise level $\eta=0$ (top row) and $\eta=0.1$ (bottom row) using the $f$-greedy VKOGA model. The dotted lines represent relative error levels from $10^{0}$ to $10^{-3}$.
methods can be analyzed in the common framework of Reproducing Kernel Hilbert Spaces, which provides solid theoretical foundations and a high flexibility to derive new algorithms.

The integration of machine learning and model reduction is promising and many interesting aspects have still to be investigated. For example, surrogate models have been used in $[23,24]$ to learn a representation with respect to projection-based methods, and generally a more extensive application of machine learning to dynamical systems requires additional understanding and the derivation of new techniques. Moreover, the field of data-based numerics is very promising, where classical numerical methods are integrated or accelerated with data-based models.
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## 10 Kriging: methods and applications


#### Abstract

In this chapter we present Kriging-also known as a Gaussian process (GP) model-which is a relatively simple metamodel-or emulator or surrogate-of the corresponding complex simulation model. To select the input combinations to be simulated, we use Latin hypercube sampling (LHS); these combinations may have uniform and non-uniform distributions. Besides deterministic simulation we discuss random-or stochastic-simulation, which requires adjusting the design and analysis. We discuss sensitivity analysis of simulation models, using "functional analysis of variance" (FANOVA)-also known as Sobol sensitivity indices. Finally, we discuss optimization of the simulated system, including "robust" optimization.


Keywords: Gaussian process, metamodel, emulator, surrogate, optimization

### 10.1 Introduction

Kriging is the mathematical interpolation method that is named after the South African mining-engineer Krige (who lived from 1919 through 2013). He solved the problem of interpolating the outputs (or responses) that were obtained at a limited number of locations for gold mining; see the details on Krige's life in [32].

Next, Krige's method was formalized by the French mathematician Matheron (1930-2000), who developed a novel type of mathematical statistics-called geostatistics or spatial statistics. He based this formalization on the stationary Gaussian process (GP). This stationarity implies that the GP has a constant mean (expected value), a constant variance, and covariances that depend only on the distances between "points" in a (say) $k$-dimensional space; obviously, in spatial statistics $k \leq 3$ (length, width, height). This GP defines a multivariate normal (or Gaussian) distribution. Spatial statistics is detailed in [14], which is a popular textbook with 900 pages; other books that reflect the French tradition are [12] and [40]. Recent survey articles are [4] and [13]. The connection between Krige and Materon is also discussed in [32].

Later on, these GPs were applied in machine learning, which is a "hot" subdiscipline within computer science. The best-known textbook on GPs in machine learning is [35].

However, in this chapter we focus on the development and application of GPs in experiments with computerized simulation models; this field is known as design and
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analysis of computer experiments (DACE). Obviously, these models may have many inputs, which implies $k \gg 1$. The pioneering article on DACE is [36]; a recent textbook is [38]. DACE publications focus on deterministic simulation, whereas we shall also discuss random or stochastic simulation (e. g., queueing simulation models). A random simulation uses pseudo-random numbers (PRNs), which by definition are uniformly distributed on $[0,1]$ and mutually independent. The design and analysis of experiments with random simulation models require the development of novel statistical methods, such as methods for sample-size determination and stochastic Kriging (SK). Indeed, we need to determine these sample sizes because we should select the number of replications per simulated point (input combination) in order to control the noise created by the PRNs (in Section 10.4 we shall see that this problem is not yet solved satisfactorily). We need SK because we should account for the so-called "intrinsic" noise created by the PRNs. The pioneering article on SK is [1].

We call a GP a metamodel of the underlying simulation model; i. e., this metamodel is a simpler and explicit mathematical function that approximates the complex and implicit function defined by the simulation model (this model is either deterministic or random). The DACE literature often calls the metamodel a surrogate or an emulator. We shall see (in the next section) that Kriging also quantifies the uncertainty of its predictor (say) $\widehat{y}$; i. e., Kriging also gives $\operatorname{Var}(\hat{y})$, whereas many other metamodels (e. g., neural nets, splines) do not.

Kriging may have different goals; see [22, p. 9]. We shall discuss prediction, sensitivity analysis, and optimization. Besides these goals, [2] also discusses uncertainty quantification and uncertainty propagation.

Note: Simulation is applied in many scientific disciplines, which have their own terminologies and mathematical symbols. We use the terminology and symbols in [22]; e. g., we write Gaussian and Kriging with capitals (because these words refer to the proper names Gauss and Krige), and we use the symbol $k$ (instead of $d$, which is used in many other publications on GP). The hasty reader may skip paragraphs that start with "Note:".

Note: [30, 29] consider so-called intrinsic Kriging (IK)-which originated in geostatisticsand derive several IK types for deterministic simulations and random simulations, respectively.

We base this chapter on the Chapters 5 and 6 in [22], but we update these chapters, adding novel methods and applications for Kriging. Furthermore, corrections and additions for [22] are available on https://sites.google.com/site/kleijnenjackpc/home/ publications/corrections-additions-of-2015-springer-book.

Besides [22] we also use [24, 25]. We do not use a Bayesian approach, which is used in many publications on GP.

We organize the rest of this chapter as follows. In Section 10.2 we present so-called "Ordinary Kriging" (OK), comparing OK with popular linear-regression metamodels. In Section 10.3 we present Latin hypercube sampling (LHS) for selecting the input combinations to be simulated, which results in the input/output (I/O) data analyzed by

OK. In Section 10.4 we consider the adjustments in the design and analysis of random simulation when using Kriging. In Section 10.5 we discuss sensitivity analysis (SA) of simulation models that are analyzed through Kriging; this SA may be global instead of local, and use "functional analysis of variance" (FANOVA)-also known as Sobol sensitivity indices. In Section 10.6 we discuss optimization of the simulated system including "robust" optimization, using Kriging. In Section 10.7 we present our conclusions, including topics that require further research.

### 10.2 Ordinary Kriging

To explain OK, we start with the following linear-regression model (we assume that the readers are familiar with this model; otherwise, they can read Chapters 2 and 3 in [22]); we add the subscript "reg", to distinguish between regression and OK models:

$$
\begin{equation*}
\mathbf{y}_{\mathrm{reg}}=\mathbf{X}_{\mathrm{reg}} \boldsymbol{\beta}_{\mathrm{reg}}+\mathbf{e}_{\mathrm{reg}} \tag{10.1}
\end{equation*}
$$

where $\mathbf{y}_{\text {reg }}$ denotes the $n$-dimensional vector with the observations on the dependent (explained) regression variable where $n$ denotes the number of observed (simulated) input combinations or "points", $\mathbf{X}_{\text {reg }}$ is the $n \times q$ matrix of independent (explanatory) regression variables, $\boldsymbol{\beta}_{\text {reg }}$ is the $q$-dimensional vector with regression parameters (coefficients), and $\mathbf{e}_{\text {reg }}$ is the $n$-dimensional vector with the residuals $\mathrm{E}\left(\mathbf{y}_{\mathrm{reg}}\right)-\mathrm{E}(\mathbf{w})$ where $\mathbf{w}$ is the $n$-dimensional vector with simulated outputs. $\mathbf{X}_{\text {reg }}$ consists of the $n$ rows with the $q$-dimensional vectors $\mathbf{x}_{\mathrm{reg} ; i}^{\prime}$ with $i=1, \ldots, n$. We assume a univariate (scalar) output. The simulation model has $k$ inputs $x_{j}(j=1, \ldots, k)$; an independent regression variable may be identical to a simulation input or it may be a function of one or more simulation inputs; e.g., $x_{\mathrm{reg} ; 2}=x_{1}^{2}$ or $x_{\mathrm{reg} ; 3}=x_{1} x_{2}$. Classic regression analysis assumes that $\mathbf{e}_{\text {reg }}$ is white noise; i.e., $\mathbf{e}_{\text {reg }}$ is normally (Gaussian) distributed with zero means, constant variances (say) $\sigma^{2}$, and zero correlations so the covariance matrix of $\mathbf{e}_{\text {reg }}$ is $\boldsymbol{\Sigma}_{\text {reg }}=\sigma^{2} \mathbf{I}_{n \times n}$ where $\mathbf{I}_{n \times n}$ denotes the $n \times n$ identity matrix.

Because white noise implies independent residuals, we cannot learn from the residuals. Kriging, however, assumes that the residuals at two points (say) $\mathbf{x}$ and $\mathbf{x}^{\prime}$ have values that are more similar, as $\mathbf{x}$ and $\mathbf{x}^{\prime}$ are closer; i. e., Kriging assumes that the residuals are positively correlated.

The simplest Kriging model is the $O K$ model

$$
\begin{equation*}
y(\mathbf{x})=\mu+M(\mathbf{x}) \tag{10.2}
\end{equation*}
$$

where $\mu$ is the constant mean $\mathrm{E}[y(\mathbf{x})]$ and $M(\mathbf{x})$ is a zero-mean stationary GP (a more complicated type of Kriging may replace this $\mu$ by a low-order polynomial; see universal Kriging or UK, discussed in the Note at the end of this section). $M(\mathbf{x})$ is called the extrinsic noise, because the term "intrinsic noise" is used for random simulation analyzed through SK.

The OK model leads to the linear predictor (say) $\hat{y}\left(\mathbf{x}_{0}\right)$ for the new point $\mathbf{x}_{0}=\left(x_{0 ; j}\right)$ that combines the $n$ old outputs collected in $\mathbf{w}_{n}$-or briefly $\mathbf{w}$-that are observed at the $n$ old points with $k$ inputs, so the $n \times k$ matrix $\mathbf{X}$ has the rows $\mathbf{x}_{i}=\left(x_{i ; 1}, \ldots, x_{i ; k}\right)$ with $i=1, \ldots, n$ and $\widehat{y}\left(\mathbf{x}_{0}\right)$ uses the $n$ weights $\lambda_{i}$ collected in the vector $\boldsymbol{\lambda}$ :

$$
\begin{equation*}
\widehat{y}\left(\mathbf{x}_{0}\right)=\sum_{i=1}^{n} \lambda_{i} w\left(\mathbf{x}_{i}\right)=\lambda^{\prime} \mathbf{w} . \tag{10.3}
\end{equation*}
$$

To derive the optimal $\boldsymbol{\lambda}$, we use the best linear unbiased predictor (BLUP) criterion. By definition, the predictor $\widehat{y}(\mathbf{x})$ is unbiased if $\mathrm{E}[\hat{y}(\mathbf{x})]=E[y(\mathbf{x})]$. This implies that $\mathbf{x}=\mathbf{x}_{i}$ gives $\hat{y}\left(\mathbf{x}_{i}\right)=w\left(\mathbf{x}_{i}\right)$; i. e., $\widehat{y}(\mathbf{x})$ is an exact interpolator. Such interpolation makes perfect sense in deterministic simulation.

Note: A regression model determines the optimal $\boldsymbol{\beta}_{\text {reg }}$ in (10.1) through the criterion of the best linear unbiased estimator (BLUE) of $\boldsymbol{\beta}_{\text {reg }}$ where "best' means "minimum variance"; this BLUE is $\widehat{\boldsymbol{\beta}}_{\mathrm{reg}}=\left(\mathbf{X}_{\mathrm{reg}}^{\prime} \mathbf{X}_{\mathrm{reg}}\right)^{-1} \mathbf{X}_{\mathrm{reg}}^{\prime} \mathbf{w}$. The BLUE $\widehat{\boldsymbol{\beta}}_{\mathrm{reg}}$ is identical to the "maximum likelihood" (ML) estimator and the "least squares" (LS) estimator. LS is a mathematical instead of a statistical criterion; instead of this $L_{2}$-norm, some mathematical models use either the $L_{1}$-norm or the $L_{\infty}$-norm. The BLUE is not always equal to the MLE; e. g., the BLUE of $\sigma^{2}$ has the denominator $n-1$, whereas the MLE has $n$. Obviously, $\widehat{\mathbf{y}}_{\text {reg }}(\mathbf{x})=\mathbf{x}_{\mathrm{reg}}^{\prime} \widehat{\boldsymbol{\beta}}_{\text {reg }}$ is not am exact interpolator-unless $n=q$.

Furthermore, we can prove that the optimal $\boldsymbol{\lambda}^{\prime}$ in (10.3) is

$$
\begin{equation*}
\boldsymbol{\lambda}_{o}^{\prime}=\left[\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)+\mathbf{1} \frac{1-\mathbf{1}^{\prime} \boldsymbol{\Sigma}_{M}^{-1} \boldsymbol{\sigma}\left(\mathbf{x}_{0}\right)}{\mathbf{1}^{\prime} \mathbf{\Sigma}_{M}^{-1} \mathbf{1}}\right]^{\prime} \boldsymbol{\Sigma}_{M}^{-1} \tag{10.4}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{M}$ denotes the $n \times n$ matrix with the covariances between the metamodel's "old" outputs $y_{i}\left(\right.$ so, $\boldsymbol{\Sigma}_{M}=\left(\sigma_{i ; i^{\prime}}\right)=\left(\operatorname{Cov}\left(y_{i}, y_{i^{\prime}}\right)\right)$ with $\left.i, i^{\prime}=1, \ldots, n\right)$, and $\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)$ denotes the $n$-dimensional vector with the covariances between the metamodel's new output $y_{0}$ and the $n$ old outputs $y_{i}\left(\right.$ so, $\left.\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)=\left(\sigma_{0 ; i}\right)=\left(\operatorname{Cov}\left(y_{0}, y_{i}\right)\right)\right)$. Obviously, $\boldsymbol{\Sigma}_{M}$ is determined by the old I/O simulation data ( $\mathbf{X}, \mathbf{w}$ ), whereas $\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)$ varies with $\mathbf{x}_{0}$ (so we might write $\boldsymbol{\lambda}_{o}\left(\mathbf{x}_{0}\right)$ if we would want to point out that $\boldsymbol{\lambda}_{o}$ varies with $\mathbf{x}_{0}$, whereas $\widehat{\boldsymbol{\beta}}_{\text {reg }}$ remains constant). Furthermore, a stationary process implies that $\lambda_{i}$ decreases with the distance between $\mathbf{x}_{0}$ and $\mathbf{x}_{i}$. Substituting $\boldsymbol{\lambda}_{o}$-defined in (10.4)-into (10.3), and using $\mathbf{1}_{n}$-to denote the $n$-dimensional vector with all elements equal to 1 -gives

$$
\begin{equation*}
\widehat{y}\left(\mathbf{x}_{0}\right)=\mu+\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)^{\prime} \boldsymbol{\Sigma}_{M}^{-1}\left(\mathbf{w}-\mu \mathbf{1}_{n}\right) . \tag{10.5}
\end{equation*}
$$

To denote $\operatorname{Var}\left(y_{i}\right)\left(=\sigma_{i ; i}=\sigma_{i}^{2}=\sigma^{2}\right)$, we use the symbol $\tau^{2}$ ( $\tau^{2}$ is the more usual symbol in the Kriging literature). Then the mean squared residual (MSE) of $\widehat{y}\left(\mathbf{x}_{0}\right)$ is

$$
\begin{equation*}
\operatorname{MSE}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]=\tau^{2}-\boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)^{\prime} \boldsymbol{\Sigma}_{M}^{-1} \boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)+\frac{\left[1-\mathbf{1}_{n}^{\prime} \boldsymbol{\Sigma}_{M}^{-1} \boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)\right]^{2}}{\mathbf{1}_{n}^{\prime} \boldsymbol{\Sigma}_{M}^{-1} \mathbf{1}_{n}} . \tag{10.6}
\end{equation*}
$$

Because $\widehat{y}\left(\mathbf{x}_{0}\right)$ is unbiased, MSE $\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]$ reduces to $\operatorname{Var}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]$. If $\mathbf{x}_{0}=\mathbf{x}_{i}$, then $\hat{y}\left(\mathbf{x}_{0}\right)=$ $w\left(\mathbf{x}_{0}\right)$ and $\operatorname{Var}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]=0$.

It is often convenient to switch from covariances to correlations. The correlation matrix $\mathbf{R}=\left(\rho_{i ; i^{\prime}}\right)$ equals $\tau^{-2} \boldsymbol{\Sigma}_{M}$, and the correlation vector $\boldsymbol{\rho}\left(\mathbf{x}_{0}\right)$ equals $\tau^{-2} \boldsymbol{\sigma}_{M}\left(\mathbf{x}_{0}\right)$. There are several types of correlation functions; see (e.g.) [35, pp. 80-104]. In simulation, the most popular function is the Gaussian correlation function:

$$
\begin{equation*}
\rho(\mathbf{h}, \boldsymbol{\theta})=\prod_{j=1}^{k} \exp \left(-\theta_{j} h_{j}^{2}\right)=\exp \left(-\sum_{j=1}^{k} \theta_{j} h_{j}^{2}\right) \quad \text { with } \theta_{j} \geq 0 \tag{10.7}
\end{equation*}
$$

with distance vector $\mathbf{h}=\left(h_{j}\right)$ where $h_{j}=\left|x_{g ; j}-x_{g^{\prime} ; j}\right|$ and $g, g^{\prime}=0,1, \ldots, n$, and with $\boldsymbol{\theta}=\left(\theta_{j}\right)$ so $\mathbf{R}=\mathbf{R}(\boldsymbol{\theta})$. We collect the $2+k$ Kriging (hyper)parameters in $\boldsymbol{\psi}=\left(\mu, \tau^{2}, \boldsymbol{\theta}^{\prime}\right)^{\prime}$. We estimate $\boldsymbol{\psi}$ through the maximum likelihood (ML) criterion, which gives the ML estimator (MLE) $\widehat{\boldsymbol{\psi}}$. To compute $\widehat{\boldsymbol{\psi}}$, it is convenient to switch to the log-likelihood function:

$$
\begin{equation*}
\min _{\boldsymbol{\psi}} \ln \left[\left|\tau^{2} \mathbf{R}(\boldsymbol{\theta})\right|\right]+\left(\mathbf{w}-\mu \mathbf{1}_{n}\right)^{\prime}\left[\tau^{2} \mathbf{R}(\boldsymbol{\theta})\right]^{-1}\left(\mathbf{w}-\mu \mathbf{1}_{n}\right) \quad \text { with } \boldsymbol{\theta} \geq \mathbf{0} \tag{10.8}
\end{equation*}
$$

where $|\mathbf{R}|$ denotes the determinant of $\mathbf{R}$. Solving (10.8) is a mathematical challenge; e. g., different solutions $\widehat{\boldsymbol{\psi}}$ may result from different software packages or from initializing the same package with different starting values; see [18]. The various software packages for Kriging standardize the inputs such that the $k$ inputs are limited to a $k$-dimensional hypercube $[0,1]^{k}$.

In practice, $\widehat{\boldsymbol{\psi}}$ is plugged into (10.5) and (10.6), which gives $\widehat{y}\left(\mathbf{x}_{0}, \widehat{\boldsymbol{\psi}}\right)$ and $\operatorname{Var}\left[\hat{y}\left(\mathbf{x}_{0}\right.\right.$, $\widehat{\boldsymbol{\psi}})]$. Most publications ignore the fact that $\widehat{y}\left(\mathbf{x}_{0}, \widehat{\boldsymbol{\psi}}\right)$ becomes nonlinear, and $\operatorname{Var}\left[\hat{y}\left(\mathbf{x}_{0}\right.\right.$, $\widehat{\boldsymbol{\psi}})$ ] underestimates the "true" Kriging variance. However, the true Kriging variance is estimated in [22, pp. 191-197]-and also in [11]-applying the bootstrap method and the related method called "conditional simulation". Nevertheless, in this chapter we shall simply plug-in $\widehat{\boldsymbol{\psi}}$, and we shall not explicitly display the dependence of $\widehat{y}$ and $\hat{\operatorname{Var}}(\hat{y})$ on $\widehat{\boldsymbol{\psi}}$. This gives

$$
\begin{equation*}
s^{2}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]=\widehat{\tau}^{2}-\widehat{\boldsymbol{\sigma}}_{M}\left(\mathbf{x}_{0}\right)^{\prime} \widehat{\boldsymbol{\Sigma}}_{M}^{-1} \widehat{\boldsymbol{\sigma}}_{M}\left(\mathbf{x}_{0}\right)+\frac{\left[1-\mathbf{1}^{\prime} \widehat{\boldsymbol{\Sigma}}_{M}^{-1} \widehat{\boldsymbol{\sigma}}_{M}\left(\mathbf{x}_{0}\right)\right]^{2}}{\mathbf{1}^{\prime} \widehat{\boldsymbol{\Sigma}}_{M}^{-1} \mathbf{1}} . \tag{10.9}
\end{equation*}
$$

We combine $\widehat{y}\left(\mathbf{x}_{0}\right)$ and $s^{2}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]$ in the following two-sided confidence interval (CI) with nominal coverage $1-\alpha$ where $z_{\alpha / 2}$ denotes $\alpha / 2$-quantile of the standard normal $N(0,1)$ :

$$
\begin{equation*}
\widehat{y}\left(\mathbf{x}_{0}\right) \pm z_{\alpha / 2} s\left[\widehat{y}\left(\mathbf{x}_{0}\right)\right] . \tag{10.10}
\end{equation*}
$$

The actual (true) coverage of this CI may be lower than $1-\alpha$, because of the following three factors: (i) the plug-in predictor $\widehat{y}\left(\mathbf{x}_{0}\right)$ is biased; (ii) the plug-in variance estimator $s^{2}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]$ underestimates $\operatorname{Var}\left[\hat{y}\left(\mathbf{x}_{0}\right)\right]$; and (iii) the absolute value of the Gaussian quantile $\left|z_{\alpha / 2}\right|$ is lower than the absolute value of the Student quantile with (say) $f$ degrees of freedom $\left|t_{f ; \alpha / 2}\right|$ if $f<\infty$, where $t_{f ; \alpha / 2}$ with the proper (but unknown) $f$ seems to be the correct factor for a CI that uses an estimated variance.

Note: If we replace the constant $\mu=E(y)$ by a trend (e. g., $\mathrm{E}(y)=\boldsymbol{\beta}^{\prime} \mathbf{x}$ ), then we get UK; details on UK are found in [22, pp.197-198] and also in [9] and [33].

### 10.3 Latin hypercube sampling

LHS is a popular type of space-filling design. Other types are orthogonal array, uniform, maximum entropy, minimax, maximin, integrated mean squared prediction error, and "optimal" designs; see [22, p. 198]. Furthermore, [3] discusses so-called bridge designs, which are space-filling and may satisfy various criteria and input constraints such that the input space is not a $k$-dimensional cube. Finally, [9] shows that "there is substantial variation in prediction accuracy over equivalent designs".

Originally, LHS was invented as an alternative for Monte Carlo sampling in risk analysis or uncertainty analysis through deterministic simulation models that have (random) uncertain inputs; risk analysis estimates the probability of the output exceeding a given threshold as a function of an uncertain input $x_{j}$; for details on risk analysis we refer to [22, pp. 218-222] and [2]. LHS assumes that an adequate metamodel is more complicated than a low-order polynomial, but LHS does not assume a specific metamodel (e. g., a Kriging model). LHS usually assumes that the $k$ inputs are independently distributed (so their joint distribution is the product of the $k$ individual marginal distributions); in this chapter we also use this assumption. Often LHS assumes that these distributions are uniform (symbol U) in the interval [ 0,1 ], so $x_{j} \sim \mathrm{U}(0,1)$. In risk analysis, however, LHS often assumes a specific non-uniform distribution for $x_{j}$ with its mode at $x_{0 ; j}$ where $x_{0 ; j}$ denotes the $j$ th coordinate of $\mathbf{x}_{0}$ and $j=1, \ldots, k$ (standardization implies $0 \leq x \leq 1$ ). This mode may be the value of the input that the experts think is most likely. There are many non-uniform distributions; see [26, pp. 286-305]. For example, we may use beta distributions, provided we select the correct values for the two parameters of the beta distribution; moreover, a different combination of these parameters gives a different variation around the mode; see [26, pp. 295-297]. We discuss a special case of the beta distributions; namely, a triangular distribution with its mode at $x_{\mathrm{m} ;}$; we denote this distribution by $\mathrm{T}\left(x_{\mathrm{m} ; \mathrm{j}}\right)$. We shall detail LHS for $\mathrm{U}(0,1)$ and for $\mathrm{T}\left(x_{\mathrm{m} ;}\right)$ later on in this section. More details on LHS can be found in [22, pp. 198-203]; recent algorithms are detailed in [16, 27].

Whatever the marginal distributions are, LHS with a sample size (number of input combinations) $n$ defines $n$ mutually exclusive and exhaustive subintervals (or classes) with equal probability (namely, $1 / n$ ) for $x_{j}$ with $j=1, \ldots, k$. We denote these subintervals by $\left[l_{g ; j}, h_{g ; j}\right]$ with $g=1, \ldots, n$; the standardization $0 \leq x_{j} \leq 1$ implies $l_{1 ; j}=0$ and $h_{n ; j}=1$. Altogether, if $F_{j}$ denotes the cumulative distribution function (CDF) of $x_{j}$, then

$$
\begin{equation*}
P\left(l_{g ; j} \leq x_{j} \leq h_{g ; j}\right)=F_{j}\left(h_{g ; j}\right)-F_{j}\left(l_{g ; j}\right)=F_{j}\left(\frac{g}{n}\right)-F_{j}\left(\frac{g-1}{n}\right)=\frac{1}{n} \tag{10.11}
\end{equation*}
$$

where $\min (g-1) / n=(1-1) / n=0$, so $F_{j}((g-1) / n)=F_{j}(0)=0$ because $\min x_{j}=0$; likewise, $\max (g) / n=n / n=1$, so $F_{j}(g / n)=F_{j}(1)=1$ because $\max _{j} x=1$. Obviously, (10.11) implies that near the mode of $\mathrm{T}\left(x_{\mathrm{m} ; \mathrm{j}}\right)$ the subintervals $\left[l_{g ; j}, h_{g ; j}\right]$ are relatively short, compared with the other subintervals; however, if $x_{j} \sim \mathrm{U}(0,1)$, then each interval has the same length $1 / n$.

LHS offers the following two options. Option (i) fixes $x_{j}$ to the $n$ midpoints (symbol $m_{j}$ ) of its $n$ subintervals, so $x_{g ; j}=m_{g ; j}=\left(l_{g ; j}+h_{g ; j}\right) / 2$; e. g., if $x \sim \mathrm{U}(0,1)$, then these midpoints are equispaced with distance $1 / n$ over the interval $[0,1]$ so these midpoints are $1 /(2 n), 3 /(2 n), \ldots, 1-1 /(2 n)=(2 n-1) /(2 n)$. Option (ii) samples $x_{j}$ within its subinterval, accounting for $F_{j}$. Option (i) implies that $x_{j}$ has a discrete PDF, so (10.11) becomes

$$
\begin{equation*}
P\left(x_{g ; j}=m_{g ; j}\right)=F_{j}\left(h_{g ; j}\right)-F_{j}\left(l_{g ; j}\right)=F_{j}\left(\frac{g}{n}\right)-F_{j}\left(\frac{g-1}{n}\right)=\frac{1}{n} . \tag{10.12}
\end{equation*}
$$

Furthermore, LHS samples without replacement, so the midpoint $m_{j ; g}$ is sampled only once in the sample of size $n$. We denote the inverse $C D F$ by $F_{j}^{-1}$, so $y=F_{j}(x)$ with $0 \leq$ $y \leq 1$ implies $x=F_{j}^{-1}(y)$; we observe that $\mathrm{U}(0,1)$ and $\mathrm{T}\left(x_{\mathrm{m}}\right)$ imply that $F_{j}$ is continuous. Altogether, $\mathbf{x}_{j}$ is a permutation of the $n$ values $F_{j}^{-1}(0.5 / n), F_{j}^{-1}(1.5 / n), \ldots, F_{j}^{-1}(1-0.5 / n)$. Option (ii) first samples $r \sim \mathrm{U}(a, b)$ with $a=(g-1) / n$ and $b=g / n$ where $g=1, \ldots, n$, and then computes

$$
\begin{equation*}
x=F_{j}^{-1}(r) \quad \text { with } r \sim U\left(\frac{g-1}{n}, \frac{g}{n}\right) . \tag{10.13}
\end{equation*}
$$

Algorithm 10.1 is a (pseudo)algorithm for LHS for option (i), which gives the $n \times k$ design matrix $\mathbf{X}_{\mathrm{L}}$ (the subscript L stands for LHS); also see [22, pp. 200].

## Algorithm 10.1:

1. $\operatorname{Read} n, k, F_{j}(j=1, \ldots, k)$.
2. Initialize: $j=1$.
3. Use $F_{j}$ to divide the range of $x_{j}$ into $n$ mutually exclusive and exhaustive intervals of equal probability with midpoint $m_{j ; g}(g=1, \ldots, n)$, and find $\mathbf{x}_{j}=$ $\left(m_{j ; 1}, m_{j ; 2}, \ldots, m_{j ; n}\right)^{\prime}$.
4. Randomly permute the $n$ elements of $\mathbf{x}_{j}$, and save the result as column $j$ of $\mathbf{X}_{\mathrm{L}}$.
5. If $j<k$ then $j=j+1$ and go to Step 3 ; else stop.

For option (ii), Step 3 becomes: Use $F_{j}$ to divide the range of $x_{j}$ into $n$ mutually exclusive and exhaustive intervals of equal probability, and apply (10.13) to find $\mathbf{x}_{j}=$ $\left(x_{j ; 1}, x_{j ; 2}, \ldots, x_{j ; n}\right)^{\prime}$.

For both options, however, the random permutations in Step 4 may give a "bad" $\mathbf{X}_{\mathrm{L}}$; to decide on a "good" $\mathbf{X}_{\mathrm{L}}$, our algorithm needs a criterion. We use the maximin criterion, which maximizes the minimum Euclidean distance between the $n$ ( $k$-dimensional) points in $[0,1]^{k}$. We perform these random permutations (say) $M$ times, and select the "best" design; e.g., MATLAB's default is $M=5$.

LHS does not impose a strict mathematical relationship between $n$ and $k$. We observe that in Kriging $n \geq 10$ implies that we can estimate the correlation parameters $\theta_{j}$ with $j=1, \ldots, k$ (see (10.7)) reasonably accurate, because LHS implies that projection
of the $n$ ( $k$-dimensional) points onto the $k$ individual axes gives $n$ non-collapsing values per axis. If LHS uses a "small" $n$ and a "large" $k$, then LHS covers $[0,1]^{k}$ sparsely (so there are only a few old points close to the new point) and the Kriging predictor may be inaccurate. We note that [28] gives the rule-of-thumb $n=10 k$ for LHS if Kriging has SA as its goal; so, $n \geq 10$ if $k \geq 1$; [28] is revisited in [19].

There is much software for LHS. For example, Microsoft's Excel spreadsheet software has add-ins that include LHS; LHS is also included in Oracle's Crystal Ball, Palisade's @Risk, and Frontline Systems' Risk Solver. LHS is also available in the MATLAB Statistics toolbox, the R package, and Sandia's DAKOTA software. An interesting website is http://www.spacefillingdesigns.nl/. However, some software (e. g., MATLAB) does not allow a non-uniform distribution such as $\mathrm{T}\left(x_{\mathrm{m}}\right)$, so we now present LHS for $\mathrm{U}(0,1)$ and $\mathrm{T}\left(x_{\mathrm{m}}\right)$; for details we refer to [24].

The CDF of $\mathrm{U}(0,1)$ is $F_{\mathrm{U} ; \mathrm{j}}(x)=x$ if $0 \leq x \leq 1$. This CDF and (10.12) imply that option (i) samples $U(0,1)$ through

$$
x_{j ; g}=m_{g ; j} \quad \text { if } l_{g ; j}<x_{g ; j}<h_{g ; j}(g=1, \ldots, n) .
$$

This CDF and (10.13) imply that option (ii) samples $\mathrm{U}(0,1)$ through the PRN $r \sim \mathrm{U}(0,1)$ and computes

$$
x_{j ; g}=l_{g ; j}+r\left(h_{g ; j}-l_{g ; j}\right) \quad \text { if } l_{g ; j}<x_{g ; j}<h_{g ; j}(g=1, \ldots, n) .
$$

The CDF of $\mathrm{T}\left(x_{\mathrm{m}}\right)$ is (see [26, pp.304-305]):

$$
\begin{align*}
& F_{\mathrm{T} ; j}(x)=\frac{x^{2}}{x_{\mathrm{m} ; j}} \quad \text { if } 0 \leq x \leq x_{\mathrm{m} ; j},  \tag{10.14}\\
& F_{\mathrm{T} ; j}(x)=1-\frac{(1-x)^{2}}{1-x_{\mathrm{m} ; j}} \quad \text { if } x_{\mathrm{m} ; j} \leq x \leq 1,
\end{align*}
$$

so this CDF has a kink at $x_{\mathrm{m} ; j}$. Combining this equation with (10.12), option (i) samples

$$
\begin{align*}
& x_{j ; g}=\sqrt{\frac{x_{\mathrm{m} ; j}(2 g-1)}{2 n}} \quad \text { with } x_{g} \leq x_{\mathrm{m} ; j}(g=1, \ldots, n),  \tag{10.15}\\
& x_{j ; g}=1-\sqrt{\frac{\left(1-x_{\mathrm{m} ; j}\right)[2 n-(2 g-1)]}{2 n}} \quad \text { with } x_{j ; g} \geq x_{\mathrm{m} ; j} .
\end{align*}
$$

Option (ii) samples $x_{j}$ (within the specific subinterval) via the first line of (10.14) if $h_{g ; j}<$ $x_{\mathrm{m} ; j}$. If $l_{g ; j}>x_{\mathrm{m} ; j}$, then it samples $x_{j}$ via the second line of (10.14). If $l_{g ; j}<x_{\mathrm{m} ; j}<h_{g ; j}$, then it first samples the PRN $r \sim \mathrm{U}(0,1)$; if $r<x_{\mathrm{m} ;}$, then it samples $x_{j}$ via the first line of (10.14); if $r>x_{\mathrm{m} ; \mathrm{j}}$, then it samples $x_{j}$ via the second line of (10.14). Altogether, option (ii) samples

$$
\begin{align*}
& x_{j ; g}=\sqrt{x_{\mathrm{m} ; j} r} \quad \text { if either } x_{\mathrm{m} ; j}>h_{g ; j} \text { or } l_{g ; j}<x_{\mathrm{m} ; j}<h_{g ; j} \text { and } r<x_{\mathrm{m} ; j},  \tag{10.16}\\
& x_{j ; g}=1-\sqrt{\left(1-x_{\mathrm{m} ; j}\right)(1-r)} \quad \text { if either } x_{\mathrm{m} ; j}<l_{g ; j} \text { or } l_{g ; j}<x_{\mathrm{m} ; j}<h_{g ; j} \text { and } r>x_{\mathrm{m} ; j} .
\end{align*}
$$

Both options are compared in [24].

We observe that [23] develops a method (or algorithm) that uses a sequential design for Kriging in deterministic simulation aimed at SA. That method considers-but does not yet simulate-a set of candidate combinations selected through LHS, and finds the candidate with the highest estimated predictor variance. That method is also summarized in [22, pp.204-206]. For constrained optimization in deterministic simulation, [25] also uses Kriging and a sequential design based on LHS for selecting candidate combinations, and finds the candidate with the highest criterion value; see Section 10.6.1.

### 10.4 Random simulation: Kriging analysis and experimental design

In random simulation we wish to control the noise of the simulation output at point $\mathbf{x}_{i}(i=1, \ldots, n)$, so we obtain (say) $m_{i} \geq 1$ replications; we shall return to the choice of a value for $m_{i}$. To analyze the I/O data of a random simulation, [1] develops stochastic Kriging (SK). This SK adds the intrinsic noise term $\varepsilon_{r}\left(\mathbf{x}_{i}\right) \sim N\left(0, \operatorname{Var}\left[\varepsilon\left(\mathbf{x}_{i}\right)\right]\right)$ for replication $r\left(r=1, \ldots, m_{i}\right)$. After averaging over the $m_{i}$ replications, SK uses the formulas for the OK predictor $\hat{y}$ in (10.5) and $\operatorname{Var}(\hat{y})$ in (10.6), but replaces $\mathbf{w}$ by $\overline{\mathbf{w}}$ and $M\left(\mathbf{x}_{i}\right)$ by $M\left(\mathbf{x}_{i}\right)+\bar{\varepsilon}\left(\mathbf{x}_{i}\right)$ where $\bar{\varepsilon}\left(\mathbf{x}_{i}\right) \sim N\left(0, \operatorname{Var}\left[\varepsilon\left(\mathbf{x}_{i}\right)\right] / m_{i}\right)$ and $\bar{\varepsilon}\left(\mathbf{x}_{i}\right)$ is assumed to be independent of $M(\mathbf{x})$. We use the symbol $\boldsymbol{\psi}_{+\varepsilon}$ to denote $\boldsymbol{\psi}$ augmented with $\operatorname{Var}\left[\varepsilon\left(\mathbf{x}_{i}\right)\right]$. The SK predictor $\widehat{y}\left(\boldsymbol{\psi}_{+\varepsilon}\right)$ is not an exact interpolator anymore-which makes sense in random simulation, which gives only estimates of the true simulation outputs. Obviously, $\boldsymbol{\Sigma}_{\bar{\varepsilon}}$ is diagonal if no common random numbers (CRN) are used (if we applied CRN and used $m_{i}=m$, then $\boldsymbol{\Sigma}_{\bar{\varepsilon}}=\boldsymbol{\Sigma}_{\varepsilon} / m$; however, we assume no CRN in this section). To estimate $\operatorname{Var}\left[\varepsilon\left(\mathbf{x}_{i}\right)\right]$, SK may use the classic unbiased estimator

$$
\begin{equation*}
s^{2}\left(w_{i}\right)=\frac{\sum_{r=1}^{m_{i}}\left(w_{i ; r}-\bar{w}_{i}\right)^{2}}{m_{i}-1} \quad(i=1, \ldots, n) . \tag{10.17}
\end{equation*}
$$

However, these $s^{2}\left(w_{i}\right)$ are rather noisy estimators, so SK may use a second Kriging metamodel for $\operatorname{Var}\left[\varepsilon\left(\mathbf{x}_{i}\right)\right]$-besides the Kriging metamodel for the mean $\mathrm{E}\left[y\left(\mathbf{x}_{i}\right)\right]$. This second metamodel is only a rough approximation, because $s^{2}\left(w_{i}\right)$ is not normally distributed. The transformation $\log \left[s^{2}\left(w_{i}\right)\right]$ may give a normal distribution. For more details we refer to [22, p. 208].

An alternative for SK is hetGP developed in [5]. This alternative assumes $m_{i} \geq 1$, whereas SK assumes $m_{i} \gg 1$. Whereas SK gives a biased $\widehat{\boldsymbol{\psi}}_{+\varepsilon}$ because SK fits Kriging models for the mean and the intrinsic variances independently, hetGP couples these models through a joint likelihood for $\boldsymbol{\psi}_{+\varepsilon}$ that is optimized in one shot. This alternative requires computational time of the same order as SK does. A recent alternative for SK is developed in [45].

The output of a random simulation may be a quantile (not an average); e. g., a quantile may be relevant in chance-constrained optimization. References are given in [22, p. 208].

In our preceding discussion of Kriging, we assumed $m_{i} \geq 1$ replications at the point $\mathbf{x}_{i}$ with $i=1, \ldots, n$. In practice, we must decide how many points and which points to simulate, and how many replications to obtain for these points. Unfortunately, there are no simple solutions for this problem. Actually, [6] and [41] present sequential designs using the criterion called the integrated mean squared prediction error (IMSPE), which integrates $\operatorname{Var}[\hat{y}(\mathbf{x})]$ for $\mathbf{x}$ in $[0,1]^{k}$. Obviously, this criterion assumes that the goal of Kriging is SA. Furthermore, [42] extends [5], using advanced mathematical analysis. If the goal of Kriging is optimization, then other criteria may be used (see Section 10.6). The main problem is that $m_{i}$ with $i=1, \ldots, n$ should depend on both $M$ (external noise) and $\boldsymbol{\Sigma}_{\bar{\varepsilon}}$ (internal noise); also see [30].

Note: We observe that [10] allows some inputs to be qualitative. Furthermore, [47] uses SK, accounting for the discrepancy between real observations and simulated observations, possibly using CRN. Finally, [37] uses "generalized integrated Brownian fields" as simulation metamodels.

### 10.5 Sensitivity analysis

SA may be one of the goals of simulation modeling and Kriging. SA may be either global or local. SA is also closely related to "what if analysis", "gaining insight", and "prediction". So, in practice, goals may be known under different names, and may be ambiguous. For further discussion of various goals we refer to [22, p. 9].

In this chapter we give the following definition: SA quantifies how the simulation output changes, as one or more simulation inputs change. To start our discussion of SA, we assume that the simulation is deterministic and that we change only one of the $k$ inputs and that this single input (say) $x_{1}$ is continuous. Then we can quantify this sensitivity at a given point $\mathbf{x}-$ so the SA is local-through $\partial w /\left.\partial x_{1}\right|_{\mathbf{x}}$. This local SA is simplest if we can adequately approximate the I/O behavior of the simulation model by a first-order polynomial in $\mathbf{x}$ so $\partial w /\left.\partial x_{1}\right|_{\mathbf{x}}=\beta_{1}$. If we use a second-order polynomial, then interactions between $x_{1}$ and the other $k-1$ inputs play a role and the marginal effect of $x_{1}$ is not constant.

Instead of local SA we may perform global SA: how does the simulation output change, as one or more simulation inputs change over the whole area of interest $[0,1]^{k}$ ? Moreover, "the" output may have a distribution (instead of a single value) if the deterministic simulation has one or more inputs that are uncertain so we assume a prespecified distribution for these uncertain inputs (as in LHS; see Section 10.3). Now we discuss global sensitivity analysis (GSA) or functional analysis of variance
(FANOVA), which uses variance-based indices originally proposed by the Russian mathematician Sobol.

FANOVA decomposes $\sigma_{w}^{2}$-the variance of the random simulation output $w$-into fractions that refer to sets of inputs:

$$
\begin{equation*}
\sigma_{w}^{2}=\sum_{j=1}^{k} \sigma_{j}^{2}+\sum_{j<j^{\prime}}^{k} \sigma_{j ; j^{\prime}}^{2}+\cdots+\sigma_{1, \ldots, k}^{2} \tag{10.18}
\end{equation*}
$$

with the main-effect variance $\sigma_{j}^{2}=\operatorname{Var}\left[\mathrm{E}\left(w \mid x_{j}\right)\right]$, the two-factor interaction variance $\sigma_{j ; j^{\prime}}^{2}=\operatorname{Var}\left[\mathrm{E}\left(w \mid x_{j}, x_{j^{\prime}}\right)\right]-\operatorname{Var}\left[\mathrm{E}\left(w \mid x_{j}\right)\right]-\operatorname{Var}\left[\mathrm{E}\left(w \mid x_{j^{\prime}}\right)\right]$, etc. This $\sigma_{j}^{2}$ gives the first-order sensitivity index or the main-effect index $\zeta_{j}=\sigma_{j}^{2} / \sigma_{w}^{2}$, which quantifies the effect of varying $x_{j}$ alone-averaged over the variations in all the other $k-1$ inputs-where the denominator $\sigma_{w}^{2}$ standardizes $\zeta_{j}$ to provide a fractional contribution. Altogether the sum of the $2^{k-1}$ indices is 1 . In practice, we assume that only the $\zeta_{j}$-and possibly the $\zeta_{j ; j^{\prime}}$-are important, and that they sum up to a fraction "close enough" to 1.

To estimate these measures, we may use LHS and replace the simulation model by a Kriging metamodel; see [22, pp. 216-218]. In practice, FANOVA may show that (say) $70 \%$ of $\sigma_{w}^{2}$ is caused by $x_{1}, 20 \%$ by $x_{2}$, and $10 \%$ by the interaction between $x_{1}$ and $x_{2}$. Software for FANOVA is included in Open TURNS, discussed in [2]; a MATLAB toolbox is presented in [34]. SA is the topic of many recent publications; see the website with corrections and additions for [22] that was mentioned in Section 10.1.

### 10.6 Optimization

There are many methods for the optimization of a simulated system; see the references in [22, p. 242]. Some methods require relatively many input combinations; e. g., evolutionary algorithms (EAs) and particle swarm optimization (PSO) do. We may therefore apply these methods to a computationally cheap metamodel of the underlying computationally expensive simulation model; e. g., PSO and Kriging are combined in [20]. In this chapter, however, we focus on efficient global optimization (EGO) in Section 10.6.1 and robust optimization (RO) in Section 10.6.2.

### 10.6.1 Efficient global optimization

Originally, [21] developed EGO, which uses Kriging. EGO is a sequential method that balances local and global search; i.e., EGO balances exploitation and exploration. We detail only the basic EGO-variant for deterministic simulation. The goal of this variant is to estimate the input combination $\mathbf{x}_{0}$ that minimizes the simulation output $w(\mathbf{x})$.

We start with an initial or pilot sample of input combinations $\mathbf{x}_{i}$ with $i=1, \ldots, n$, selected through LHS. We use these $\mathbf{x}_{i}$ as input for the simulation model, which
gives $\left(\mathbf{x}_{i}, w_{i}\right)$ or $\left(\mathbf{X}_{n}, \mathbf{w}_{n}\right)$. We then find the best simulated output so far: $w_{\min }=$ $\min _{1 \leq i \leq n} w\left(\mathbf{x}_{i}\right)$.

Next we select a new input combination, considering both $\widehat{y}$ and $s(\widehat{y})$; e. g., if the two combinations $\mathbf{x}$ and $\mathbf{x}^{\prime}$ have $\widehat{y}(\mathbf{x}) \approx \widehat{y}\left(\mathbf{x}^{\prime}\right)$ and $s[\widehat{y}(\mathbf{x})]>s\left[\widehat{y}\left(\mathbf{x}^{\prime}\right)\right]$, then we prefer $\mathbf{x}$ because $\mathbf{x}$ has a higher probability of improvement (or PI) so it may give a smaller $w$. We know that $s\left[\hat{y}\left(\mathbf{x}_{n+1}\right)\right]$ increases as $\mathbf{x}_{n+1}$ lies farther away from $\mathbf{x}_{i}(i=1, \ldots, n)$; see (10.6). Actually, we estimate the maximum of the expected improvement (EI), which is reached if either $\widehat{y}\left(\mathbf{x}_{n+1}\right)$ is much smaller than $w_{\min }$ or $s\left[\hat{y}\left(\mathbf{x}_{n+1}\right)\right]$ is relatively large so $\widehat{y}\left(\mathbf{x}_{n+1}\right)$ is relatively uncertain.

To obtain $\hat{y}$ and $s(\hat{y})$, we fit a Kriging metamodel. This gives $\operatorname{EI}(\mathbf{x})=E\left[\max \left(w_{\min }-\right.\right.$ $\widehat{y}(\mathbf{x}), 0)]$. Let $\Phi$ and $\phi$ denote the cumulative distribution function (CDF) and the PDF of the standard normal variable $z$. Then [21] derives that the estimated EI for the input combination $\mathbf{x}$ is

$$
\begin{equation*}
\widehat{\mathrm{EI}}(\mathbf{x})=\left(w_{\min }-\widehat{y}(\mathbf{x})\right) \Phi\left(\frac{w_{\min }-\widehat{y}(\mathbf{x})}{s[\widehat{y}(\mathbf{x})]}\right)+s[\widehat{y}(\mathbf{x})] \phi\left(\frac{w_{\min }-\widehat{y}(\mathbf{x})}{s[\widehat{y}(\mathbf{x})]}\right) . \tag{10.19}
\end{equation*}
$$

Using (10.19), we find the $\mathbf{x}$ that maximizes $\widehat{\mathrm{EI}}(\mathbf{x})$; we denote this optimal combination by $\widehat{\mathbf{x}}_{0}$ (with the subscript " o " for "optimal"). To find this $\widehat{\mathbf{x}}_{0}$, we may use a relatively large set of candidate input combinations that are selected through LHS (say) $\mathbf{X}_{\text {cand }}$; we do not simulate these candidates, but we find the candidate with the highest $\widehat{\mathrm{EI}}(\mathbf{x})$ with $\mathbf{x} \in \mathbf{X}_{\text {cand }}$.

We use this candidate $\widehat{\mathbf{x}}_{0}$ as the input combination that is simulated next, and obtain $w\left(\widehat{\mathbf{x}}_{0}\right)$. Then we re-estimate the Kriging metamodel from the I/O data ( $\mathbf{X}_{n}, \mathbf{w}_{n}$ ) augmented with ( $\widehat{\mathbf{x}}_{0}, w\left(\widehat{\mathbf{x}}_{0}\right)$ ). We update $n$, and return to (10.19)-until we satisfy a stopping criterion; e. g., $\widehat{\mathrm{EI}}\left(\widehat{\mathbf{x}}_{\text {opt }}\right)$ is "close" to 0 or the computer budget is exhausted.

There are many more EGO-variants, for deterministic simulation and random simulation, constrained optimization, multi-objective optimization including Pareto frontiers, RO, the "excursion set" or "admissible set", estimation of a quantile, and Bayesian approaches; see [22, pp. 267-269]. For example, a variant for constrained optimization in deterministic simulation-with one goal output and several constrained outputs-is developed in [25].

### 10.6.2 Robust optimization

In [15] Krige's (meta)model and Taguchi's world view are combined. Taguchi designed robust engineering products such as cars (at Toyota), emphasizing that in practice some inputs are under complete control of the engineers (e.g., the car's design), whereas other inputs are not (the car's driver, and the roads). He therefore distinguished between (i) controllable or decision variables, and (ii) noncontrollable or environmental noisy (or random) factors. So, the estimated optimum (see the pre-
ceding section) may turn out to be inferior because this optimum ignores uncertainties in some of the simulation inputs. Therefore we may proceed as follows.

To simplify our discussion, we sort the $k$ simulation inputs such that the first $k_{\mathrm{C}}$ inputs are controllable, and the next $k_{\mathrm{NC}}$ inputs are noncontrollable. We let $\mathbf{z}_{\mathrm{C}}$ and $\mathbf{z}_{\mathrm{NC}}$ denote the vector with the $k_{\mathrm{C}}$ controllable and the $k_{\mathrm{NC}}$ noncontrollable original (nonstandardized) inputs $\mathbf{z}$. Taguchi assumes a single output (say) $w$, and focuses on its mean $\mathrm{E}(w)$ and its variance; obviously, this variance is caused by $z_{\mathrm{NC}}$, so $\operatorname{Var}\left(w \mid z_{\mathrm{C}}\right)>0$. Taguchi combines $\mathrm{E}(w)$ and $\operatorname{Var}\left(w \mid z_{\mathrm{C}}\right)$ into a scalar loss function such as the signal-to-noise or mean-to-variance ratio $\mathrm{E}(w) / \operatorname{Var}\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$; see the detailed discussion of Taguchi's approach in [31, pp. 486-488], which is the classic textbook on so-called response surface methodology (RSM).

Taguchi's approach is successful in production engineering, but statisticians criticize its statistical methods. We add that-compared with real-life experiments (discussed in [31])-simulation experiments have more inputs, more input values, and more input combinations. Actually, [31, pp. 502-506] combines Taguchi's worldview with the statisticians' RSM.

However, [15] uses $\mathrm{E}(w)$ and $\sigma\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$ separately; obviously, $\sigma\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$ has the same scale as $\mathrm{E}(w)$ has. Mathematical optimization (MO) can then be used to solve the constrained optimization: $\min _{\mathbf{z}_{\mathrm{C}}} \mathrm{E}\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$ such that $\sigma\left(w \mid \mathbf{z}_{\mathrm{C}}\right) \leq c_{\sigma}$ where $c_{\sigma}$ is a prespecified upper threshold for $\sigma$. Constrained optimization is also discussed in [31, p.492]. Whereas [31] superimposes contour plots for $\mathrm{E}\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$ and $\sigma\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$ to estimate the optimal $\mathbf{z}_{\mathrm{C}}$, [15] uses MO.

This MO, however, requires specification of $c_{\sigma}$ (threshold for $\sigma$ ). In practice, managers may find it hard to select a specific value for $c_{\sigma}$. Therefore we try different $c_{\sigma}$ values, and estimate the corresponding Pareto-optimal efficiency frontier. This frontier, is uncertain because it depends on the estimators of $\mathrm{E}\left(w \mid \mathbf{z}_{C}\right)$ and $\sigma\left(w \mid \mathbf{z}_{\mathrm{C}}\right)$. To estimate the variability of the frontier, we may apply bootstrapping. For details on this type of RO we refer to Dellino et al. [15], which is summarized in [22, pp. 280-284].

An application of RO using Kriging to estimate the Pareto frontier is [46]. Kriging for RO is also used in [8], comparing this approach with several alternative metamodel types (e. g., neural networks).

Note that [44] presents an approach that follows RO as developed in MO (instead of Taguchian publications). RO in MO was originally developed by the Israeli mathematician Ben-Tal and uses concepts such as "uncertainty sets", "robust counterparts", and "adjustable decision rules". The approach in [44] does not need a known distribution for the environmental inputs; i. e., this approach uses only experimental data combined with so-called "phi-divergence" uncertainty sets. This approach is applied to low-order polynomial metamodels, but may be extended to Kriging metamodels (without introducing additional complexity to the problem formulation). RO for both linear-regression and Kriging metamodels is detailed in [39].

### 10.7 Conclusions and outlook

We provided an overview of a specific type of metamodel; namely, Kriging or Gaussian process (GP). Kriging is popular in geostatistics and machine learning, and is also gaining popularity in the analysis of simulation experiments. However, many issues remain in Kriging; e. g., should we use a simple constant mean or a low-order polynomial trend? Should we select a Gaussian or a Matérn correlation function? How should we estimate the intrinsic variance of the simulation output for new input combinations of the simulation model? Kriging in random simulation needs further research on sequential designs for the selection of additional input combinations and the number of replications for old and new combinations. Kriging is used in classic "efficient global optimization" (EGO); currently, many researchers also investigate random simulation and constrained optimization. Robust optimization (RO) has just started in simulation, whereas it is a hot topic in Mathematical Optimization (MO). The application of various types of Kriging for sensitivity analysis and optimization remains challenging.

Future research may try to solve the curse of dimensionality in Kriging; currently, the number of inputs is usually limited to (say) 20 . To solve this problem, we may precede Kriging by factor screening; several screening methods are presented in Chapter 4 of [22]. Other solutions are discussed in [7, 43].

Another topic of future research is big data, in which the number of input/output combinations is so high that the computation of the inverse of the estimated covariance matrix is impossible. Various solutions are discussed in [17, 24].
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Lyapunov equations 3, 20, 25, 33, 34, 150, 151
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- discrete-time Lyapunov equations 43
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- projected continuous-time Lyapunov equations 37,38
- projected discrete-time Lyapunov equations 38
machine learning 312, 349, 355
main-effect index 365
main-effect variance 365
manifold interpolation 230, 249

Matérn correlation function 368
Matheron 355
matrix commutator 242
matrix Lie group 242
matrix manifolds 229, 233, 246, 250, 252
matrix rational approximation 193
maximin criterion 361
maximum likelihood estimator 358, 359
Maxwell's equations 2, 36, 168, 276
McMillan degree 189, 191, 303
mean squared residual 358
mean-to-variance ratio 367
metamodel 355, 356
modal coordinates 99
modal decomposition 97
modal decomposition method 101
modal derivatives (MDs) 112, 114, 129, 130

- static modal derivatives (SMDs) 113
modal displacement method (MDM) 100, 115, 132
modal methods 97
modal truncation 3
modal truncation augmentation (MTA) technique 102
modal truncation augmentation vectors 103
mode acceleration correction (MAC) method 101, 103
model order reduction (MOR) 1, 2, 15, 140, 312, 349
- balancing-based MOR 3
- data-driven MOR 4, 131, 152, 275, 276
- Gramian-based bilinear MOR 80
- interpolatory MOR 188
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- non-intrusive MOR 4, 117
- parametric MOR (PMOR) 8, 58, 71, 229, 230
-structure-preserving PMOR 75
- variational analysis-based PMOR 92
-bilinear PMOR 92
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- projection-based MOR 5, 130, 311
- stability-preserving MOR 166
- structure-preserving MOR 75
model realization 297
model selection 341-343
modified Gram-Schmidt process $64,65,67,70$, 72
moment-matching methods $7,58,59,63,78$, 131, 182
- bilinearization method 78,79
- quadratic method 78

Monte Carlo integration 340
Monte Carlo sampling 360
Moore-Aronszajn theorem 320
multi-fidelity Monte Carlo approximations 312
multi-input multi-output (MIMO) systems 58, 59, 69, 76, 188, 199, 289, 303

- symmetric MIMO systems 36
multi-moment-matching methods $58,71,80$
- multi-moment matching PMOR methods 71 , 75, 91, 92
multi-scale simulations 312
multivariable Maclaurin series 81
natural metric 258
Navier-Stokes equations 36, 230
negative imaginary systems 158
neural networks 356, 367
Newton basis 329, 332
Newton-Raphson iteration 128
Newton's method 34
non-flat manifolds 244
nonlinear manifolds
- quadratic manifold 129, 130, 134
- spectral submanifold (SSM) 129, 134
nonlinear normal modes (NNMs) 127
nonsymmetric Lanczos process 60
normal coordinates 241
normal (or Gaussian) distribution 355
observability Gramian 37
offline phase $326,328,331,337$
offline-online decomposition 11
online phase 232, 324, 332
optimal control problems 312
orbit space 243
order estimation 301
ordinary differential equations (ODEs) 5, 233
- second-order ODEs 98
orthogonal group 235, 237, 255
Oseen equations 183

Padé approximation 60
Padé via Lanczos (PVL) algorithm 60
Padua points 215
para-Hermitian pencils 163
parameter identification 312
parameter selection 341
parameter-space sampling procedures 131

- Latin Hyper-cube 131
- Smolyak sparse grid 131

Pareto-optimal efficiency frontier 367
partial differential equations (PDEs) 26, 57, 233, 312

- parabolic second-order PDEs 26
- parametric linear PDE 10
- parametric PDEs 3
particle swarm optimization (PSO) 365
passive and reduced-order interconnect macromodeling algorithm (PRIMA) 60, 63, 141, 166
passivity enforcement $139,153,166,173$
- via Hamiltonian perturbation 154, 157
- via LMI constraints 153
- via local perturbation 158,160
passivity-preserving interpolation scheme 167
perturbation approach 149
Petrov-Galerkin method 10
Petrov-Galerkin projection $18,58,72,75,78$, 105, 183, 185, 231
"phi-divergence" uncertainty sets 367
Plancherel theorem 19
plug-in predictor 359
plug-in variance estimator 359
POD-greedy algorithm 10
polar decomposition 268
polynomial approximation 82
polynomial interpolation method 313, 329
polynomial kernels 316
poor man's truncated balanced realization
(PR-TBR) algorithm 141
position controllability Gramian 45
position observability Gramian 45
positive definite kernels 314,315
- matrix-valued 321
positive real Gramian 30
Positive Real Lemma (PRL) 144, 146, 153, 163
positive real (PR) conditions 144, 158
principal angles 267
principal component analysis (PCA) 16, 116
principal matrix logarithm 234, 257, 267
printed circuit board (PCB) 172, 291
Procrustes problem 266, 269
proper controllability Gramian 37
proper generalized decomposition (PGD) 3,11
proper orthogonal decomposition (POD) 3, 11, 59, 109, 116, 117, 129, 131, 230, 233
pseudo-random numbers (PRNs) 356

QR decomposition 278, 283, 291, 296

- incremental QR factorization 206
quadratic optimization problem 334
quadratic-bilinear control systems 42
quadratic-bilinearization method 87
quasi-geodesics 260
quasi-linear extrapolation 250
queuing simulation models 356
quotient manifold theorem 243
quotient manifolds 243
quotient map 243
quotients 243
radial basis function (RBF) 317
radial basis function (RBF) kernels 317, 327
radial basis function (RBF)-QR algorithm 327
random simulation $356,357,363$
rank-revealing factorization 184,198
rational functions 277
rational interpolation method 61, 63, 185
Rayleigh damping 99
realness condition 294
reciprocal system 35
reduced basis method (RBM) 11, 59, 70
reduced-order controller
- linear quadratic Gaussian (LQG) balanced truncation 16, 31
reduced-order models (ROMs) 5, 16, 173, 250
- nonlinear reduced-order model (NLROM) 97, 105, 107
- parametric ROM (PROMs)
- nonlinear PROMs 130
reduced-order variational formulation 11
regularized interpolant 324
representer theorem 322, 326, 334
reproducing kernel Hilbert space 313, 318, 319, 349
- matrix-valued kernels 321
response surface methodology (RSM). 367
Riccati equation 28
Riemannian barycenter 245
Riemannian center of mass 245, 247
Riemannian connection 240
Riemannian curvature tensor 240
Riemannian distance function 238

Riemannian exponential 234, 240, 250, 253

- SPD ( $n$ )-exponential 259

Riemannian exponential maps 256
Riemannian logarithm 234, 241, 245, 253

- SPD (n) logarithm 259

Riemannian logarithm maps 256
Riemannian metric 234, 238, 241, 244, 253
Riemannian objective function 248
Riemannian optimization problem 248
Riemannian shooting method 254
Riemannian Stiefel logarithm 260
Riesz representer 318
right spectral factor 33
risk analysis 360
Ritz vectors 102
Ritz-Galerkin method 10
robust optimization (RO) 365, 366, 368
Runge phenomenon 208, 215

Sanathanan-Koerner algorithm 276-279, 305
scalar rational approximation 193
scattering representation 163, 164, 292
Schmidt-Eckart-Young-Mirsky theorem 203
Schur decomposition 166
sensitivity analysis 355-357, 364
separable matrix valued kernel $321,332,340$
sequential minimal optimization (SMO)
algorithm 338, 339

- 2-index SMO 344
signal-to-noise ratio 367
simulation-based classification 312
single-input single-output (SISO) systems 58, 59, 64, 67, 76, 185, 192, 195, 205, 289
- non-parametric SISO systems 66
- SISO bilinear systems 81
singular perturbation approximation 16,34
singular systems 36
singular value decomposition (SVD) 12, 25, 45, 109, 115, 117, 181, 182, 203, 215, 230, 233, 251, 291, 299
- Hilbert-Schmidt SVD 327
- randomized SVD 181, 182
- rank-revealing SVD 193, 194, 202
- truncated SVD 298
singular value functions 40
singular values 164
slack variables 334
Sobol 365
Sobol sensitivity indices 355, 357

Sobolev space 317
software package

- and Frontline Systems’ Risk 362
-ARPACK 205
- MATLAB 365
- Systems and Control Toolbox 26
- MATLAB Statistics toolbox 362
- Microsoft's Excel spreadsheet software 362
- Open TURNS 365
- Oracle's Crystal Ball 362
-Risk 362
-R package 362
- Sandia's DAKOTA software 362
space-filling design 360
sparse kernel expansions 311
sparsity inducing techniques 333
spatial statistics 355
special orthogonal group 255
spectral perturbation 154
spring-mass-damper system 195
standard matrix exponential 267
state estimation 312, 339
static condensation method 110,128
statistical learning theory 337
Stiefel exponential 261, 262
Stiefel logarithm 262
Stiefel manifold 234, 243, 251, 260
stiffness evaluation procedure (STEP) 118
stochastic Gramian 34
stochastic simulation 356
structure-preserving interpolation 229
substructuring 3,103
support vector machines (SVMs) 337
-LIBSVM 339
- liquidSVM 339
surrogate modeling 311
Sylvester equation 36, 187, 189
system identification 107
- data-driven 197

Taguchi 366
tangent spaces 236
tangential interpolation problem 188

Taylor extrapolation 251
Tellegen's theorem 143
trace metric 258
trace parameterization 154
trajectory piece-wise linear method 89
trajectory piece-wise linear (TPWL) method 250
translational invariant kernels 317, 320, 338
transport equation 48
triangular distribution 360
two-factor interaction variance 365
uncertainty analysis 360
uncertainty quantification (UQ) 13, 339, 356
validation set 342
Vandermonde blocks 279
Vandermonde matrices 278
variational analysis method 82,86
vector fitting method $8,142,150,166-168,172$, 182, 216, 219, 220, 275, 276, 279, 281, 285, 291, 299, 300, 305

- fast vector fitting algorithm 290
- real-valued version 294, 297
- orthonormal vector fitting algorithm 303
- parametric vector fitting algorithms 304
- quadrature vector fitting algorithm (QuadVF) 303
- relaxed vector fitting algorithm 301
-time domain vector fitting algorithm 302
velocity controllability Gramian 45
velocity observability Gramian 45
Volterra series 81, 86
von Karman kinematic model 106

Weierstrass canonical form 37
weighted residual method 10
weighted Riemannian center 249
Wendland kernels 317
what if analysis 364
white noise 357

Zolotarev's fourth problem 221
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