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Preface

In 1981, almost 40 years ago, A. L. Bukhgeim and M. V. Klibanov introduced, for the first
time, the powerful tool of Carleman estimates in the field of Inverse Problems [51]. The
technique of [51] is now called the “Bukhgeim—Klibanov method” (BK); see [48, 49,
120, 122] for the first detailed proofs of theorems of [51]. According to Google Scholar,
the paper [51] currently (2021) has more than 570 citations; see https://scholar.google.
com/citations?user=pFmp7LMAAAA]&hl=en.

While initially the BK method was thought only as a tool for proofs of global
uniqueness and stability theorems for coefficient inverse problems, it was discov-
ered recently that the ideas of BK generate a powerful numerical method for these
problems, the so-called convexification method.

This book summarizes the main analytical and numerical results of M. V. Klibanov
and J. Li about the technique of Carleman estimates, which they have obtained since
the publication [51].

Given a Partial Differential Equation (PDE), a Coefficient Inverse Problem (CIP) for
itis the problem of finding either one or several coefficients of that equation from addi-
tional boundary measurements. CIPs have a rapidly growing number of applications
in many fields; see Chapters 7-12.

The following four topics are discussed in this book:

1. Topic 1: Derivation of Carleman estimates and conditional stability estimates for

some ill-posed Cauchy problems, Chapter 2.

2. Topic 2: Global uniqueness for multidimensional CIPs on the basis of the BK

method, Chapter 3.

3. Topic 3: Carleman estimates for numerical methods for ill-posed Cauchy problems

for PDEs, Chapters 4 and 5.

4. Topic 4: The convexification globally convergent numerical concept for CIPs: a far

reaching consequence of the BK method, Chapters 6-12.

https://doi.org/10.1515/9783110745481-201
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1 Topics of this book

1.1 Topic 1: Derivation of Carleman estimates and stability
estimates for some ill-posed Cauchy problems, Chapter 2

The first thing to do for this paper is to derive Carleman estimates and demonstrate
their usefulness. So, in Chapter 2 we derive Carleman estimates for three main types
of Partial Differential Operators (PDOs): parabolic, elliptic, and hyperbolic ones. In
parabolic and elliptic cases, we follow Section 4.1 of [184], and in the hyperbolic case,
we follow Section 1.10.2 of [22]; see more details in the first paragraph of Chapter 2. We
use the so-called “pointwise” Carleman estimates. There are also integral Carleman
estimates; see [93]. However, we believe that the pointwise case provides more details
about boundary terms, which is important sometimes.

As soon as Carleman estimates are proven, we prove next Holder stability esti-
mates for ill-posed Cauchy problems for parabolic, elliptic, and hyperbolic PDEs and,
more generally, inequalities. These estimates were actually known from [184].

Next, however, we prove a stronger Lipschitz stability estimate for the Cauchy
problem with lateral data for a hyperbolic equation and, more generally, hyperbolic in-
equality. The initial data are not given in this case. The first such estimate was proven
by Lop Fat Ho by the so-called method of multipliers [77]. However, it was clear from
[77] that this method is sensitive to lower order terms of the hyperbolic operator. On
the other hand, it is well known that Carleman estimates are independent on low order
terms of PDOs; see, for example, Lemma 2.1.1. Thus, [153] was the first paper where a
Carleman estimate was applied to get Lipschitz stability estimate for a hyperbolic PDE
with lower order terms. Next, publications [64, 114, 132, 165] followed.

Furthermore, we use this idea in Section 2.7 to prove Lipschitz stability for a hy-
perbolic CIPs. Imanuvilovand Yamamoto were the first ones who has proved Lipschitz
stability for hyperbolic CIPs [95-99]; also, see [103]. They have combined the idea of
the BK method with the idea of [114, 153]. The idea of Section 2.7 is slightly different
from the ones of these publications.

1.2 Topic 2: Global uniqueness theorems for multidimensional
CIPs on the basis of the BK method, Chapter 3

First, we bring in some historical notes. The scientific career of the first author started
in 1973 when he became a Ph. D. graduate student of the Computing Center of the So-
viet Academy of Science (currently Russian Academy of Science) in Novosibirsk, Rus-
sian Federation. The thesis advisor of Klibanov was Mikhail M. Lavrent’ev, who was
a Member of the Soviet Academy of Science. Lavrent’ev (1932-2010) was one of the
founders of the theory of ill-posed and inverse problems; see, for example, the funda-

https://doi.org/10.1515/9783110745481-001
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2 —— 1 Topics of this book

mental book [184]. He has led a large, creative, and very energetic team of experts in
this field.

Definition 1.2.1. We call a Coefficient Inverse Problem (CIP) multidimensional if the
unknown coefficient of the corresponding Partial Differential Equation (PDE) depends
on n > 2 variables.

Definition 1.2.2. We call a Coefficient Inverse Problem (CIP) overdetermined if the
number m of free variables in the boundary data exceeds the number n of free vari-
ables in the unknown coefficient, m > n. If, however, m = n, then we call such a CIP
non-overdetermined.

The Lavrent’ev’s group was focused on non-overdetermined multidimensional
CIPs. Indeed, the non-overdetermined case is the most economical case of data gather-
ing. In about 1978, it became clear to many experts that studied inverse problems that
this field has entered an ideological crisis from the analytical standpoint; see [184] for
the main results obtained by that time. Indeed, although many uniqueness theorems
for non-overdetermined CIPs were proven by that time, people knew that those theo-
rems were not completely satisfactory. The reason was that it was assumed in each of
those theorems that the unknown coefficient belongs to a restrictive functional class,
such as, for example, piecewise analytic functions; functions whose certain norm is
sufficiently small, functions represented via truncated Fourier series, etc. We call such
results local uniqueness theorems. However, many researchers dreamed to prove such
uniqueness theorems for CIPs, which would basically impose only one condition on
the unknown coefficient: that it belongs to one of main function spaces, such as, for
example, C %, H*. We call such results global uniqueness theorems.

In 1979, Klibanov had the same dream and has worked tirelessly during 1979-
1980 to prove global uniqueness theorems for multidimensional CIPs with non-
overdetermined data. But nothing worked out in 2 years. Suddenly, however, after
an infinite number of failed attempts, he got the right idea while vacationing in a
Black Sea resort in August 1980. He figured out that the very powerful and sophis-
ticated tool of Carleman estimates can be successfully combined with his own new
ideas to prove the commonly dreamed global uniqueness theorems for multidimen-
sional CIPs. Furthermore, to his great surprise, the resulting method did not depend
on a specific PDE operator, unlike all previous publications. Rather, global unique-
ness theorems were proven in a unified manner. Roughly speaking, as soon as the
Carleman estimate is valid for a PDE operator, the global uniqueness theorem for a
corresponding CIP is valid. However, since Carleman estimates are valid for all three
main types of PDE operators, parabolic, elliptic, and hyperbolic ones (see Chapter 4
of [184] and Chapter 2 of this book), then this method is a very general one.

A famous Swedish mathematician, Torsten Carleman, has introduced in his 8-
page paper [58] (1939) a ground breaking tool of weighted estimates for PDE opera-
tors, which currently carry Carleman’s name. Since then, that idea of Carleman was
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not explored further for about 19 years until the work of Calderon in 1958 [55]. Since
then, Carleman estimates were used by many mathematicians for proofs of unique-
ness theorems for ill-posed problems for PDEs; see, for example, books [93, 184]. For a
long time, an impression was that there is no connection between Carleman estimates
and CIPs. It was discovered in [51], however, that a fundamental connection exists.

It turned out that A. L. Bukhgeim has also discovered that connection, indepen-
dently and simultaneously with M. V. Klibanov. Thus, that idea about this connection
was first published in a joint paper of Bukhgeim and Klibanov [51] with first complete
proofs in publications [48, 49, 120, 122] of these two authors. Furthermore, actually a
modified technique of [51], being combined with the technique of Chapter 4 of [184],
enables one to prove conditional Holder stability estimates for those CIPs. The follow-
ing statement of the first paragraph of [51] well describes the state-of-the-art in the
field of inverse problems prior the publication [51] “Uniqueness theorems for multidi-
mensional inverse problems have at present been obtained mainly in classes of piece-
wise analytic functions and similar classes or locally... Moreover, the technique of in-
vestigating these problems has, as a rule depended in an essential way on the type of
the differential equation. In this note, a new method of investigating inverse problems is
proposed that is based on weighted a priori estimates. This method makes it possible to
consider in a unified way a broad class of inverse problems for those equations Pu = f
for which the solution of the Cauchy problem admits a Carleman estimate... The theo-
rems of § 1 were proved by M. V. Klibanov and those of § 2 by A. L. Buhgeim. They were
obtained simultaneously and independently.”

Currently, 40 years later, the BK method remains the single one allowing to prove
global uniqueness and conditional stability results for multidimensional CIPs with
non-overdetermined data. Many publications of many authors are devoted to the BK
method. The main follow-up publications of Klibanov regarding the BK method, which
are devoted to proofs of global uniqueness theorems for those CIPs, are [22, 73, 113,
121, 123-126, 128, 129, 131, 132, 165, 167]. There are also plenty of publications of many
other authors regarding various versions of the BK method. Since we do not intend
to provide a survey of this method in this book, then we list now only some of them:
[13-15, 18, 19, 28-35, 39, 50, 59, 62] as well as [67, 78, 94-103, 181, 191-195, 197, 198,
220, 227, 245, 251-255]. We refer to [132] for a survey of the BK method as of 2013. Even
though the main focus of this book is on Coefficient Inverse Problems, we also refer to,
e. g. the book [54] for an important topic of inverse problems of shape reconstruction.

1.3 Topic 3: Carleman estimates for numerical methods for
ill-posed Cauchy problems for PDEs, Chapters 4, 5, and 12

The problem of the reconstruction of the solution of a PDE of the second order using
Dirichlet and Neumann data on a part of the boundary, that is, Cauchy data on that
part, has a long history of interest starting from the famous Hadamard example of the
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Cauchy problem for the Laplace equation; see, for example [184]. A variety of numer-
ical methods are proposed for this problem. In this regard, we refer to, for example,
[8, 37, 72, 74, 75, 90-92, 169]. However, these methods depend on the type of the PDE
one is working with.

On the other hand, R. Lattes and J.-L. Lions have proposed in 1969 a univer-
sal method for solving these problems, which they named the “Quasi-Reversibility
Method” (QRM) [182]. One of peculiarities of the QRM is the convergence rate of reg-
ularized solutions. So, while convergence of those solutions was proven in [182],
convergence rates were not established. It was proposed in 1991 in [153, 161] to use
Carleman estimates for proofs of convergence rates of regularized solutions of the
QRM. Since then, this tool is widely used for the QRM. In this regard, we refer to works
[57, 64, 134, 147, 148, 152, 156, 158, 165, 166, 190, 207-210, 236]. We also refer to works
of L. Bourgeois and J. Dardé with coauthors in which the idea of the QRM is elegantly
applied to a number of problems and Carleman estimates are used [40-47, 68, 69];
also, see references cited therein.

So, we discuss in Chapter 4 the idea of using Carleman estimates for proofs of
convergence rates of various versions of the QRM for linear PDEs.

However, the nonlinear case was not considered in publications cited above in
Section 1.3. In [135], a unified approach for construction of globally convergent nu-
merical methods for ill-posed Cauchy problems for quasilinear PDEs was proposed.
In fact, this is a prelude to the convexification method for CIPs (Chapters 7-11). This
idea was developed further in [9, 146] with some numerical results. We present this
idea in Chapter 5.

Finally, in Chapter 12, we show how the QRM can be applied to the linearized
problem of travel time tomography with incomplete data [148]; also, see [236] for a
similar result for an inverse source problem for the transport equation.

1.4 Topic 4: The convexification globally convergent numerical
concept for CIPs: A far reaching consequence of the BK
method, Chapters 6-11

So, we arrive now at numerical studies.

Definition 1.4.1. Given a coefficient inverse problem, we call a numerical method for
it locally convergent if one can prove its convergence to the correct solution only if the
starting point of iterations is located in a sufficiently small neighborhood of the exact
solution. In other words, this is a version of the small perturbation approach.

Definition 1.4.2. Given a coefficient inverse problem, we call a numerical method for
it globally convergent if there exists a theorem, which claims that iterations of this
method lead to a sufficiently small neighborhood of the exact solution regardless on
any advanced knowledge of this neighborhood.
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It is clear that locally convergent numerical methods are unstable and unreliable
since a good guess about the exact solution is rarely available. It is also clear that glob-
ally convergent numerical methods are by far more attractive than locally convergent
ones.

Coefficient inverse problems are applied ones. Therefore, it is far insufficient to
work on their theory only. Rather, reliable numerical methods for CIPs are indeed
paramount for the entire field of inverse problems. It turns out that the idea of the BK
method leads to the so-called convexification concept of globally convergent methods
for CIPs.

CIPs are not only ill posed but highly nonlinear as well. Here is a simple example
of the nonlinearity. Let ¢ = const. Consider the Cauchy problem for an elementary
ordinary differential equation:

@—Cu
a
u(0) = 1.

Its solution is u(t) = . Thus, the function u(t, c) depends highly nonlinearly on the
coefficient c.

The vast majority of numerical methods for multidimensional CIPs are based on
the minimization of least squares misfit cost functionals. As some of many examples,
we refer here to [60, 81-83, 175, 222]. However, these functionals are nonconvex. As a
rule, they have plenty of local minima. In this regard, we refer to, for example, [229]
for a numerical example of the phenomenon of local minima. On the other hand, any
minimization procedure is based on a version of the gradient method. The gradient
method stops at such a point where the Fréchet derivative attains its zero value. Hence,
it can stop at any point of a local minimum. In fact, convergence of this method can
sometimes be guaranteed only if its starting point is located in a sufficiently small
neighborhood of the exact solution [10, 11]. The latter means that conventional nu-
merical methods for CIPs are locally convergent ones; see Definition 1.4.1. The authors
are unaware about least squares minimization methods, which would satisfy Defini-
tion 1.4.2.

As to the globally convergent numerical methods for multidimensional CIPs with
overdetermined data, we refer to methods of M. 1. Belishev [26, 27, 71] and S.1. Ka-
banikhin [108-112]. There are also globally convergent numerical methods, which
were developed by the group R. G. Novikov since 1988; see [211] for the first result as
well as, for example, [1, 3, 52, 53, 212-216]. The statements of CIPs in these publica-
tions are different from ours. These reconstruction techniques are also different from
the convexification. Nevertheless, these methods are globally convergent ones, as per
the above Definition 1.4.2. Furthermore, an interesting feature of [1, 215] is that these
publications consider the case of the non-overdetermined data for the reconstruction
of the potential of the Schréodinger equation at the high values of the wavenumber.
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6 —— 1 Topics of this book

Another noticeable feature of [1] is that the data there are phaseless. Corresponding
numerical results can be found in [1, 3].

The research group of the first author has developed two globally convergent nu-
merical methods for CIPs with non-overdetermined data. We call the first one the
“tail function method.” This method is basically due to works of L. Beilina and M. V.
Klibanov; see [21] for the first publication and [24, 25, 63, 139, 154, 170, 171, 204, 205,
242, 243] for some follow-up results, many of them are the ones for the backscatter-
ing experimental data. The book [22] summarizes many important details about this
method. Also, see, for example, [163, 196, 218, 234, 240] for another version of this
method.

Chapters 6-11are devoted to the second globally convergent numerical method for
CIPs with non-overdetermined data. This is the so-called “convexification” method,
and it has deep roots in the BK method. The convexification is not a ready-to-use algo-
rithm, but rather a concept. The first author has started to work on the convexification
in 1995 [140] with a coauthor. Some initial follow-up results of the first author with
coauthors were in [23, 127, 141, 164, 165]. However, those results were mostly theoret-
ical ones, although with some limited exceptions when numerical studies were also
presented [164, 165]. The reason of this was that some important points for the numer-
ical implementation were not addressed analytically in these works. The first work
were these points were addressed was [9]. Since then both analytical and numerical
results on the convexification of the research group of the first author started to flour-
ish [115-117, 137, 138, 142-146, 150, 151, 237, 238].

The convexification concept allows one to get the global convergence property. In
the convexification, one constructs a weighted cost functional J;, where A > 1is the pa-
rameter of the Carleman Weight Function (CWF), that is, the function involved in the
Carleman estimate for the corresponding PDE operator. This functional is minimized
on a convex bounded set B(d) ¢ H k, where d > 0 is the diameter of this set. The main
theorem states that there exists a number A(d) such that for all A > A(d) the functional
J, is strictly convex on B(d). We prove in this chapter that this strict convexity property
implies convergence of the gradient projection method being applied to J to the exact
solution if starting from an arbitrary point of B(d). An important point is that d > 0
is an arbitrary number here. Therefore, this is global convergence; see Definition 1.4.2.
Of course, a concern can be raised that the parameter A should be sufficiently large.
However, our vast computational experience tells us that A € [1,3] is sufficient. Be-
sides, such concerns can be quite rightfully raised about all asymptotic methods for
many problems, and usually the computational answers are positive.
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2 Carleman estimates and Holder stability for
ill-posed Cauchy problems

In this chapter, we follow publications [9, 22, 132, 134, 135, 165]. Permissions for re-
publishing from corresponding publishers are obtained. In terms of Section 2.3, we
refer to Section 4.1 of the book [184]. Full credit is given to the American Mathematical
Society(AMS) publication in which the material was originally published by AMS. We
emphasize that the permission for this part has been granted by AMS. The material to
be used in our book is without credit or acknowledgment to another source. The mate-
rial is not available, in whole or in part, on a standalone basis, or in any way exclusive
of the book as a whole.

First, we introduce a definition of the Carleman estimate for a general linear Par-
tial Differential Operator (PDO) of the second order. Next, we show how to obtain
Holder stability estimates for corresponding ill-posed Cauchy problems for these op-
erators. Next, we derive Carleman estimates for three main types of Partial Differential
Operators (PDOs) of the second order: parabolic, elliptic, and hyperbolic ones. Next,
we specify Holder stability estimates for corresponding ill-posed Cauchy problems for
these operators. Finally, we show that, in the case of a hyperbolic operator, one can
obtain even stronger Lipschitz stability estimate for the case when the Cauchy data
are given on the lateral boundary of the time cylinder and initial data at {t = 0} are not
given.

We now remind some statements of Section 1.1. As to the Holder stability estimates
for ill-posed Cauchy problems for parabolic, elliptic, and hyperbolic equations on the
basis of Carleman estimates, we refer to Chapter 4 of the book of Lavrentiev, Romanov,
and Shishatskii [184]. As to the stronger Lipschitz stability estimate for the hyperbolic
case, the first result was obtained by Lop Fat Ho [77] using the so-called method of
multipliers; see, for example, the book of Isakov [102] for this method. However, the
paper [77] works only for the purely wave operator af — A, without lower order terms.
The first work where lower order terms were incorporated was the paper of Klibanov
and Malinsky [153]. This is the first publication, where the apparatus of Carleman es-
timates was applied to this problem. It is the independence of Carleman estimates on
low order terms of operators (Lemma 2.1.1 in Section 2.1), which has allowed to use
them to obtain the Lipschitz stability estimate for a more general hyperbolic operator
af — A, + lot, where “lot” stands for “low order terms.” The result of [153] was gen-
eralized by Kazemi and Klibanov [114]. Next, this idea has found applications in the
control theory [176—-180]. Naturally, since the Carleman estimate is valid for the hyper-
bolic operator c(x)at2 - A, with an appropriate coefficient c(x) (see Section 2.3), then
the idea of [153] was extended to the case of this operator, see, for example, [165].

https://doi.org/10.1515/9783110745481-002
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8 —— 2 Carleman estimates and Holder stability for ill-posed Cauchy problems

2.1 What is the Carleman estimate

For further convenience, we consider in this section a general PDO of the second order.
Leta = (a3, ay, . .., a,) be a multiindex with nonnegative integer components and |a| =
a; + ay + -+ - + a,. We remind that for any appropriate function u(x),

Dy - oy
u= —aa" aal .
o Oy,

Let Q ¢ R" be abounded domain with a piecewise smooth boundary 0Q. Consider
the function ¥ € C%(G) such that |Vi)| # 0 in Q. For a number h > 0, denote

Yh={xeQ:P)=hl, Q,={xeQ:hx) >hl. 2.1)
Let the domain Q), # @. Consider a part I';, of 0Q defined as
Ty, = {x €0Q: P(x) = h}. 2.2)
Then the boundary 0Qy, of Qj, is

th = aIQh V] azﬂh, (23)
A = Y 0,Qp =T} 24)

Let A > 1 be a parameter, which is defined later. Consider the function ¢(x),
o(x) = exp(AP(x)). (2.5)
It follows from (2.2)-(2.5) that

min p(x) = p(x)ly, = " (2.6)
Q

h

Consider a linear PDO A(x, D) of the second order with real valued coefficients
in Q,

A(x,Dju= Y a,(x)D"u. 2.7

laj<2

The principal part of the operator A(x, D) is the operator Ay (x, D),

Ay(x, D)u = Z a,(x)D*u. (2.8)
la]=2

We assume that coefficients of the operator A(x, D) are such that

a, e C'(Q) forla|=2, K:= max(ldglleig);  aa € C(Q) forlaj=0,1. (29)
|la|=2
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2.2 Holder stability for ill-posed Cauchy problems =— 9

Definition 2.1.1. Let Q, # @ and (2.7)-(2.9) hold. The operator Ay (x, D) in (2.8) admits
pointwise Carleman estimate in the domain Q if there exist constants Ay(Q;, K) >
1, C(Qy, K) > 0 depending only on the domain Q, and the number K, such that the
following a priori estimate holds:

(Agu)*@*(x) = CA(Vu)*0°(x) + CAPu 3 (x) + div U, (2.10)
VA > Ay, Yu € C(Qp), VX € Q. (2.11)

The divergence term in (2.10) should satisfy the following estimate:
U] < CA[(Vu)? + u?]p?(x). (2.12)
In this case, the function ¢(x) is called the Carleman Weight Function (CWF) for the

operator Ay (x, D).

Lemma 2.1.1. Suppose that conditions (2.9)—(2.12) hold. Then conditions (2.10)—(2.12)
are also valid for the operator A(x, D), although with a different constant A,. In other
words, the Carleman estimate depends only on the principal part of the operator.

Proof. We have
(Aw?Q*(x) > (Agw)@*(x) - M[(Vu)* + ]9’ (x), Vx € Qp, (2.13)

where M > 0 is a constant depending only on the maximum of norms | a,| c@> la| =
0, 1. Substituting (2.13) in (2.10) and taking A sufficiently large, we again obtain (2.10).
O

2.2 Holder stability for ill-posed Cauchy problems

We show in this section how the Carleman estimates enable one to obtain Holder sta-
bility estimates for ill-posed Cauchy problems for PDEs. Rather then considering a
PDE, we consider now a more general case Cauchy problem for a differential inequal-

ity,
|Agul < B(IVul + [ul + If]), Vx e Qy, (2.14)

u|rh = 8o(X); anu|1“h =g (x). (2.15)

In (2.14), B = const. > O and f € L,(Qy) is a function. Functions g, g; in (2.15) are
the Cauchy data for the function u. In particular, equation Au = f with the boundary
data (2.15) can be reduced to the problem (2.14), (2.15). We assume that functions g, €
HY(T}), g € L,(T}). In Theorem 2.2.1, we estimate the function u via functions g, g;, f.
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10 —— 2 Carleman estimates and Holder stability for ill-posed Cauchy problems

Theorem 2.2.1 (H6lder stability estimate). Assume that conditions (2.9) hold and that
the operator A satisfies the Carleman estimate of Definition 2.1.1. Let € > O be a suffi-
ciently small number such that Q3. + @. Let m = maxg (x). Consider the number

B = 2¢/(3m + 2¢) € (0,1). Assume that functions g, g,, f are such that g, € Hl(l"h),
g € Ly(T}), f € Ly(Qy). Suppose that the function u € C*(Qy,) satisfies conditions (2.14),
(2.15). Then there exists a sufficiently small number §, = 6,(¢,m,B,K,Q;,) € (0,1) and
a constant C; = C,(e,m,B,K,Qy,) > 0 depending only on listed parameters such that if
6 €(0,6p) and

Ifllz, 0, + 180lm(r,) + 1811l r,) < 6, (2.16)
then the following Holder stability estimate holds:
lulli, ) < Ci(1+ Nl V6 € (0,6). (2.17)

Proof. In this proof, C = C(¢, K, Q) and C; = C;(e, m, B, K, Q) denote different positive
constants depending only on listed parameters. Since Q3. € Qp,2 € Qpie € Qp and
Qpi3e #+ @, then Qp 5., Qp e, Qp # @. Consider a function y(x) such that

1, X € Qh+2£’
X € C(@Qp).x0) = {0, X € O\ Qe (2.18)
€ [0, 1], X € Qh+£\Qh+2€'

The existence of such functions is well known from the real analysis course. Let the
function v be

V= XU (2.19)

Using (2.14), (2.15), and (2.18), we obtain

|Agv] < Cy | IVV] + [V] + [VX| VUl + < z |D“)(|>|u| + [fl], Vx € Qp, (2.20)
|a|=2

VI, =X80>  OnVIr, = 809X +X81> (2.21)
v(x) =0, xeQ\Qp,- (2.22)

Square both sides of (2.20). Next, multiply by ¢*(x) and apply (2.10). We obtain

Cf @2 (x) + Cy VY PIVuPp(x) + C1< y |D“X|2>|u|2<p2(x) ~divU
|a]=2

2 CA<1 - %)(VV)Z‘PZ(X) + CA3<1 - %)vztpz(x),

YA > Ay, Vx € Q.
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2.2 Hélder stability for ill-posed Cauchy problems =— 11

Choose A; > max(A,, 2C;) so large that C;/A; < 1/2. We obtain
2 .
6900 + GIxPeR o + G ¥ 1D g0l - divu
|a|=2
> CAW)2 @2 (x) + CPV2QP(x), VA > A}, Vx € Q.

Integrate this inequality over Q. Then the Gauss formula, (2.3), (2.6), (2.12), (2.18),
(2.21), and (2.22) give

c, e szdx +C A 3P J[(Vgo)2 +g7]ds,
Q T,
+ C; exp[2A(h + 2¢)] J (IVuI2 + uz)dx (2.23)
Qh+e\Qh+2£
> A J (W)’pldx + A j Vipldx.
Qh+£ Qh+£

Since Qp,3c € Qpipe € Oy, then (2.23), (2.18), and (2.19) lead to

cem szdx +C e J[(Vgo)2 +g2]dS,
Qp Ty
+ C; exp[2A(h + 2¢)] J (|Vu|2 + uz)dx
Qh+£\Qh+Zs
>A J (Vu)’pdx + A2 J wp’dx
Qpyze Qpize
> Aexp[2A(h + 3¢)] J [(Vu)? + u?]dx.

Qh+3£
Hence, we have established that
e szdx + C A 3P J[(Vgo)2 +g7]ds,
Q T,
+ Cy exp[2A(h + 26)ullgy

> Aexp[2A(h + 3¢)] ””"%P(ng)'

Divide both sides of this inequality by A exp[2A(h + 3¢)]. Hence, there exists a number
Ay = A(e,m,B,K, G.) > A; such that

“fzdx + J'[(Vgo)2 + glz]dSX Clew" + C, exp[-2A¢] ||u||§{1(9h) (2.24)

Qp Ty

2
> ulfpg, VA A,

EBSCChost - printed on 2/10/2023 4:30 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



12 — 2 Carleman estimates and Holder stability for ill-posed Cauchy problems

Using (2.16) and (2.24), we obtain
I, < (67 + € luling,)): (2.25)

The idea now is to balance two terms in the right-hand side of (2.25). To do so, we
choose A = A(6) such that

6283/1?'" — e—ZAS-

Hence,
A = In(§726m22)7 (2.26)

Choose the number §, = 6,(¢,m, B,K, G,) so small that ln(652(3m+2€)71) > A;. Then (2.25)
and (2.26) imply (2.17). O

Theorem 2.2.2 (uniqueness). Assume that conditions of Theorem 2.2.1 are valid, in
(2.15) go(x) = g;(x) = 0, x € T and also f(x) = 0. Then u(x) = O for x € Qy,.

This theorem follows immediately from Theorem 2.2.1 if setting in it § = O.
We now replace the pointwise inequality (2.14) with the following integral in-
equality:
j(Au)zdx < (2.27)
Qp
where S is a certain number.
Theorem 2.2.3. Let the function u € H?*(Qy) satisfy inequality (2.27) and ulp, =
anulrh = 0. Assume that conditions (2.9) hold and that the Carleman estimate of Defini-
tion 2.1.1is valid. Suppose that there exists a sufficiently small number € > 0 such that the
domain Q3. # @. Denotem = maxg Y(x). Define the number 8 = 2¢/(3m+2¢) € (0,1).
Then there exists a sufficiently small number 6, = 8,(c,m, A, Q) € (0,1) and a constant

C, = Ci(e;m,A,Qy) > 0 such that if § € (0,8,) and S € (0, §). Then the following Holder
stability estimate holds:

lulligg, ) < Ci(1+ lulp,)8 V6 € (0,6).
Proof. Assume first that the function u € Cz(ﬁh). We have
S2ehm > J(Au)zgoz(x)dx > J(Aou)zgoz(x)dx -C J((Vu)z +u?)@?(x)dx.
o o o

This is equivalent with

s2e?™m 4, J((Vu)z + 1)’ (x)dx = J(Aou)z‘l’z(x)dx'
Q, Qh

The rest of the proof is similar with the proof of Theorem 2.2.1. To replace u ¢ Cz(ﬁh)
with u € H*(Qy,), density arguments should be used. O
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2.3 Carleman estimate for the parabolic operator = 13

2.3 Carleman estimate for the parabolic operator

For any x € R", denote X = (x,,...,x,) and y; = 0y, u- Let numbers a, h € (0,1), and
a < h.Let X, T > 0 be two numbers. Consider the function (x, t),

Yoo t) =x;+ = + L +a. (2.28)
Slightly abusing notation of Section 2.1, define the domain Q;, as
Q =1{0t) : Y(x, t) < h,x; > 0} (2.29)

|)—(|2 t2 }
=i+ —=+-—=+a<hx >0r¢.
{ 1T 2x2 o1 !
Let A,v > 1 be two large parameters, which we will choose later. Consider the function
X, ),

o, t) = exp(AP™). (2.30)

Here, ¢(x, t) is the CWF for our parabolic operator L defined below. To simplify nota-
tion, we use the notation ¢(x, t) instead of ¢, ,(x, t). Hence, the boundary of the do-
main Q consists of a piece of the hyperplane {x; = 0} and a piece of the paraboloid
{(x,t) = h,x; > 0},

th = alﬁh U BZQh, (2.31)
alQh = {Xl =0, E + ﬁ +a< h}, (2.32)

X, £ ]» (2.33)

0, =4{x;, >0, xy+ —=+—=+a=h
P2 {1 1t 5o top

Since by Lemma 2.1.1 the Carleman estimate for a PDO depends only on the prin-
cipal part of this operator, then we consider only the principal part of an arbitrary
elliptic operator L of the second order in the domain Q,

n
Lu=u ~LMu=u - Y a' (6, Ouy,. (2.34)
ij=1

To ensure the ellipticity of the operator L% in (2.34), we assume that
a'(x,0) = d'(x, 1) (2.35)

and also that there exist two numbers y;, 4, > 0 such that

n a8 I
wlél? < Y a6 0EE < wlél’,  Y(x, 1) € Oy, VE e R (2.36)
ij=1
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14 — 2 Carleman estimates and Holder stability for ill-posed Cauchy problems

We also assume that

ad e Cl(ﬁh), K, = mi;}lx "aiiucl(ﬁh)' (2.37)

By Definition 2.1.1, we need now to estimate (Lu)z(pz. Below O(1/A), O(1/v) denote
different C" (ﬁh)-functions, which are independent on the function u, and such that

o) <% [G)

Here and below in this section, C = C(uy, 4, Ky, Q) denotes different positive con-
stants depending only on listed parameters. Below in this chapter, f; = f,. for any
appropriate function f.

< E, VA, v > 1.
v

Lemma 2.3.1. Suppose that conditions (2.35)-(2.37) are satisfied. Then there exist suf-
ficiently large numbers Ay = Ag(uy, U2, Ko, X, T, Q) > 1, vy = vo(uy, 1o, Ko, X, T, Q) > 1
depending only on listed parameters such that for every function u € Cz’l(ﬁh) the follow-
ing estimate holds for all A > Ay, v = vy, (X, t) € Qp:

L' 29 > —-CAv(Vw)’p? + CPVY 22 p? + div T + (V),, (2.38)
U]+ V] < CAPV Y272 ((Vu)® + u?)e?, (2.39)
where the constant C = C(uy, Yy, Ko, X, T, Qp,) > O depends only on listed parameters.

Proof. Introduce the new function v = u@ and express derivatives of the function u
via derivatives of the function v, using (2.28) and (2.30). We have u = vexp(-Ap™").

Hence,
U = <vt + %Avgb’v’lv> exp(-Ay™"),
w; = (v + ™) exp(-Ay ),
w; = [vi]- + Avr,b_"_ll/),-vj + Avrl)_v_ll,[)]-vi + szzzp‘ZV‘Z(gb,-lp}- + O( % ))v]
Hence,
(Lu)2¢v+2(p2
n . n . n 1 R 2
- {vt =Y dlvy - 2mp™ Y dly - AV Y [l/)il/)]- + O(i) a”v} P
ij=1 ij=1 ij=1
Denote
i=Ve
n .s
Vo =-— Z aUVi]',
ij=1
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2.3 Carleman estimate for the parabolic operator = 15

n .
Y3 = —ZAVIIJ_V_I Z aull)jvi,

&
ARy Z [l,b i+ O< )}
ij=1
Then
LW 2% = (v +y, +y; +y,) P (2.40)

2 (V5 +Y5 + 2152 + 220y + 2y5y30"*% 4+ 2y3y,p" " + 2y, 907
We will estimate from the below terms in the second line of (2.40) in several steps.
Step 1. Estimate 2y,y,3"* below:

n
2)/1)/2'1[)”2 -2 Z auvuvtlzbwz - Z (a Vi Vt + a 11 )wwz
ij=1 ij=1

= Y[ Pvwy); + (-d"y )]

ij=1

+ z l)l/)v+2(v Vt] +VVt1 Z[ 1]¢v+2) v+ (2(1"1/)”2)] ]]
ij=1 i,j=1
n

n .e .e .e
=Y dP v+ Y [(a”w,b”*z)jvi + (28" )y, + div U,

ij=1 ij=1

no n .
_ ( Z a1}¢v+2vivj> _ z (a1]¢v+2)tvlv}
ij=1 t  ij=1

n

+y1 ) [(aijl/)‘“z)jv,- +(2d"y"?) ;] + div U,
ij=1

Thus,

n n

2y = = 3 (@) v+ v Y (@) + (247972 ) (2.41)

ij=1 ij=1
+divU; + (V1)
where
n

divl, = z [(—aijl/)”zvivt)j + (—aijl/JVJrzvjvt)i], (2.42)
ij=1

(V)¢ = <Zn: aij!pv+2vivj) ) (2.43)
t

ij=1
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16 —— 2 Carleman estimates and Hélder stability for ill-posed Cauchy problems

By (2.28),
Yi=1 (2.44)
X; t
Y= )712 Y = 72" (2.45)
Hence,
n I
= Y (@) vy 2 -Cvivv
ij=1
Next,
c ij 2 4 ij 1 1
2y Z (a”yPp"* )].vi =2,(v+2) z [a”lpjz/;” + O<;>]vi.
ij=1 ij=1
Thus,
n
2,y 9" 2 vV + 2y, (v + 2" Y [a”lpjz/fl + O<%>]v,~ (2.46)

ij=1
+divU; + (Vy);.

Step 2. Using (2.46), estimate (v2 + 2y;y, + 2y1y5 + y3)P" 2.

V; + 20y, + 25 + V3P
> (v +y3)9" - cvlv)?

e 2)¢v+2{ i [aijl/}jll,—l N 0<%>]vi N %} 2.47)

ij=1
+divU; + (Vy);.

By the Cauchy—-Schwarz inequality,

v+ 4 ij _ 1 y
2,V + 2 Z{i,jz-l[allp"lp 1, O<;>]vi B 32}
2

2y’ - v+ 2)24’”2{ 2 [“U‘b""’_l ' 0<%>]V" ' %}

ij=1

_ _(yf +y§),’bv+2 _ (V + 2)2!pv+2{ i [aij¢j'p_1 n O<%>:|Vl}2

ij=1

v+ z)l/)wrly3 i [aiflpj + 0<%>]vi (2.48)

ij=1
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2.3 Carleman estimate for the parabolic operator = 17

2
— —(Yf + Y§)¢V+2 —Ww+ 2)2¢v+2{ Z aijl/)jll)_l i O(\l})]vi}
ij=1

A+ 2) i aij!pjvi< i [aijl/)j + 0(%)]1@)

ij=1 ij=1

2

> —(yf + y§)1,bv+2 +3Av(v + 2)( Z aiilpjvi) - CAV(VV)2.

ij=1
We have used here the fact that Av(v + 2) > (v + 2)? for sufficiently large A. Also,
4v(v +2) Z a'yy, Z o( > > -Chv(Wv)’.
ij=1 ij=1
Thus, by (2.48), we have obtained that

i [aijl/)jll)_l + O<%>]vi + %}

i,j=1

(v + 2>¢”+2{
. 2
> —(y + y%)l/)wr2 +3Mv(v + 2)( Z aijlp]-vi> — CAv(VV)%.
ij=1
Substituting this in (2.47), we obtain
(yf +2Y1Y5 + 201)5 + y§)¢V+2 > —CAv(W)? + div U, + (V;),. (2.49)

Step 3. Estimate 2y,y;yp"*2,

39 =4 ( z a“‘/’l"k)( Z aijvij>
KI=1 ij=1
2sz/)< i a lp,vk)( Y al (v + ) (2.50)

k,

1 i,j=1

n

ZAVZ

k,1=11j

K ij
a a’lplpl(vi]-vk + VjiV).

M:

1

We have
ViiVic + VjiVi = (vlvk)] + (v Vidi — ViVig — ViVj
= (Vin)j + (Vjvk)i (— i })k
Hence, the term in the last line of (2.50) can be evaluated as
Kl ij
a a ll)lpl(vijvk + Vjin)

K _ij Kl ij
= (a al]l/)ll’IVin)j—(a a”‘/“/’l),-"ivk
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18 —— 2 Carleman estimates and Holder stability for ill-posed Cauchy problems

Kl _ij Kl _ij Kl _ij Kl _ij
+(a"a" PPy, - (@ a Py vvic + (—a- a Py, + (@ Py vy,
> —C(W)? + div U,.

Thus, (2.50) leads to

2" = -C(VV) + div U, (2.51)
n n .s Yy
divi,=24v ) ) ((akla”lplplvivk)j +(@d vy, (2.52)
KI=11,=1

Step 4. We now estimate 2y3y4r,b"+2 in (2.40),
ij 1
a'P; + O<Z>]V
(2)(3 3 Z[ Ul/) ll)] + O< )] . Z lp—ZV—lakllI)l(VZ)k>
i,j=1 k,I=1
) (2.53)

Z([Zﬁ 32[ ”l/u,b]+0< )] W2 1My ]
+ 28V Qv+ )Y 2y 2”21[611]1/)11/), + 0< >} k$1<akl¢k'l’l + O< ))

n n
2y3y41pv+2 — 4/‘3]/31/)_2‘/_1( Z akllprk> z

k=1 ij=1

Ik,1=1 ij=1

It follows from (2.28) and (2.36) that

n

z aijlpil/)j > VPP > py.
ij=1
Hence, (2.53) leads to
2y3y, 0V = CPVRYTE TV 4 div U, (2.54)
vy = Y ([zw ¥ (@ +o(3)): W“a"’sbl]vz) .es)
kl=1 ij=1 X
Step 5. Similarly, with (2.55) we obtain
2y1y41/1”2 N —CA2v31/fzv72v2 + (D), (2:56)
- Y a @[+ 5) | (257)
ij=1

Since v > vy (g, Uy, Ko, Qp) > 1, A = Ay (Mg, 1y, Ky, Q) > 1, where numbers v, and A, are
sufficiently large, then v* > v? and A> > A2. Hence, (2.54)—(2.57) imply that

Y5y, + 2y, 0" = CAVRYT A 4 div U + (Vy),. (2.58)
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Finally, summing up (2.49) and (2.58), replacing v with u = v¢ ' and using (2.42),
(2.43), (2.55), (2.52), and (2.57) for estimating functions under signs of div and o;, we
obtain (2.38) and (2.39). O

Lemma 2.3.2. Suppose that conditions (2.35)—(2.37) are satisfied. Then there exist suf-
ficiently large numbers Ay = Ag(uy, U, Ko, X, T, Qp) > 1, vy = vo(up, o, Ko, X, T, Qp) > 1
depending only on listed parameters such that for every functionu € Cz’l(ﬁh) the follow-
ing estimate holds for all A > Ay, v > v, (X, t) € Qp:

(Lwup® > py(Vu)’p® - CAVY 21l p? + div U, + (V3), (2.59)
U, | + V5] < CAvip™ 7L ((Vw)? + ), (2.60)

Proof. We have

n .e
Luyup® = (u; - L u)ug? = uuexp(p™) - > a'ujuexp(2ip™)

ij=1

= <%u2 exp(2/h[1"")> + v,V P e?
¢

n I n T
+ (— > ad'wu exp(ZAlp_V)) +y a"u,-uj(p2
ij=1 =

—-v— il 1 -V
2w Z a”u,u(v,bj + O<Z>> exp(2Ay™)

ij=1

> iVl + (Sl exp@p™)) v i’
t

+ (—sz/f"_l i aiju2<l/J,- + O<%>> eXp(ZA‘P_V))

ij=1 i

R i aijuzllji(l/)j . O(%))

ij=1

(ool

ij=1
>y [VulPp? - CAWVAY 2229 + div U, + (V3),,

which is (2.59). Estimates (2.60) easily follow from the above formulae. O

Lemmata 2.3.1 and 2.3.2 enable us to prove Theorem 2.3.1, which is the Carleman
estimate for the operator 9, — L.

Theorem 2.3.1 (Carleman estimate for the parabolic operator). Suppose that condi-
tions (2.35)—(2.37) are satisfied. Then one can choose sufficiently large numbers A, =
Aoy o Ko, X, T, Qp) > 1, v = Vo(uy, fps Ko, X, T, Q) > 1 such that for every function
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u e Cz’l(ﬁh) the following pointwise Carleman estimate holds for all A > Ay, v > v,
(x,8) € Qp:

(Low)’e? = CAv(Vu)’p? + CAPV* Y22 + div U + (V),, (2.61)
U]+ V| < CPVY 22 ((Vu)? + u?)¢?, (2.62)

where the constant C = C(uy, 4y, Ko, X, T, Q) > 0 depends only on listed parameters.
Proof. Multiply (2.59) by 2C/p; and sum up with (2.38). We obtain
y—)lv(Lu)u(p + (Lu)* P2’
> CAv(Vu)’p” + CPV Y™ il p? - 200 PV 1l p” + divU + V,
= CAv(Vu)’p® + CA3V41/J_2V_2<1 + O< %))uz(pz +divU + V, (2.63)
> CAv(Vu)’@? + CAPV Y2212 p? + divU + V,.

Next, since )"*? < 1, then

2C 2 v+2 2 2.2 2

y—Av(Lu)mp +(Lu) Yt < C(Lu) (p + A% Q-

1
Comparing this with (2.63), we obtain
C(Lou)2<p2 + )lzvzuzfp2 > C)lv(Vu)2<p2 + CA3V411) -2 2<p +divU + V,. (2.64)
Since
P22 2 - A3V4¢72V72<1 N O(%)O<V_12>> S %/\3\/41[)’2‘/’2,

then (2.64) implies (2.61). Estimate (2.62) follows from estimates (2.39) and (2.60). [

2.4 Carleman estimate for the elliptic operator

We consider the same case as in Section 2.3 with the only difference that functions are
independent on ¢ in this section.
Let numbers a, h € (0,1), « < hand let X > 0 be a number. Consider the function
Y,
x|’

1/)(X)=xl+%+a.

The domain Q, now is

-2
Q= {x:Yx) <hx; >0} = {x1+|2);(—|2+a<h,x1>0}. (2.65)
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Again, for two large parameters A, v > 1 consider the function ¢(x),
P(x) = exp(AYp™), (2.66)

where @(x) is the CWF in the elliptic case.
Again, the boundary of the domain Q, consists of a piece of the hyperplane {x; =
0} and a piece of the paraboloid {(x) = h,x; > 0},

00y, = 0,05, U 3,Qy, (2.67)
-2
0,Qy = {xl =0, lz);(—|2 ta< h}, (2.68)
x|
0,Qy, = {xl > 0,x; + > tas h}. (2.69)

Consider the elliptic operator L,

n ae
Lu= ) a’(uy, (2.70)
ij=1

dl(x) = d'(x). (2.711)

Just as in (2.36), (2.37), we assume that there exist two numbers p;, i, > O such that

n . f—
wlélP < Y d0&E < wlél,  vx e QyVE e R (2.72)
ij=1
and also
dl e C'(Qy), Ko = mi?x laglc g,y (2.73)

Theorem 2.4.1 (Carleman estimate for the elliptic operator). Suppose that conditions
(2.70)-(2.73) are satisfied. Then there exist sufficiently large numbers Ay = Ay (iy, Yz, Ko,
X, T,Qp) > 1and vy = vo(uy, 4z, Ko, X, T, Qy) > 1 depending only on listed parameters
such that for every function u € Cz’l(ﬁh) the following pointwise Carleman estimate
holds for allA = Ay, v = vy, x € Qy:

(L) @2 > CAv(Vu)*@? + COV Y222 + div U, 2.74)
[U| < CAPVY 272 ((Vu)® + u?)e?, .75)

where the constant C = C(uy, 4y, Ky, X, T, Q) > 0 depends only on listed parameters.

Proof. In Theorem 2.3.1, set u; = 0 and all functions to be independent on ¢. Then use
(2.67)-(2.73). Then we obtain (2.74)-(2.75). O
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2.5 Carleman estimate for a hyperbolic operator

While we have derived above Carleman estimates for arbitrary parabolic and ellip-
tic operators of the second order, in the case of a hyperbolic operator, conditions im-
posed on its coefficient are more restrictive; see (2.81)—(2.84). Nevertheless, a suffi-
ciently large class of hyperbolic operators is covered.

Our derivation here is similar with the one of Section 1.10.2 of the book [22]. For
simplicity, we assume here that Q = {|x| < R} ¢ R", although the case of a general
convex domain also works. Let T = const. > 0. Let x, € Q, n € (0,1). Introduce the
function (x, t) as

Y, t) = |x - x|* - nt’. (2.76)
The Carleman Weight Function (CWF) is
o, t) = exp[AP(x, )], 2.77)

where A > 1is a large parameter, which we will be specified later. For h > 0, consider
the hyperboloid

Y = {Ix - xol - nt* = h}.

Then 1, is a level surface of the function y(x, t). Obviously, V,((x,t) # 0 in G,,. For
h € (0,R?), consider the domain Gy,

Gy = {06 t) 1 x € Q,|x — xo|* - nt? > h}. (2.78)
We now prove that G, # @. It is sufficient to prove that
[xeQ:|x-xo| > Vh} # @. (2.79)

Indeed, without a loss of generality, set x, = (x;,0,...,0), where xo; > 0. For a suf-
ficiently small € > 0, consider the pointy = (-R + &,0,...,0). Then y € Q. Hence,
ly = X0l = R+ xo; — €. Choose € so small that R + X, — £ > Vh. Then the point y belongs
to the domain (2.79). Thus,

Gn+ @, Vhe(0,R). (2.80)

At this point of time, the Carleman estimate is known only for a special form of
the hyperbolic operator,

Lu = c(x)uy; — Au. (2.81)

The Carleman estimate for the operator L is established in Theorem 2.5.1.
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Theorem 2.5.1. LetQ = {|x| < R} c R". Let L be the hyperbolic operator defined in (2.81)
and @(x, t) be the function defined in (2.77). Assume that the coefficient c(x) is such that

c(x) € [1,¢c], wherec = const. > 1, (2.82)
ceCl(Q). (2.83)

In addition, assume that there exists a point x;, € Q such that
(X =X, Vc(x)) 20, VxeQ, (2.84)

where (-,-) denotes the scalar product in R". Then there exist a sufficiently small number
No = No(c, IIVCIIC@,R) € (0,1) such that for any n € (0,n,] there exists a sufficiently
large number Ay = Ay(Q,7n,¢,xy) > 1 and a number C = C(Q,n,¢,x,) > O such that for
allu e CZ(Eh) and all values of the parameter A > A, the following pointwise Carleman
estimate holds:

(Low)’’@® = CA(|Vul* + il + 12u?)p> + divU + V,,  in Gy, (2.85)

where components of the vector function (U, V) can be estimated in G, as
Ul < CR(IVul* + uf +u*)p?, (2.86)
VI < CA[1I(u] + [Vul® + u?) + (IVul + [ul)lul]o>. (2.87)
Corollary 2.5.1. In particular, (2.87) implies that if either u(x, 0) = 0 or u;(x, 0) = O, then
V(x,0) = 0. (2.88)

Hence, the Carleman estimate (2.85) in this case can be considered only in the domain
G;=Ghﬂ{t>0}.

Corollary 2.5.2. Assume now that n > 2 and in (2.81) the operator Lu = u;; — Au. Then
condition (2.84) holds automatically and one can choose n, = 1in Theorem 2.5.1.

Remark 2.5.1. A careful analysis of the proof of Theorem 2.5.1 shows that it is valid not
only for the case when x,, € Q but also in the case when x, € R"\Q.

Proof of Theorem 2.5.1. In this proof, (x,t) € G, and C denotes different positive con-

stants depending on the same parameters as indicated in the conditions of this the-
—t

orem. Also, just as in the previous section, O(1/1) denotes different Cl(Q})-functions,

such that
1
O _
” < A >

Denote v = u - ¢. Expressing derivatives of u via derivatives of v, we obtain

< msa (2:89)
a@p A

u=v- exp[/\(nt2 -Ix —Xo|2)]’
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24 —— 2 Carleman estimates and Hélder stability for ill-posed Cauchy problems

U, = (v, + 2Ant - v) exp[A(nt? - x - xo1°)],
Uy = <vtt +4Ant - v, + 4/12<n2t2 + O<%>>v> exp[A(nt® - 1x = xo*)],
u; = [V; = 240 — x0)v] exp[A(n¢” — [x = xo )],
u; = [vii — BA(X; — Xop)V; + 4A2<|x —xo* + O<%>>v] exp[A(nt? - |x - x,1%)].
Hence,
(Lu)*p® = (c(X)uy - Au)zgo2
[cO)vy — Av — 4A2(|x - xol2 - cnzt2 +0(1/)v] + sAcntv,

n
+4AY (X = Xo)Vi

i=1

Denote

Yy = vy —Av - 4/\2<|x - xol2 — Pt + O<%>>v

y, = 4Acent - vy,

n
y3 =4A Z(x,- - Xoi)V;-

i-1
Then (Lu)’p® = (y; +y, +y3)*. Hence,
Lw’p? 2 yi + 291y, + 2y, (290)

In the following, each term in the inequality (2.90) is estimated from the below sepa-
rately. We do this in five steps.
Step 1. Estimate the term 2y,y, in (2.90),

2y1y; = 8Acent - v, [cvtt -Av- 4A2<|x ~xolP - cn’t’ + O<%>>v]

= [4Ac™nt -v7), - sACnv;

n n
+ Z(—S/lcnt VeVt z 8Acnt - vyv;

i=1 i=1

n
+8Ant - v, Z Civ; + [—16/13c11<t|x - xol2 — ot + t0<%>>v2]
t

i=1

+ 16/t3cn<|x —xol? = 3cn’t’ + O(%))vz

n n
= —4/\cznvf + (4)lc2nt . sz + Z Mcntviz) - l;/\crlevl2 +8MAnt - v, Z CiV;
i=1 t i=1
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+ 16A3cn[|x - x0|2 - 3c112t2 + O<%>]v2
+divU; + [4/\czntvf - 16)l3cn<t|x - xol2 - cnzt2 + t0<%>>v2] .
t
Thus, the above means that

n
1y, = —4}lcn(cvf + |VV|2) +8Ant - v, z Vi
i=1

+ 16A3cn[|x —xol* = 3cn’t’ + O<%>]v2 +divU; + (V)
where the following estimates hold for the vector function (U;, ;) :

U] < CP(IVul® + 12 +u?)p?,
Vil < CRIt(uf + VUl + u?) g,

— 25

(291

(2.92)
(2.93)

To include the function u in the estimate for |U; |, |V;|, we have replaced in (2.91) v with

u=v- (p_l
Step 2. Estimate the term 2y,y; in (2.90). We have

n
21y3 = 81 ) (X — Xo)V; [Cvtt -Av - 4/l2<|x - Xol* — en’t’ + O(%))‘/]

i=1

n
<z 8cA(x; — Xp;)V; vt> - z 8A(x; — Xxp;)CVi vy
¢

i=1

—_

n
Z 8A(x; — Xo1)vivj

i=1

[ 16A3(X1 _XOI)<|X —XO|2 _ Crlztz + O<%))V2:|
i

+ 16)l3[(n +2)|x —xol2 - ncnztf2 + O(%)]vz

M=

-
Il
—_

+

'M=

|
—_

1

(-aA(x; - xol)cvt) +4A[nc + (x - X, Vo) |v?

'M=

I
—_

+i[i(_8A(Xi_XOi)V ] + 8AIVv[ +ii8/\(x ~ X0, ViV
j

j=1Li=1 j=1i=1

n
+161° [(n +2)|x - xol2 - ncnztf2 + O(%)]vz + <8c)lvt Z(x,- - XOi)Vi>
t

i1
= 4A[nc + (x — X, VC)]vf + 8A|VY|?

)

i=1

c
n
[Z 4A(x; — xol_)v}-z] — 4|V
i

=1

~.
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26 —— 2 Carleman estimates and Hélder stability for ill-posed Cauchy problems

+1613| (n +2)|x = xo|* - c’t* + 0(%)]1/2 +V-Uy+ (Vy),.

Here is the place where we use condition (2.84). This condition, combined with (2.82),
implies that nc + (x — x¢, Vc) > nc > n. We obtain

2yy3 = 4Anvf + 4A|VY [

+162°%| (n + 2)|x - xol2 - ncr12t2 + O(%)]vz (2.94)
+divU, + (1),
U, < CP(IVul® + 1} +u’)g?, (2.95)
Vol < CO[IEI(IVul® + [ul®) + (IVul + [ul)u ] (2.96)

Step 3. We now estimate the term 2y,y, + 2y;y3. By the triangle inequality,
Ix — xol < |x| + x| <2R, VxeQ.

On the other hand, since |x — xol2 - r1t2 > h > 0in G, and n € (0,1), then n|t| < 2R\7
in Gy. This estimate combined with the Cauchy-Schwarz inequality leads to

8Ant - v, i c;v; = -8Ant - v¢(Vc, Vv) = =8Anlt| - v¢] - [Vv]| - ||Vc||C@ (2.97)
i=1
> -8A\IRIVC g (v + IVVI).
By (2.82), ¢, ¢ > 1. Hence, (2.91) and (2.97) imply that
1y, = ~4ANN( + 2RIVCll o)) (v + [VVI%) (2.98)

+ 16A3n[|x - xol2 - BEnztz + O<%) V2 + div U+ (V).

Denote U; = U; + U,, V5 = V; + V. Hence, using (2.94)-(2.98), we obtain
215 + 2713 2 4A[1 - \(E + 2R||Vc||c@)](vf +|vv]?)
+160° [(n +2+n)|x - xol2 -(n+ 311)En2t2 + 0<%>]v2 (2.99)

+divU; + (V3);,
U5 < CA(IVul® + u? + u?)g?, (2.100)
V5] < CA[It1(uf + IVul® + u®) + (IVul + |ul)lul] o, (2.101)

For sufficiently small , € (0,1) and for i € (0,1n,),

NI =

1- (@ + 2RIVel ) =
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2.5 Carleman estimate for a hyperbolic operator =——— 27

Hence, (2.99) implies for A > A,

212+ 2Y1y3 2 M(Vf + |VV|2)
+ 8% [(n+2)Ix - xo|* — (n + 3’|V + div Us + (Vs),.

Returning to the function u, we obtain (2.85)—(2.87). O

Proof of Corollary 2.5.2. We now assume that c(x) = 1and n € (0,1). We estimate the
term yf in (2.90) from the below. The equality (2.91) becomes

2y, = ~4An(v; + 19vF)
+ 16/13)1[|x - xol2 - 3)12t2 + O<%>]v2 +divU; + (Vy);.
Next, (2.94) becomes
2y = 4/1an + 4|V

+161°

(n+2)x —xol2 - m12t2 + O<%>]v2
+divU, + (V,);.
Hence, we now have

215 + 2013 = 4AL - )V} + [VVI?) (2.102)
1

+ 16)&3[(11 +2+1n)x —xol2 -(n+ n)nzt2 + O(/1

)]vz +div U; + (V3);.

Let b > 0 be a number, which we will be defined later. Then

2

Vi —Av — 4/\2<|x —xol -t + O<%>>v +/\bv]

v; =

n
= (2Abwy,), - 2AbV; + Y (-2Abw);

i=1

+ 2Ab|Vv]? - 8/\3b[|x - xol2 - cnzt2 + O(%)]vz.

Thus,

y; = 2b|Vv|* - 2bv}

- 8A3b[|x —xo -t + O<%>]v2 +divU, + (V) (2103)
\U,| < CA(|Vul? + uf +1u?)p?, (2.104)
V4l < CA (It + gl - [ul)g’. (2.105)
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Finally, we estimate the term y? + 2y,y, + 2y;y; in (2.90). Summing up (2.102) and
(2.103) and taking into account (2.100), (2.101), (2.104), and (2.105), we obtain

b
yf +201YH + 21y3 > 4/((1 -n- 5)(,,? i |Vv|2)

N e )

+divUs + (V)
|Us| < C/lB(IVuI2 + uf + uz)(pz,
Vsl < CA[Itl(u + IVul? + %) + (1Vul + Jul) e .

Note that n + 2+ > n + 3n for any € (0,1). Hence, for any fixed n € (0,1) we can
choose b > 0 so small

yf + 201 + 201y;3 2 dl/\(vf + |Vv|2) + d2/13v2
+divUs + (V5); in Gy, VA= A,

where d,,d, > 0 are two constants. O

2.6 Specifying Holder stability estimates for ill-posed Cauchy
problems

Using specific Carleman estimates for parabolic, elliptic and hyperbolic operators, we
specify in this section Holder stability estimates of Section 2.2 for ill-posed Cauchy
problems for these operators.

2.6.1 The parabolic operator
Let x = (x;,X) € R", where X = (X,,...,x,) € R"'. Let G ¢ R" be a bounded domain
with a piecewise smooth boundary 9G. Let T ¢ 3G and T € C2. For T > 0, denote
Q; =Gx(-T,T), T7=Ix(-T,T).
Let L be the parabolic operator (2.34) in G7.

Il-posed Cauchy problem 1. Assume that the function u € C*'(Q%) satisfies the fol-
lowing conditions:

Lu=f, (xt)€Qp, (2.106)
u|r; =go(x, t), anu|r$ =g (x,t), (2.107)

Estimate the function u via functions f, gy, g; in a subdomain of the domain G;. And
also determine the function u in the entire domain Gj.
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Let F(x) = 0 be the equation of a part of the hypersurface I', where x belongs to
a certain bounded domain and |VF| # O in that domain. Without loss of generality,
we assume that F. X (x) # 0in that domain. Then equation F(x) = O can be rewritten
in an equivalent form as x, = F(x), F € C% Change variables x & x' = (x,X), where
x| =X - F(x) and keep previous notations for brevity. Then the operator L is changed
accordingly, although properties (2.35)—(2.37) will be kept. Hence, we have obtained
that at least a part of T is a part of the hyperplane {x; = 0}. For brevity, we assume that
the entire hypersurfaceI' ¢ {x; = 0},

[={x =0 <d} (2.108)

whered > Ois acertain number. Choose anumber h € (0, min(1, d)) and let the number
a € (0, h). Define the domain Q;, the same way as in (2.29),

Qn ={0t) : Y(x, t) < h,x; > 0} (2.109)

={x1+ﬁ+ﬁ+a<h,xl>0 .

Note that maxg Y~V (x,t) = a””. Similarly with (2.31)-(2.33)

9Q, = 3,Q,, U3y, (2.110)
x? |t "

alQh = {Xl =0, ﬁ + ﬁ +a < h} C F}, (2.111)

829h = {Xl > O,Xl + ﬁ + ﬁ +a= h} (2.112)

Since T ¢ 0G, then (2.108) and (2.109) imply that
Q, cQr, (2.113)
as long as the positive number h — a is sufficiently small. We assume that functions
8 € H'@,Q), g €Ly(0,Qy), f e Ly(Qp). (2.114)
Theorem 2.6.1 follows immediately from Theorem 2.2.1 and Theorem 2.3.1.

Theorem 2.6.1 (Holder stability estimate for problem (2.106), (2.107)). Let the domain
Qy, be as in (2.109). Suppose that conditions (2.35)—(2.37) are satisfied. Let € > 0 be
a sufficiently small number such that Q_s, # @, i.e. h — 3¢ > a. Consider the num-
ber B = 2e/(3a™"" + 2¢) € (0,1), where vy = vy(uy, Ky, Qp) > 1is the number of Theo-
rem 2.3.1. Suppose that the function u € CZ’I(ﬁh) satisfies conditions (2.106), (2.107), and
also that conditions (2.114) are in place. Then there exists a sufficiently small number
8y = 0o(e, 1, K, Ky, Qp) € (0,1) and a constant C; = Cy(&, 4y, K, Ky, Qp) > 0 depending
only on listed parameters such that if § € (0, 6,) and

Ifllz, 0, + 180lEn(a,0, + 1810L,6,0,) < 5, (2.115)
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then the following Holder stability estimate holds:
lulli, ) < Ci(1+ lulp,)8 V6 € (0,6). (2.116)

While Theorem 2.6.1 is concerned only with a subdomain of the domain Qr, a nat-
ural question to ask here is about the uniqueness of the problem (2.106), (2.107) in
the entire domain Qj. This question is positively addressed in Theorem 2.6.2. Theo-
rem 2.6.2 is also called sometimes “unique continuation” theorem for the parabolic
operator. This is because the Cauchy data g,, g; on the boundary are “continued” in
the entire domain Q.

Theorem 2.6.2 (uniqueness). Suppose that conditions (2.35)-(2.37) are satisfied where
Qy, is replaced with Qy. Then there exists at most one function u € Cz’l(Qi}) satisfying
conditions (2.106), (2.107).

Proof. We need to prove that if functions g, = g; = 0, f = 0, thenu = 0 in G7. By
(2.115) and (2.116), u = 0in Q;_5,. Since € > 0 is an arbitrary sufficiently small number,
then u = 0 in Q. Consider the domain Q, = Q, n {t = 0} c R™. It follows from
(2.113) that Q;, ¢ G. Consider a piece P of a hyperplane such that P c Q. Rotating and
moving the coordinate system in R", we can assume, without any loss of generality,
that P c {x; = 0}. Hence, we construct an analog Q;l of the domain Qy, in which T' is
replaced with P. Since u = d,u = 0 on algg, which is the analog of the hypersurface
0,Qy, in (2.111). Then by (2.115) and (2.116) u = 0 in Qj,. One can always choose P in such
a way that Q;[\Qh + @. It is clear, therefore, that we can cover the entire domain G%’
with domains like Qj,. Thus, u(x, t) = 0 in Q7. O

Next, we formulate an analog of Theorem 2.6.1 for the case of the parabolic in-
equality. It was shown in Theorem 2.2.1 that it does not make much difference in this
regard whether one considers equation or inequality.

Il-posed Cauchy problem 2. Assume that the function u € C>'(Q}) satisfies the fol-
lowing conditions:
ILoul < B(|Vul + [ul +If]), Vxe€Qp, (2.117)
u|alQh = go(X, t), anulalgh = gl(X, t), (2.118)
where B > 0 is a certain constant. Estimate the function u via functions f, g, g; in the
subdomain Qj, of the domain Q.

Theorem 2.6.3 is an analog of Theorem 2.6.1 and it follows immediately from The-
orem 2.2.1 and Theorem 2.3.1.

Theorem 2.6.3 (Holder stability estimate for the parabolic inequality). Let the do-
main Qy be as in (2.109). Suppose that conditions (2.35)—(2.37) are satisfied. Let € > 0O
be a sufficiently small number such that Qy_s, # @, thatis, h — 3¢ > a. Consider the
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number B = 2e/(3a”"° + 2¢) € (0,1), where vy = vo(iy, K, Qp) > 1is the number of Theo-
rem 2.3.1. Suppose that the function u € c*! (ﬁh) satisfies conditions (2.117), (2.118), and
also that conditions (2.114) are in place. Then there exists a sufficiently small number
8 = 6o(&, 41, K, B, Q) € (0,1) and a constant C; = C,(g, 4y, K, B, Qy,) > 0 depending only
on listed parameters such that if § € (0,8,) and

||f||L2(Qh) + ”g0||H1(51Qh) + IIgllle(algh) <6,

then for any 6 € (0, 8,)) the following Hélder stability estimate holds:

B
lullgq, 5, < G(1+ ||u||H1(Qh))(||f||L2(Q,,) + 8ol @0, + 181 ||L2(61(2h)) .

2.6.2 The elliptic operator

Here, we keep notation of Section 2.4. As in Section 2.6.1, let G ¢ R" be a bounded
domain with a piecewise smooth boundary 9G. LetT' c 3G and T € C?.

Ill-posed Cauchy problem 3. Assume that the function u € C*(G) satisfies the follow-
ing conditions:

Lu=f, xe€gG, (2.119)
Ulr =8o(x), Onulr = 81(). (2.120)

Estimate the function u via functions f, gy, g; in a subdomain of the domain G. And
also determine the function u in the entire domain G.

Just as in Section 2.6.1, we transform a part of the hypersurface I'in a part of the hy-
perplane {x; = 0} and assume for brevity that the entireI' ¢ {x; = 0}. In other words, we
assume the validity of (2.108). Theorem 2.6.4 follows immediately from Theorem 2.2.1
and Theorem 2.4.1.

Theorem 2.6.4 (Holder stability estimate for problem (2.119), (2.120)). Let the domain
Qp, be as in (2.65). Suppose that conditions (2.70)—(2.73) are satisfied. Let € > 0 be a
sufficiently small number such that Qy_s, + @,i.e. h -3¢ > a. Let 0,Q; c T, where
0,Qy, is defined in (2.68). Consider the number B = 2e/(3a™" + 2¢) € (0,1), where v, =
Vo(y Ko» Q) > 1is the number of Theorem 2.4.1. Suppose that the function u € C*(Qy,)
satisfies conditions (2.119), (2.120), and also that conditions

80 €H'@Qp), 8 €Ly(@,Q), feLy(Qp)

are in place, where the hypersurface 0,Q, is defined in (2.68). Then there exists a suf-
ficiently small number 6, = 8y(s, g, K, K1, Qy) € (0,1) and a constant C; = Cy(&, uy, K,
K, Q) > 0 depending only on listed parameters such that if § € (0, 6,) and

Ifllz, 0, + 180l a0, + 1810L,6,0,) < 5, (2121)
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then the following Holder stability estimate holds for all § € (0, §;) :

B
Il g, 5 < Co(1+ Tullga,))(IF L@, + 180l @0 + 1811L,@0,)) - (2122

The proof of the uniqueness Theorem 2.6.5 is similar with the proof of Theo-
rem 2.6.2. Therefore, we omit this proof.

Theorem 2.6.5 (uniqueness). Suppose that conditions (2.70)-(2.73) are satisfied. Then
there exists at most one function u € C>(G) satisfying conditions (2.119), (2.120).

We now consider the case of the elliptic inequality, which is more general than
equation (2.119).

Ill-posed Cauchy problem 4. Assume the domain Qy is as in (2.67) and that the func-
tion u € C*!(G) satisfies the following conditions:

ILoul < B(|Vul + [ul +If]), VxeQp, (2.123)
ula.q, = 80(X), Opulyq, =81 (), (2.124)

where B > 0 is a certain constant. Estimate the function u via functions f, g, g; in the
subdomain Q;, of the domain G.

Theorem 2.6.6 is the Holder stability estimate for this problem.

Theorem 2.6.6 (Holder stability estimate for problem (2.123), (2.124)). Let the domain
Qp, be as in (2.67). Suppose that conditions (2.70)—(2.73) are satisfied. Let € > 0 be a
sufficiently small number such that Q,_;, # @, i.e. h — 3¢ > a. Consider the number
B =2¢/Ba"° +2¢) € (0,1), where vy = vy(uy, Ky, Qi) > 1is the number of Theorem 2.4.1.
Suppose that the function u € Cz(ﬁh) satisfies conditions (2.123), (2.124). Let 0,Q, be
the hypersurface defined in (2.68). Then there exists a sufficiently small number 6, =
0o(e, 11, K, B, Q) € (0,1) and a constant C; = Cy(¢, 1, K, B,Qy) > 0 depending only on
listed parameters such that if 6 € (0,8,) and

”f”Lz(Qh) + "gO"Hl(alQh) +1g ||L2(algh) <96,

then the following Holder stability estimate holds for all § € (0, §;) :

B
”u"Hl(Qh%E) < Cy(1+ ||U||H1(Qh))(|lf||Lz(Q,,) + "gO”I-Il(aIQh) + ||g1||L2(algh)) .

2.6.3 A hyperbolic operator

A Carleman estimate for a general hyperbolic operator of the second order is unknown.
All what we can do is to work with operators whose principal is the operator L defined
in (2.81). The function c(x) also cannot be an arbitrary positive function. Rather, it
should satisfy conditions (2.82)—(2.84).
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In this section, the domain Q = {|x| < R}, the point x, € Q, the number & ¢ (0, RY),
and the domain G, is defined in (2.78) is

Gp={06t): x e Q,|x —X0|2 - ntz > h}. (2.125)

By (2.80), G;, # @. Hence, the boundary of this domain consists of two parts:

Gy, = 3,Gp, U 2,6y, (2.126)
0,Gy = G, N3Q = {(x,t) : |x| = R, |x — xo|* — nt* > h}, (2127)
0,6y = {(6,t) : x € Q,|x — xo|2 — nt* = h}. (2.128)

We consider here the hyperbolic operator of the form

n .
Lu = c(X)uy — Au - Z Y(x, O, — d(x, . (2.129)
=t
We assume that
Y,deC@Gy), K-= maX(IIdIIC(G—h),m?xnbi lei ) (2.130)

Ill-posed Cauchy problem 5. Assume that the function u € C*(G,) satisfies the follow-
ing conditions:

Lu=f, xe€Gp (2.131)
ulg,G, = 8o(6:t),  Oplyg, = 811X ). (2132)

Estimate the function u via functions f, g,, g; in a subdomain of the domain G;. And
also determine the function u in the domain G,.

Theorem 2.6.7 follows immediately from Lemma 2.1.1, Theorem 2.2.1, and Theo-
rem 2.5.1.

Theorem 2.6.7. Let the domain Gy, be as in (2.78) where h € (0, R). Let L be the hyper-
bolic operator defined in (2.129) and let conditions (2.130) be satisfied. Assume that the
function c(x) satisfies conditions (2.82)—(2.84). Let € > 0 be a sufficiently small number
such that Gy,5, + @, that is, h + 3¢ < R% Suppose that the function u € C*(Gy) sat-
isfies conditions (2.131), (2.132). Let 0,Gy, be the hypersurface defined in (2.127). Then
there exists a sufficiently small number 6§, = 6y(s,¢,K,Gy) € (0,1) and a constant
C, = Ci(&,¢,K,Gy) > 0 depending only on listed parameters such that if 6 € (0,6)
and

"f"Lz(Gh) + ”gO"Hl(alG,,) + ||g1||L2(alc;h) <4,

then the following Holder stability estimate holds for all 6 € (0, 8;) :

B
lullgis,,,,) < C(1+ ||”||H1(Gh))(”f||Lz(G,,) + 8ol a6, + ||g1||L2(al(;h)) . (2133)
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Theorem 2.6.8 (uniqueness). The function u € C*(Gy) is determined uniquely in the
domain Gy, from conditions (2.131), (2.132).

Proof. Setting in (2.131), (2.132) f = 0, gy = 8; = 0, and applying (2.133), we obtain
u=0in Eh‘ O

Remark 2.6.1. Note that uniqueness in Theorem 2.6.7 is claimed only in the domain
Gy,. This is unlike parabolic and elliptic cases, where uniqueness is actually claimed
in an appropriate arbitrary domain. To claim uniqueness in a whole time cylinder Q x
(0, T), we prove the Lipschitz stability estimate in the next section.

We now consider Holder stability estimate for the case of a hyperbolic inequality,
as opposed to hyperbolic equation (2.131).

Ill-posed Cauchy problem 6. Let L, be the principal part of the hyperbolic operator
defined in (2.81), L, = c(x)at2 — A. Assume that the function u ¢ CZ(Eh) satisfies the
following conditions:
|Loul < B(|Vul + |ul + If]), Vx € Gy, (2.134)
ulag, =8o:t), dnulyg, =81 1), (2.135)

where B > 0 is a certain constant. Estimate the function u via functions f, g, g; in the
domain Gy,

Similarly, with the above considered parabolic and elliptic operators, this Holder
stability estimate of Theorem 2.6.9 follows immediately from Theorem 2.2.1 and Theo-
rem 2.5.1.

Theorem 2.6.9. Let the domain Gy, be as in (2.78) where h ¢ (0, R?). Assume that the
function c(x) satisfies conditions (2.82)—(2.84). Let € > 0 be a sufficiently small num-
ber such that Gy,;. #+ @, thatis, h + 3¢ < R% Suppose that the function u € C*(G),)
satisfies conditions (2.134), (2.135). Then there exists a sufficiently small number §, =
0o(e,¢,B,Gy) € (0,1) and a constant C; = Cy(g,c,B,Gy) > 0 depending only on listed
parameters such that if § € (0, 6,) and

Ifllz, 6, + I8ollm1,6,) + 1811L,3,6,) < 8,

then the following Holder stability estimate holds for all § € (0, §;) :

B
lullgg,,s,) < C(1+ ||U||H1(Gh))(||f||L2(G,,) + 8ol a,6,) + ||g1||L2(alah)) .

2.7 Lipschitz stability estimate for an ill-posed problem for a
hyperbolic equation

In this section, we follow the paper [132]. Historical notes about the result of this sec-
tion can be found in the beginning of Chapter 2.
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Just as in Sections 2.5 and 2.6.3, we consider the simplest case when the domain
of interest Q is a ball, Q = {|x| < R} ¢ R", where R = const. > 0. For T = const. > 0
denote, replacing in previous notation G with Q,

Q;=Qx(-T,T), S;=0Qx(-T,T).

We consider the same operator L as the one in (2.129),

Lu = c(X)uy — Au — Z Pix, t)ux], —d(x, t)u, (2.136)
j=1

n .
Lu=Lou- Z Y(x, Ouy, ~ d(x, tu,

j=1
Lou = c(x)uy — Au. (2.137)
Just as in (2.130), we assume that
j 3 _ _ |
b.deC(Q), K =max(|dl C(Q%),m}ax"b]uc(o%)). (2.138)

We consider Dirichlet and Neumann lateral boundary data at S7. These are lateral
Cauchy data. However, we do not assume a knowledge of any function at any hyper-
plane {t = const.} N Q7.

2.7.1 The pointwise case
Ill-posed Cauchy problem 7. Assume that the functionu € Cz(ai) satisfies the follow-
ing conditions:
Lu=f, (xt)eQr, feLy(Q7) (2.139)
uIS% =go(x, t), anu|3; =g(x, t). (2.140)

Estimate the function u via functions f, g, g; in the time cylinder Qi}. And also deter-
mine the function u in Q7.

Equation (2.139) can be reduced to inequality (2.141) with the constant B depend-
ing on the constant K; in (2.138). So, the method of this section works for a more gen-
eral case of a hyperbolic inequality.

Ill-posed Cauchy problem 8. Let the function u € Cz(ai) satisfy the following condi-
tions:

ILoul < B(IVul + [ug| + [ul + If]), (xt) € QF, (2.141)
u|s§ =go(x, t), 8nu|5% =g (x, t). (2.142)

Estimate the function u via functions g, g, f in the time cylinder Q7.
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Theorem 2.7.1 provides the Lipschitz stability estimate for Ill-posed Cauchy prob-
lem 8. We impose on the function c the same conditions (2.82), (2.83):

c(x) € [1,€], wherec = const. > 1, (2.143)

ceClQ). (2.144)
As to the condition (2.84), we replace it with
(x,Vc(x)) = a = const. >0, VxeQ, (2.145)
where (., -) is the scalar product in R".

Theorem 2.7.1. Let the domain Q = {|x| < R} ¢ R". Assume that conditions (2.143)—
—+
(2.145) hold. Let the function u € H2(Q}) satisfies inequality (2.141) with the lateral

Cauchy data (2.142). Then there exists a constant n, = 1,(C, IIVCllc@,R) € (0,1] de-
pending only on listed parameters such that if
r> & (2.146)
Vo

then the following Lipschitz stability estimate holds for the function u:

lullg ) < C1[||g0||H1(s;) + 181l s2) + |lf||L2(Q;)], (2.147)

where the constant C; = C,(c, |Vc|| C@,R, T,B) > 0 depends only on listed parameters.
In particular, if c(x) = 1, then one can take ny = 1 and in (2.146) T > R.

Proof. We prove this theorem only for functions u € Cz((_ﬁ). The caseu € H 2(6;) can
be obtained using density arguments. In this proof, C; = C;(c, |[Vc| C@),R, T) > 0 de-
notes different positive constants depending on listed parameters. Since we consider
two different points x, € {|x,| < €} in this proof, we use here the notation G;(x,) for
the domain Gy, in (2.125), and respectively for parts of its boundary in (2.126)-(2.128).
So, the domain Gy (x,) is the same here as in (2.125) and the structure (2.126)—(2.128)
of its boundary remains.

As in Theorem 2.5.1, we choose the number 1, = 1,(C, [IVcll ), R) € (0,1). By
(2.146), we can choose ¢ € (0,3R/4) > 0 so small that
(R - 4g/3)?
2 < 1p-
Hence, we choose 1 such that
R - 4g/3)?
ne <%>’10> c (0,1), (2.148)
We choose
&2
he (0, §>. (2.149)
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By (2.148) and (2.149),
Gu(xo) c {Itl < T}, Vxq € {Ixol < €}. (2.150)
By (2.149), we can choose a sufficiently small number § such that
h+36 € (0,€/9). (2.151)
Hence, using (2.150), we obtain for all x, € {|x,] < &},
Gpi3s(Xp) 2 @ and  Gy,35(%0) € Gpraas(Xg) C Gres(Xo) € Gu(xo) c {It| < T}. (2.152)
Consider a function y4(x, t) such that

1, (X, t) € Gh+25(0)’
Xs066) € C3(Qp), xsx.t) = 4o, () € QENGps(0),  (2153)

between O and 1 otherwise.
Introduce the function v(x, t) by
v, t) = ulx, t)ys(x, t). (2.154)

Multiplying both sides of (2.141) by ys and using (2.142), (2.150), (2.153), and (2.154), we
obtain for (x,t) € Gx(0),

|cOOVy = AV| < CLIVVI + Vel + VI + IF1) + C; (1 = x5)(IVul + lug| + Jul), (2.155)

Vls: =Xe80>  OnVls: = X581 + 800nXs- (2.156)

Squaring both sides of (2.155) and using Theorem 2.5.1 for x,, = O, we obtain

Cl(IVvl2 + vf +v? +f2)<p2 +C(1 —)((g)(IVuI2 + uf + u2)<p2

> AW +v)g? + V2> +divU + V,,  in G,(0),VA > A,
where the vector function (U, V) satisfies conditions (2.86), (2.87) with the replacement

of ubyv. Hence, (2.153) and (2.128) imply that U = V = 0 on 0,G,,(0). Hence, integrating
the latter inequality over G, and using Gauss’ formula and (2.156), we obtain

J AV +v))pldxdt + P J Vo?dxdt
G;(0) Gr(0)

<G I IV + v +v? + g%) g dxdt
Gx(0)

2 2AR? 2 2 2
+C; eXp[Z/l(h + 25)]"””]{%();) + Cie ("gO"Hl(S;) + ”gl”Lz(S%) + "f“LZ(Q%))'
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Let Ay > 1 be the number of Theorem 2.5.1. There exists a number A; = 4,44, ;) > A,
such that A; > C;/2. Hence,

A J (|Vv|2 + vf + vz)(pzdxdt (2.157)
G(0)
< Cyexp[2A(h +26)]Iullf gy

2\R? 2 2 2
+ Cie [”gOHHl(s‘;) + ||g1||L2(3;) + Hf”LZ(Q;)]) VA > A;.

By (2.152) and (2.153),

A J (Vv + V] +v?) g dxdt
G(0)
>A j (IVV]? + v} + v?) g dxdt
Gh435(0)
=1 J (IVul* + uf + u’)p’dxdt > exp[2A(h + 38) ] ullz,:
Gh435(0)

(Gpy35(0))°

Hence, using (2.157), we obtain
Il 6,0 < CrexP(-200) Ul gz (2.158)
2AR? 2 2 2
+Ce ["gouyl(gi;) + IIgllle(s;) + "f”LZ(Q;)]-

Note that by (2.125) and (2.151)
{x: x| € <§R>} C Gpy35(0) N {t =0} = {x : x| € (Vh +36,R)}. (2.159)

Choose a point x, such that |xy| = 3Vh + 36. Then (2.151) implies that |x,| < &.
Hence, using (2.145), we can assume that

(x =X, Vc(x)) = =, VxeQ. (2.160)

NI R

Consider now an arbitrary point y € {|x| < Vh + 38}. Then

ly = Xol = Ixol = [yl = 3Vh + 36 - |y|
>3vVh+36- Vh+386=2Vh+36> Vh+36.

Hence,

{Ix| < Vh+ 38} c {ly - x5l > Vh + 36}. (2.161)
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2.7 Lipschitz stability estimate for an ill-posed problem for a hyperbolic equation =—— 39

It follows from (2.159) and (2.161) that there exists a sufficiently small number ¢ = o(g)
such that

{t € (O, 0)} C [Gh+35(0) U Gh+35(XO)]' (2.162)

Since h+36 € (0,€?/9) and Ixo| = 3Vh + 38, then (2.150) implies that Gy (x,) c {|t| < T}.
Next, we use (2.160) and (2.162) to obtain, similarly with (2.158),

2 2

"u”Hl(GhB,;(XO)) < Cl eXp(_Ms)"u”Hl(Q;)

2AR? 2 2 2
+Ce ["gO”Hl(‘g%) + “gl“LZ(S;) + "f"Lz(Qf)]'

Combining this with (2.158), we obtain

2 2

"u||H1(Gy+35(0)UGy+35(x0)) <G eXp(—2A6)||u||H1(Q;)
2AR? 2 2 2
+Cie ["go”Hl(s%) + ”g1”L2(5§) + "f"LZ(Qp]-

This, (2.162) and the mean value theorem imply that there exists a number ¢, € [0, 0]
such that

e, to) 1y + e o) 2.163)
< Cy exp(-248) [ully gz
+C1e"™ (gl sey + gl s + IFIF (g )
Let c(X)uy; — Au := Z(x, t). Then inequality (2.141) implies
1Z| < B(IVul + [ug] + lul + If]), V(xt) € Q. (2.164)
Consider the initial boundary value problem with the reversed time

cuy —Au=Z(x, t), Y, t)e{xeQte(-T, ty)}
u(x, ty) = up(x),  u(x, ty) = uy(x),

Ul (x,t)ca0x(~T.t) = 80X ).

Next, consider the same initial boundary value problem but in the time cylinder (x, t) €
{x € Q,t € (ty, T)}. Recall that the hyperbolic equation can be solved in both positive
and negative directions of time. Hence, the standard method of energy estimates being
applied to two latter problems combined with inequalities (2.163) and (2.164) leads to

2 2
Iullzr gz < G exp(—2/l6)||u||H1(Q;) (2.165)
2R’ 2 2 2
+Ce ["gO"Hl(S%) + ||g1||L2(s%) + "f”LZ(Q%)]'

Choosing A = A(C;, 6) so large that C; exp(-2A6) < 1/2, we obtain from (2.165) the target
estimate (2.147). O
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40 — 2 Carleman estimates and Hélder stability for ill-posed Cauchy problems

We now formulate the uniqueness result for Ill-posed Cauchy problem 7.

Theorem 2.7.2. Let g = 1n4(C, IIVCIIC@,R, €) € (0,1] be the number of Theorem 2.7.1
and let inequality (2.146) hold. Let L be the hyperbolic operator satisfying conditions
(2.136)—(2.138), where the function c(x) satisfies conditions (2.143)—(2.145). Then there
exists at most one solutionu € H 2(Qi) of the problem (2.129)-(2.140).

Proof. Rewrite equation (2.139) in a more general form (2.141) where B = K. Set in
(2.139) and (2.140) f = 0, g, = g; = 0. Next, apply (2.147). We obtain u = 0 in Q7. O

2.7.2 The integral inequality

We now replace the pointwise inequality (2.141) with an integral inequality, which is
similar with (2.27),

J (Lu)’dxdt < S, (2.166)
Qr

where L is the hyperbolic operator in (2.136) and S > 0 is a number. We again assume
that the function u € H 2(Q%) satisfies boundary conditions (2.142)

u|s§ =go(x, t), a,,u|5% =g (x, t). (2.167)

Theorem 2.7.3 generalized Theorem 2.7.1 to the case of the following problem.

Theorem 2.7.3. Let the domain Q = {|x| < R} ¢ R". Assume that conditions (2.143)-
—+
(2.145) hold. Let the function u € HZ(Q}) satisfies integral inequality (2.166) with the

lateral Cauchy data (2.167). Then there exists a constant n, = 1,(c, Vel oy R) € (0,1]
depending only on listed parameters such that if
rs £ (2.168)
Vo

then the following Lipschitz stability estimate holds for the function u:

"u”Hl(Q’;) < Cl["g()”Hl(s%) + IIgllle(s;) + S],

where the constant C; = C(c, |Vc| C@,R, T,B) > 0 depends only on listed parameters.
In particular, if c(x) = 1, then one can take ny = 1and in (2.168) T > R.

We omit the proof of Theorem 2.7.3 since it is quite similar with the proof of Theo-
rem 2.7.1.
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3 Global uniqueness for coefficient inverse problems
and Lipschitz stability for a hyperbolic CIP

With the exception of Sections 3.3 and 3.6, the material of this chapter is basically
republished from a part of Section 1.10 of [22]. Permission for republishing is obtained
from the publisher of [22].

In this chapter, the Bukhgeim—Klibanov method (BK) [51] is presented. Histori-
cal remarks can be found in Chapter 1. In principle, this method can be formulated
for a general PDE operator of the second order for which the Carleman estimate is
valid, and this was done in [122, 126]. However, it is better to demonstrate how this
method actually works on specific examples. So, we formulate the BK method here
for Coefficient Inverse Problems (CIPs) for hyperbolic, parabolic, and elliptic PDEs.
Hoélder stability estimates for these CIPs can be obtained by simple combinations of
the method of this chapter with the one of Chapter 2. Hence, we are not proving these
estimates here. Instead, however, we prove a stronger Lipschitz stability estimate for
a CIP for a hyperbolic equation. These Lipschitz stability estimates were first estab-
lished by Imanuvilov and Yamamoto [95-99, 103] via a combination of the BK method
with the idea of the proof of Theorem 2.7.1. The methods we use in Sections 3.3 and 3.6
are different from the one of Imanuvilov and Yamamoto.

Unless stated otherwise, everywhere in this chapter, Q ¢ R" is a domain with
a piecewise smooth boundary 0Q. In most cases, the domain Q is bounded, but it is
unbounded sometimes. For any T > 0, denote

Qr=Qx(0,T), Qt=Qx(-T,T), S;p=0Qx(0,T), St=0Qx(T,T).

We remind that for any multiindex a = (a;, a5, . .., a,) with nonnegative integer coor-
dinates,
alal
Da:m, |a|:a1+"'+an.

Everywhere below, we do not discuss conditions imposed on the coefficients and ini-
tial/boundary data of PDEs, which would guarantee the smoothness we need of the
solutions of forward problems. These conditions are well known from the classical re-
sults of the theory of PDEs; see, for example, classical books [79, 173, 174]. Usually we
require the solution of the forward problem u € C>**, where the integer k > 0 depends
on the unknown coefficient of our interest.

3.1 Estimating an integral

Lemma 3.1.1 is a very important element of the BK method; also, see a little bit more
general result in Lemma 1.10.3 of [22] and Lemma 3.1.1 of [165].

https://doi.org/10.1515/9783110745481-003
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42 — 3 Global uniqueness for coefficient inverse problems

Lemma 3.1.1. Let the number a > 0. Let A > 0 be a parameter. Then for all functions
p€Ly(-a a),

J(Jp(r)dr) exp|[- —2A¢? ldt < — i Jp (t) exp[- Z)ltz]dt. (3.1)

Proof. We have

2

a,t
J(Jp(r)d‘r) exp(-2At%)dt <
0 \0

t

eXp(—Mtz)t<jp2(T)dT>dt
0

__ L exp(-2Ad?) J 2(T)dr + L J p’(1) exp(-2At?)dt
0

Ot——n

t

[ exp(-2A)] (Jpz(r)d‘r>dt

0

Q..lg“

1
)l
4 47

a

1 2

< Jp (7) exp(-2At°)dt.
0

Hence, we have proved that

a t 2 a
J exp(—2/\t2)<J p(T)dT) i/\ J P(t) exp(-2At%)dt. (3.2)
0 0
Similarly,
0 t 2 0
J exp(—ZAtz)<jp(r)dT> i/l Jp ) exp(—2/1t2)dt. 3.3)
“ 5
Summing up (3.2) and (3.3), we obtain (3.1). O

3.2 Hyperbolic equation

In this section, Q = {x € R" : x| < R}. We assume that the coefficient c¢(x) in the prin-
cipal part of our hyperbolic operator satisfies conditions (2.132), (2.133) of Chapter 2,
that is,

c(x) € [1,c], wherec = const. > 1, (34)
c e Cl(Q). (3.5)
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3.2 Hyperbolic equation =— 43

In addition, we assume that c(x) satisfies the following analog of condition (2.134):
(Ve,x) >0, VYxeQ. (3.6)

First, we consider the forward problem. In this problem, the integer k > 0 will
be specified below in Sections 3.2, 3.3, depending on the unknown coefficient of our
concern.

C2+k

Forward problem 3.2. Find the solutionu € (Qr) of the following initial boundary

value problem:

c(uy =Au+ Y a,(0D§u, inQr, 3.7)
lal<1

u(x,0) = go(x), u(x,0) =g, (x), (3.8)

uls, = Ppo(x, ). (3.9)

Coefficient Inverse Problem 3.2 (CIP 3.2). Assume that the normal derivative of the
function u is known on the boundary 0Q of the domain Q,

ou
= = ,b). .10
anls, p1(x, 1) (3.10)

Determine one of coefficients of equation (3.7).

Since only a single pair (f,, f;) of initial conditions is known here, then the CIP 3.2
is the problem with the single measurement data, because only a single pair

Theorem 3.2.1. Let the coefficient c(x) in (3.7) satisfies conditions (3.4)-(3.6). In addi-
tion, let coefficients a, € C (Q). Assume that the function c(x) is unknown while coeffi-
cients a,(x) are known. Also, suppose that

Ago(x) + z a,(x)Digy(x) #0, VxeQ. (3.11)

lal<1

Then there exists a sufficiently large number T > O such that conditions (3.7)-(3.10) are
satisfied for no more than one vector function (u, c) withu € C° (Q_T).

Theorem 3.2.2. Let the coefficient c(x) in (3.7) satisfies conditions (3.4)—(3.6). In addi-
tion, let all coefficients a, € C (Q). Fix an index ag with |ag| < 1. Assume that the coef-
ficient g, (x) is unknown while all other coefficients of equation (3.7) are known. Also,
let

Digo(x) #0 forx € Q.

Then there exists a sufficiently large number T > 0 such that conditions (3.7)-(3.10) are
satisfied for no more than one vector function (u, a,,) withu € C31%l(@Qy).
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44 — 3 Globaluniqueness for coefficient inverse problems

Remark 3.2.1. Suppose that the function g,(x) = 0. Then one should consider the
function u(x,t) = u(x,t) implying u(x,0) = g;(x) and 4;(x,0) = 0. Hence, Theo-
rems 3.2.1, 3.2.2 can be reformulated for this case with the replacement of g,(x) with
g1(x) and the increase of the required smoothness of the function u(x, t) by one.

We prove only Theorem 3.2.1 since the proof of Theorem 3.2.2 is completely similar.

Proof of Theorem 3.2.1. Unlike the proof of Theorem 2.2.1, we are not introducing a cut-
off function here. Consider two possible pairs of functions (i, ¢;) and (uy, ;). Letv =
Uy — Uy, € = ¢; — C,. Obviously,

Cillyye — Collyy = Crllyye — Cqllyy + (€1 — C)Upgr = €1V + Dllyy.

Using (3.7)-(3.11), we obtain

Mv = ¢;(X)vy — Av — Z a,(x)Dyv = -b(0f (x,t), inQr, (3.12)
j=1
v(x,0) =0, v(x,0)=0, (3.13)
ov
V|ST = a 5 =0, (3.14)
FO6b) = ugy (x, 0). (3.15)
By (3.7) and (3.15),
1 a
fix, t) = m(Auz + %511 aa(x)DXu2>. (3.16)

Hence, it follows from (3.11) and (3.16) that f(x, 0) # 0 in Q. More precisely,

1
cy(x)

f(x,0) = <Ago(x) + Y a,x(x)D;‘:gO(x)> £0, VxeQ. (3.17)

lal<1
Hence, we have for a sufficiently small § > O:
f,t)#0, Y(xt)eQs=Qx[0,6]. (3.18)

The form of equation (3.12) is inconvenient since it is one equation with two un-
known functions v(x, t) and b(x). Hence, the first step of the BK method, which is used
not only in the uniqueness issue but in numerical methods as well, is to eliminate
the unknown function b(x) from (3.12) using the fact that b(x) is independent on the
variable t. By (3.12),

b(x) = —?(x, t), V(i) € Qs
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Hence,

0=a&¢u»=@(gﬁ&o) for (x,t) € Q.

Hence,
My, = (ft>Mv for (x,t) € Qs
t = jT ) 5
Introduce the function gq(x, t),
_f 2,
qix,t) = j—r(x, t) € C°(Qg).

Consider the function w(x, t),
W(X’ t) = vt(X) t) - Q(X, t)V(X, t)

Since by (3.13) v(x, 0) = 0, then (3.21) and (3.22) imply that

t
v(x,t) = J K(x, t, )w(x, 1)dT,
0

fot)
fo,1)

In addition it follows from the second condition (3.13) and (3.22) that

K(x,t,7) = € C1(Q % [0,8] x [0,8]).
w(x,0) = 0.
We now rewrite the expression in the right-hand side of (3.20). We have

Qi = @Vt — 244V — qyVs
qAv = A(qv) — 2VgVv —vAg,
qD% = D%(qv) -vD%q, |al=1.

Hence,

(?)Mv = gMv = M(qv) + M;(D%V), lal <1,

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)
(3.27)
(3.28)

where M, (D%v) is a linear operator with respect to x, t-derivatives of the first and zero

order of the function v. Hence, using (3.20) and (3.22), we obtain

0 = Mv; — gMv = Mv, — M(qv) — M;(v)
= M(v; — qv) — M;(v) = Mw — M;(v).
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Hence,
Mw = M;(D%V), lal<1, (xt)€ Qs (3.29)

Next, by (3.23) and (3.24)

t t
Oy, VX, £) = JaXiK(X, t, T)w(x, 7)dt + JK(X, t, oW, T)dr, i=1,....n, (3.30)
0 0

t
opv(x, t) = w(x, t) + J oK (x, t, T)w(x, 7)dT. (3.31)
0

We saw in Section 2.2 of Chapter 2 that Carleman estimates can handle not only equa-
tions but inequalities as well. This is an important property of Carleman estimates.
This property, combined with (3.30) and (3.31) enables us to rewrite equation (3.29) in
a more general form as an integral differential inequality,

¢
e (Owy — Aw| < A[Ile + (Wl + |w| + j(lel + [w))(x, T)d‘l':|, (xt) eQ5 (332
0

Here and below in this chapter A = const. > 0 is independent on w, x, t and is used for
notation of different constants. Recall that S5 = 0Q x (0, §). Hence, using (3.14), (3.22),
and (3.25), we obtain in addition to (3.11):

W|55 = anW|55 = O, (3.33)
w(x,0) = 0. (3.34)

We now apply the Carleman estimate of Theorem 2.5.1. Consider the functions
Y1), p(x,t),

Pt = x> - &, (3.35)
P(x,t) = exp(AP(x, 1)), (3.36)

whereA > Oisaparameter. Let &, = &,(C, R, | Vc|| C@) € (0,1) be the number considered
in that theorem and this number depends only on listed parameters. Let the number
§ €(0,&p). Define the domain Hyy as

Hg = {06 0) : [xI - & > R* - &%, > 0, x| < R} 3.37)

Hence, Hgp ¢ Qs. Hence, for & € (0,4,), we can apply Theorem 2.5.1. Let A, =
A(Q,¢,T, ||VC||C@) > 1be the number chosen in that theorem and let A > A,. Then

(0w — Aw)2<p2 > CA(IVWI? + w7 + 2wP) @ + div W, + 0, W), (3.38)
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3.2 Hyperbolic equation =— 47

for (x,t) e H £,5%> where the vector function (W;, W,) can be estimated as

(W, < CR(IVw]* + w} + w?)g?, (3.39)
(W, < CR[t(W] + VW + W?) + (IVW] + [w])Iw,|] 9> (3.40)

Here, the constant C = C(Q,¢,¢, IVeleg) > O depends only on listed parameters.
Using (3.34) and (3.40), we obtain

W,(x,0) = 0. (3.41)

The boundary 0Hs consists of three parts:

aH{(sz = 81H505z U 82H5052 U 83H5052, (3.42)
alH&sZ = {(X, t)} S {|X| = R} nHérO&Z, (3.43)
O Hgp = {Ix* - & = R* - 6%t > 0,|x| <R}, (3.44)

3Hgp = {\\R2 - &7 < |x| <R,t = O}. (3.45)

By (3.33) and (3.34),
WlalHé;52 = anW|alH§62 = W|a3H§52 = 0 (3.46)

Integrate both parts of (3.38) over the domain H, 252 and use Gauss’ formula as well as
(3.38)—(3.46). Observe that by (3.41) and (3.46) the resulting integral over 0, H, 52 U03H
equals zero. Hence,

J (0w - Aw)z(pzdxdt
Hp
> CA J (|VW|2 + Wf)(pzdxdt +CA° J wzgozdxdt (3.47)
Hp Hyp
— CA3 exp[2A(R? - £6%)] J (IVw]* + w} + w?)dS.

3 Hp

Square both sides of (3.32). Then multiply by ¢ and integrate over H, z52- We obtain

J (¢ 0wy — Aw)z(pzdxdt <A J (IVwl® + w} + w?) g dxdt (3.48)

Hep Hep
2

t
+A J <J(|VW| + |W|)(X,T)dr> @’dxdt.
0

H{EZ
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48 —— 3 Globaluniqueness for coefficient inverse problems

Now we need to apply Lemma 3.1.1. Note that

Hgg 0 {t = O} = Hpg = {x - \R2 - &8 < x| <R} (3.49)

V2 - (R - ¢6)

Denote

t(x) = 7 (3.50)

Then applying Lemma 3.1.1, we obtain

¢ 2
J (I(|VW| + [w))(x, T)dT) q)zdxdt
Hg N0
tx) ,t 2
= J [ J <J(|Vw| + |w)(x, T)dr) <p2dt]dx (3.51)
HO. Y= N0
56
< % J (|Vw|2 +w2)(p2dxdt.
H‘f&z
Combining (3.48) and (3.51), we obtain
J (c; 0wy - Aw)2¢2dxdt <A j (IVw]® + w} + w?)gp’dxdt.
H;az H{ﬁz
Hence, (3.47) implies that
A J (VWP + w} + w?)gpdxdt
H&sz
> CA J (IVwI? + w))p dxdt
Hg

+ X J w2<p2dxdt (3.52)

H &2

- CX% exp[2A(R? - £67)] J (IVw)> + w? +w?)dS, VA = A,
Hyp
Choose A; = A, so large that CA; > 2A. Then (3.52) implies that with a different con-
stant A

AR exp[2A(R? - &82)] J (VW + w2 + w2)dS (353)
azH£62

> J (IVW]? + w? + w?)gdxdt.

Hy

EBSCChost - printed on 2/10/2023 4:30 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



3.2 Hyperbolic equation

Lete € (0,6%) be an arbitrary number. Consider a new domain Hgﬁz,
Hg = {06 0) 1 Ix? = &% > R* - §6” + &e,t > 0, x| < R}.
Then
Hi ¢ Heg, @* > exp[2A(R? - £6% + &€)] in Hgs.

Hence,

J (Ivw + w} + w?)pdxdt > J (IvwP? + w} + w?) g dxdt

Hy H,

— 49

> exp[2A(R® - &6° + &) j (IVw]? + w? + w?)dxdt.

B,
I3
Hence, using (3.53), we obtain
AN exp[2A(R? - £6%)] J (IVw]® + w} + w?)dS
3 Hp
> exp[2A(R? - &6° + &) J (IVW]® + w? + w?)dxdt.

£
HE,

Dividing this estimate by exp[z}l(R2 - {62 + &¢)], we obtain

J (|Vw|2 + wf + wz)dxdt < AN? exp(-2A¢¢) J (|Vw|2 + wf + wz)dS.

HE, 3 Hp

Setting in (3.54) A — co, we obtain

J (IVw]* + W} + w?)dxdt = 0.

€
H 2

(3.54)

Hence, w(x, t) = 0in H§52. Since € € (0, 6°) and ¢ € (0,¢&,) are arbitrary numbers, then

w(x,t) = 0in Hy 5. Hence, (3.23) implies that
vix,t) =0 in Hfosz.

Substituting (3.55) in (3.12) and using (3.18) and (3.37), we obtain

b(x)=0 forx e {yR?-¢,6 < |x| < R}.

In fact, (3.56) is the MAIN step of the proof. The rest of the proof is easier.
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We now are left to prove that
b(x)=0, VxeQ={|x| <R} (3.57)
Consider the time cylinder Q';;"sz c Qr,

Q%% = (1) : R2—£,62 < x| <R t € (0, T)}.

It follows from (3.57) that in the time cylinder Q?’&Z conditions (3.12)—(3.14) become

n
Mv = c,00ve —Av - Y gD =0, (x,1) € Q¥7, (3.58)
j=1
ov
LA - .
vis, anls, (3.59)
v(x,0) =0, v(x,0)=0. (3.60)

Consider a number ¢, € (0, T - §). For & € (0,¢&,), consider the domain H 2 (L),
Hgp(to) = {6, 0) : [xI* = £(t - to)* > R* - &%t > 0, x| < R}.

Since t; € (0,T - 6), then Hes(ty) € Q?Z. Hence, applying a slightly modified discus-
sion of the above part of the proof to (3.58)—(3.60), we obtain the following analog of
(3.55): v(x,t) = 0in H, & 52(fo). In particular, the latter means that

v(x,ty) =0 forx e {\/R> - &,6% < |x| <R}.

Hence, varying the number ¢, in the interval t, € (0, T — §), we obtain v(x,t) = 0 in
2
Qio_‘sa. In particular, this implies that

ov
V= 3= 0 for (x,t) € {|x| = VR> - §,6% t € (0, T - 6)}.

Hence, we can repeat the above process now in the domain

{06, 8) : x| < \R?—&,8%,t € (0, T - 6)}.

Since & is a sufficiently small number, we can choose it in such a way that mé&,8* =
(R? - 0), where m > 1is an integer and o > 0 is an arbitrary sufficiently small number.
Hence, making m steps as ones above and assuming that T > R?/ (éy6), we obtain
(3.57). Hence, the right- hand side of equation (3.12) equals zero for (x, t) € Qr. Finally,
the uniqueness theorem for equation (3.12) with one of boundary conditions (3.14) and
initial conditions (3.13) implies that v(x, t) = 0 in Q. O
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3.3 Hyperbolic equation when one of initial conditions equals zero

A slightly inconvenient point of Theorem 3.2.1 is that the observation time T is as-
sumed to be sufficiently large. In this section, we consider the case when one of ini-
tial conditions in identically equals zero. Then the BK method can significantly relax
the condition of a sufficiently large observation time T. This observation was made in
[95-99, 103]. The proof of Theorem 3.3 partially uses arguments of [95-99, 103]. For
brevity, we consider here only an analog of Theorem 3.2.1. A corresponding analog of
Theorem 3.2.2 is formulated and proved similarly.
Consider slightly modified versions of the Forward problem 3.2 and CIP 3.2.

Forward problem 3.3. Find the solution u € C*(Qy) of the following initial boundary
value problem:

c(uy = Au + Z a,(x)D%u, in Qy, (3.61)
lal<1

u(x,0) =gx), u(x,0)=0, (3.62)

uls, = po(x, ). (3.63)

Coefficient Inverse Problem 3.3 (CIP 3.3). Assume that the normal derivative of the
function u is known on the boundary 0Q of the domain Q,

ou
—| = ,b). .6
anls, D%, t) (3.64)

Determine the coefficient ¢(x) of equation (3.61).

Theorem 3.3. Suppose that conditions (3.61)—(3.63) are satisfied. Let the coefficient c(x)
satisfy conditions (3.4)—(3.6). In addition, let coefficients a, € C (Q). Assume that the
function c(x) is unknown while coefficients a,(x) are known. Also, assume that

Ag(x) + z a,(x)D5g(x) #0, VxeQ

lal<1

and

rs R (3.65)

V&
where &, = &,(C, R, | Vc|| C@)) € (0,1) is the number of Theorem 2.5.1 and it depends only

on listed parameters. Then there exists at most one vector function (u, c) withu € c* (Q_T)
satisfying (3.61)-(3.64). In particular, if c(x) = 1, then &, = 1 (Corollary 2.5.2) and (3.65)
becomes T > R.

Remark 3.3. Even though we consider here only the case when u(x,0) + 0, u;(x,0) =
0, the case u(x,0) = 0, u;(x, 0) # 0 can be considered similarly. To do this, one needs
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to differentiate equation (3.61) once with respect to t and then consider the function
u(x, t) = u;(x, t) instead of the function u(x, t). Thenu ¢ c* (Q_T) in Theorem 3.3 will be
replaced with u € ¢ (Q_T).

Proof. Consider two possible pairs of functions (u;, ¢;) and (u,, ¢,). Let v = uyy — uyy,
€ = ¢; — ¢,. Then, using (3.61)-(3.64), we obtain

a()ve - Av - Y a,(x)Dv = -€(x)3{u,, inQy, (3.66)
j=1
v(x, 0) = —¢(x)gq(x), (3.67)
v¢(x,0) = 0, (3.68)
ov
vls, = = . 0, (3.69)

qx) = L<Ag(x) + Z aa(x)Df(‘g(x)> #£0, vxeQ. (3.70)
c(%)

lal<1
By (3.67) and (3.70),
e = Y29 e
q(x)
Hence,
¢
—T(x) = %(v(x, t) - 6[ Vve(x, T)d‘l'), Y(x,t) € Qr. (3.7D)

Substituting in (3.66) and using (3.68) and (3.69), we obtain

t

e ()vy — Av] < M(IVvl + v+ let(x, T)|dT>, v(x, t) € Qr, (3.72)
0
v¢(x,0) =0, (3.73)
ov
vis, = 5 s (3.74)

Here and below in this proof, M > 0 denotes different positive constants depending
only on listed parameters,

. 4
M= M<m51n<Ag(x) + ) aa(x)Di‘g(x)>,m9X lagll ey lo; “2"0@)) >0.  (3.75)

laj<1

Let € > 0 be a sufficiently small number, which we will choose later. Let the num-
ber § € (0, ). Consider the domain Dy,

Dee = {06 0): x> - & > &,Ix| <Rt > O}. (3.76)
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We need
Deenit=T}=2. 3.77)
It follows from (3.65) that if we choose ¢ such that
b(1-5) <6<t

then (3.77) holds. The boundary oDy, consists of three parts,

0D = 01D U 0,Dp o U 03D, (3.78)
0iDg = {(x,0) : x| = R} n 0D, (3.79)
9,Dse = {60 : [x* - & =&, Ix| <Rt > O}, (3.80)
03D, = {(x,t) : Ve < |x| <Rt = 0}. (3.81)

Let Ay = Ap(Q, &, ¢, |IVell C@) > 1 be the number chosen in Theorem 2.5.1 and let
A = Ay. Square both sides of (3.72) and multiply by the function ¢(x, t) defined in
(3.35), (3.36). Then integrate the obtained inequality over the subdomain D, ¢~ Indoing
so, take into account the Carleman estimate (3.38)-(3.40) and the Gauss’ formula. We
obtain

2

t
M J ((Vv)2 +v2 4 <J|vt(x, T)|dT> >godxdt
0

Dy,
> J (c()vy — Av)zgodxdt
Dy,

> CA J ((Vv)2 + vf)(pdxdt +CA J Vipdxdt (3.82)
Dee Dg .

+ J(Wl,vx)d8+ J (W, v,)dS + J W, cos(v, t)dS - J W,(x, 0)dx.
alD{,e aZDé',s aZDf,s a3Dé’,s

In (3.82), v, = (vi,V2,...V",0) is the unit outer normal vector at an arbitrary point (x, )
of either {(x,t) : |x| = R, t > 0} n ng or of asz"g and (W;,v,) is the scalar product in
R" of these two vectors. Next, v = (v,,v/""!) € R™! is the unit outer normal vector at
an arbitrary point (x, t) € 0,Dg ;.

It follows from (3.39), (3.74), and (3.79) that

J (Wy,v,)dS = 0. (3.83)
alDf,z
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Next, using (3.40), (3.68), and (3.81), we obtain W,(x, 0), (x,0) € 05D . Hence,

J W,(x,0)dx = 0.
a3D{,£

Next, since by (3.35), (3.36), and (3.80)
o, t) = e, (xt) e 0D ¢
then (3.39) and (3.40) imply that

J(Wl,vx)dS+ J W, cos(v, t)dS
0,D; ¢ 0,D; ¢

> CA%e™ J (IVv]> + v} +v?)dS.
aZD{,S

Hence, substituting (3.83)-(3.85) in (3.82), we obtain

cre?e J (I + v} +v%)dS

3,0
t 2
+M J ((Vv)2 +V 4 <J|vt(x, T)ldT) )(pdxdt
Dy 0

> CA j (V)2 + v2)pddt + CA° J Vodxdt.
Dé’,s D{,E

(3.84)

(3.85)

(3.86)

Using (3.35) and (3.36), acting similarly with (3.49)-(3.51) and applying Lemma 3.1.1,

we obtain

2

t
j (JM(X, T)|dr> pdxdt < 4—; j V2pdxdt.

D¢e "0 Dy,

Hence, the second line of (3.86) can be estimated as

2

t
M J ((Vv)2 +vi 4 <J|vt(x, T)Id‘l’) )(pdxdt
0

Dge

<M J (VW) + v} +Vv*)pdxdt,
Dy,
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where the constant M’ > 0 depends on the same parameter as the constant M in (3.75).
Choose A; > A, so large that CA; > 2M’. Then, using (3.86) and (3.87), we obtain with a
new constant M,

MA3e?E J (|Vv|2 + vf + vz)dS > J ((Vv)2 + vf + v2)<pdxdt, VA = A (3.88)
0D Dy

Choose a sufficiently small number § > 0 such that the domain D, .5 # @; see (3.77).
Then @(x, t) > e+ in Dy .5 and obviously Dy .5 € D .. Hence, VA > Ay,

J ((W)? + v} +V*)pdxdt > J ((V)* + v} + V) pdxdt

Df,e D{,£+5

> ?E+d) J (W) +v] +v¥)dxdt, VA=A,

D{ +6

Comparing this with (3.88), we obtain

M e 28 j (IVVI2 + vf + vz)dS > J ((Vv)2 + vf + vz)dxdt, VA = A (3.89)
aZDé,e Df,5+5

Setting in (3.89) A — oo, we obtain v(x,t) = 0 in Dfﬁé. Since 6, > 0 are arbitrary
sufficiently small number, then v(x, t) = 0 in D ;. Hence, (3.67) and (3.70) imply that
¢(x) = 0 for x € Q. In turn, the latter immediately implies that u; (x, t) = u,(x,t) = O for
(x,t) € Qr. O

3.4 Parabolic equations

The forward problem for any parabolic equation of the second order is considered on
the time interval t € (0, T) with the initial condition at {t = 0}. In the CIP, the Cauchy
data are given on the lateral surface of the time cylinder. However, it turns out that the
BK method does not work for this case, at least directly. The reason is a technical one
and it is still unknown how to handle this case.

So, BK method works in three cases of CIPs for parabolic equations:

1. Case 1. When the inverse operator of the so-called Reznickaya transform [221] is
applicable to the solution of that forward problem. In this case, the CIP for the
parabolic equation is reduced to a CIP for an associated hyperbolic equation. Then
the methods of Section 3.3 is applicable; also see [22, 165, 184] for the Reznickaya
transform. The Reznickaya transform is an analog of the Laplace transform. The
inversion of the Laplace transform is a very unstable procedure. The same is true
for the inversion of the Reznickaya transform.

2. Case 2. When the data are given at {t = ¢, € (0, T)}, instead of {t = 0}.
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3. Case 3. When one considers the CIP with the final over determination, that is,
when the data are given at {t = T}. If, in addition, one assumes that the unknown
coefficient is known in a small subdomain, then this case can be reduced to Case 2.

Therefore, we consider in this section the above cases 1-3.

3.4.1 Case 1: Parabolic and hyperbolic equations

Assume again that the domain Q = {|x| < R}, functions

c(x) € C(RY), a,(x) € CB(RM), (3.90)
c(x) € [1,¢], VxeR", wherec = const. > 1, (3.91)
(Ve,x) >0, VxeQ. (3.92)

Here and everywhere below, c*B, c%+BI2 are Holder spaces with integers k > 0 and
B € (0,1) [80, 174]. Also, denote DF*! = R" x (0, T).

Forward problem 3.4.1. This is the Cauchy problem:

cOOuy = Au+ Z a, (DU, (x,t) € Df", (3.93)
lal<1

u(x,0) = gx), (3.94)

g e CZPRM). (3.95)

Given conditions (3.90), (3.91), the problems (3.93)-(3.95) have a unique solution [79,
174],

ue C2+ﬂ,l+ﬁ/2 (E;"'l ) )

Coefficient Inverse Problem 3.4.1 (CIP 3.4.1). Assume that all coefficients of equation
(3.93) are known, except of one. Let that coefficient be unknown inside of the domain
Q and is known in R"\Q. Let T’ ¢ 0Q be a part of the boundary 9Q of the domain Q
andletI'; = I'x (0, T). Determine that unknown coefficient inside of Q, assuming that
the following functions p(x, t) and g(x, t) are known:

ou
ulI‘T = p(X) t)) a_ I'r = Q(X: t) (3'96)
n

Theorem 2.6.2 implies that, given functions p(x, t) and g(x, t) in (3.96), the function

u(x, t) can be uniquely determined in the domain (R"\Q)x (0, T). Hence, recalling that

St = 0Q x (0, T), we can assume now that functions p(x, t) and q(x, t) are known for
(x,t) € Sg. Thus, we replace (3.96) with

ou

uls, =pOot), =I5, = q06.0). (3.97)
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Consider the Cauchy problem for a hyperbolic equation:

cVy =Av+ Y a,(x)Dgv in D! = R" x (0,00), (3.98)
lal<1
Vlizo =8(),  V¢le—o = 0. (3.99)

In addition to (3.90)-(3.92) and (3.95), we assume that the coefficients c(x), a,(x) and
the initial condition g(x) are so smooth that the solution v of problems (3.98), (3.99)
issuchthatv € C“(ﬁ;ﬂ), for every T > 0. First, we establish conditions guaranteeing
this smoothness.

Theorem 3.4.1 was proved in [133] via a combination of results of Chapter 4 of the
book of Ladyzhenskaya [173] with embedding theorems. Below

[n+1] B {(n+1)/2 if n is an odd number,
=

n/2 if n is an even number.

Theorem 3.4.1 ([133]). Assume that all coefficients of the hyperbolic operator (3.98) be-
long to the space Cl™V/243(R™) and the initial condition g € H™V/2*5(R™). Then for
every T > 0, there exists unique solution v € H*(R" x (0, T)) of problems (3.98), (3.99).
Furthermore,

v e ISR (0, T)) ¢ C*(R" % [0, T])
and the following estimate holds with an arbitrary numberp > O forall T > O:

2
||V"C4(IR"X[0,T]) S B eXp(pT )"gl|H[(n+1)/2]+5(]Rn),

where the constant B > 0 depends only on p and on C!™V/2*3(R™).norms of coefficients
of the hyperbolic operator (3.98).

Remark 3.4.1. A direct analog of Theorem 3.4.1 is valid for the hyperbolic operator
o — L with an arbitrary operator L, uniformly elliptic in R", whose coefficients depend
only on x [133].

Consider now an interesting Laplace-like transform, which was proposed, for the
first time, by Reznickaya (1973) [221]; also, see [22, 165, 184]. Assume that conditions of
Theorem 3.4.1 hold. Choose an arbitrary number p > 0 and let t € (0,1/(4p)). Consider

(RV)(x, t) =V(x, t) = 1 Texp[—T—z]v(x T)dr (3.100)
’ ’ it ] 4t ’ ' '

One can directly verify that

el 2 Bl 5] oo
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0 <2J_ [ r ] )(t 0) = (3.102)
Using (3.99), (3.101), and (3.102), we obtain
Vi(x, t) = T;;( [ i ])v(x, T)dr
0
= —%(— exp[——] )(t 0)v(x,0)
2

_ ((J))'oa%_(\/% eXp[_Zt ] )vT(x, T)dt

= Lv (x,0) + 1 Tex —T—z]v (x, T)dt
CoNmt T nt ) Pl g '
(o)
2
L Jexp[—T— Ve (X, T)dT
it t
0
Thus,
V. (x, t) = L Tex [—T—z]v (x, 7)dt = R(v,..)(x, t) (3.103)
t\H - \/E ] p 4t TT\Y> - T > &) .
Next,
2 (o)
Vi, t) = — Jv(x 2Vtz)e ® dz
N
0
Hence,
lil’(I)l v(x,t) = v(x,0) = g(x). (3.104)
t—0*

Hence, it follows from (3.100)—-(3.104) and Theorem 3.4.1 that solutions u and v of for-
ward problems (3.93), (3.94) and (3.98), (3.99) are connected via

u(x, t) = (Rv)(x, t) = v(x, t). (3.105)

Changing variables in (3.100) 7° = z, 1/(4t) = s, we obtain

?( ! ) _ s TV(X’ V2) e %dz, s>p. (3.106)

X, — | =—=
4/ Nmlo Nz
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Hence, (3.100) is an analog of the Laplace transform. Since this transform is one-to-
one for s > p, then (3.97) and (3.105) imply that functions p(x, t) = R Y(p(x,t)) and
qx,t) = R‘l(q(x, t)) are known, where
_ ov _
Vs, =p(x1), Snle = q(x,t). (3.107)
Therefore, uniqueness theorem for CIP 3.4.1 is equivalent to the uniqueness theorem
for the hyperbolic CIP (3.98), (3.99), (3.107). Therefore, we can now directly apply
uniqueness theorems for the hyperbolic CIPs for the parabolic CIP 3.4.1. Thus, using
Theorem 3.3, we arrive at Theorem 3.4.1.

Theorem 3.4.2. Assume that conditions (3.90)-(3.92) as well as conditions of Theo-
rem 3.4.1 hold. In the case when the coefficient c(x) in (3.93) is unknown, assume that

Ag(X)+ ) a,(x)D§g(x) #0, VxeQ.

laj<1

And in the case when a coefficient a, (x) with a fixed a, is unknown, assume that
D{g(x) #0, VxeQ.

Then CIP 3.4.1 has at most one solution.

3.4.2 Case 2: The data at {t = t;, € (0, T)} as well as the lateral Cauchy data

In this section, we assume that we have lateral Cauchy data for a parabolic equation
as well as the data at the moment of time {t = ¢, € (0, T)}. These assumptions allow us
to consider a general elliptic operator in the parabolic equation rather than the one in
(3.93) with condition (3.92). Furthermore, combining the technique of this section with
the technique of Theorem 2.6.3, one can obtain Holder stability estimate for the CIP
considered in this section, although we do not do this here. Even more: Imanuvilov
and Yamamoto have obtained Lipschitz stability estimate for this problem [96, 252].
However, we do not obtain stability estimates in this section. We point out that the
assumption of this section that the data are given at {t = , € (0, T)} are used in all
works devoted to applications of the BK method to parabolic CIPs; see, for example,
[32, 39, 67, 96, 252].

In this section, Q ¢ R" is a bounded domain, and its boundary oQ is piecewise
smooth, T ¢ C2, T ¢ 9Q is a part of 0Q and T = const > 0. Recall that Q; = Q x
(0,T), I't = T x (0,T). We denote in this section x = (x3,y) = (x1,X,...,Xy,), where
y = (X5,...,X,). Let L be the following elliptic operator in Q:

n
Lu=Y (U, + Y a,(0Dfu, V& eR",vxeQ, (3.108)
ij=1 lal<1
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a; € C'(Q), a, € CQ), (3.109)
2 C 2 2y
wlél’ < Y a;0088 < wlé?, VEeR",VxeQ, (3.110)
ij=1
Ui, Uy =const. >0, Uy < Uy (3.111)

We represent the operator L as
Lu=Lju+Lu,

n
Lou = Z ai]-(x)uxixi,
ij=1

Lu= ) a,()Dju.

laj<1
Thus, L. is the principal part of the operator L and L, is the sum of its low order terms.

Coefficient Inverse Problem 3.4.2 (CIP 3.4.2). Let the function u ¢ C**(Qy) satisfies
the parabolic equation

u; =Lu+F(x,t) inQr. (3.112)

Let the number ¢, € (0, T). Determine the unknown coefficient of the operator L for x ¢
Q assuming that the function F(x, t) is known in Q and that the following functions
f0), p(x,t), and g(x, t) are known as well:

ux,ty) =fx), xeQ, (3.113)

ulp, =px, ), =q(x,t). (3.114)

du
on Iy

Theorem 3.4.3. Assume that conditions (3.108)—(3.114) hold. Also, assume that:
1. If that unknown coefficient is aj ;, (%), then aﬁl_ %o fx)#£0inQ.
ot

2. If that unknown coefficient is a, (x), then D% f(x) # 0 in Q, where ay is a fixed
multiindex.
Then the CIP 3.4.2 has at most one solution.

Proof. Without loss of generality, we can assume that

T= {(xl,y) :x =8 lyl < r},

wherer > 0is a certain number and the function g € C2(|y| < r). Assume, for example,
that the coefficient a; ; (x) is unknown. Suppose that there exists two pairs of functions
(a} u;) and (@, u,) satisfying conditions (3.108)—(3.114). Denote

iojo’ loJo’

b(x) = a! a U t) = uy (6, 6) —uy(x, t), R(x,t) = ai % Uy(x, £). (3.115)

iojo iojo’
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Using (3.112)-(3.115), we obtain

4, - LY% = b)R(, 1),  (x,t) € Qr, (3.116)
t(x,t)) =0, xeQ, (3.117)

. oum
tr, = = =0 (3.118)

where L® is the operator L in which the coefficient ai,j, (x) is replaced with a}ol-o (x).

Denote Lf)l) the principal part of the operator L.
Since aﬁj + f) #0in Q, then by (3.113) and (3.115) there exists a sufficiently small
0 1
number ¢ > 0 such that

RO,t) #0 for (x,t) € Qo = Qx [ty - 0,8y + 0] Q. (3.119)

Divide both sides of equation (3.116) by R(x, t) and denote

_Uux,t)
vix,t) = RO
We obtain
vi-Lv=b(x), (xt)¢€ Q.00 (3.120)
v(x,0) =0, (3.121)
ov

=—| =0, 122
Vi = ek (G122

where L is another elliptic operator, whose principal part is the same as in Lg), al-
though coefficients at lower order derivatives depend on both x and ¢. Differentiate
both sides of (3.120) with respect to t and denote w(x, t) = v;(x, t). Then (3.121) implies

t
v(x, t) = Jw(x, T)dT. (3.123)
0

Since 9,b(x) = 0, then (3.120) implies w, — 3,(Lv) = 0 in Q, o~ Hence, (3.120)-(3.123)
lead to

t

J(|VW| + [wl)(x, T)dt

|w; —Lg)w| < A<|VW| +|w| +
to

>, (1) € Qo> (3.124)

w= 2
_an_

with a positive constant A > 0 which is independent on the function w. Below in this
section, A > 0 denotes different positive constants independent on the function w as
well as on parameters of the Carleman estimate.

0, (x.t)eTx(ty-0,ty+0) (3.125)
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To apply the Carleman estimate of Theorem 2.3.1, we arrange the part I' of the
boundary 0Q to be a part of the hyperplane {x; = 0}. To do this, we change variables
as (x;,y) © (x1,¥) = (x; — (), y). For brevity, we keep the same notation for new vari-
ables and the principal part L. of the elliptic operator: this new operator still holds
properties (3.109)—(3.111). Also, we assume that a part Q" ¢ Q' of the transformed do-
main Q is such that Q" ¢ {x; > 0,]y| < r} and there exists a part 9,Q" ¢ 9Q" of the
boundary 0Q" such that 9,Q" ¢ {x; = 0, |y| < r}. We keep the same notation

Q0 = 1) € Q" x (ty - 0,y + 0).

Thus, (3.124), (3.125) become

t
J(IVWI + |wl)(x, T)dr

to
w(0,y,t) = w, (0,y,6) =0, (0,) € 0,Q",t € (ty — 0,y + 0). (3.127)

|w; — L(()l)w| < A<|Vw| +|w| +

>, (1) € Q00 (3.126)

Consider the function ¥(x, t),

PRY:
Yx, t) = x; + y2 + (¢ 050) +a, (3.128)

where a > 0 is a parameter. Let h > a be another parameter. Denote

(t-t)°
02

P, ={(x.t) : Y(x. t) < h,x; > 0} = {xl +y +a<hx > 0}. (3.129)
Choose parameters a and h so small that P, ¢ Q;, , and also
{6, t) € 0Py, : x; = 0}  (8,Q" x (ty — 0, ty + 0)). (3.130)

It follows from (3.129) that boundary oPj, of the domain P, consists of two parts,

3P, = 3,P, U d,Py,

2, (t-ty)
alp,,:{xlzo,y 5 +a<hy,
PRY:
0Py, = {xl +y + « 050) +a=hx > O}.
By (3.127) and (3.130),
WX, t) = w, (,t) =0, (x,t) € 0Py, (3.131)

For parameters A,v > 1, denote

p(x,t) = exp(2Ap™).
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Then, using (3.128) and (3.129), we obtain
min p(x, t) = P(x, t)|,p, = exp(2Ah™"). (3.132)
Py

It follows from Theorem 2.3.1 that the following Carleman estimate holds for any func-
tion z € C*'(P}) :

(z - L(()l)z)2<p > CAv(Vz)2p + CAPVY 22220 + divU + V,, (3.133)

|U|+ V| < VY2 2((V2)? + 22)g, (3.134)

forallA > Ay > landallv > vy > 1, where Ay, vy and C > O are certain numbers
independent on z, and C is also independent on A and v. Here, (x,t) € P,,.

Square both sides of (3.126), multiply by the function ¢(x, t) and apply (3.133) and
(3.134). We obtain for (x, t) € Py,

t 2

A<|Vw|2 +w)* + (J(le +w)(x, T)dr) > (3.135)

tO
> A(Vw)z(p + A3W2(p +divU + V;,
IU|+ V] < CPVY 272 (Vw)? + wh)o. (3.136)

Integrate (3.135) over P, using Gauss’ formula and taking into account (3.131), (3.132),
and (3.136). We obtain

CPVh 2 exp(2Ah™) J (Yw)? + w?)dS
0,Py
t 2

+A J(IVWI2 +w + (J(|VW| + [w])(x, ‘r)d‘r) )dxdt (3.137)

Py to

>A J(Vw)%dxdt + A2 J wlodxdt.
Py Py

Fix a number v > v,. We now use Lemma 3.1.1, similarly with (3.49)-(3.51). Choosing a
sufficiently large A; > Ay, we obtain from (3.137) forall A > A;,
APV’ 2% exp(2Ah™) J (Vw)? + w?)dS (3.138)
3P,

>A J(Vw)2<pdxdt e J wz(pdxdt.
Py Py

Choose a sufficiently small number € > 0 such that

P - 2 (t—ty)
hee = 1X1+Y + p +a<h-&x >0t +2,
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i.e.h—¢&>a.Clearly P,_, c P,and
P t) > exp(2A(h - &)™) > exp(2Ah™),  (x,¢) € Pp .
Hence, using (3.138), we obtain

APV R exp(2An™) J (Yw)? + w?)dS

P,
> J (Yw)? + w)pdxdt > exp(2A(h - €)™") J ((Yw)? + w?)dxdt.
Py Py
Or
APV R exp[-2A((h- €)Y —h™)] J (Yw)? + w)dS (3.139)

0,Py

> J ((Vw)2 + wz)dxdt.
Ph—e

Setting in (3.139) A — co, we obtain

J (Vw)? + w?)dxdt = 0.
ths

Hence, w(x, t) = 0 in P;,_,. Since € > 0 is an arbitrary sufficiently small number, then
w(x, t) = 0 in Py This, (3.120), (3.123), and (3.129) imply that

b(x)=0 forxe{x;+y*<h-ax, >0}
Hence, using (3.116), (3.118), and Theorem 2.6.2, we obtain
U(x,t) =0 for (x,t) € {xg +y’ < h-a,x; >0} x(0,T).
It is clear that, continuing this way, we will arrive at b(x) = 0 in Q and #(x,t) = 0
in Q. O
3.4.3 Case 3: Final overdetermination

Let the elliptic operator L have the same form as in (3.108)—(3.111), where, however,
the bounded domain Q is replaced with the entire space R". Thus,

n
Lu = Z (U, + Z a,(x)Dyu, V& e R",Vx e R, (3.140)
ij=1 lal<1
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n
wlél < Y a(0&& < P, ¥ e R vx e R, (3.141)
ij=1
Ui, Uy =const. >0, g < Uy (3.142)

Let the number § € (0,1) and let k > O be an integer. Following Theorem 3.4.1, we
assume that in (3.140),

a;, a, € ClVII3 (R, (3.143)

>

Let the number T = const. > 0. Denote D! = R"x(0, T). Consider the Cauchy problem

u =Lu, (t) e D}, (3.144)
ule—o = f00, (3.145)

where the function
f e gIDRIB(RY), (3.146)

Given conditions (3.140)—(?.143) and (3.146), the problems (3.144), (3.145) have a unique
solution u e PP/ z(ﬁr}+ ) and actually the function u(x, t) has a better smoothness
of course [174].

Coefficient Inverse Problem 3.4.3 (CIP 3.4.3). Let Q ¢ R" be a bounded domain. Sup-
pose that one of coefficients of the operator L in (3.140) is known inside of Q and is
unknown outside of Q while all other coefficients of L are known everywhere. As-
sume that the initial condition f(x) is also unknown. Determine both that coefficient
for x ¢ R"™\Q and the initial condition f(x) for x € R", assuming that the following
function F(x) is known:

FX)=u(x,T), xeR" (3.147)

Theorem 3.4.4. Assume that conditions (3.140)—(3.142), (3.146) hold. Also, assume that
all coefficients of the operator L are such that

a;, a, € C*(Q). (3.148)

In addition, let

2

F(x) #0 inR™\Q
ox;,

ox;,
if the coefficient a; j (x) is unknown in R"\Q and let
D®F(x) #+0 inR"\Q

if the coefficient a, (x) is unknown in R"\Q, where a, is a fixed multiindex. Then there
exists at most one solution of CIP 3.4.3.
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Proof. Consider the Cauchy problem for the following hyperbolic PDE:

: n+1
vy =Lv inD",

v(x,0) = f(x), v;(x,0)=0.

By Theorem 3.4.1 and Remark 3.4.1 for any number T' = const. > 0, this problem has
unique solution v € HA(R" x (0, T")). This function

v e HLWDIS(RM (0, T)) ¢ C*H(R" % [0, T])
and also the following estimate holds with an arbitrary number p > 0 forall T’ > 0:

2
"V”CA(]RnX[O’TI]) < BeXp(pT )||f||H[(n+1)/2]+5(]Rn).

Let T < 1/(8p). Hence, considering the Reznickaya transform (3.100), we obtain
for t € (0,2T),

2

u(x,t) = \/% j exp[—%]v(x, T)dT. (3.149)
0

It follows from (3.106) with s = 1/(4t) and (3.149) that for any given point x ¢ R"
the function u(x, t) is analytic with respect to t € (0,2T) as the function of the real
variable t. Also, it follows from (3.148) that the function u € C*°(Qx(0, 2T)) [79]. Hence,
using (3.147), we obtain

u(x,T) = LF)(), dfu(x, T) = L*(F)(0),...,0  u(x, T) = L*(F) (), (3.150)
xeQ, k=23,... (3.151)

Since the function u(x, t) is analytic with respect to t € (0,2T), then (3.150) and (3.151)
imply that the function u(x, t) is uniquely determined for (x,t) € Q x (0,2T). Given
this, the assertion of Theorem 3.4.4 about the unknown coefficient follows immedi-
ately from Theorem 3.4.2.

Next, since the unknown coefficient is determined uniquely, so as the function
u(x, t) for (x, t) € Qx(0,2T), then by Theorem 2.6.2 the function u(x, t) is also uniquely
determined in Q,y. Hence, the initial condition f(x) = u(x,0) is also determined
uniquely. O

Some other uniqueness theorems for parabolic CIPs with final overdetermination
can be found in [100, 102].
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3.5 A coefficient inverse problem for an elliptic equation

Consider a convex domain Q ¢ R" whose boundary 0 is piecewise smooth. Consider
a piece I c 9Q of the boundary and let T € C?. Let the number T > 0. Recall that

Qf=Qx(-T,T), T5=Tx(-T,T),

Consider the same elliptic operator L in Q as the one in Section 3.4.2,

n
Lu= ) a;(Ou, + ) a,00D%u, V€ e R',vx € Q, (3.152)
ij=1 laj<1
a; € C'(Q), a, € C(Q), (3.153)
n
Wwlél < Y a(0&& < P, v e R vx e, (3.154)
ij=1
M1, Uy = const. > 0. (3.155)

Coefficient Inverse Problem 3.5.1 (CIP 3.5.1). Let conditions (3.152)—(3.155) hold. Let
the function u € C3(Q, ) satisfy the following conditions:

uy +Lu=H(x,t) inQr, (3.156)
u(x,0) = p(x) inQ, (3.157)
u|1‘§ = QO(X> t)) anu|l‘i; = ql(X) t) (3'158)

Assume that one of coefficients of the operator L in (3.152) is unknown while all other
coefficients of L are known. Determine that coefficient, assuming that conditions
(3.156)—(3.158) with u ¢ C3(51T) are satisfied and functions H(x,t), p(x), go(x,t),
q,(x, t) are known.

Theorem 3.5.1. In the case when the coefficient aj j, (x) is unknown, assume that

2

ox;
0

px)+0 in Q.

X,

And in the case when the coefficient g, (x) is unknown, assume that D*p(x) + 0 in Q,

where ay, is a fixed multiindex. Then CIP 3.5.1 has at most one solution.

Proof. Recall that Theorem 2.4.1 provides the Carleman estimate for the elliptic op-
erator. Therefore, the proof of Theorem 3.5.1 is completely similar with the proof of
Theorem 3.4.2. O

3.6 Lipschitz stability estimate of a CIP for a hyperbolic equation

In this section, we derive a Lipschitz stability estimate for an analog of the CIP 3.3. The
uniqueness Theorem 3.3 was proved for the latter. It is convenient for us to work here
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within the framework of Theorem 3.4.1. Hence, we consider the Cauchy problem as the
forward problem rather than the initial boundary value problem of Section 3.3. More
precisely, the forward problem now is

cOuy =Mu+ Y a,(0Dfu, inD}", (3.159)
lal<1
u(x,0)=gx), u(0)=0, xeR" (3.160)
We assume that
cay € C[(n+1)/2]+3(IRn), ge H[(n+1)/2]+5(IRn), (3.161)
maaX ||aa||c[(n+1)/2]+3(IRn), ||C||C[(n+l)/2]+3(Rn): ||g||H[<n+1)/z]+5(]Rn) <M, (3.162)
c(x) € [1,M], VxeR" (3.163)

where M > 0 is a known number. Then by Theorem 3.4.1, for each T > 0, there exists
unique solution u € H*(D’*") of problems (3.159)—(3.163). Furthermore,

—n+1

uecC(D; ) (3.164)
and the following estimate holds for all T > 0O:

||u||C4(BrTz+1) < B eXp(Tz)||g||H[(n+1)/2]+5(]Rn). (3.165)

In (3.165), we take exp(TZ) instead of exp(pTz) with an arbitrary p > 0 of Theorem 3.4.1
for the sake of convenience. In (3.165), the constant B = B(M) > 0 depends only on M.

Just like in Sections 3.2, 3.3, in this section Q = {x € R" : |x| < R}. Let the number
d > 0. Let the point x, be such that x, € R*\Q. Let the number h > 0 be such that

Ixo| = R > 2Vh. (3.166)

To apply the Carleman estimate of Theorem 2.5.1, we impose the following analog of
condition (3.6):

(X -xp,Vc)=d >0, VxeQ. (3.167)

Coefficient Inverse Problem 3.6 (CIP 3.6). Let the function u(x, t) be the solution of
the problems (3.159)—(3.164). Assume that the coefficient c(x) is unknown in the do-
main Q and is known outside of it. Determine the coefficient c(x) for x € Q, assuming
that the following functions p(x, t) and p,(x, t) are known:

ou
ulST :pO(X)t): ﬁ s :pl(x)t)~ (3°168)

T
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Note that in real measurements only the function p,(x, t) is known. To find the
Neumann boundary condition p,(x, t), one can solve equation (3.159) in the domain
(R"™\Q)x (0, T) with the initial conditions (3.160) and the Dirichlet boundary condition

pO (X> t)'
Theorem 3.6. Assume that conditions (3.159)—(3.163) and (3.166) hold. Suppose that

there exist two functions c,(x), c,(x) satisfying conditions (3.162), (3.163), (3.167), which
generate two solutions u;(x, t),u,(x,t) €e H2(D'T'+1) of problems (3.159), (3.160). By

(3.168), let
ou
uls, = Poa (%), a_nl 5 =p11(%0),
uZ'ST = pO,Z(Xx t)) a_nz 5 = pl,z(x, t)
Also assume that
%‘Ag(x) + ) a,(x)Dgg(x)| > 1y = const. >0, x €Q, (3.169)

lal<1

YR+ DR + xol +h)

N ,

where 1, is a certain number, h is as in (3.166), and the number &, = £,(M, x,) € (0,1) is
the number of Theorem 2.5.1. Then there exists a constant

T (3.170)

C=CM,d,ry,T,xy) >0 (3.171)

depending only on listed parameters such that the following Lipschitz stability estimate
holds:
ey = ¢l (3.172)
2 2 2 2
< C(|9pos - atpo,anl(sT) +[|0;p11 - atp1,2“Lz(ST))'
Proof. This proof combines ideas of proofs of Theorems 2.7.1 and 3.3. In this proof,

C > 0 denotes different constants depending only on parameters listed in (3.171).
Denote

C=C—-C, U=U—U) Po=Po1—Po2 Pi1=P11~ P

We obtain

n
¢ ()t — Ati - Z a,(x)D5t = —C(xX)uyy, in Qr, (3.173)
j=1

u(x, 0) = U (x,0) = 0, (3.174)
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mST = Do
It follows from (3.159), (3.160), (3.163), and (3.169) that

. 0] = 78800 + 3. a,0Dg00)

lal<1

Differentiate (3.173) and (3.175) twice with respect to t and denote
VX, t) = Uy(x, t).
Using (3.164) and (3.174), we obtain

() — Av - Z a () = —€(x)d/u, in Qr,
laj<1
v(x,0) = c(0)f (x),
v¢(x,0) =0,
s; = Pt b),

- u
Vls, = Dot (X, 1), 3n

Uy (x,0)
¢ ()
1

f) =

- —<Ag(x)+ z a,(x)Dig(x)

(06,00 e

By (3.173), (3.177), (3.179), and (3.182)

o) = )
—C(x) = (5, O)V(X, 0)
t
= Cl(X)Cz(X) ~
- 8800 + Yjgi1 4(ODFE 00 (V(’“ 2 vax, T)dr>.
Denote
P(x,t) = ¢ (00¢,(0) P,

Ag(xX) + Xjq<1 Aa(X)DEg(x)
Then, using (3.162)—(3.176), we obtain

”P"C(ET) <C.

Substituting (3.183) and (3.184) in (3.178), we replace (3.178)—(3.181) with

t
C1(X)vy — Av — Z aa(x)Dav = P(x, t)(v(x, t) - J ve(x, T)d’l'),
0

lal<1

EBSCChost - printed on 2/10/2023 4:30 PMvia . All use subject to https://ww.ebsco.conlterns-of-use

>719, VxeQ.

)

(3.175)

(3.176)

(3.177)

(3.178)

(3.179)
(3.180)

(3.181)

(3.182)

(3.183)

(3.184)

(3.185)

(3.186)



3.6 Lipschitz stability estimate of a CIP for a hyperbolic equation =— 71

v¢(x,0) =0, (3.187)

= ov ~
Vls, = Do (%, 1), Snlsr = D%, 1). (3.188)

Prior applying the Carleman estimate of Theorem 2.5.1 and Corollary 2.5.1, we now
figure out some subdomains of the domain Qr. By (3.166), there exists a number ¢; €
(0,&,) such that

ET% > (R+ Ixo)(R + X0l +2VR), V¢ € (&, &) (3.189)
We now show that
Q ¢ {Ix - xo| > 2Vh}. (3190)
Indeed, by the triangle inequality and (3.166)
Ix = xo| = X0l — IX| > [Xo| =R >2Vh, V¥xeQ-= {IxI < R},

which proves (3.190).
Let the number & € (&, ;). Introduce the function y(x, t) depending on ¢ as on a
parameter,

PO, t) = |x —xo|* — &t
The Carleman Weight Function (CWF) is
o(x, t) = exp[2AP(x, )],

where A > 1is a large parameter, which we will be specified later.
Consider the hypersurface i, in Q defined as

Yy, ={(xt): |x—x0|2 - t,’tz =hxeQt>0}L (3.191)

Then v, is a level surface of the function 1(x, t). Also, consider the interior G, of that
hypersurface

Gy ={06t) : Ix x| — &> > h,x € O, t > 0} (3.192)

It follows from (3.189)—(3.192) that

Gsp, € G3p, € Gy € Gy, (3.193)
G,n{t=T} =g, (3.194)
Gy n{t=0}=Q, (3.195)
3Gy, = 9,G, U %Gy, (3.196)
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0,Gp = {6, t) : x| = R, |x — xo|* — &2 > h}, (3.197)
0,6y = {(6,t) : x € Q,|x — xo|> — & = h}. (3.198)

Furthermore, it follows from (3.189) and (3.195) that there exists a number ¢ > 0 such
that

{06 1) € 2% (0,0)} = Q, € Gy (3.199)

Now we are ready to apply the Carleman estimate of Theorem 2.5.1 under the con-
dition of Corollary 2.5.1. Keeping in mind (3.193), consider the cut-off function y(x, t),

X € C*(Gp),
1, X, t) € G3p,
Xt =10, Ex, t; E Gi}EO)\GZh, (:200)
betweenOand1 for (x,t) € Gy, \G3p.
In particular, by (3.193), (3.199), and (3.200)
X t) =1 for(x,t) € Q; C Gyp. (3.201)
Introduce the function w(x, t) as
w(x, t) = x(x, t)v(x, t). (3.202)
We have
x(cyvy — Av) = cywy — Aw (3.203)

—2C1X¢Vs — CiVX + 2VAVY + VAY.

Multiply both sides of equation (3.186) by the function y(x,t). Using (3.185),
(3.201), (3.202), and (3.203), we obtain

lcwy — Aw| < C(IVW| + [w]) (3.204)

¢
+C J|vt(x, 7)|dt + C(IVV| + [v¢| + V), inQr,
0

wy(x,0) =0, (3.205)
~ ow - oX ~
Wi, = XPog (X ), S lsr = XDt (X, ) + %Pon()ﬁ b). (3.206)
Denote
m=m(xy,R,M) = max max Y(x,t). (3.207)

(x,t)€Gy, §€l&1:5]
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Square both sides of (3.204). Then multiply by the CWF ¢(x, t) with & € (&, &), in-
tegrate over the subdomain Gy, of the time cylinder Q; and use the Carleman estimate
of Theorem 2.5.1 in combination with Corollary 2.5.1. In addition, use (3.193)-(3.198)
and (3.205)—(3.207). We obtain

3 2dmpy= 2 = 0
e ("pOtt”Hl(ST) + "pltt"Lz(ST))

t 2
+ j(ﬂvt(x, T)ld‘l’) dxdt + J(|VV|2 + vf + vz)(pdxdt
Gy 0 Gy
+ J(IVWIZ + WZ)(dedt (3.208)
Gy
> CA j(leI2 +w})pdxdt + CA® J w2 odxdt, VA=A,
Gy, Gy,

where Ay = 15(Q, &, x,) > 1is the number of Theorem 2.5.1. Similarly, with (3.51)

t 2

J(JM(X, T)|d‘r> pdxdt < % J vf(pdxdt. (3.209)
Gy, \0 Gy,

Hence, choosing a sufficiently large A; = A;(M, d, T) > A, and using (3.208), we obtain
forallA > A,

3 2dmy= 2 = 2
Xe ("pott”Hl(sT) + "plft”Lz(ST))

+ J(|Vv|2 + vf + vz)godxdt (3.210)
Gy
> CA j(leI2 +w})pdxdt + CA® J wlodxdt, VA=A,
Gy Gy

Next since by (3.193) G3;, ¢ Gy, then (3.193) and (3.210) imply that

3 2A = 2 = 2
Xe m("pott”Hl(sT) + ||p1tt||L2(sT))

+ I (IVvI2 + vf + v2)<pdxdt + J (IVVI2 + vf + vz)godxdt (3.211)
Gy~Gs Gan
> CA j (1YWl + wh)pdxdt + CA° j wlodxdt, VA A,.
G, Gsn

Since by (3.192) ¢(x, t) € e, "M for (x, t) € Gp\ G5, and since by (3.200) and (3.202)
w(x,t) = v(x,t) for (x,t) € G, then (3.211) implies for all sufficiently large values of
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A > Az = Az(M, d, T) > Al’

A39Mm(”ﬁ0tt"i]1(sr) + "ﬁltt"%z(ST))
+ S J (IVv + v} +v?)pdxdt
(AN
> CA j (IWv? + v})pdxdt + CA° J Vdxdt
Gy, Gspy
> e (1Boc s, + 1Breel s,
+ oM J (Ivv|* + vf + vz)dxdt
(AN
> CA j (IVVI? + v2)pdxdt + CA° J Vodxdt
Gyp Gan
> ce®M J (|Vv|2 + vt2 + vz)dxdt.
Gan
Hence,
J (IVv + v} +v?)dxdt < Ce"uhllvllfil(ar)
Gan
+ Ce3Am(||ﬁ0tt"§1l(sT) + ”ﬁltt"%z(ST))’
VA= A, = A(M.d, T).

Combining the latter estimate with (3.199), we obtain

J(|VV|2 + v} +v2)dxdt < Ce_Mhllvllfp(QT)
Q
3= 2 = 2
+Ce (”pOtt"Hl(ST) + ||Pm||L2(sT))»

V/‘ > /\2 = Az(M, d, T).
By implying that there exists a number ¢, € [0, 0] such that
J(|VV|2 + vf + vz)(x, to)dx = é J(IVvl2 + vf + vz)dxdt.
Q Q,
Hence, using (3.212), we obtain

2. 2.2 ~2Ahy. 12
j(|VV| +Vp + V) (X, ty)dx < Ce VliE )
Q

3AM = 2 = 2
+Ce (”pott"Hl(sT) + ||p1tt||L2(5T))>

V/\ > Az = Az(M, d, T)
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In addition, since Q;, < Q,, then (3.212) implies that for all A > A,,

2

t
| (j v,(x, T)dT) dxdt < Il (3.214)
Gy 0

—2Ah 2 3A = 2 = 2
< Ce ||V||H1(QT) + Ce m(”pott”Hl(sT) + ||p1tt||L2(5T))~
And, more generally,
2 —2Ah 2
||V||H1(Qt0) < Ce ”V"Hl(QT)

+ CeBAm(||f70tt||§{1(sT) + ||f’1tt||i2(sr))’ (3.215)
VA > /‘2 = Az(M, d, T)

Consider now equation (3.186) with the Dirichlet boundary data of (3.188) in the
time cylinder Q; r = Q x (y, T). We can consider the following initial boundary value
problem with the initial data at {t = ¢,}:

(Vg —Av— > a,(x)D% (3.216)
lal<1

t

ty
= P(x, t)(v(x, t) - Jvt(x, T)dT) + P(x,t) J vi(x,7)dt, in QtO,T,
0

to
v(x, ty) = folx), v, to) = f1(x), (3.217)
~ ov ~
VlStO,T = pOtt(X: t)> % Sto,T = pm(X, t) (3.218)

where S; 1 = Q x (£y, T). Hence, applying the standard method of energy estimates to
the problems (3.216)—(3.218) and taking into account (3.214), we obtain

2 2 2
”v"Hl(QtO,T) < C("fOHHl(Q) + ”fl"Lz(Q)) (3-219)
-2y 02 3A = 2 = 2
< Ce ”V"Hl(QT) +Ce m(”pott"Hl(sT) + ||p1tt||L2(sT))-

Summing up (3.215) and (3.219), we obtain for all A > A,,

Vg, < Clfollz gy + W) (3.220)

—21Ah 2 3A = 2 = 2
<Ce ”V"Hl(QT) +Ce m(”pott"Hl(sT) + “pltt"Lz(sT))'

We now estimate from the above the term ILfollf{1 @t |Lf1||f2(m in (3.220). It follows
from (3.213) and (3.217) that

2 2 —2Ah 2
”fO”Hl(Q) + "fl”Lz(Q) <Ce ”V”Hl(QT)

+ CeaAm("ﬁOt["i]l(ST) + ||ﬁlt["i2(51))’ VA > A’Z = Az(M; R, d> T)
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Substituting this in (3.220), we obtain

-2Ah
VI, < Ce™ " IVl g, (3.221)

+ M (IBogeligs,) + el s,))» VA=A, = L,(M,R,d, T).

Choose A; = A;(M, R, d, T) > A, so large that Ce 25" < 1/2. And setin 3.221) A = A;. We
obtain

2 = 2 = 2
”V”H‘(QT) < C("pon‘”]-jl(gT) + "pltt”Lz(Sr))'
Hence, by the trace theorem
IV 0|, 0y < CBorella sy + IPaeellLyisy)- (3.222)

Finally, the target estimate (3.172) of this theorem follows from estimate (3.222)
combined with (3.176), (3.179), and (3.182). O
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4 The quasi-reversibility numerical method for
ill-posed Cauchy problems for linear PDEs

4.1 Introduction

In this chapter, we republish some parts of [9, 132, 134, 135, 165], although with some
deviations. Permissions for republications are obtained from the publishers.

We describe here those numerical methods for ill-posed Cauchy problems for lin-
ear PDEs, which are based on the Quasi Reversibility Method (QRM). Indeed, while
Holder stability results were obtained for these problems in Chapter 2, the next natu-
ral question is: How to solve these problems numerically? It is well known that these
problems are simpler than coefficient inverse problems. In fact, there are many publi-
cations devoted to various numerical methods for ill-posed Cauchy problems for PDE.
We now cite some of them and there are many more [8, 72, 74, 75, 90-92, 107, 169].
However, each of these works uses its own idea for handling the problem under study.

The QRM was first proposed in the pioneering book of French mathematicians
Lattes and Lions in 1969 [182]. The first numerical results on this method were also
presented in [182]. However, Lattes and Lions have in their computations the FDM
for the strong formulations with equations of the fourth order with the operator A*A.
Carleman estimates were not used and convergence rates of the regularized solutions
were not established in [182].

We formulate the QRM as the problem of the minimization of a Tikhonov-like func-
tional with an unbounded partial\differential operator in it. The first step of the con-
vergence analysis is to prove existence and uniqueness of the minimizer of this func-
tional. In fact, this is rather easy to do if using the classical Riesz theorem. What is
not trivial is the second step: to establish the convergence rate of minimizers to the
exact solution as the noise level in the data tends to zero. Recall that in the theory of
ill-posed problems, such minimizers are called regularized solutions; see, for exam-
ple, [22, 244]. The latter proof is obtained via an application of a Carleman estimate.
We demonstrate in this chapter that the QRM can be applied to a wide class of ill-
posed Cauchy problems for linear PDEs, that is, the QRM is a universal regularization
method. It works for those PDEs, for which Carleman estimates hold.

The idea of applications of Carleman estimates for establishing the convergence
rate of regularized solutions of the QRM as the level of the noise in the data tends
to zero was originated in 1991 in works [153, 161]. Next, this idea was explored in a
number of publications; see works [57, 64, 134, 147, 148, 156, 158, 161, 166, 236]. Fur-
thermore, it was discovered in [156] that the QRM can be applied to the inversion of
the Radon transform with incomplete data. Indeed, it was shown in, for example, the
book of Hasanoglu and Romanov [87] that the inversion of the Radon transform is
equivalent to the solution of a linear inverse source problem for a transport equation.
Thus, a new numerical method, which is based on the QRM, was developed in [156]

https://doi.org/10.1515/9783110745481-004
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for the latter inverse problem. Furthermore, the data in [156] are incomplete. Next, two
modifications of the method of [156] were applied to various inverse source problems
with incomplete data [148, 236], including even the linearized travel time tomography
problem [148]. The latter problem is considered in detail in Chapter 12.

We also draw attention of the reader to our work [152] in which the famous linear
integral equation derived by Mikhail Mikhailovich Lavrent’evin 1964 [183] is applied to
solve a highly nonlinear coefficient inverse problem for the equation c(x)u; = Au. Sur-
prisingly, it works well. The Lavrent’ev equation is solved in [152] via applying the QRM
to a system of elliptic partial differential equations. A member of the Russian Academy
of Science, M. M. Lavrent’ev (1932-2010), was the thesis advisor of M. V. Klibanov in
1973-1977. Lavrent’ev was one of founders of the theory of inverse and ill-posed prob-
lems. That integral equation is actually the formula (7.18) of the book [184].

We point out that the conventional regularization theory for linear ill-posed prob-
lems uses only bounded linear operators for the Tikhonov functional; see, for exam-
ple, [184]. Unlike this, the QRM uses unbounded PDE operators for this purpose. Actu-
ally, this is the underlying reason of why do we need Carleman estimates to estimate
convergence rates of regularized solutions.

Let Q ¢ R" be a bounded domain and A(x, D) be a linear Partial Differential Oper-
ator (PDO) of the second order acting in Q. We assume that this operator admits a Car-
leman estimate, that is, conditions formulated in the beginning of Section 2.1 of Chap-
ter 2 are in place. Therefore, results of this chapter are very general ones. Consider the
Partial Differential Equation (PDE) A(x,D)u = f, x € Q and an ill-posed Cauchy prob-
lem for it. First, we present below the QRM below for a general operator A(x, D) and
establish the convergence rate of the QRM as the noise level in the data tends to zero.
More precisely, we establish the convergence rate of the regularized solutions. Next,
we specify our method for three main classes of ill-posed Cauchy problems: for ellip-
tic, hyperbolic, and parabolic PDEs. Such rates were also established for the initial
boundary value problem for the parabolic PDE with the reversed time [166].

The material of this chapter is a purely analytical one; also, see Chapter 12 for the
QRM for a linearized coefficient inverse problem with a numerical result. Numerical
studies of a variety of versions of the QRM can be found in papers of Bourgeois with
his coauthors Dardé and Ponomarev [40-43, 45-47], Dardé with his coauthors Han-
nukainen and Hyvonen [68, 69] and Klibanov with his coauthors [57, 64, 147, 148, 156,
158, 161, 236].

Remark 4.1.1. A natural question is on how to minimize functionals of QRM numeri-

cally. The answer is as follows. First, the partial differential operator of this functional

should be written in finite differences. Next, the minimization should be done with

respect to the values of the unknown function at grid points. There are two ways of

calculating the gradient of the functional in this case:

1. First, suppose that we have numbered grid points are {x]-}]tl. Letv; = v(x;) be the
values of the target function v at grid points. Let J(v) = J(vy,...,v,) be the func-
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tional we minimizer in the QRM. Then the vector of the gradient VJ(v) at the point
v is formed using

JW) T Vi Vit hVig, V) = J(Ves e Vi, Vi Vi -5 Vi)

ov; h ’

where h > 0 is an appropriate sufficiently small number.

2. Second, one could calculate the gradient via explicit, although long, formulas
using the Kronecker symbol; see some details in section 6 of the work [147]. In
[57, 64, 147, 148, 156, 158, 161, 236], the second approach was used. The same is
true for all works on the numerical issues of the convexification.

4.2 The Quasi-Reversibility Method (QRM)

4.2.1 The Carleman estimate

For reader’s convenience, we now recall a general Carleman estimate of Section 2.1 of
Chapter 2. Consider the function i € C%(Q) such that V| # Oin Q. For a number
h > 0, denote

Yp={xeQ:Ppx)=hl, Q,={xeQ:px) > hl. (4.1)
Let the domain Qj, # @. Consider a part I';, of 0Q defined as
T, ={x€0Q:yYx) > h}. (4.2
Then the boundary 0Q;, of Qy, is

0Qy, = 0,Qp U 3,Qy, (4.3)
Q=Y Q=T (4.4)

Let A > 1 be a sufficiently large parameter, which we will specify later. Consider the
function ¢(x),

o(x) = exp(AP(x)). (4.5)
It follows from (4.1) and (4.5) that

min g(x) = P(O)ly, = M. (4.6)

Qy

Consider a linear partial differential operator A(x, D) of the second order with real
valued coefficients in Q,

A(x,D)u = Z a,(x)D%u, xeQ. (4.7)

lal<2
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Its principal part Ay(x, D) is

Ay(x, D)u = z a,(x)D*u. (4.8)
|a|=2

We assume that coefficients a,(x) of the operator A(x, D) satisfy the following condi-
tions:

a, € C'(Q) forlal =2, (4.9)
a, € C(Q) forlal =0,1. (4.10)

We now recall the Definition 2.1.1 of the pointwise Carleman estimate for the operator
Ay(x, D).

Definition 4.2.1. For the coefficients a,(x) of the operator Ay(x,D) in (4.8), let K =
maxg - gl @ The operator Ay(x, D) admits pointwise Carleman estimate in the
domain Qy if there exist constants Ay(Qy, K) > 1, C(Qy, K) > 0 depending only on the
domain Q, and the number K, such that the following a priori estimate holds:

(Ao)*0*(x) = CA(VU)’@*(x) + CAuPg3 (x) + div U, (4.12)
VA = Ao, Vu € C*(Qp), Vx € Qp, (4.12)

where following estimate holds for the divergence term div U:
IU| < CA[(Vu)? + u?]p?(x). (4.13)

In this case, the function @(x) is called the Carleman Weight Function (CWF) for the
operator A(x, D).

We use in the last sentence A(x, D) instead of Ay (x, D) because by Lemma 2.1.1 the
Carleman estimate for the operator A(x, D) in (4.7) is independent on low order terms
of this operator.

4.2.2 The Quasi-Reversibility Method (QRM)
Let the function f € L,(Q;,). Assume that conditions of Section 4.2.1 hold.
Cauchy problem. Suppose that the function u € H*(Q;,) solves the equation
Ax,Dyu=f inQ, (4.14)
and satisfies the following Cauchy boundary conditions at T, :
ulp, =po(x),  Ouulr, = py(x). (4.15)

Find the function u(x) for x € Q.
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We assume that there exists a function F e H*(Q,) satisfying Cauchy boundary
conditions (4.15), that is,

Flr, =po(),  0,Flr, = p1(x). (4.16)

In fact, it is unlikely that the existence theorem holds for problem (4.14), (4.15). Thus,
we find an approximate solution of this problem in the least squares sense, that is, as
a minimizer of the Tikhonov functional with the regularization parameter a € (0,1).
This functional is

2
]a(u) = “A(X:D)u _f“Lz(Qh) + a”u _F"%.IZ(th (417)

Minimization problem of the QRM. Find a minimizer u, € H*(Q;) of the functional
J,(w) in (4.17) satisfying Cauchy boundary conditions (4.15).

For brevity, A := A(x, D) below. As stated in Section 4.1, in the regularization the-
ory, such a minimizer is called the regularized solution. As the first step, we prove
the existence and uniqueness of the regularized solution. This is rather easy to do if
applying Riesz theorem.

Theorem 4.2.1 (existence and uniqueness of the minimizer). For every value of the
regularization parameter a € (0,1), there exists unique minimizer u, € Hz(Qh) of the
functional ] ,(u). Furthermore, there exists a constant C = C(Qy, A(x, D)) > 0 depending
only on listed parameters such that the following estimate holds:

C
luallg2(,) < ﬁ("F"HZ(Qh) + ||f”L2(Qh))~ (4.18)

Proof. In this proof, C > 0 denotes different constants depending only on above listed
parameters. Introduce the subspace Hé(Qh) of the space Hz(Qh) as

Hj(Qp) = {w € H(Qy) : wl, = 9,wlp, = O}

Let w = u — F. By (4.15) and (4.16), the function w ¢ Hé(Qh). The functional J,(u)
becomes

2
L(w) = |Aw + (AF = )] o) + @IWl,) W € Ho(Qy). (4.19)

The minimization of functional (4.19) is equivalent with the minimization of func-
tional (4.17), subject to boundary conditions (4.15). Let w, be a minimizer of the func-
tional I,(w). By the variational principle, the following identity holds:

(Awg, AV) + a[w,,v] = (Av,f — AF), Vv € Hj(Qp), (4.20)
where (, ) and [, ] are scalar products in L,(Q;,) and H 2(Qh), respectively. Denote

.Vl = (AD,AV) + a[p,v], Vp,v € H3(Qp).
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Hence, {p, v}, defines a new scalar product in the Hilbert space H(Z)(Qh) and the corre-
sponding norm {v}, = v/{v, v}, satisfies

Valvizg,) < W < Clvligeg,), v € Ho(Qp). (4.21)

Thus, the new norm {v}, is equivalent with the standard norm |v|| HA(Qy)* Hence, we
rewrite (4.20) in the equivalent form,

(WeoVlq = (Av,f — AF),  Wv € H3(Qp). (4.22)
By (4.21),
(Av.f - AF)| < C(IFllgzq,) + If @) Ve Vv € Hy(Qy). (4.23)

This means that the right-hand side of (4.22) can be considered as a bounded lin-
ear functional ®(v) : Hé(Qh) — R. Hence, Riesz theorem implies the existence and
uniqueness of a function g, € Hé(Qh) depending on the function f-AF, g, = q,(f —AF)
such that

(Av,f - AF) = {gp Vi VWV € HJ(Qp). (4.24)
It follows from (4.22) and (4.24) that
WarVla = (o Vi W € Hy(@Qy).
Furthermore, since by Riesz theorem {g,}, = |DI|, then (4.23) implies that
{duta < C(IFlg2(q,) + IflL,@,))-
Hence, the minimizer w, exists, is unique, w, = g, and
Wala < CIFlg2(q,) + IflL,@,)- (4.25)

It follows from (4.21) and (4.25) that

C
||Wa||H2(Qh) < W("F"HZ(Q;[) + ”f”Lz(Qh))' (4.26)

Finally, setting u, = w, + F, recalling that a € (0, 1) and using (4.26), we obtain (4.18).
O

A Carleman estimate was not used in the proof of Theorem 4.2.1. In fact, the proof
of Theorem 4.2.1 is rather simple since it is based on the Riesz theorem. We now prove
a more sophisticated result. More precisely, we establish the convergence rate of reg-
ularized solutions to the exact solution when the level of noise in the data tends to
zero. By one of the fundamental concepts of the theory of ill-posed problems [22, 244],
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we assume that there exists an exact solution u* ¢ Hz(Qh) of Cauchy problem (4.14),
(4.15) with the exact, that is, noiseless data

freLy@y), u'ly, =pg € H'(Ty. "I, = b € Ly(Ty). (4.27)

In other words, the function u* is an ideal solution of problem (4.14), (4.15). By Theo-
rem 2.2.1, the exact solution u* ¢ H 2(Qh) is unique.

The existence of the exact solution u* € H*(Q;,) implies the existence of a function
F*eH 2(Qh) satisfying boundary conditions (4.27), that is,

F'lr, =py 0,F"Ir, = p}. (4.28)

We now describe an example of the function F*. Consider the function y ¢ Cz(ﬁh)
such that y(x) = 1in a small neighborhood Nbp(l"h) = {x € Q. : dist(x,T},) < p}and
X)) = 0 for x € Qu\Nb,,(I';), where p > 0 is a sufficiently small number. We set
F*(x) = y(ou* (0.

Let § > 0 be a sufficiently small number, which we call the level of the noise in
the data. Suppose that there exists the function F € H 2(Qh) satisfying boundary con-
ditions (4.16). We assume that

IF* _f”LZ(Qh)’ IF* _F”HZ(Q,,) <é. (4.29)

Theorem 4.2.2 (convergence rate of regularized solutions). Assume that the Carle-
man estimate of Definition 4.2.1 is valid. Also, suppose that there exist functions F €
Hz(Qh) and F* ¢ Hz(Qh) satisfying conditions (4.16) and (4.28), respectively. In addi-
tion, assume that conditions (4.29) hold. Let the regularization parameter a = a(6) = 62ﬂ,
where B = const. € (0,1]. Suppose that there exists a sufficiently small number € > 0
such that Q3. #+ @ and 'y, # @. Let m = maxg Y(x) and y = 2¢/(3m + 2¢). Then
there exists a sufficiently small number 6, = 6y(e,m,A,Q;) € (0,1) and a constant
C = C(e,m,A,Qy) > 0 depending only on listed parameters such that if § € (O, 6(1)/ B ),
then the following convergence rate of regularized solutions holds:

litasy ~ " oy < COA+ [ [0 )8Y. V8 € (0,6), (4.30)

where u, ¢ Hz(Qh) is the minimizer of the functional J,(u) in (4.17) satisfying Cauchy
boundary conditions (4.15). The existence and uniqueness of this minimizer is guaran-
teed by Theorem 4.2.1.

Proof. In this proof, C = C(e,m,A,Q;) > 0 denotes different positive constants de-
pending only on listed parameters. Let w* = u* — F*. Then w* ¢ HS(Qh) and Aw™* =
f* — AF*. Hence,

(AW*, Av) + a[w*,v] = (Av,f* — AF*) + a[w*,v], W e H3(Qp). (4.31)
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Subtract identity (4.20) from (4.31). Denote W, = w* - Wa,f =f*-f,F=F"-F.We
obtain

(AWq, AV) + a[W,, V] = (Av,f — AF) + a[w",v], W € H3(Qp). (4.32)
Set in (4.32) here v := W,. We obtain
IAW, |7, + lWalipq,) = (AW, f - AF) + aw”, #,]. (4.33)
Apply the Cauchy-Schwarz inequality to (4.33). We obtain
1AW, 7 q,) + @l WellFe
allL,(Qyp) allH>(Qp)
1. . 9 1 = =2 Ay w2 a, . 2
< SVl + 51 - AFlL 0, + 5 W i@, + 5 1Waliz,-
Hence, by (4.29)
A2 o ) + a2 ) < C8 + aw*; (4.34)
allL,(Qp) allH2(Qy,) = H?(Qp)" .
Since a = a(8) = 6%, where B € (0,1], then 8 < a. Hence, it follows from (4.34) that
—~ 112 * 2,
1AW, Iz, q,) < C(1+ lw “HZ(Qh))5 g (4.35)
Applying Theorem 2.2.3 to (4.35), we obtain
Wl < CA+ IV 2,))8”s  ¥6 € (0,8). (4.36)

Recall that w, = (u, - u*) + (F* — F). Also, by (4.29) |F* - F| H'(Q,.,,) < 0 Hence, using
the triangle inequality, we obtain

Wl o, 2 [4a =4 i, — IF" = Flim,,,.) (4.37)
> [lug —u* “HI(QM) - 6.

Since numbers B,y,6 € (0,1), then 8% > 8. Thus, (4.36) and (4.37) imply the target
estimate (4.30) of this theorem. O

4.3 Elliptic equation

Let L be an elliptic operator of the second order in the bounded domain Q ¢ R" with
its principal part L,

n n
Lu= Z 3Oty + Z bj(0uy, +cou,  x € Q, (4.38)
= iz
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n
Lou= ) @;j(0uy,, x€Q (4.39)
ij=1

where a;;(x) = a;;(x), Vi,j. Just as in (4.9) and (4.10), we assume that
a;j € C'(Q);  bjceC(Q). (4.40)

To ensure the ellipticity of the operator L,, we assume that there exist two constants
M1 My > 0, iy <, such that

WlElR < Y a(00&& < wlélP, VX e QVE = (§,..., &) e R". (4.41)

ij=1
Let Y c 0Q be the part of the boundary 0Q, where the Cauchy data are given. Let
Y' ¢ R"! be a bounded domain. Denote X = (X3, ...,Xy,). We assume that

Y={xeR":x=z(X),xeY'},

where the function z € Cz(l_/’). Change variables as x = (x3,X) (X{,)_(), where x{ =
X; —z(X). For brevity, we do not change notations. We obtain that in new variables the
domain Y becomes

Y={xeR":x=0XxeY'}

The operator L still remains elliptic after this change of variables. Let X > 0 be a num-
ber. Without loss of generality, we assume that

Qc{x >0}, Y={xeR":x =0,[x|<X}coQ. (4.42)

Cauchy problem for the elliptic equation. Suppose that conditions (4.38)—(4.42) hold.
Find such a function u € H*(Q) that satisfying the following conditions:

Lu=f inQ, (4.43)
Ulyey =Po(X), Uy lxey = P1(X), (4.44)

where functions g, g; are the Cauchy data and the function f € L,(Q).

These are incomplete Cauchy data, since they are given only at a part of the bound-
ary of the domain Q rather than at the whole boundary. We now remind the Carleman
estimate of Theorem 2.4.1. Let A > 1 and v > 1 be two large parameters, which we
will specify later. Consider two arbitrary numbers a, h = const. € (0, 1), where a < h.
Denote

=12
Yx) = x; + 5;—'2 +a, e =expAP™). (4.45)

printed on 2/10/2023 4:30 PMvia . Al use subject to https://ww.ebsco.confterms-of-use



EBSCChost -

86 —— 4 The quasi-reversibility numerical method for ill-posed Cauchy problems for linear PDEs

The domain Qj, now is similar with the one in (2.65),

-2
Q= {x:xl>0,xl+|2);(—|2+a<h}. (4.46)
Following (4.46), we define I';, as
T, = {x:x = 0,x] < (h—a)"?V2x]}. (4.47)

Let i, be the part of the level hypersurface of the level h of the function i, which is
contained in the half-space {x; > 0},

_.. X L on
Yy = x.x1>0,xl+ﬁ+a— .
Then
th = Fh U lwbh'
We assume that Q;, < Q. For a sufficiently small number £ > 0 and a number v > 0
define the subdomain Qy-v_ 3. € Qy as

—2 -V
Qpvize = {x :x; >0, (xl + '2’;(—|2 + a) >h™+ 3.9} (4.48)

and assume that Qv 3. # @, which is true if ¢ is sufficiently small.

The Carleman estimate of Theorem 2.4.1 allows us to construct the QRM for prob-
lem (4.43), (4.44). First, we construct an example of the function F € H*(Q,,) satisfying
boundary conditions (4.15). Let functions

Po-py € HAT). (4.49)

Let the number o > 0 be sufficiently small. Consider the function y(x;) satisfying

0o 1, x;€(0,0),
C*[0,h—a], = 4,50
xecl a. xta) {0, x; € (20,h - a). (4:50)
Set
F(x) = x(x1)po () = X (x)x1p1 (X). (4.51)

It follows from (4.49)-(4.51) that the function F ¢ Hz(Qh) and also that F satisfies
boundary conditions (4.15). Assume now that there exists the exact solution u* €
H?(Q) of problem (4.43), (4.44) with the exact Cauchy data pPo-p; € H*(T},) and the
exact function f* € L,(Q). Then, replacing p,, p; with pg, p;, we construct the func-
tion F* € H(Q,) as in (4.51). We assume that

IF = F" g, < 6 (4.52)

where 6 € (0,1) is the level of noise in the data.
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The Tikhonov functional for problem (4.43), (4.44) is
Jpw) = 1Lu = I o, + Bl = Flipq, - (4.53)
Minimization problem for functional (4.53). Find a minimizer ug € Hz(Qh) of the func-
tional J, (u) in (4.53) satisfying boundary conditions (4.44).
Theorem 4.3.1 follows immediately from Theorems 2.4.1, 4.2.1, and 4.2.2.

Theorem 4.3.1. For 8 € (0,1) there exists unique minimizer ug € H2(Qh) of functional
(4.52) satisfying boundary conditions (4.44) and the following estimate holds with the
constant C > 0 independent on B:
C
||uﬁ||H2(Qh) < ﬁ("F”HZ(Qh) + |lf||L2(Qh))-

Furthermore, suppose that (4.52). Choose B = B(6) = 6%, where the number p = const. €
(0,1]. Then there exists a number y = y(e) € (0,1) and a sufficiently small number
8y € (0,1) such that if 6 € (0, 62)/” ), then the following convergence rate of regularized
solutions u g holds:

luge) =4 lnca, ) < €L+ "u*”HZ(Qh))(Sﬁy’ V6 € (0,6p)

where the subdomain Qy-v, 3. # @ of the domain Q, is defined in (4.48) and the number
V, is defined in Theorem 2.4.1.

4.4 Parabolic equation with the lateral Cauchy data

Let Q ¢ R" be a bounded domain with a piecewise smooth boundary 9Q. As in (4.42)
of the previous section, we assume that

Qc{y>0}, Y={xeR":x =0,[x < V2X}coQ, (4.54)
where X = (X,,...,x,). For T > 0, denote
Q7 =Qx(-T,T).

Let numbers a, X, v, A be the same as ones in Section 4.3. Consider functions (x, t)
and @(x, t) which are similar to those defined in (2.28) and (2.30), respectively,
Y, t) =x, + E + i +a, @(xt) =exp(Ap™”)

U X2 T or2 ’ '
Foranumberh € (0,1), we define the domain Q, and a part of its boundary I';, similarly
with (4.46) and (4.47), respectively,

QF - , LS "
Th = (x,t).x1>0,xl+ﬁ+ﬁ+a< ,
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2 fonin -0 L £ L acnl can
Th = (x,t).xl—O,ﬁ+ﬁ+a< C 0Qy,.
Let
|)—(|2 t2 }
=4x:x; >0, X+ — + — +a=hy.
lzbh { 1 1 ox2 ' 272
Hence,

0Q7y, = I Uy,

We again assume that Q_%I ¢ Q. Choose a sufficiently small number € > 0. Define the

subdomain Qf, (h™ + 3¢) as

— 2 2 -V
IX] + r + a) >h™V + 38}. (4.55)

Q% (h™V +3¢ :{x:x >0,<x Ladl
Th( + ) 1 1+2X2 272

We assume that ¢ is so small that Qih(h‘v +3¢) + @.
Consider now the parabolic operator L in QF,

n n
Lu=u, - Z a’(x, By, — Z Y, Buy, — c(x, Ou.
ij=1 j=1

The ellipticity of the operator o, — L means that al (x,t) = aﬁ(x, t) and also that there
exist two numbers p;, 4, > 0 such that

n Y3 —
WlEl < Y d 06 0&E < wlElP, Vo t) € Oy, ¥E € R™
ij=1
We also assume that

ij 170% — _
a’ e C(Qp). Ky= mlallx ||a,~]~||C1(Q%h),

j o — _ _
P,ceC(Qz,), K = max{m]ax 1Bl oy "C"C(Q%)}'

Cauchy problem for the parabolic equation with lateral Cauchy data. Let the func-
tion f(x,t) € Lz(Qi}h). Find the function u € Hz’l(QJ;h) satisfying the following condi-
tions:

Lu=f inQp, (4.56)
Ulps =Po(6 1), Opitlps = P, 1), (4.57)

where functions f, g, g; are given.
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Assume that there exists a function F ¢ H>!(QF,) satisfying boundary conditions
(4.57), that is,

F|r§h = pO(X, t), anu|r§h = pl(X, t) (4.58)

An example of this function can be constructed similarly with the one of Section 4.3.
Assume now that there exists the exact solution u* ¢ HZ’I(QJ—}h) of problem (4.56),
(4.57) with the exact Cauchy data pg,p; « Hz’l(l"i}h) in (4.57) and the exact function
f* € L,(Q%,) in (4.56). Then there exists a function F* € H>'(Q%,) satisfying

F* Iz = po(x,t), O,F" Iz, = py(x,0). (4.59)
Just as in (4.52), we assume that
IF = F*| (g, <6 (4.60)
Consider the following functional of the QRM:
2 2
]ﬁ(u) = |Lu _f”LZ(Q%h) +Bllu - F”Hz,l(Q»;h)- (4.61)

Minimization problem for functional (4.61). Find a minimizer u; € H>'(QF,) of the
functional Jz(u) in (4.61) satisfying boundary conditions (4.57).

Theorem 4.4.1 follows immediately from Theorems 2.3.1, 4.2.1, and 4.2.2.

Theorem 4.4.1. Assume that there exists a function F € H*'(Q%,) satisfying boundary
conditions (4.58). Let F* ¢ H“(Q?h) be a function satisfying conditions (4.59) and let
(4.60) holds, where § € (0,1) is the level of noise. Then for any B € (0,1) there exists
unique minimizer u, € H>'(Qy,) of functional (4.61) satisfying boundary conditions (4.57)
and the following estimate holds with the constant C > 0 independent on f:

C
”uﬁ”HZ(Qh) < ﬁ(”F”Hll(Qh) + ”f"Lz(Qh))-

Furthermore, choose = B(8) = 6%, where B = const. € (0,1). Then there exists a
numbery = y(e) € (0,1) and a sufficiently small number 8, € (0,1) such that if §
(0, 53)/ P), then the following convergence rate of regularized solutions Ugs) holds:

lugs) — u*“HLO(Q;h(h’VHs)) <C(1+ ||u*||H2’1(Q§h))6ﬁy’ Vé € (0,6p),

where the subdomain Q7 (h™ +3¢) of the domain Q7 is defined in (4.55) and the number
Vg is defined in Theorem 2.3.1.
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4.5 Hyperbolic equation with lateral Cauchy data

Results of this section were originated in the work of Klibanov and Malinsky [153] and
were developed further in works of Klibanov with coauthors [64, 132, 147, 158, 165]. Let
Q ={|x|] <R} c R"and T = const. > 0. Denote

Qi =Qx(-T,T), SE=03Qx(-T,T).

In this section, we obtain the Lipschitz type convergence rate (Theorem 4.5.1) in the
whole time cylinder Qj rather than weaker Holder type estimates in subdomains, as
in previous sections. Corresponding numerical studies of [64, 147, 158] have demon-
strated a good performance.

We repeat the statement of the Cauchy problem of Section 2.7. For the reader’s
convenience, we copy formulas (2.136)—(2.138) of that section,

Lu = c(0uy —Bu— Y P (x, tu, —do iy, (6.t) € Qr, (4.62)
j=1

n .
Lu=Lou- z V(x, t)uxi —d(x, tu,
=1

Lou = c(x)uy — Au, (4.63)
. . .
b.deC(@), K =max(|dl ciaty ™| C@)). (4.64)

We impose the same condition on the function c(x) as ones in (2.143)—(2.145)

c(x) € [1,¢], wherec = const. > 1, (4.65)
ceClQ), (4.66)
(x,Vc(x)) = a = const. >0, Vx € Q. (4.67)

Cauchy problem. Let L be the hyperbolic operator in (4.62) and let the function f €
L,(Q%). Find the solution u € H*(Q%) of the equation

Lu=f (4.68)
with the Cauchy data
u|S‘;r = gO(X: t)) anuls% = gl(x> t) (4'69)

Just as before, we assume that there exists a function F € H 2(Qi) satisfying Cauchy
boundary conditions (4.69),

F |s; =go(xt), 0,F |s; =g(x,0). (4.70)
Consider the following functional of the QRM:

Tp@) = I = 17 g2y + Bl = Fl . 4.71)
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Minimization problem for functional (4.71). Find a minimizer up € HZ(Qi}) of the func-
tional Jg(u) in (4.71) satisfying boundary conditions (4.69).

Suppose that there exists the exact solution u™ € H 2(Qi}) of problem (4.68), (4.69)
with the exact Cauchy data g; € H'(S7), g; € L,(S}) in (4.69) and the exact function
f* € L,(QF) in (4.68). Then there exists a function F* € H*(Q5) satisfying

I:*|S7iw = gS(X) t)> anF*LS% = gl*(X) t) (4-72)

Theorem 4.5.1. Suppose that conditions (4.62)—(4.67), (4.70), and (4.72) are satisfied.
Then for every 8 > O there exists unique minimizer ug € H 2(Q%) of the functional ]ﬁ(u) in
(4.71) and

C
"u[;”HZ(Q;) < ﬁ(”F”HZ(Q;) + ”f"Lz(Q;)) (4.73)

Furthermore, the following convergence rate of regularized solutions holds:

””B - u*”Hl(Q;) < C(||F - F*”H2<Q§> +|If ‘f*”L2<Q;> + \/B“u*"HZ(Q‘;))' (4.74)

Proof. Existence and uniqueness of the minimizer ug as well as estimate (4.73) follow
immediately from Theorem 4.2.1. Thus, we now focus on the proof of the convergence
rate (4.74). Denote

wg = ug — F, w'=u*-F", szwﬁ—w*, (4.75)
F=F-F, f=f-f" (4.76)
Let [, ] and {, } be scalar products in L,(Q7) and H 2(Q%), respectively. Denote

Hy(Qr) = {w € H(Q7) : uls: = duuls; = 0}.

We obtain
[Lwg, Lh] + B{wp, h} = [f — LF,Lh], ¥h € Hy(Q7), (4.77)
[Lw*,Lh] + B{w",h} = [f* = LF*,Lh] + B{w",h}, Vh e H}(Q}F). (4.78)

Subtract (4.78) from (4.77). Taking into account (4.75) and (4.76), we obtain
(LW, Lh] + B{w, h} = [f — LF,Lh] - B{w",h}, Vh € H}(Q%). (4.79)
Setting in (4.79) h = W and using the Cauchy-Schwarz inequality, we obtain
LI ) + BIF I3 gz < IF — LFIE gz + BIW* ez
This implies that

(L) dxdt < If - LFI? s, + BJw" 5
Qr

@ (4.80)

The target estimate (4.74) follows immediately from (4.80) and Theorem 2.7.3. O
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5 Convexification for ill-posed Cauchy problems for
quasi-linear PDEs

This chapter follows the work [9]. In addition, the short Subsection 5.3.2 uses the ma-
terial of [132, 134, 135, 165]. Permissions for republishing are obtained from publishers.

5.1 Introduction

In this chapter, we start the presentation of the convexification method of Klibanov. We
work in this chapter on the convexification for ill-posed Cauchy problems for quasilin-
ear PDEs. These problems are simpler than CIPs. Many numerical methods have been
developed for ill-posed Cauchy problems for linear PDEs; see, for example, the be-
ginning of Chapter 4. However, prior to the work [135], rigorously justified numerical
methods for ill-posed Cauchy problems for quasi-linear PDEs did not exist.

In the meantime, these problems have broad applications in processes involving
high temperatures [4, 5]. In such a process, one can measure both the temperature and
the heat flux on one side of the boundary. However, it is impossible to measure these
quantities on the rest of the boundary. Still, one is required to compute the tempera-
ture in at least a part of the domain of interest. The underlying PDE, which governs the
process of the propagation of this temperature, is a quasi-linear parabolic PDE. This
equation is quasi-linear rather than linear because of high temperatures. Effective nu-
merical methods for ill-posed Cauchy problems for quasi-linear parabolic equations
were developed in [4, 5]. They work quite well numerically. These methods are based
on the least square minimization, and the problem of local minima is not rigorously
addressed in those works.

As it was pointed out in Chapter 1, conventional numerical methods for nonlinear
ill-posed problems are based on the minimization procedure of the least squares cost
functionals. The major drawback of this procedure, however, is that those functionals
are typically nonconvex. Thus, they typically suffer from the phenomenon of local
minima and ravines. This, in turn means that convergence to the exact solution of the
underlying problem of any gradient-like numerical method for the minimization of
such a functional can be rigorously guaranteed sometimes only if its starting point is
located in an e-neighborhood of the exact solution, where € > 0 is a sufficiently small
number [10, 11]. This is local convergence; see Definition 1.4.1 in Chapter 1. The main
problem with the local convergence is that it is unclear how to get a priori a point in
a sufficiently small neighborhood of the exact solution. This, in turn makes locally
convergent numerical methods both unstable and unreliable. See Chapter 1 for the
definitions of locally and globally convergent numerical methods.

Unlike the above, the convexification has the global convergence property. As to
the definition of the global convergence, see Definition 1.4.2 in Chapter 1. Initial publi-

https://doi.org/10.1515/9783110745481-005
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cations about the convexification were the ones in 1995 and 1997 [127, 140] for CIPs for
hyperbolic PDEs. The convexification is the main topic of follow up Chapters 6—-11 of
the current book. Later, however, it was noticed that the important topic of numerical
solutions of ill-posed Cauchy problems for quasi-linear PDEs remained not to be inves-
tigated. Thus, in [135] the convexification is extended to this case. The current chapter
discusses this topic. See Section 1.4 for a brief description of the convexification.

5.2 Some facts of the convex analysis

Results of this section are known and can be found in Chapters 4 and 5 of the book
of Vasiliev [248]. Still, we prove below Lemmata 5.2.1, 5.2.3, and Theorem 5.2.1 for the
convenience of the reader. Even though all results of this section are formulated for
a strictly convex functional, some of them are valid under less restrictive condition,
which we do not list here for brevity.

Let H be a Hilbert space of real valued functions. Below in this section | - | and
(, ) denote the norm and the scalar product in this space, respectively. Let B(R) = {x €
H : |x|| < R} c H be the ball of the radius R with the center at {0}. Even though results
of this section can be easily extended to the case when B(R) is a convex bounded set,
we are not doing this here for brevity. Let § > 0 be a sufficiently small number. Let
J : B(R + 6) — R be a functional, which has the Fréchet derivative J' (x), Vx € B(R).
Below we sometimes denote the action of the functional J'(x) at the point x on any
element h € H as J'(x)(h). But sometimes we also denote this action as (J'(x), h). This
difference will not lead to a misunderstanding. The Fréchet derivative J'(x) at a point
x € {|lx|| = R} is understood as

JW)-J) =] )y -x)+o(lx-yl), Ix-yl — 0,y € BR+6).
We assume that this Fréchet derivative satisfies the Lipschitz continuity condition,
II'co=7'W| <Lix-yl, Vxy € BR), (5.1)

with a certain constant L > 0. In addition, we assume that the functional J(x) is strictly
convex on the set B(R),

JO) =T =T 0O -x) 2 xlx -y, Vx,y € BRR), (5.2)
where x = const. > 0. The strict convexity of J(x) on B(R) implies
') =T (y)x-y) 2 2dlx - yI’, Vx.y € B(R). (5.3)

The Weierstrass theorem implies existence of a point of a relative minimum of the
functional J(x) on the closed ball B(R).
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Lemma 5.2.1. A point x;, € B(R)isa point of a relative minimum of the functional ] (x)
on the set B(R) if and only if

(],(Xmin)’xmin - )/) <0, Vy € E(R) (5-4)

If a point x;,, € B(R) is a point of a relative minimum of the functional ] (x) on the set
B(R), then this point is unique and it is, therefore, the point of the unique global minimum
of J(x) on the set B(R).

Note that if x,;, is an interior point of B(R), then in (5.4) “<” must be replaced with
“=" and the assertion of this lemma becomes obvious. However, this assertion is not
immediately obvious if x,,;,, belongs to the boundary of the closed ball B(R).

Proof. Suppose that x,,, is a point of a relative minimum of J(x) on B(R). Assume to
the contrary: that there exists a point y € B(R) such that (J' (Xyin)> Xmin — ¥) > O. Let
h =y — Xpin- Then

(' Xmin),€0) <0, V& >0 (5.5)

for any number & > 0. Since the set B(R) is convex, then {Xmin + €M, & € [0,1]} C B(R).
We have

JXmin + &h) = J(Xmin) + €[ Kmin)- h) + 0(D)], & — 0. (5.6)

By (5.5), J' (Xin)» 1) +0(1) < O for sufficiently small values of ¢ > 0. Hence, (5.6) implies
that J (X, +&h) < J(Xpm) for sufficiently small &. The latter contradicts the assumption
that x,;, is a point of a relative minimum of the functional J(x) on the set B(R).

Assume now the reverse: that the inequality (5.4) is valid for a certain point x;, €
B(R). We prove below that x,,;,, is a point of a relative minimum of the functional J(x) on
the set B(R). Indeed, let y € B(R) be an arbitrary point and lety # x. By (5.4) J' (Xin) (Y —
Xmin) = 0. Hence, (5.2) implies that

JO) 2 J Omin) + 7 Cmin) OV = Ximin) + €% = YI* > T (Xgpi)- (5.7)

Hence, the functional J(x) attains its minimal value at x = x,;;,. Hence, x;;,, is indeed
the point of a relative minimum of the functional J(x) on the set B(R).

We now prove uniqueness of the point of a relative minimum. Indeed, assume that
there are two points x;, and y,;, of relative minima of the functional J(x) on the set
B(R). We have

](ymin) - ](Xmin) - ],(Xmin)(ymin - Xmin) 2 J'f”)(min - ymin”Z: (5.8)
](Xmin) - ](ymin) _],(ymin)(xmin - ymin) 2 J'f”Xmin - ymin”2' (5'9)

Summing up (5.8) and (5.9), we obtain

_],(Xmin)(Ymin - Xmin) _],(ymin)(xmin - ymin) 2 2J'f”Xmin - Yminnz' (5'10)
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However, by (5.4)

_],(Xmin)(Ymin - Xmin) _],(ymin)(xmin - ymin) <0. (5'11)

Hence, (5.10) and (5.11) imply that X, = Vimin- O

Let y € H be an arbitrary point. The point y is called projection of the point y on
the set B(R) if

ly -yl = inf Jy-v].
R

veB(

Lemma 5.2.2. Each point y € H has unique projection y on the set B(R). Furthermore,
the pointy € B(R) is the projection of the point y on the set B(R) if and only if

¥-y,v-¥) >0, VveBR). (5.12)

For the proof of this lemma, we refer to Theorem 1 of Section 4 of Chapter 4 of [248].
Denote the projection operator of the space H on the set B(R) as Pyt H — B(R). Then
(see Theorem 2 of Section 4 of Chapter 4 of [248]),

[P () = Py ] < =, Viwv € H. 65

Lemma 5.2.3. The point x,,;, € B(R) is the point of the unique global minimum of the
functional J (x) on the set B(R) if and only if there exits a numbery > 0 such that

Xmin = PE(R) (Xmin - y]l(xmin))- (5.14)

If (5.14) is valid for one number y, then it is also valid for all y > 0.

Proof. Uniqueness of the global minimum, and the absence of other relative minima,
follow from Lemma 5.2.1. By (5.4),

(V' Xmin)»V = Xmin) = 0, Vv € B(R),Vy > 0.
This is equivalent with
(Xmin = (min = ¥ Kmin) )V = Xmin) = 0, Vv € B(R),Vy > 0. (5.15)

Hence, Lemma 5.2.2 and (5.15) imply (5.14). O

Consider now the gradient projection method to find the minimum of the func-
tional J(x) on the set B(R). Let Xy € B(R) be an arbitrary point. We construct the fol-
lowing sequence:

X1 = Ppgy (%, - vI'(x,), n=0,12.... (5.16)
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Theorem 5.2.1. Assume that the functional J(x) is strictly convex on the closed ball B(R)
and let condition (5.1) hold. Then there exists unique point of the relative minimum X,
of this functional on the set B(R). Furthermore, x,,;, is the unique point of the global
minimum of J(x) on B(R). Let L and y be numbers in (5.1) and (5.2), respectively, and let
y € (0,L]. Let the number y in (5.16) be so small that

0<y<2d™. (517)
Letq(a) = (1 -2y + o’L*)'2. Then the sequence (5.16) converges to the point Xpmin and
"Xn - Xmin” < qn(}’)"Xo - Xmin”- (5-18)

Proof. We note first that by (5.17) the number g(y) € (0,1). The idea of the proof is to
show that the operator in the right-hand side of (5.16) is contraction mapping, as long
as (5.17) holds. Denote D(x) = P, (x - yJ' (X)), X € B(R). Then the operator D : B(R) —
B(R). Let x and y be two arbitrary points of B(R). Using (5.13), we obtain

1060 - D) < 6 - ') - v - ' D)’
=|x=y) =y ) =T M| (5.19)
==y + 20 =T O = 2vT' ) - T ) x - y).
By (5.1), y*II" 00) = ' )I* < y°L?lIx - ylI*. Next, by (5.3),
~2y(J' 00 =T ). x - y) < ~2yxlx - yI*.
Hence, (5.19) leads to
D00 - DW)|* < (1= 2y + VL2 Ix = yI2 = ()lx - yI%

Hence, the operator D is a contraction mapping of the set B(R). The rest of the proof
follows immediately from Lemmata 5.2.1 and 5.2.3. O

5.3 The general scheme of the method

5.3.1 The Cauchy problem

Let Q ¢ R" be a bounded domain. Let A be a quasilinear Partial Differential Operator
of the second order in Q with its linear principal part 4,

AW) = ) a,(0D%u + A (x, Vu,u), (5.20)
|a|=2

Agu = Z a,(x)D*u, (5.21)
|a|=2
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a, € C'(Q), (5.22)
A(xy) € C{(xy) : x € Q,y e R}, (5.23)

Denote k = [n/2] + 2, where [n/2] is the largest integer, which does not exceed the
number n/2. By theembedding theorem

HQ) c '@ and Iflpg, < Clflpgy  ¥F € H(Q), (5.24)

where the constant C = C(Q) > 0 depends only on listed parameters. Let I' < 0Q,
[ € C* be a part of the boundary of the domain Q. We assume that I is not a part of
the characteristic hypersurface of the operator 4.

Cauchy problem 1. Consider the following Cauchy problem for the operator A:

Aw)=0 inQ, (5.25)
ulr = go(x), Opulr = g (). (5.26)

Find the solution u € H*(Q) of the problem (5.25), (5.26) either in the entire domain Q
or at least in its subdomain.

The Cauchy-Kowalewski uniqueness theorem is inapplicable here since we do not
impose the analyticity assumption on coefficients a,(x) of the principal part A, of the
operator A and also since A is not a linear operator. Still, Theorem 5.3.2 guarantees
uniqueness of this problem in the domain Q. defined in Subsection 5.3.1.

Suppose that there exists a function F € H*1(Q) such that

Flp =go(x), 0,Flr = g,(x). (5.27)

Consider the function v(x) = u(x) — F(x). Here is an example of the function F(x).
Suppose that Q = {|x| < 1} ¢ R>. LetT = {|x| = 1}. Assume that functions 8081 €
C**(I). Let the function y(x) € C¥*(Q) be such that

1 x| € [3/4,1],
X(x) = 1between Oand 1 for x € (1/2,3/4),
0 for x € (0,1/2).

The existence of such functions y(x) is well known from the real analysis course. Then
the function F(x) can be constructed as F(x) = x(x)[go(x) + (Ix] — 1)g;(x)].
Define the subspace Hg(Q) of the Hilbert space of real valued functions H k(Q) as
Hy(Q) = {f € H(Q) : fIp = 0,3,fIr = O},

Hence, we come up with the following Cauchy problem.
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Cauchy problem 2. Determine the functionv € H’é(Q) such that
Av+F)=0 inQ. (5.28)

Note that the function A(F) € H k’l(Q). By the embedding theorem, the latter
means that A(F) € C(Q). In the realistic case, the Cauchy data 8o(x), g1(x) are given
with a random noise. On the other hand, by (5.27) one should have at least the follow-
ing smoothness g, € HXD), g € H*(T). Hence, a data smoothing procedure might
be applied to these functions in a data preprocessing procedure. A specific form of
a smoothing procedure depends on a specific problem under the consideration. As
a result, one would obtain the Cauchy data with a smooth error. A smoothing proce-
dure is outside of the scope of this publication. Still, we work with noisy data in our
computations; see Section 5.9.

5.3.2 The pointwise Carleman estimate

In this subsection, we briefly repeat our general scheme of the pointwise Carleman
estimate, which was presented above in Sections 2.1 and 4.2.1. Let the function y ¢
C*®(Q) and |Vi| # 0 in Q. For a number a > 0, denote

Ye={xeQ: ) =al, Q,={xeQ:Px) >al. (5.29)

Hence, a part of the boundary 0Q,, of the domain Q, is the level hypersurface y,, of the
function i. We assume that Q, # @. Obviously, Q, ¢ Q, ifw > a. Choose a sufficiently
small number € > 0 such that Q,,,, # @. Denote I, = I'n Q, and assume that T, # @.
Hence, the boundary 0Q,, of the domain Q, is

390, = 3,0, Ud,Q,, (5.30)
alga = l/)a’ a200( =Ty (5.31)

Let A > 1 be a large parameter. Consider the function ¢, (x),

Pa(0) = exp[AP(x)]. (5.32)
By (5.30)-(5.32),
min @, (x) = 9,0y, =€ (5.33)
Let
m = max Y(x). (5.34)

a
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Then

max @, (x) = '™ (5.35)

o

Assume that the following pointwise estimate is valid for the principal part A, of
the operator A:

(Agw)*@3(0) = CA(VU) @3 (xX) + CA U@ (%) + div U, (5.36)
U=(U,....,Uy, |U| < CA[(Vu) +u?]p3(x), (5.37)
VA > Ay, VX € Qg Vu € C3(Q,), (5.38)

where constants A, = 15(44,Q) > 1, C; = C;(4y,Q) > 0 depend only on listed pa-
rameters. Then the estimate (5.36) together with (5.37) and (5.38) is called a pointwise
Carleman estimate for the operator A, with the CWF (p,z\ (x) in the domain Q,,.

5.3.3 Theorems

Let R > 0 be an arbitrary number. We now specify the ball B(R) as
B(R)={ue H§(Q) ullgrq) < R} (5.39)

To solve the Cauchy problem 2, we take into account (5.28) and consider the following
minimization problem.

Minimization problem. Assume that the operator A, satisfies conditions (5.36)—(5.38).
Let B € (0,1) be the regularization parameter. Minimize with respect to the function
v € B(R) the functional J A’ﬁ(v,F ), where

JppW. F) = e @) j[A(v +F)pldx + BVl - (5.40)
Q

The multiplier e ®*#) is introduced to balance two terms in the right-hand side

of (5.40). Below “the Frechét derivative J /,t,ﬁ(v’ F)” means the Frechét derivative of the
functional J; g(v, F) with respect to v. Also, below [, ] denotes the scalar product in
HYQ).

Theorem 5.3.1. The functional | \p(v, F) has the Fréchet derivative | ,{,ﬁ(v, F) e H(’)‘ (Q) for
v € B(2R). This derivative satisfies the Lipschitz continuity condition

“]/{,ﬁ(VpF) _]/{,ﬁ(V2>F)||Hk(Q) < L||V1 - v2||Hk(Q)’ Vv, v, € E(R), (5.41)

where the constant L = L(R, A, F,Q, A, a, €, ) > 0 depends only on listed parameters.
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As to Theorem 5.3.2, we note that since e <« 1for sufficiently large A, then the
requirement of this theorem f ¢ [e™,1) enables the regularization parameter B to
change from being very small and up to the unity.

Theorem 5.3.2. Assume that the operator A, admits the pointwise Carleman esti-
mates (5.36)—(5.38) in the domain Q,. Then there exists a sufficiently large number
A = MRAF Q) > Ay(4y, Q) > 1and a number C, = C,(R,A,F,Q) > 0, both depend-
ing only on listed parameters, such that for all A > A, and for every S € [e7%,1) the
functional ] M,(v, F) is strictly convex on the ball B(R),

]A,ﬁ(VzaF) —]A,ﬁ(VpF) —]/{,ﬁ(VpF)(Vz -v) (5.42)

2e 2 B 2 =
> G e v, - vy IIHl(QMS) + Ellvz - vlllHk(Q), Vvy,V; € B(R).

To minimize the functional (5.40) on the set B(R), we apply the gradient projection
method. Let PE(R) : H(’)‘(Q) — B(R) be the projection operator of the space H’O‘(Q) on the
closed ball B(R) (Lemma 5.2.2). Let an arbitrary function v, € B(R) be our starting
point for iterations of this method. Let the step size of the gradient method be y > 0.
Consider the sequence {v,}>2,,

Va1 = Py (Va = ViV F)), m=0,1,2,.... (5.43)

For brevity, we do not indicate here the dependence of functions v,, on parameters A,

B.y.

Theorem 5.3.3. Suppose that all conditions of Theorem 5.3.2 are satisfied. Choose a
number A > A,. Let the regularization parameter f§ € [e,1). Then there exists a point
Vmin € B(R) of the relative minimum of the functional ] (V) on the set B(R). Furthermore,
Viin IS also the unique point of the global minimum of this functional on B(R). Consider
the sequence (5.43), where v, € B(R) is an arbitrary point of the closed ball B(R). Then
there exist a sufficiently small numbery = y(R,A,F,Q,a,¢,B,A) € (0,1) and a number
q(y) € (0,1), both depending only on listed parameters, such that the sequence (5.43)
converges to the point v,

Vi1 = Vmin”Hk(Q) < qn()’)"Vo - Vmin"Hk(Q)a n=0,1,2,.... (5.44)

Following the regularization theory [22, 76, 244], the next natural question to ad-
dress is whether regularized solutions converge to the exact solution (if it exists) for
some values of the parameter A = A(6) if the level of the error 6 in the Cauchy data g,
g; tends to zero. Since functions g, g; generate the function F, we consider the error
only in F. Following one of concepts of the regularization theory, we assume now the
existence of the exact solution v* € H(’)‘ (Q) of the problem (5.28), which satisfies the
following conditions:

AWV*+F")=0, (5.45)
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v* € B(R), (5.46)

where the function F* ¢ H k“(Q) is generated by the exact (i. e., noiseless) Cauchy
data gj (x) and g (x). We assume that

"F - F*"HkH(Q) < 5; (5'47)

where § € (0, 1) is a sufficiently small number characterizing the level of the error in the
data. The construction (5.45)—(5.47) corresponds well with the regularization theory
[22, 184, 244]. First, consider the case when the data are noiseless, that is, when 6 = 0.

Theorem 5.3.4. Suppose that all conditions of Theorem 5.3.2 are satisfied. Choose a
number A* = A*(R,A,F*,Q) > A, such that estimate (5.42) is valid for Jpv, F *) for
all A > A*. Let the level of the error in the data be § = 0. Choose A > A* and B = e,
Let vy, € B(R) be the point of the unique global minimum on B(R) of the functional
Ipv. F *) (Theorem 5.3.3). Then there exists a constant C5 = C5(R, A, F*,Q) > 0 depend-
ing only on listed parameters such that

*

V" = Viginl (@, < C3exP(-3A/2). (5.48)

Furthermore, let {v,};>,, be the sequence (5.43) where the numbery = y(R,A,F*,Q, a,¢,
B,A) € (0,1) is the same as in Theorem 5.3.3. Then with the same constant q(y) € (0,1)
as in Theorem 5.3.3 the following estimate holds:

V" =Varllin, ) < Cexp(-3Ae/2) + " VIVo ~ Vminllgrp n=0,12.... (549)

Let m be the number in (5.34). Denote

. e 1
0= m1n<4—m, 5) (5.50)

Theorem 5.3.5 estimates the rate of convergence of minimizers v, to the exact solu-
tion v* in the norm of the space H'(Q, ;).

Theorem 5.3.5. Let all conditions of Theorem 5.3.2 hold. Let the number A; = A{(R, A4,
F,Q) > A, be the same as in Theorem 5.3.2 and let 6 be the number defined in (5.50). Let
the number 6, € (0,1) be so small that 561/ @m S o Letd e (0,8,) be the level of the
error in the function F, that is, let (5.47) be valid. Choose A = A(6) = In(6 /™) > A, and
B = e MO% et Vimin € B(R) be the point of the unique global minimum on B(R) of the
functional | M;(v, F) (Theorem 5.3.3). Then there exists a constant C, = C,(R,A,F,Q) >0
depending only on listed parameters such that

V' = Vminla, . < Ca6’. (5.51)

‘a+2e
Next, let {v,};2, be the sequence (5.43), where the number y = y(R,A,F,Q,a,¢,B,6) €
(0,1) is the same as in Theorem 5.3.3. Then with the same constant q(y) € (0,1) as in
Theorem 5.3.3 the following estimate holds:

IV = Vil ) < C.8% + "Wl - Vminllgrq)y n=012.... (5.52)

a2e) T
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Theorem 5.3.3 follows immediately from Theorems 5.2.1, 5.3.1, and 5.3.2. Hence, we
do not prove Theorem 5.3.3 here.

5.4 Proof of Theorem 5.3.1

In this proof, L = L(R,A,F,Q, a,&,8,A) > 0 denotes different numbers depending only
on listed parameters. Let v;,v, € B(2R) be two arbitrary functions. Denote h = v, — v;.
Hence, h € HX(Q). Let

D = (A(v, + F))’ - (A(vy + F))’. (5.53)

By the Lagrange formula,

2
z
fo+2) = f0) +f Wz + =f" (), Vy,z e RVf € C(R), (5.54)
where 11 = n(y, z) is a number located between numbers y and y + z. By (5.24),
”h"Cl(ﬁ) = ”Vz - V1I|C1(§) < 4CR (555)
Hence, using (5.20)—(5.23), (5.54), and (5.55), we obtain

A (x,V(vy + F),v3 + F) = Aj(x,V(v; + F + h),v; + F + h)
=A,(x,Vv; + VF,v; + F)

+ iavxiAl(x, Vvy + VF, vy + F)hy +0,4,(X, Vv; + VF,v; + F)h
i=1
+ P(x,Vv; + VF,v; + F,Vh, h),
where the function P satisfies the following estimate:
|P(X, Vv, + VF,v, + F,Vh,h)| < K((Vh)® + h*), Vx € Q,¥v; € B(2R), (5.56)

where the constant K = K(R, F, Q) > 0 depends only on listed parameters. Hence,

A(vy+F)=Ag(v; +F+h) + Aj(x,V(v; + F+ h),v; + F + h) = A(v; + F)
+ [Ao(h) + iavxiAl(x, Vvy + VF, vy + F)hy +0,A,(X, Vv; + VF, v + F)h]
i=1
+P(x,Vuy, uy, h).
Hence, by (5.53),
D =2A(v, +F)

n
X [Ao(h) + Z 9, Ay(x, Vvy + VF,v; + F)h, +0,A;(x, Vv; + VF, v, + F)h] (5.57)
=1
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2

n

+ [Ap(h) + z aVXiAl(x, Vvy + VF, vy + F)hy +0,A,(x, Vv, + VF,v; + F)h
i=1

+ P2

The expression in the first two lines of (5.57) is linear with respect to h. We denote
this expression as Q(v; + F)(h),

Q(vy + F)(h) = 2A(v; + F) (5.58)

n
X [Ao(h) + ZBVXAAl(x, Vvy + VF, vy + F)hy, +0,A(x, Vvy + VF,v; + F)h |.
=1

Consider the linear functional acting on functions h € Hg(Q) as

Jv, F)(h) = j QW; + F)(h)p2dx + 2Blv,. hl. (5.59)
Q

Clearly, f(vl,F Y(h) : H(’)‘ (Q) — Ris a bounded linear functional. Hence, by the Riesz
theorem, there exists a single element M(v,) € Hg(Q) such that

J(vy, F)(h) = [M(v;,F),h], Vhe Hg(Q). (5.60)
Furthermore,
M1, F) g ) = T, F). (5.61)

Next, since by (5.24) ||h||C1@ < Clhllgxq), then (5.40), (5.53), (5.57), and (5.59) imply
that

Tagh + b F) = T g1, F) = Tvy, FY(R) = O(IRIe ) (5.62)

as |hllgxqy — O. The existence of the Fréchet derivative J /{,,B(VD follows from (5.58)—
(5.62). Also, forall h € Hg(Q) and all v € B(2R),

JapW, F)(h) =J (v, F)(h) = J Q(v + F)(h)p3dx + 2B[v, h], (5.63)
Q
J1p(v. F) = M(v,F) € H(Q). (5.64)

We now prove the Lipschitz continuity of the Fréchet derivative J ,{,ﬁ(v, F). By
(5.57), (5.58), (5.59), (5.63), and (5.64) we should analyze the following expression for
allv;,v, € B(R) and for all h € HX(Q):

Y(vi,h) - Y(vp, h)
=2A(v; + F)
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[ n
x | Ag(h) + Z 9, A;1(x, Vvy + VF,v; + F)h, +0,A;(x,Vv; + VF,v; + F)h] (5.65)
L =1

-2A(v, + F)

[ n
x | Ag(h) + Z aVXiAl(x, Vv, + VF,v, + F)hy, +0,A,(x, Vv, + VF,v, + F)h].
L i=1

We have

Y(v, h) - Y(vy, h)
= 2(A(V1 + F) —A(V2 +F))

n
x | Ag(h) + Zavx_Al(x, Vvy + VF, vy + F)hy +0,A(X, Vv + VF,v; + F)h]
L -1
+2A(v, + F) (5.66)
- .
X Z 9, Ay(x, Vvy + VF,v; + F)h, +0,A(x, Vv; + VF,v; + F)h
Li=t ]

-2A(v, + F)

" -
X z avxiAl(x, Vv, + VF,v, + F)h, + 0,A;(x, Vv, + VF,v, + F)h |.
Li=1 ]

First, using (5.20) and (5.54), we obtain

20A(v; +F) - A(v, + F))
= ZAO(VI - V2) (5.67)

n
+2 Z avx_Al(x, Vv, + VF,v, + F)(v; — Vz)xi +0,A1(x, Vv, + VF,v, + F)(v; — ;)
=1

+ Y106, vy, 1),
where
[V106v1,vo)| < LIvy = allga ) < LIvi = Vallgeyy - Wi,v2 € BR). (5.68)

Thus, (5.67) and (5.68) imply that the modulus of the expression in the first two lines
of (5.66) can be estimated from the above via Y,, where

Yy < LlIvy = Vallgi o Il ey YV1.v2 € B(R), Vh € Hg(Q). (5.69)

Estimate now from the above the modulus of the expression in the line numbers
3-6 of (5.66). By (5.54),

0,A1(x,Vv; + VF,v; + F)h - 0,A,(x, Vv, + VF,v, + F)h

(v, - V2)2

= O2A,(X, Vv, + VF, v, + F)h(v; - v,) + hd2A,(x, Vv, + VF,E(x) + F),
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where the point &(x) is located between points v;(x) and v,(x). Similar formulas are
valid of course for terms

Zn:aVXiAl(x, Vv; + VF,v; + F)h, — iavxiAl(x, Vv, + VF, v, + F)h,.
i=1 i=1
Hence, the modulus of the expression in line numbers 3-6 of (5.66) can be estimated
from the above similarly with (5.69) via Y3, where
Y5 < LIvy = Vollge oy Il gy ¥v1.va € BR), Vh € Hg(Q). (5.70)
Thus, (5.58) and (5.63)—(5.70) imply that
|];'(,5(V1,F)(h) - ],{,ﬁ(Vz,F)(h)| < Livy = vallge gy Ihll g )

forall v;,v, € B(R) and for all h ¢ Hg(Q). This in turn implies (5.41).

5.5 Proof of Theorem 5.3.2

In this proof, C, = C,(R,A,F,Q) > C; > 0 denotes different constants depending only
on listed parameters. Here, C; = C;(4y, Q) > 0 is the constant of the pointwise Carle-
man estimates (5.36)—(5.38). For two arbitrary points, v;,v, € B(R) letagain h = v, - v;
and let D be the same as in (5.53). Denote S = D — Q(v; + F)(h), where Q(v; + F)(h)
is given in (5.58) and it is linear, with respect to h. Then, using (5.56)—(5.58) and the
Cauchy-Schwarz inequality, we obtain

S> %(th)2 - G((VhY? + 1), vxeQ.
Hence, using (5.62) and (5.63), we obtain

Iy + W F) =T g (v, F) = Jj g (v, F)(h)

> %efz’““) j(Aongoidx - C,e2Mare) j((Vh)2 + 1) pidx + Blhlf o (571)
Q Q

Since Q, c Q, then

e~ Maxe) J(th)z(pﬁdx > g @) J(th)z(pﬁdx. (5.72)
) Q
Next,
—C e Mare) J((Vh)2 + hz)(p/z\dx = —Ce Mere) j((vh)2 +h?)prdx (5.73)
Q Qq
_ e ) j ((VhY? + K)g2dx.
ONQ,
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Since by (5.29) and (5.32) (pﬁ(x) < exp(2Aa) for x € Q\Q,, then

- e Mare) J ((Vh)? + hz)(pidx > —Ce J ((Vh)? + h?)dx. (5.74)
Q\Q, ONQ,

Integrate (5.36) over the domain Q,,, using the Gauss’ formula, (5.37) and (5.38).
Next, replace u with h in the resulting formula. Even though there is no guarantee that
he Cz(ﬁa), still density arguments ensure that the resulting inequality remains true.
Hence, taking into account (5.29)—(5.33), (5.71), and (5.72), we obtain

%e—z’“‘“s) j(th)%pﬁdx > e @) J(A(Vh)z + ) pldx (5.75)
Qa Qa
_ e j((vm2 +B)dS, VA A,
lpa

Since k > 2, then the trace theorem implies that

CAe [[((TW? + h)dx < CPe ™ i g (5.76)
b,
Also,
Ce e J ((VR? + R)dx < Coe 2 i - (5.77)
ONQ,

Since 8 > e, then (5.76) and (5.77) imply that for sufficiently large A; = A;(R,A,F, Q,
a,&,B) > Ay and for A > A,

_ C2/13e*2"€ J((Vh)z + hz)dx B Czefles J ((Vh)2 + hz)dx > _l‘;”h”;{k(o)- (5.78)
Yo o\,
Also, for A = A
C,e 2@ j (AR + PR2)gdx — Cye 2+ j (VR + K)pldx (5.79)
Q, Qq

> %cze‘w'“f) j(/\(Vh)2 + PR gldx.
0,

Hence, using (5.71), (5.73), (5.75), (5.78), and (5.79), we obtain for A > A; with a new
constant C,,

Jap(1 + 1 F) = [ g(v, F) = J) g(vy, F)(h)

> Cze—z/t(a+s) J’(/l(Vh)2 + A3h2)¢§dx + g”h"é"(G ) (5.80)
Q,
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Next, since Qg ¢ Qg and @3(x) > €% for x € Q,,,, then (5.80) implies that for
allv,,v, = v; + h € B(R),

g+ BE) ~Tag F) =g, YD) 2 Co R+ Wi g

5.6 Proof of Theorem 5.3.4

Recall that A > 1*. The existence and uniqueness of the point v,,;;,, € B(R) of the global
minimum of the functional J M;(v, F*) follows immediately from Theorems 5.2.1, 5.3.2,
and 5.3.3. Since by (5.45) A(v* + F*) = 0 and by (5.46) v* € B(R), then, using (5.40), we
obtain

Tngv' F) = BVl < PR (581
Next, by (5.4)
~J1.8Vanins F*) (V" = Vi) < 0. (5.82)
Hence, combining (5.81) and (5.82), we obtain
I F") = g (Vimins F™) = T p (Vinins E¥) (V" = Vi) < BR’. (5.83)

Next, combining (5.83) with Theorem 5.3.2 and setting 8 = e, we obtain (5.48). Next,
since

V" = Vil < IV = Vil o, + Wmin = Vanlm,,.

and [Viin = Vasllaia,,,,) < Wmin = Vaeallgr(q), then (5.49) follows from (5.48) and (5.44).

5.7 Proof of Theorem 5.3.5

In this proof, C, = C,(R,A,F,Q) > 0 denotes different constants depending only on
listed parameters. Since functions F,F* € H k“(Q), then, as it was noticed in Subsec-
tion 5.3.1,

A(F),A(F*) € C(Q). (5.84)
It follows from (5.20), (5.45)—(5.47), (5.54)- and (5.84) that
AWV +F)=A(V" +F* +(F-F"))=A(vV* +F*) +A(v",F - F") = A(v",F - F"),

where |A(v*,F-F*)| < C,6, ¥x € Q. Hence, recalling that v* € B(R) and applying (5.35)
and (5.40), we obtain

Jg(v"'F) < C,(8%€™™ + ). (5.85)
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Recall that A > A;. Let vy, € B(R) be the unique point of the global minimum of the
functional J A8 (v, F) on the set B(R). Since (5.82) is valid, then, using Theorem 5.3.2 and
(5.85), we obtain

V" = Vaninllenga,,) < C,(66M + \/B) (5.86)

Choose A = A(8) such that 6 exp(A(6)m) = V8. This means that

A(6) = ln< @) (5.87)

The choice (5.87) is possible since ln(661/ (2"’)) > A; and, therefore, A(6) > A; for § €
(0,8;). Choose § = e NOE Hence, taking into account (5.50), we obtain

5" 1 e N0 = 5 4 6714 < 267, (5.88)

Thus, (5.86)—(5.88) imply (5.51). Next, (5.52) is established similarly with the part of
the proof of Theorem 5.3.4 after (5.83).

5.8 Specifying equations

The scheme of Section 5.3 is a general one and it can be applied to all three main
classes of partial differential equations of the second order: elliptic, parabolic, and hy-
perbolic ones. So, Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for all three Cauchy
problems considered in this section.

5.8.1 Quasilinear elliptic equation

We now rewrite the operator A in (5.20) as

Agq) = Z (U, + Ay (6 VI U),  x € Q, (5.89)
ij=1

AO ell u) Z az)(X)uxx > (5.90)
ij=1

ai)]' € Cl(ﬁ), (5.91)

where a;;(x) = a;;(x), ¥i,j = 1,...,nand A, is the principal part of the operator A,.
Condition (5.22) becomes now condition (5.91). Also, we assume that condition (5.23)
holds. The ellipticity of the operator A, ,; means that there exist two constants py, u, >
0, 4y <y such that

n
minl® <Y a;00mm; < polnl’,  Vx € QYN = (... 1,) € R (5.92)
ij=1
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As above, let I’ c 9Q be the part of the boundary 0Q, where the Cauchy data are given.
Assume that the equation of T is

I={xeR":x = pX),X = (Xp...,X,) € I’ cR"}

and that the function p € Cz(l_"l). Here I' ¢ R"!is a bounded domain. Changing
variables x = (x;,X) & (x],X), where x; = x; — p(X) and keeping the same notation for
x; for brevity, we obtain that in new variables

IF={xeR":x; =0,x eI'}.

This change of variables does not affect the ellipticity property of the operator Ag .
Let X > O be a certain number. Let X > 0 be a number. Without loss of generality, we
assume that, as in (4.42),

Qc{x >0} Y={xeR":x =0,x|<2X}coQ. (5.93)

Cauchy problem for the quasi-linear elliptic equation.
Suppose that conditions (5.89)—(5.93) hold. Let the functions g, (x) and g;(x) be known
for X e T. Find such a function u € H*(Q) that satisfies the following conditions:
Aeu(u) = O, (5.94)
ulp = 8o(X), Uy lr = 81(%). (5.95)

Let h, a € (0,1) be some numbers and a < h. Similarly, with Section 4.3 we define

. X
Qp = x.x1>0,xl+m+a< ,

and assume that ﬁh c Q. Next, as in (4.45), we define the CWF ¢, (x) for the operator
Apen as
0 -x+ XL (x) = exp(1y™)
P(x —xl+ﬁ+a, @ (x) = exp(AY ).

Here, the number v > vy, where vy = vo(Q,n,0,X,Aq¢) > 1is a certain number de-
pending only on listed parameters. Then Theorems 5.2.1, 5.3.1-5.3.5 can be reformu-
lated for problem (5.94), (5.95).

5.8.2 Quasilinear parabolic equation

Since in this and next subsections we work with the space R*"! = {(x, t),x € R",t € R},
then we replace the above number k with k,,; = [(n + 1)/2] + 2. Choose an arbitrary
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number T = const. > 0 and denote Qp = Qx(-T, T). Let L, be the quasi-linear elliptic
operator of the second order in Qr, which we define the same way as the operator A,
in (5.89)—(5.91) with the only difference that now its coefficients depend on both x and
t, and also the domain Q is replaced with the domain Qr. Let Ly, ,, be the similarly
defined principal part of the operator Lyars see (5.90). Next, we define the quasilinear
parabolic operator as A, = 0; — Lp,,. The principal part of A, is Ag par = 0; — Lo par-
Thus, in Qr,

Lpar(u) = Zn: ;5% Oy, + Ay (X8, Vi, ), (5.96)
ij=1
Apar() = g = Lpg, (), (5.97)
Ao,par(u) = U — LO,paru = U — il ai,j(X: t)ux,-x)-’ (5.98)
ij=
a;; € CI(GT), (5.99)
A6 ty) € Clioty) : (6 t) € Qp,y € R™, (5.100)

n
winl® < Y a0 0nm; < polnl’s Y06t € QrVn = (y,....1,) € R (5.101)
ij=1

Let the domain Q and the hypersurface I' ¢ 0Q be the same as in (5.93). Denote 'y =
I'x (=T, T). Consider the quasi-linear parabolic equation

Apar(W) = Uy = Lpyy(u) =0 in Qy. (5.102)

Cauchy problem with the lateral data for the quasilinear parabolic equation.
Assume that conditions (5.96)—(5.101) hold. Find such a function u € H* (Qg), which
satisfies equation (5.102) and has the following lateral Cauchy data g, g; at I'y:

ulp, = 80060, Uy lr, = 81X, 1). (5.103)

Let X > 0 be a number. Similarly, with Section 4.4, we introduce the CWF ¢, (x, t)
for the operator A ,,, as

YOG =X+ o5 + =+, @ 1) = exp(AYp™). (5.104)

Here, the number v > v,, where vy = vo(Q,n,p,X, T, Ly p,) > 1is a certain number
depending only on listed parameters. Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated
for problem (5.102), (5.103).

5.8.3 Quasilinear hyperbolic equation

LetQ = {|x| <R} c R"and T = const. > 0. Denote

Q; =Qx(-T,T), S;=0Qx(-T,T).
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Assume that the function A; satisfies condition (5.100), where GT is replaced with 5;
Consider the quasi-linear hyperbolic equation in the time cylinder Q7 with the lateral
Cauchy data go(x, t), g;(x, t) at St,

L(u) = c()ug — Au— Ay (x,t,Vu,u) =0 in Q7, (5.105)
u|5§ =go(x,t), anuls% =g (x, t). (5.106)

We impose the same condition on the function c(x) as ones in (4.65) and (4.66),

c(x) € [1,c], wherec = const. > 1, (5.107)

ceClQ). (5.108)

Let the number d > 0. Let the point x,, be such that x,, ¢ R3\Q. To apply the Carleman
estimate of Theorem 2.5.1, we impose the following analog of condition (3.167):

(x-X,Vc)2d >0, VxeQ. (5.109)

Cauchy problem. Find the solution u € H"ﬂ*l(Qi) of equation (5.105) with the lateral
Cauchy data (5.106).

Let the number 7 € (0,1). Define functions y(x, t) and @, (x, t) as
Yo t) = [x—xolP - nt’,  @(x.t) = exp(A(x, t)). (5.110)

Denote Ly o, (u) = c(x)uy — Au. By Theorem 2.5.1, given conditions (5.107)~(5.109), the
Carleman estimate for the operator Ly, holds with the CWF ¢, from (5.110). Hence,
Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for this Cauchy problem.

5.9 Numerical study

In this section, we study numerically a 1-D analog of the ill-posed Cauchy problem
(5.102), (5.103) for the parabolic equation. The numerical study of this section is similar
with the one of [146]. There are important differences, however. First, we obtain zero
Dirichlet and Neumann boundary conditions on one edge of the interval, where the
lateral Cauchy data are given. Second, the specific formulas for the quasi-linear part
S(u) of the parabolic operator considered below are different from ones of [146].

5.9.1 The forward problem
Here, T = 1/2and

Qi = {06 6) :x € (0,1),t € (-1/2,1/2)}.
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We consider the following forward problem:

Up = Uy + SW) + G 1), (x,1) € Qf), (5.111)
u(x,-1/2) = f(x), (5.112)
u(o,t) =g(t), u(1,t)=p(t). (5.113)

Our specific functions in (5.111)—(5.113) are:

2

S;(u) =10cos(u +x +2t), S,(u) = 10u—2, (5.114)
1+u

G(x,t) = 10sin[100((x - 0.5)* + t*)], (5.115)

f(x) = 10(x - x*), (5.116)

g(t) =10sin[10(t - 0.5)(t + 0.5)], p(t) = sin[10(t + 0.5)]. (5.117)

Thus, due to the presence of the multiplier 10 in (5.114), the influence of the nonlinear
term S(u) on the solution u of the problems (5.111)-(5.113) is significant.

We use the FDM to solve the forward problems (5.111)—(5.113) numerically. Intro-
duce the uniform mesh in the domain Qr,

M = {(x,-,tj) x;=1iht; = —% +jT,i€ [O,N),j € [O,M)},

where h = 1/N and 7 = 1/M are grid step sizes in x and ¢ directions, respectively.
For generic functions f(l)(x, t), f(z)(x), f(3)(t) denote fl;l) = f(l)(xi, t), fi(z) = f(z)(x,-),
fiG) =f (3)(t}-). Let ¢;; = S(u;) + G;;. We have solved the forward problem (5.111)-(5.113)
using the implicit finite difference scheme,

U — U5 1 , .
- - ﬁ(ui—ljﬂ = U + Ugygje) + @ 1€ [LN-1),j€[0,M-1),
U =fi, Ui =8, Uyj=p; 1€[0,N),je[0,M).

In all our numerical tests, we have used M = 32, N = 128. Even though these numbers
are the same both for the solution of the forward and inverse problems, the “inverse
crime” was not committed since we have used noisy data and since we have used the
minimization of a functional rather than solving a forward problem again.

Thus, solving the forward problem (5.111)—(5.113) with the input functions (5.114)—
(5.117), we have computed the function geomp(f),

11
U (L) = Geomp(t),  t € (—5, 5). (5.118)
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5.9.2 The ill-posed Cauchy problem and noisy data

Our interest in this section is to solve numerically the following Cauchy problem:

1-D problem with lateral Cauchy data. Suppose that in (5.111)—(5.113) functions f(x)
and g(t) are unknown whereas the functions G(x, t), p(t), and S(u) are known. Let in
the data simulation process functions F, S, f, g, p are the same as in (5.114)—(5.117). De-
termine the function u(x, t) in at least a subdomain of the time cylinder Qli/z, assuming
that the function ggqmp(t) in (5.118) is known.

We have introduced 5% level of random noise in the data. Let ¢ € [-1,1] be
the random variable representing the white noise. Let p™ = max; |p;| and qm =
max; |dcomp,jl- Then the noisy data, which we have used, were

fiy_y = pj + 0.05p"™0;, iy 5 = Pj ~ M(qeomp; + 0.05¢™ ;). (5.119)

Below we use functions p'(t) and ¢’ (t). We have calculated derivatives p’(t), ¢'(t) of
noisy functions via finite differences. Even though the differentiation of noisy func-
tions is an ill-posed problem, we have not observed instabilities in our case. A more
detailed study of this topic is outside of the scope of the current publication.

5.9.3 Specifying the functional J;

We introduce the function F(x, t) as
F(x,t) = p(t) + (x = Dq(0).
Letv=u-F.Thenv(1,t) =v,(1,t) =0and
AW+F) =V, = vy ~S(+F) -G, t) + [p'(t) + x - g’ ()]
By (5.40), the functional J; g(v, F) becomes

172 1

g, F) = J J[A(v + F)]zq,idxdt + ﬁllvllfqz(oli/z). (5.120)
-1/2 0

Here, we use the same the CWF as the one in [146]
@(x, t) = exp[A(x* - £7)]. (5.121)

The Carleman estimate for the operator A, = c(x, t)o; — 63 with an appropriate strictly
positive function c(x, t) is proven in [146] and, in a more general form, in Theorem 9.4.1
in Section 9.4. The reason of the replacement of the CWF (5.104) with the CWF (5.121)
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this is that the rate of change of the CWF (5.104) is too large due to the presence of
two large parameters A and v in (5.104). We have observed in our computations that
the accuracy of results does not change much for f varying in a large interval. In all
our numerical experiments below, § = 0.00063. The norm |v| H(Q,) is taken instead
of |v| B, due to the convenience of computations. Note that since we do not use
too many grid points when discretizing the functional J; 4(v, F), then these two norms
are basically equivalent in our computations, since all norms are equivalent in a finite
dimensional space.

5.9.4 Minimization of[,u,(v, F)

To minimize the functional (5.120), we have attempted first to use the gradient projec-
tion method, as it was done in the above theoretical part. However, we have observed
in our computations that just the conjugate gradient method (GCM) with the starting
point v, = 0 works well and much more rapidly. The latter is true for all our numerical
studies of the convexification method. So, our results below are obtained via the GCM.
We have written the functional J; 4(v, F) in the discrete form f/\,ﬁ(v, F) using finite dif-
ferences. Next, we have minimized the functional J; g(v, F) with respect to the values
Vi of the discrete function v at the grid points. Hence, we have calculated derivatives
avi/, J A8 (v, F) via explicit formulas. The method of the calculation of these derivatives is
described in [146].

Normally, for a quadratic functional the GCM reaches the minimum of this func-
tional after M - N gradient steps with the automatic step choice. However, our com-
putational experience tells us that we can obtain a better accuracy if using a small
constant step in the GCM and a large number of iterations. Thus, we have used the
step sizey = 1078 and 10,000 iterations of the GCM. It took 0.5 minutes of CPU Intel
Core i7 to do these iterations.

5.9.5 Results

Let v(x, t) be the numerical solution of the forward problem (5.111)-(5.113). Let Vip(x, t)
be the minimizer of the functional J Aﬁ("’ F), which we have found via the GCM. Of
course, v(x, t) and vAﬁ(x, t) here are discrete functions defined on the above grid and
norms used below are discrete norms. Recall that u(x, t) = v(x, t) + F(x, t). Hence, de-
note uy(x, t) = vyp(x, t) + F(x, t). For each x of our grid, we define the “line error” E(x)
as

lupg (%, £) = u(x, Oll,—1/2,1/2)

E(x) = . (5.122)
G Ol -1/2,1/2)

printed on 2/10/2023 4:30 PMvia . Al use subject to https://ww.ebsco.confterms-of-use



EBSCChost -

116 — 5 Convexification forill-posed Cauchy problems for quasi-linear PDEs

We evaluate how the line error changes with the change of x, that is, how the compu-
tational error changes when the point x moves away from the edge x = 1 where the
lateral Cauchy data are given. Naturally, it is anticipated that the function E(x) should
be decreasing.

Remark 5.9.1. It is clear, intuitively at least, that the further a point x € (0, 1) is from
the point x = 1 where the lateral Cauchy data are given, the less accuracy of solution
at this point one should anticipate. So, we observe in graphs of line errors on Fig-
ures 5.1(a)-5.4(a) that the accuracy of the calculated solutions for x € (0, 0.6) is not as
good as this accuracy for x € [0.6,1]. This is why we graph below only line errors and
functions u Aﬂ(0.6, t), superimposed with u(0.6, t).

In the case of Figures 5.1 and 5.2, the starting function for iterations of the GCM
was v = 0. We have tested three values of the parameter A : A = 0,1, 3 in (5.120). We

b)

Figure 5.1: Distribution of error along the x-axis. (@) A = 0,1,3 and S(u) = cos(u+x+2t). (b)) 1 =0,1,3
and S(u) = u?/(1+u?). Thus, the presence of the CWF in the functional (5.120) significantly improves
the accuracy of the solution. One can observe that a rather accurate reconstruction is obtained on
the interval [0.6, 1]; also, see Remark 5.9.1.
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b)

Figure 5.2: Superimposed graphs of functions Uop(0.6,1), u1(0.6,1), u3p(0.6,1), and u(0.6,t).
(@) S(u) = cos(u + x + 2t). (b) S(u) = u?/(1 + u?). Observe that the presence of the CWF withA = 3
significantly improves the accuracy of the solution.

have found that A = 3 is the best choice for those problems which we have studied.
This is also clear from Figures 5.1. Note that the case A = 0 provides a poor accuracy.

As one can see on Figures 5.1, the line error at x = 0.6 is between about 6 % and
10% for A = 3. Thus, we superimpose graphs of functions u,z(0.6,t) with graphs
of functions u(0.6, t) (see Remark 5.9.1). Corresponding graphs are displayed on Fig-
ures 5.2. One can observe again that the computational accuracy with A = 3 is the best
and that the accuracy with A = 0 is poor. Thus, we observe again that the presence of
the CWF in the functional (5.120) significantly improves the accuracy of the solution.
On the other hand, the accuracy at t = +1/2 is not good on Figures 5.2. We explain this
by the fact that Theorem 5.3.5 guarantees a good accuracy only in a subdomain Q,, .
of the domain Q rather than in the entire domain Q. The latter can be reformulated for
our specific domain Q, [146].

To see how the starting function of the GCM affects the accuracy of our results, we
took S(u) = S;(u) and have tested three starting functions for the GCM: v, (x,t) = O,
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b)

Figure 5.3: The influence of the choice of the starting function v, of the GCM. We have tested three
starting functions: vy = 0,v, = (x — 1)(t + 1) and v, = (sin(1 - x))*t> We took A = 3, S(u) =

10 cos(u + x + 2t). (@) Superimposed line errors. (b) Superimposed functions u(0.6,t) and u3(0.6,1).
These tests demonstrate that for x € [0.6,1] our solution depends only very insignificantly from the
choice of the starting function v, of the GCM: just as it was predicted by Theorems 5.3.3 and 5.3.5.

Vo(x,t) = (x - 1)2(t + 1) and Vo(x,t) = (sin(x — 1))?t%. Hence, for any of these three
functions v, (x, t) we have vy(1,t) = 9,v,(1,t) = 0. Graphs of Figure 5.3(a) displays
superimposed line errors and Figure 5.3(b) displays functions u3ﬂ(0.6, t) and u(0.6,t)
for these three cases (see Remark 5.9.1). One can see that for x € [0.6, 1] results depend
only very insignificantly on the starting point of the GCM: just as it was predicted by
Theorems 5.3.3 and 5.3.5; also, see Remark 5.9.1.

It is interesting to see how the presence of the CWF affects the linear case. In this
case, the above method with A = 0 becomes the quasi-reversibility method; see Chap-
ter 4. So, we have tested the case when S(u) = 0 in (5.111), while functions G(x, t),
f(x), g(t) and p(t) are the same as in (5.115)—(5.117). Results for A = 0, 1, 3 are presented
on Figures 5.4. One can observe that even in the linear case the presence of the CWF
significantly improves the computational accuracy for x € [0.6,1].
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b)

Figure 5.4: The linear case: when S(u) = 0in (5.111). (a) Line errors. (b) Functions u(0.6,t) and
u3p(0.6,t). One can observe that the presence of the CWF significantly improves the accuracy of the
solution for x € [0.6,1] even in the linear case.

5.10 Summary

In this chapter, we have presented some facts of the convex analysis in Section 5.2.
Next, using, as an example, a general ill-posed Cauchy problem for a quasi-linear PDE
of the second order, we have shown that these facts ensure the existence of the mini-
mizer of our weighted Tikhonov-like functional with the CWF in it on any closed ball
in a reasonable Hilbert space. This functional is strictly convex on that ball. The strict
convexity is due to the presence of the CWF. Next, we have specified PDEs of the sec-
ond order for which this construction works.

In addition, we have presented some numerical results for the side Cauchy prob-
lem for a 1-D quasilinear parabolic PDE. These results indicate that the presence of the
CWF significantly improves the accuracy of the solution. Furthermore, this is also true
even in the linear case. It was also demonstrated numerically that for x € [0.6,1] our
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resulting solution depends on the starting function for the GCM only very insignifi-
cantly: just as it is predicted by our theory.
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6 A special orthonormal basis in L,(a, b) for the
convexification for CIPs without the initial
conditions—restricted Dirichlet-to-Neumann map

In this chapter, we follow the work of Klibanov [136]. In addition, the Subsection 6.2.1
uses the material of [9, 132, 134, 135, 165]. Permissions for republishing are obtained
from publishers.

6.1 Introduction

A special orthonormal basis in the L,(a, b) space introduced in this chapter plays the
pivotal role in the convexification method for those CIPs, for which initial conditions
are not given. Some important examples include electrical impedance tomography
(Chapter 7 and [149]), CIP for the Helmholtz equation with the moving source (Chap-
ter 10 and [115-117]), CIPs for the Helmholtz equation with a single source and varying
frequency [145], travel time tomography problem (Chapter 11 and [137, 138, 148]) in-
version of the Radon transform with incomplete data [156], numerical solution of the
Lavrent’ev linear integral equation [152], and the inverse source problem for the full
radiative transfer equation [236].

The conventional Dirichlet-to-Neumann map (DN) data for a Coefficient Inverse
Problem (CIP) can be generated, at least sometimes, by the point source running along
a hypersurface; see pages 1014 in [165] for DN and [89] for the Neumann-to-Dirichlet
map data. We define “restricted DN data” for a CIP as the ones, in which Dirichlet and
Neumann boundary data are generated by a point source running along an interval
of a straight line. These data are non-overdetermined in the n-D case with n > 2. On
the other hand, the conventional DN data are overdetermined for n > 3; see Defini-
tion 1.2.2.

We show in this chapter how to construct the convexification for the restricted DN
using that special orthonormal basis. The convexification is a globally convergent nu-
merical method; see Chapter 1 for the definitions of locally and globally convergent
numerical methods. In fact, we present here a general concept of constructing of the
convexification for CIPs with restricted DN data. This concept also covers both Holder
stability and uniqueness results for the CIPs we consider. Our construction is inde-
pendent on a specific PDE operator: It is the same for those PDEs of the second order,
which admit Carleman estimates. In particular, it works for three main types of PDEs
of the second order: elliptic, parabolic, and hyperbolic ones. The Dirichlet and Neu-
mann data in elliptic and parabolic cases can be given on a part of the boundary.

The price we pay for our concept is a well acceptable one in the numerical analy-
sis: We truncate a Fourier-like series with respect to that orthonormal basis. Next, to
find spatially dependent coefficients of that truncated series, we construct a weighted

https://doi.org/10.1515/9783110745481-006
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globally strictly convex Tikhonov-like functional with the Carleman Weight Function
(CWF) in it. This is the function, which is involved in the Carleman estimate for the
corresponding PDE operator. Also, just as in Theorem 5.3.4, we establish the global
convergence of the gradient projection method to the exact solution under the natu-
ral condition that the noise in the data tends to zero.

As to the DN data, a very substantial number of works have been published. Since
this book is not a survey of DN, we refer to only a very few of them for brevity, and the
reader can find other references in these publications. Global uniqueness theorems
for the elliptic case, that is, for the Calderon problem, were obtained in [203, 211, 241].
Some reconstruction procedures can be found in [175, 203, 211-213]. In the reconstruc-
tion procedure of [213], a certain infinite matrix is truncated, which is philosophically
close to our truncation of that Fourier-like series. We refer to, for example, [2, 85, 86,
106] for some numerical studies of DN. In [26] and [111], reconstruction procedures for
DN for hyperbolic PDEs were developed, and they were computationally tested in [27]
and [71].

We point out that since our goal here is to present a new numerical concept for
brevity, we are not concerned in this chapter with some issues related to solutions of
forward problems, since they can be discussed in later publications. These issues are:
the minimal smoothness assumptions, existence and uniqueness of the solutions of
the forward problems under considerations, the positivity of those solutions, and also
the continuous differentiability of those solutions with respect to the position of the
point source.

6.2 A CIP with the restricted DN data

6.2.1 The Carleman estimate

Below all functions are real valued, unless stated otherwise. The material of Sec-
tion 6.2.1 is a somewhat modified material of Section 2.1.2 of [165]. Below x = (x;,...,
x,) € R". Also, below a = (a, ..., ®,) is the multiindex with integer coordinates a; > 0
and with |a| = a; + --- + a,. Consider a general partial differential operator of the
second order

A(x,u) = Z a,(x)Dyu = Ag(x,u) + A;(x,u), x €R", (6.1
la]<2
Aplu) = Y a,(x)Dgu,  Aj(u) = Y a,(0)DJu + ag(X)u. (6.2)
|al=2 Ja|=1

Thus, Ay(x,u) is the principal part of the operator A(x,u) and the operator A;(x, u)
contains lower order terms. Let Q ¢ R" be abounded domain with a piecewise smooth
boundary. Let Z > 0 be a given number. We assume that coefficients

a,(x) =a, = const. forx ¢ Qand for all @ with |a| < 2, (6.3)
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a, € C'((R") forlal <2, (6.4)
gl <2 forlal <1 65)

LetT € C3, T c3Qbea part of the boundary of the domain Q. We assume that
any part of I' is not a characteristic surface of the operator Ay(x, u). Let the function
& € C*(Q) and |V¢| # 0 in Q. For a number d > 0, denote

&={xeQ:&x)=d}, Qy={xeQ:&x) >d} (6.6)
We assume below that Q; # @ and that (Q; N 9Q) = T; ¢ T. Hence,
T;={xel:&x) >d} (6.7)
Hence, the boundary of the domain Q, consists of two parts,
0Q;=01QU0,Qy 0,Q=¢40,Q4=T4. (6.8)

We assume below that 0Q; is piecewise smooth. Below C; = C;(44,Q4) > O de-
notes different constants depending only on the operator 4, and the domain Q. Let
A > 1be alarge parameter. Consider the function ¢, (x),

pa(x) = exp(A§ (x)). (6.9)

It follows from (6.6)—(6.8) that
min 9300 = Al = eV, (6.10)
m= m@ax £(x) = max g, (x) = &™. (6.11)

Definition 6.2.1. We say that the operator A, with its coefficients a,(x) satisfying con-
ditions (6.2), (6.4) admits the pointwise Carleman estimate in the domain Q, with the
CWF g, (x) if there exist constants Aq = 15(4y, Q) > 1, C; = C;(Ay, Qy) > O, depending
only on listed parameters, such that the following estimates hold:

(AOu)z(p/zl(x) > ClA(Vu)2<p,21(x) + C1/13u2g0,21(x) +divU, (6.12)
[UM)| < CA[(Vw) + u?]@i(0), (6.13)
VA > Ay, Vx € Qg,Vu € CH(Qy). (6.14)

6.2.2 Statement of the problem

Denote X = (X,,...,x,) € R"!. Below X’ € R"!is a fixed point of R" ! and x, € [0,1]
is a varying parameter. Consider an interval I of a straight line such that

I=1{x=(x0,X"): %y € (0, 1)}, (6.15)
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InQ=o. (6.16)
Consider the following equation:
A) = -8(x; - x0, X —X°), x € R, Vx, € [0,1], (6.17)

where u = u(x, xy) is a distribution with respect to x. Since we do not impose any condi-
tion at the infinity on the distribution u, equation (6.17) might have many solutions or
even none. Suppose that it has a solution, which we still denote as u(x, x,). We assume
that the following conditions are valid for this solution:

Condition 1. For each x;, € [0, 1], the function u(x, x,) € c2(Q).

Condition 2. For each x ¢ Q, the functions Df(‘u(x,xo), are differentiable with respect
to xg € (0,1) and functions a’;oDz‘u(x, Xg) € C(Qx[0,1]) fork =0,1; |a| < 2.

Condition 3. u(x,xy) = f = const. > 0, V(x,Xy) € Q x [0, 1]; see Remark 6.2.1.

Condition 4. The following Dirichlet and Neumann boundary conditions are given for
the function u(x, x,):

U, Xo)lxer xyef0,1] = 80(X:Xg)s  FqU(X, Xo)lxer xyef0,1] = 816 Xp), (6.18)
where g, (x, xy) and g;(x, x,) are two given functions of (x, x,) € I' x [0, 1].
We call the Dirichlet and Neumann boundary data (6.18) “restricted DN data.”

Coefficient Inverse Problem 1 (CIP 1). Suppose that for each value x, € [0,1] of the
parameter x, there exists a distribution u(x, x,) satisfying equation (6.17) and Condi-
tions 1-4. Determine the coefficient a,(x) in (6.2) from functions g, (x, x,) and g; (x, x,)
in (6.18).

Remark 6.2.1. Thus, (6.17) and (6.18) mean that the source (XO,)_(O) runs along the in-
terval I. In the cases of elliptic and parabolic PDEs Condition 3 can often be established
via the maximum principle [79, 80].

Sometimes it is hard to prove the validity of Conditions 1-3 in the case when the
fundamental solution (6.17) of the operator A is considered. Hence, to avoid dealing
with singularities, we replace the §-function in (6.17) with a delta-like function. Let
€ > 0 be a sufficiently small number. Let the functions f € C*°(R) and y(x) € C®MR™ Y
be such that f(0)y(0) + Oand alsof(z) = Ofor|z| > easwellasy(y) = Ofory € {|y| > €}.
Let

I, = {x e R" : dist(x,I) < &},

where dist(x, I) is the Hausdorff distance between the point x and the interval I. Let G ¢
R" be a bounded domain with its boundary oG € C land such that Q ¢ G, 9QN3G = @.
We assume that I, ¢ (G\Q).
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We now replace (6.17) with

AW) = fOq - xo)x(x -x°),  V¥xg € [0,1], (6.19)
ﬂ'XEBG =0, VXO S [0, 1] (6.20)

Coefficient Inverse Problem 2 (CIP 2). Assume that the function u(x, x,) satisfies Con-
ditions 1-4, (6.19) and (6.20). Determine the coefficient a,(x) in (6.2) from functions
gO(X> XO) and gl(X’XO) in (6~18)'

Both CIP 1 and CIP 2 are non-overdetermined. Indeed the number n of free vari-
ables in the data (6.18) coincides with the number of free variables in the unknown
coefficient. Since our method of the numerical solution of CIP 2 is exactly the same as
the one of CIP 1, we consider below CIP 1 in most cases.

6.2.3 A special orthonormal basis in L,(0, 1)

We need to construct such an orthonormal basis in the space L,(0, 1) of functions de-
pending on x, that the first derivative with respect to x,, of any element of this basis is
not identically zero. In addition, this derivative should be a linear combination of a fi-
nite number of elements of this basis. Neither the basis of trigonometric functions nor
the basis of standard orthonormal polynomials are not suitable for this goal. There-
fore, we construct a new basis. Our basis is similar with Laguerre functions, which,
however, form an orthonormal basis in L,(0, co) rather than in L,(0, 1).

For x, € (0,1), consider the set of functions {xSeXO},;”;O. Clearly, these functions are
linearly independent and form a complete set in L,(0, 1). We apply the classical Gram—
Schmidt orthonormalization procedure to this set. We start from e*°. Then we take
xp€e™, then xée"o, etc. As a result, we obtain an orthonormal basis in L,(0, 1), which
consists of functions {P,,(xo)e o = (P (xo)} o, Where Pp(xy) is a polynomial of
the degree m. Denote [, ] the scalar product in L,(0, 1). Let Q,(x,) be an arbitrary poly-
nomial of the degree s > 0. By the construction of functions ¥,,(x,), there exists num-
bers b]- = b}-(QS) such that

Qs(xo) = Z

bj(Qs)Pj(X0)~ (6.21)
j=0

Theorem 6.2.1. We have

1 ifk=m,

(6.22)
0 ifk<m.

Ak = [lpl/ol/)m] = {

Let N > 1 be an integer. Consider the N x N matrix My = (amk)gj ;nl)’f(;)%). Then (6.22)

implies that det(My) = 1, which means that there exists the inverse matrix M,(,l.
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Proof. We have ¥ (xy) = Pi(xo)€™ + P(xo)e™ = P (Xo) + Py (xo)€e™. Since the degree
of the polynomial P,’< (xg) is less than k, then (6.21) implies that the function P,’( (xp)e™
is a linear combination of functions lpj(xo) with j < k — 1. Hence,

k-1

Pi(Xo) = Pielxo) + Z bjh;(xo). (6.23)
j=0

First, letm = k. Since [, ,,] = 0 forj < m, then (6.23) implies that (W, (x0) Y (x)] =
1. Consider now the case m > k. Then we obtain similarly from (6.23) that
(Y1 (X0), Y (X0)] = 0. Thus, (6.22) is established. O

6.3 Anill-posed problem for a coupled system of quasilinear PDEs

If we say below that a certain vector function belongs to a functional space, then this
means that each component of this function belongs to this space. The norm of that
vector function in that space is defined as the square root of the sum of squares of
norms of its components.

It follows from Condition 3 of Section 6.2.2 that we can consider the function
v(x,xy) = Inu(x,x,) for x € Q. Substituting u = € in (6.19) for x € Q and using
(6.1)-(6.5), (6.15), (6.16), and (6.18), we obtain

Ap(x,v) + F{(x, V) = —ay(x), x € Q,xy €[0,1], (6.24)
V06 X0)Ixerx,ef01] = 80X X0)s  OpV(X, Xg)Ixerxyef0,1) = 81 Xo), (6.25)

8o(x,xg) = Ingo(x,xq),  81(x,Xg) = 81(%, X0)/80 (X, Xp),

where the function F; e C'(R™), and it is quadratic with respect to derivatives d, v. De-
note v, (x,Xg) = 0y, v(x, Xo). Differentiate both sides of (6.24) with respect to x,. Since
0y, (ap(x)) = 0, then using (6.25), we obtain

Ag(x,vy)) + B (6, Vv, Vv, ) =0, x € Q,x € [0,1], (6.26)

Vi, 6 X0) Ixer o €10,1] = 9,80 X0)s OV, (%, X0) Ixer xye10,1] = 9%, 81X Xo), (6.27)

where the function F, € C'(R’") is quadratic with respect to derivatives o, v, d,, vy, -

It follows from Conditions 1-3 of Section 6.2.2 that, for each x € Q, the function
v(x,xy) can be represented as a Fourier-like series with respect to the orthonormal
basis {t;,(xo)} - Coefficients of this series depend on x. We, however, assume that
the function v(x, x,) can be represented as a truncated series,

N-1
v(x, Xg) = z ViOW(xo)s  Vx € Q,Vx, € [0,1], (6.28)
k=0
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where coefficients v (x) € C*(Q)and N > 2is an integer of ones choice. Substituting
(6.28) in (6.26), we obtain

N-1 N-1 N-1
> A% Vo (xo) +F2<x, > WP (xo), Y. ka(x)z/;,Q(xo)) =0, (6.29)
k=0

k=0 m=0

where x € Q, x, € [0,1]. Let the integer m € [0, N — 1]. Multiply both sides of (6.29) by
the function 1,,,(x,) and integrate with respect to x,, € (0,1). We obtain

N-1

Z Ao 06,V [Y1(%0), Ym(X0)]

k=0

N-1 N-1
- —[Fz<x, Y IOPixo), Y Vvk(x>lp;<<xO>>,lpm(xo>], 6:30)
k=0 k=0

where x € Q, m € [0, N — 1]. Denote
VOO = (V00 vy 1(0) s Ag( V) = (Ag06 Vo). Agbtvy ) . (6.31)

Also, let F(x, VV) = (Foo(x, VV),...,F, y_1(x, VV))T be the vector of right-hand sides of
equations (6.30). Then (6.30) can be rewritten as

MyAo(x, V) = F(x, VV), (6.32)

where My, is the matrix of Theorem 6.2.1. Applying Theorem 6.2.1to (6.32) and denoting
P(x,VV) = My'F(x,VV), we obtain

Ay(x, V) -P(x,VV) =0, (6.33)
V|r = pO(X)’ anV|1“ = pl(x)r (6.34)

where vector functions p,(x) and p;(x) are obtained from functions axo 8o(x,xg) and
0, 81(%,x0) of (6.27) in an obviously similar manner, the N-dimensional vector func-
tion P € C{(R™), s; = n(N + 1), and each component of P is a quadratic function of the
first derivatives axkvi(x), wherek =1,...,n,andi=0,...,N - 1.

Remark 6.3. In fact, the truncated series (6.28) represents our approximate mathe-
matical model; see Remarks 7.3 for more details.

Equalities (6.33), (6.34) form an ill-posed problem for the coupled system of quasi-
linear equations. A similar problem was considered in Chapter 5 for the case of a sin-
gle quasi-linear PDE. Thus, we proceed below similarly with Chapter 5. It follows from
(6.24), (6.28), and (6.31) that, given the vector function V(x), we can find the unknown
coefficient a,(x). However, since only u and Vu are involved in the Carleman estimate
(6.12), while the second derivatives Uy, are not involved, we formulate all theorems
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below in terms of the vector functions V, VV rather than in terms of the unknown co-
efficient ay(x). At the same time, it is well known that in the case of parabolic and ellip-
tic operators (unlike hyperbolic ones) derivatives involved in their principal parts can
be incorporated in corresponding Carleman estimates; see, for example, Theorem 2.5
in [132]. Hence, the Holder stability result of Theorem 6.3.1 as well as the global con-
vergence result (Theorem 6.4.4 below) can be reformulated in terms of a,(x) in these
cases. We are not doing this here for brevity.

Theorem 6.3.1 (Holder stability and uniqueness). Suppose that there exist two vector
functions VO, v? e C2(Q) satisfying equation (6.33) and with two pairs of boundary
conditions (6.34), V(i)lr = pg)(x) and anv<">|r = pgi)(x), i=12LetK > 0 besucha
number that |V a@ < K. Let Z > 0 be the number defined in (6.5). Let o € (0,1) be
the level of the error in the data (6.34), that is,

"pE)l ) _péz) ||H1(r) 0, “pgn _p?) ||L2(l“) 0. (6.35)
Choose a number ¢ > 0 such that Qy,. + @. Then there exists a sufficiently small con-
stant oy = 0,(Q,K,Z,&,m,c) € (0,1) and a constant C, = C,(Q,K,Z,&,m,c) > O, both
depending only on listed parameters, such that for all o € (0, 0,) the following Holder
stability estimate is valid:

” v _y®@ ”Hl(QM) < C(1+ N v _y®@ ||H2(Q))0p’ p=c/(m+c). (6.36)

In particular, if pg) = péz) and pil) = pgz)’ that is, if 0 = 0, then V(l)(x) = V(z)(x) in Qg,
which means that uniqueness of the problem (6.33), (6.34) holds in the domain Q.

Proof. Uniqueness in the domain Q, follows from (3.13) immediately. In this proof,
G, = G(Q,K,Z,&,m,c) > 0 denotes different positive constants depending only on
listed parameters. Consider the set of vector functions ¥ = Y(K) = {V € C*Q) :
IVllgi g < K. Denote V(x) = VI (x) - VP (x). Then V(x) = (#5(x), ..., Vy_;(x))". Since
each component of the vector function P(x, VV) is a quadratic function with respect
to the first derivatives d,, v;(x), then

P(x,vvP) - P(x,vv®) = P(x, vV P, vV )WV (x), (6.37)
where the matrix P(x, VvV, vI?) is such that

max ||P(x,vv®, vy

N
VO yOey )HC(Q) <G (6.38)

We obtain from (6.33), (6.34), (6.37), and (6.38)

|40, V)| < G|[VV ()], ¥x eQ, (6.39)
Vir = Do), 9,Vlr = p(x), (6.40)
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where py(x) = 8) - pg))(x), and p;(x) = (pgl) - pgz))(x). Square both sides of (6.39),
sum up with respecttoi = 0,..., N — 1, multiply by the function (p}zl (x) defined in (6.9),
integrate over the domain Q,, and then apply (6.8), (6.12)-(6.14) as well as the Gauss’
formula. Also, use (6.10), (6.11) and (6.35). Since [Vl ¢, IV Vi1, &, < CiIVlIg2(q), then
we obtain for A > A,

CA JlVV(X)|2<p/21dx +C A0 J |V(x)|zgoidx (6.41)
Q Q

< e + CP TR g + Co jlvV(x)ﬁpﬁdx.
Qq

Choose A; = 4,(Q,K, Z, ) > A, so large that C, < C;A;/2. Then we obtain from (6.41) for
A=A,

A J|v’17(x)|2ga§dx L jlv(x)f(pﬁdx < R + CXRPNT ) (642)
Q Q

Since Q4,. € Q4, Q4. # @ and also since

<P;21(X) S eZ/l(d+c)

forx € Qg (6.43)
we obtain from (6.42)
W, ) < Ce™"0% + Ce IV, VAZ A, (6.44)

Choose A = A(g, m, ¢) such that e?™g? = e %. Hence, A = In o~/ We assume that

the number g, is so small that In /™9 > A,. Hence, by (6.44) for o € (0,0,)
Vi, < G0+ 1ViEpg)o®, p=c/im+c). (6.45)
O

6.4 Convexification

6.4.1 Weighted Tikhonov-like functional
Assume that there exists a vector function p ¢ Cz(ﬁ) such that

Plr =po(x), Iy = p1(0), (6.46)
where functions p,, p; are defined in (6.34). Consider the vector function W(x),

W(x) = (wo,wl,...,wN,l)T(x) =V(x) - pkx). (6.47)
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Then the problem (6.33), (6.34) becomes

Lix,p, W) :=A,W - Q(x, Vp, VW) + Agp = O, (6.48)
W|I‘ = anW|r = O, (6.49)

where the N-Dimensional vector function Q € C}(R%), S, = n(2N + 1) and each com-
ponent of Q is a quadratic function with respect to first derivatives 9, w;(x), 9, p;(x),
wherek =1,...,nandi=0,...,N - 1.

Let s = [n/2]+2, where [n/2] is the largest integer, which does not exceed n/2. Con-
sider the space H*(Q). By the embedding theorem H*(Q) ¢ C'(Q) and with a generic
constant C > 0,

e < Cleq,  ¥f € H(Q). (650)
Introduce the space HSI(Q) of N-dimensional vector functions W(x) as
Hyp(Q) = {W € H(Q) : W|p = 9,W|r = 0}.
Let R > 0 be an arbitrary number. Denote
B(R) = {W € Hy(Q) : [Wlgs(q) < R}.

As in Theorem 6.3.1, choose a number ¢ > 0 such that Q;,. # @. Obviously, Q4,. ¢
Q. To solve the problem (6.48), (6.49) numerically, consider the following weighted
Tikhonov-like functional with the CWF (pﬁ (x) in it:

Jay (W) = e 2489 J[L(x, P W) @20 + YWl (6.51)
Q

where y > 0 is the regularization parameter and the multiplier e~ M) s introduced

here in order to balance first and second terms in the right-hand side of (6.51).

Minimization problem. Minimize the functional J; ,(W) on the closed ball B(R).

The second term in the right-hand side of (6.51) is taken in the norm of the space
H*(Q) in order to make sure that the iterative terms of the gradient projection method
applied to the functional J A,y(W) belong to the space C(Q); see (6.50).

Theorem 6.4.1. The functional J, (W) has the Frechét derivative ] /{,y(W) at every point
W e HSI(Q). This derivative satisfies the Lipschitz condition in B(R), that is, there exists
a constant Lip = Lip(A,y,Z,R) > 0 depending only on listed parameters such that for
allA,y > 0,

Vay (W) =T}, (W)l sy < LiD IWy ~ Wollgs(yr YW, W, € BR).
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Theorem 6.4.2 (global strict convexity). Choose anumberD > O such that |p|| @ < D.
There exists a sufficiently large number A, = A,(Q,R,Z,d,&,¢c) > 1 depending only on
listed parameters such that for allA > A, and fory € (€7, 1) the functional ] wy (W) is
strictly convex on B(R), that is,

Ty (W2) = J,y (Wy) _]/{,y(Wl)(WZ -y (6.52)
= CIHWZ - Wl ||§11(0d+c) + )E/HWZ - Wl"%-IS(Q)) VWl, Wz € B(R)

Remark 6.4.1. Since the regularization parametery € (e, 1), then this allows values
of y to be small. Also, the presence of the first term in the right-hand side of (6.52)
indicates that the stable reconstruction should be expected in the subdomain Qg , .
rather than in the whole domain Q. Theorem 6.4.4 confirms the latter.

Let PW : H(S),r(Q) — B(R) be the projection operator of the Hilbert space HS’F(Q)
on the closed ball B(R). Let p € (0,1) be a number, which we will choose later. Let
W, € B(R) be an arbitrary point. The gradient projection method of the minimization

of the functional J A,y(W) on the set B(R) is defined by the following sequence:
Wy, = Py (Wyey = iy (W), n=12,.... (6.53)

Theorem 6.4.3. Let A, = A)(Q,R,Z,d, &) be the number introduced in Theorem 6.4.2.
Fix a number A > A, and let the regularization parametery € (€7, 1). Then there exists
unique minimizer W, € B(R) of the functional | A,y(W) on the set B(R). Furthermore,
there exists a sufficiently small number p, = po(Q,R,Z,d, &,A, c) € (0,1) depending only
onlisted parameters such that for every p € (0, p,) there exists a number q = q(p) € (0,1)
such that the sequence (6.53) converges to Wp;p,

”Wn - Wmin||H5(Q) < qn"WO - Wrnin"Hs(Q)» n= 1, 2,. e

Consider now the question of the convergence of the sequence (6.53) to the exact
solution W* of the problem (6.48), (6.49).

Theorem 6.4.4. Assume that there exists exact solution W* € B(R) of the problem
(6.48), (6.49) with the exact data p* € C*(Q). Let p € C*(Q) be the noisy data. Assume
that |p - p*| c@ <0 where o € (0,1) is the level of the error in the data. Also, assume
that the C*(Q)-norm of the exact data p* is bounded by an a priori given constant M*,
thatis, |p* lex@) < M* (then Pl < M* +1). Let Ay = ,(Q, R, Z, d, £) be the number of
Theorem 6.4.2. Then there exists a number A; = A;(Q,R,Z,d, &, ¢, M™) > A,, a sufficiently
small number 0, = 0,(Q,R,Z,c,d, &, M") € (0,1) and a number 6 = c/(8m) € (0,1), all
depending only on listed parameters, such that ifIn o, Wfe A3, thenif for any o € (0,0y)
one chooses A = Ino~%/° and y = e = 0%, then the following convergence estimate

holds for the sequence (6.53):

W = Wallq,) < Ca0® + @"IWo = Wil n=1.2..., (6.54)
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where the number q = q(p) € (0,1) and p € (0,p,), where p; = p;(Q,R,Z,c,d,&,M™) €
(0,1) is a sufficiently small number. In (6.54), C,, = C,(Q,R,Z,D,c,d,é,M") = const. > 0.
All numbers here depend only on listed parameters.

Theorem 6.4.2is the central one among Theorems 6.4.1-6.4.4. Thus, we prove The-
orem 6.4.2 below. As to the rest of theorems of this section, we omit their proofs re-
ferring the reader to proofs of similar theorems in Chapter 5 for the case of a single
quasilinear PDE.

Remark 6.4.2. Unlike (6.54), in the case of nonconvex functionals, there is no guar-
antee that a gradient-like method converges to the exact solution starting from an ar-
bitrary point. Since the starting point W,, € B(R) of the iterative process, (6.53) is an
arbitrary one and since smallness restrictions on the radius R are not imposed. Then
convergence estimate (6.54) means the global convergence in the space H'(Qy,.); see
Definition 1.4.2.

Proof of Theorem 6.4.2. In this proof, C; = C3(Q,R,Z,D,c,d,¢) > 0 denotes different
constants depending only on listed parameters. Let W;, W, € B(R) be two arbitrary
functions. Denote W, — W, = h = (hy(x),...,hy_;(x))!. Since each component of
the vector function Q(x, Vp, VW) in (6.48) is a quadratic function with respect to first
derivatives o, w;(x), 9, p;(x), we have

Q(x, Vp, VW, + Vh) (6.55)

= Q(x, Vp, VW) + QW (x, Vp, VI¥;, VR) + QP (x, Vp, YW, Vh).

Here, each component of the vector function Q™ is linear with respect to derivatives

9, h; and each component of the vector function Q@ contains only quadratic terms
(axk h;) - (axl h)-). Hence, the following estimates hold for all x € Q:

1Q® (x, Vb, VW,, VR)| < C5IVAI,  |Q® (x, Vp, VW,, Vh)| < C5|Vh. (6.56)
By (6.48) and (6.55),

(Lo p, Wy + W] = L0 p, W, + b))
= Lin(x, p, h)
N (Ao(h))z + 24, [QD 0, Vp, VIV, Vh) + Q2 (x, Vp, VW, V)] (6.57)
+[Q®(x, vp, VW, V) + QP (x, Vp, VW, V)T,

where the functional Lin(x, p, h) depends linearly on h. Combining (6.57) with the
Cauchy-Schwarz inequality and as well as with (6.56), we obtain

(Lo, W, + W) = [Loup, W, + W] - LinGop, h) > %(Ao(m)2 CCVRE. (658)
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Let {, } be the scalar product in the space of such real valued N-dimensional vector
functions whose components belong to H*(Q). Then (6.51) and (6.58) imply that

Jny Wy + R) = o, (Wy) — e 240 j Lin(x, p, h)@3dx — 2y{W, h}
Q

1
>3 j(Ao(h))zqoﬁdx o J(Vh)%pﬁdx . (6.59)
Q Q

It easily follows from the proof of Theorem 3.1 of [9], which is a close analog of Theo-
rem 6.4.1, that

Jp, (Wy)(h) = e @) J Lin(x, p, h)@3dx + 2y{W, h}. (6.60)
Q

Applying the Carleman estimate (6.12)—(6.14) to the right-hand side of (6.59), we obtain

forA = Ay:
e A ®o 2 5 —2A(d+c) 2 2 2
[ Aoty g3ax - se 2@ [(omygiax + viRigs
Q Q
e Ao 2 —2A(d+c) 2 2
2 J(Ao(h)) @ydx - Cse J(Vh) @hdx
o Q
¢ J (VR @2dx + ylhle)
NG
> Cje2 J(Vh)%pﬁdx 4 Ce 2o j R ldx — Cye 2@ J(Vh)zgoﬁdx
Qq Qq Qq
_ Cye @) J (VhY2gldx - CPe e J((vm2 +R)AS 4yl (661)
ONQy &

Choose A, = A,(Q,R,Z,D, d,§) > A, so large that C;A,/2 > C5. Also, observe that

2Ad

a0 <e?, vxeQ\Qg and |VAIL ) + M7 ¢, < CsllAls )

Hence, taking into account (6.43), we obtain from (6.61),

e—2}l(d+c)

J(Ao(h))zgoidx _ gye ) j(Vh)%pﬁdx Y1 6.62)
Q Q
> Cillhlng, o + (v = Ce )Ml VA=A,

Sincey € [e™, 1), then (6.59), (6.60), and (6.62) imply (6.52). O
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6.4.2 Numerical scheme

The numerical scheme for the above technique is as follows:

Step 1. Using the Gram—-Schmidt orthonormalization procedure in L,(0, 1), obtain
functions {1, (xo)}N_5, Xo € (0,1) from functions {xTe*}N"L for a reasonable integer
N=>2.

Step 2. Sequentially obtain problems (6.26), (6.27), then (6.33), (6.34), and then
(6.48), (6.49) for the specific operator A.

Step 3. Minimize the functional (6.51) on the set B(R) using the gradient projection
method.

Step 4. Let W,;,,(x) be the minimizer of the functional (6.51) on the set B(R) (The-
orem 6.4.3). Set Vi, (x) = Wpin(X) + p(x). Next, use the first formula (6.31), then use
(6.28) and finally use (6.24).

6.5 Two specific examples

The goal of Section 6.5 is to provide some specific examples of CIPs for parabolic and
hyperbolic equations for which the above technique works. The case of CIPs for el-
liptic PDEs is considered in Chapters 7 and 10. In Chapters 11 and 12, we consider the
travel time tomography problem. In these chapters, the case of a moving source is con-
sidered. In fact, however, in the case of Helmholtz equation, the source can be fixed
while the frequency can be varied, and still the technique of this chapter works; see
references in the beginning of this chapter. Basically, it does not really matter for the
method of this chapter which parameter is varied: source position, frequency, angle of
the incident plane wave, etc. The only important factor is that the unknown coefficient
should not depend on this parameter.

6.5.1 Parabolic equation

Let T > 1be an arbitrary number. Denote D'}” = R" x (0, T). Consider the parabolic
operator in D'T”l,

n n
Au=u; - z (X%, Uy = Z bj(x, huy, + ao(x, t)u, (6.63)
ij=1 j=1
n
Aou = ut - Z ai’]’(X, t)uxl_x]_, (6-64)

ij=1

where a,(x, t) is the unknown coefficient and a;;(x, t) = a;;(x, t), Vi, j. We assume that

all coefficients of the operator (6.63) belong to C 1(D’}+ 1) and also that the obvious ana-
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log of the ellipticity condition holds,

n
Wl <Y @06 088 < wolél,  (€,x,1) € R* x DI,
ij=1

where yy, 4, = const., 0 < py < Y.

Let x° = (0,...,0,-1) and let the domain Q, ¢ {x, > 0}. We assume that Au =
u, — Au for x € R"\Q;. In the case of the parabolic equation, the point source runs
over I; = I x {t = 0}, where the interval I is defined in (6.15). Consider the fundamental
solution u(x, t, x,) of the operator 4,

Au = 6(x; — xp, X - x°, t), (xt)e DL (6.65)
u(x,0,x9) =0, Vx, €[0,1]. (6.66)

It is well known that there exists unique solution u(x, t, x,) € C2*%1+4/2 (IW\IR); Ve >
0, Vx, € [0,1] of the problem (6.65), (6.66); see Chapter 4 of [173]. Here, I, ¢ D’ is
defined similarly with I, in Section 6.2.2. Furthermore, u(x,t,x,) > O for t > 0; see
Theorem 11 in Chapter 2 of [79]. Hence (see Condition 3 in Section 6.2.2), we define
Q=Q; x((,T), where { € (0,(T - 1)/2) is a sufficiently small number.

Choose a number w > 1 and set

n-1
Ty = {x eR":x, =0,(x, - 1/2% /0 + Zx,z( < 1/4}, [ =Tyx(T),
k=2
-v

n-1
E(x,t) = [xn +0q - 1/2%w* + Y X+ (6 - T/2)% + 1/4] , (6.67)
k=2

and @;(x,t) = exp(Aé(x,t)), where v = v(w) > 1is a parameter depending on w. We
assume that I'y c 0Q;. Hence, I' c 0Q. In addition, we assume that the domain

[Et) > 2", x, >0} =Qy c Q.
Note that
n-1
T,y = {x,, =0,06 - 1/2%/w’ + Y Xg + (t - T/2)* < 1/4} cT.
k=2

Let the restricted DN data be given on T,
u(x, t,xg) = 8o, t,xg), O uU(x, t,xy) = 1%, t,xg), V(x,t,xy) €'x[0,1]. (6.68)

A direct analog of the Carleman estimate of Theorem 2.3.1 (6.12)—(6.14) is valid
for the operator A, in (6.64). Hence, the above construction works in this case. The
unknown coefficient a,(x,t) can be Holder-stable reconstructed numerically by the
above method in the domain Q. for any ¢ > 0 such that Q.. # @. Uniqueness, of
the corresponding CIP holds for the entire domain Q; x (0, T).
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6.5.2 Hyperbolic equation

Let the domains Q, ¢ R? be defined as Q; = {|x| < k}, k = 1,2,3. Let I, be the set
defined in Section 6.2.2. We assume that

I, c (Q3\Q,). (6.69)
Let the function a(x, t) € C (D_[}) be such that
ax,t)>0 in Dl}, a(x,t)=0 forx e IR3\QZ. (6.70)

Let f(z), z € Rand y(x), X € R™! be functions defined in Section 6.2.2. Recall that
f(0)x(0) + 0. We assume that

f(z)20, VzeR and x(x)>0, V¥xeR". (6.71)
Consider the following Cauchy problem for the function u(x, ¢, x,) :

Uy = A+ a(x, u+ F(x, — xo)X(®), (X, t) € D}, (6.72)
u(x, 0,xg) = u;(x,0,x9) = 0, (6.73)

where x,, € [0, 1] is a parameter. Then the problem (6.72), (6.73) is equivalent with

(6.74)

— -0
U, £, xg) = J fOn = xo)x( - X )dn N j (aw)(n, t — Ix nl)dn_
4m|x - 1| 4mlx - 1|
[x-nl<t [x-nl<t
On can prove (see [184] for a similar result) that the integral equation (6.74) can be
rewritten as Volterra integral equation, whose solution can be represented as a series,
which converges absolutely and uniformly in any subdomain (G x (0, T)) ¢ D‘} and for
any x, € [0,1], where G ¢ R® is an arbitrary bounded domain. This series is

(o)
u= Z Uy,
n=0

- f(n1 = xo)x(m) o
o = J 4mtlx — 7| dn, n =011, (6.75)
[x-nl<t
- (au,_1)(n, t - |x —nl)
e = J 47)x - 1| dn, nz1. (6.76)
[x-nl<t
We now prove that
u(x, t,x0) 2 CsT,  Vx € Qp,Vxg € [0,1],V¢ € (T/4,T),VT > 20, 6.77)

where the constant C; = C;(I.,f,x) > O depends only on listed parameters and is
independent on T.
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Indeed, let x € Q; and 1 € Q5 be two arbitrary points. Let t € (T/4,T) and T > 20.
Then

x-nl<Ixl+Inl <4<t (6.78)

Since by (6.71) f(0)x(0) > 0, then (6.77) follows from (6.69)-(6.71), (6.75), (6.76), and
(6.78).

We now set Q = Q; x (T/4,T), where T > 20. Next, let the point y € R® be such
that |y| > 3. Define the Carleman weight function ¢, (x, t) as

P () =exp(Aé(x, 1), &(xt)=|x —y|2 - 92(t ~-T/2)>. (6.79)

Choose any number d € (0,1). Next, choosep € (4V1-d/T,1). Let Q4 = {(x,t) : x € Q,
&(x,t) > d}. Then

QycQ, Qun{t=T/4}=Q,n{t=T}=02. (6.80)
Hence, we define'and T'; as
F={(xt):|x|=1te(T/4,T)}, Ta={0t):Ix|=1&xt) >d} (6.81)

It follows from (6.79)-(6.81) that T; c T.

Similarly, with (6.18) we define the CIP in this case as the problem of determining
the unknown coefficient a(x, t) € C(D‘}) satisfying conditions (6.70), given functions
8o(x, t,xo), 81(x, t, Xq), where

ux, t,xg) = 8o(x, t,xqg), Oqu(x, t,xy) = 810, t,%y), V(x,t,x9) € T x[0,1].

By Theorem 2.5.1, the Carleman estimate is valid for the operator af — A with the CWF
@, (x, t) given in (6.79). Therefore, the above construction works for this CIP. The func-
tion a(x,t) can be reconstructed numerically by the above method in Q,. for any
ce(0,1-4d).
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7 Convexification of electrical impedance
tomography with restricted Dirichlet-to-Neumann
map data

In this chapter, we follow [149]. Permission for republication has been obtained from
the publisher.

7.1 Introduction

We use in this chapter the idea of Chapter 6 to develop a globally convergent numeri-
cal method of the reconstruction of the internal electrical conductivity in the inverse
problem of electrical impedance tomography (EIT). We “convexify” the problem. More
precisely, we construct a weighted least squares Tikhonov-like functional. The weight
of this functional is the CWF. Its presence is the key element of that functional. The
CWF is the function, which is involved in the Carleman estimate for the Laplace op-
erator. The presence of the CWF ensures the strict convexity of this functional on any
a priori chosen ball of an arbitrary radius R > 0 in an appropriate Hilbert space. The
latter guarantees the global convergence of the gradient projection method of the min-
imization of this functional to the exact solution of the original inverse EIT problem.
We remind (see Definition 1.4.2) that we call a numerical method for a coefficient in-
verse problem (CIP) globally convergent if there is a theorem, which guarantees that
this method delivers at least one point in a sufficiently small neighborhood of the ex-
act solution of that CIP without any advanced knowledge of this neighborhood. We
point out that the numerical method of this paper converges globally.

EIT is a noninvasive and diffusive imaging method to recover the electrical con-
ductivity distribution inside an object of interest by using the DtN map on the bound-
ary. This modality is safe, portable, and also has many clinical imaging applications.
There is a vast number of research papers discussing EIT. It has been analytically
proven that the interior electrical conducting is uniquely determined by the Dirichlet-
to-Neumann map on the boundary [56, 203, 241].

In the past three decades, there were numerous studies on the EIT imaging
method with quite many publications. We now provide a far incomplete list of ref-
erences on this topic; also see references cited therein: [6, 7, 38, 89, 105, 106, 200, 231,
232, 235]. Harrach [85, 86] has developed two globally convergent numerical methods
for EIT.

In a typical EIT experiment, constant electrical currents are applied to the elec-
trodes on the boundary of the object to image. Then the electrical potentials are mea-
sured on the boundary. This gives the DtN map data. The EIT problem is to recover the
internal electric conductivity from these DtN measurements. This problem is essen-
tially ill posed.

https://doi.org/10.1515/9783110745481-007
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The key element of our method is the construction of a weighted Tikhonov-like
functional which is strictly convex on any a priori chosen ball of an arbitrary radius
R > 0 in an appropriate Hilbert space. In other words, we “convexify” the problem.
The main ingredient of that Tikhonov-like functional is the presence of the CWF in it.
If the exact solution belongs to that ball (as it should be assumed in the framework of
the regularization theory [22, 76, 244]), then the convergence of the gradient projection
method to the exact solution is guaranteed if starting from an arbitrary point of this
ball. Hence, this is global convergence. On the other hand, recall that convergence of
any gradient-like method to the exact solution for a nonconvex functional might be
guaranteed only if its starting point is located in a small neighborhood of this solution.

To minimize the above mentioned weighted Tikhonov-like functional, we propose
a multi-level method, which is somewhat similar with the adaptivity method; see, for
example, [22] for a detailed theory of the adaptivity. However, we do not extend to our
case the theory of the adaptivity presented in [22], that is, we restrict our attention
only to the numerical aspect of the adaptivity. Thus, we minimize that functional on
a coarse mesh first and use the solution achieved on the coarse mesh (first level) as
the starting point for a finer mesh (second level). We repeat this process until we get
a solution on Ky, level. We have found that we get a rough image on the coarse mesh
(e. g., support, shape) of the internal conductivity much faster than on a finer mesh,
while on the finer mesh with the starting point from the solution on the coarse mesh,
the solution is corrected in details (e. g., amplitude and shape).

7.2 EIT with restricted Dirichlet-to-Neumann (DtN) data

7.2.1 The mathematical model

In this section, we formulate the restricted DtN for the inverse EIT problem. First, we
recall the traditional DtN for EIT. Let Q be an open bounded domain in R? (d = 2,3)
to be imaged with a smooth boundary 0Q. The EIT forward problem is formulated as:
For any given input, current

g € L3(0Q) = {g e LX(Q): j gds = o}
20
and the conductivity distribution o(x), find the function u(x) € H l(Q) such that
V-(o(x)Vu(x)) =0 inQ,
o(x)g—"j =g (x) on 0Q, (71)
JaQ u(x)ds = 0,

where v is the outward unit normal vector on 0Q. Denote g, (x) = ul3q. Then the inverse
EIT problem is to recover the internal conductivity function o(x) from the DtN map

A:gy— 8-
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We consider the EIT problem with the source outside the domain of interest and
the restricted DtN data measured on the boundary of the domain of interest, as de-
scribed below.

To avoid working with singularities and also to simplify the presentation, we
model the point source here by a §-like function instead of the §-function. Let € > 0
be a sufficiently small number. Let the source function f(x) be such that

fx) e C°(RY), f(0)#0, f(x)>0, W¥xeR% f(x)=0 forlx|>e  (72)

Let G ¢ R" be a bounded domain with its boundary 3G € C', Q c G, and 9Q N 3G = @.
Let ¥ € R%" be a fixed point. For s € [0,1], denote x; = (x5, X) the position of the
point source. Let I = {x; = (x45,X) : s € [0,1]} be the interval of the straight line
{x =0(,%),x; e Rl. Letl, = {x € RY . dist(x,I) < &}, where dist(x,I) is the Hausdorff
distance between the point x and the set I. We also assume that I, c (G \ Q), which
means that the support of the source function is outside of the domain Q.

Let the function

o(x) € C**G), o(x)=1 forxeG\Q and o(x)> 0, = const. > 0. (7.3)

Here, a = const. € (0,1) and C**%(G) be the Holder space, where k > 0 is an integer.
Assume first that o(x) is known. For each source position x; € I, we define the forward
boundary value problem for EIT as the problem of finding the function u(x, s) such
that

{V (O(X)Vu(x,s)) = —f(x —x5), x € G,Vxg€l, 4)
u(x, s)lyeac = 0 vxg € 1. '
It is well known that for each x; € I the problem (7.4) has a unique solution

u(x,s) € C*(G), Vx, el (7.5)

see, for example, [80]. We measure both Dirichlet and Neumann boundary conditions
of the function u on a part I' € 0Q of the boundary 0Q,

U S)yery 7 = 80X>8) and  Q,uX, )l cr, 7 = 81(X.9). (7.6)

We call the Dirichlet and Neumann boundary data (7.6) “restricted DtN data”.

If the coefficient a(x) is known, then having the solution of the forward problem
(74), one can easily compute functions g, (x, s) and g; (x, s). Suppose now that the func-
tion o(x) is unknown. Then we arrive at the following inverse problem.

Coefficient Inverse Problem (CIP). Assume that the function o(x) is unknown for x €
Q and also that conditions (7.2), (7.3) hold. Also, assume that functions g,(x,s) and
81(x,s) in (7.6) are known forall x € T, x, € I. Determine the function o(x).

Note that in this CIP the number d of free variables in the data equals the number
of free variables in the unknown coefficient.
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7.2.2 An equivalent problem

In this subsection, we transform the above CIP to an inverse problem for a quasilinear
PDE. First, introduce the well-known change of variables

u, = Vou, )

where u(x, s) is the solution of problem (7.4). Then

{Aul(x,S) + a0y (x,8) = ~f(x —X5), Vg €1, 8
U (X, )lxeac = 0, vxg €1,
where
A(Vo(x
ay(x) = -2VI). (79)
Vo(x)
Recalling that o = 1 on 0Q, we obtain from (7.6),
Uy (X, S)Ixer,sefo,1) = 8o(X>8)  and  9,uy (X, S)xer sefo,1) = 81(%,S)- (710)

If we would recover the function a,(x) for x € Q from the conditions (7.8) and (7.10),
then assuming that O is not an eigenvalue of the elliptic operator A + a,(x) with the
Dirichlet boundary condition either on 0Q or on dG, we would recover the function
o(x) via solving the elliptic equation (7.9) either in the domain Q with the Dirichlet
boundary condition o3 = 1, or in the domain G with the Dirichlet boundary condition
0l3c = 1. Hence, we focus below on the recovery of the function a,(x) for x € Q from
conditions (7.8), (7.10).

It follows from (7.2), (7.4), (7.7), and the maximum principle for elliptic equations
[80] that u;(x,s) > Oforallx € Qandalls € [0, 1]. Hence, we can consider the function
v(x,s),

v(x,s) = Inu,(x,s). (7.11)
Then u;(x,s) = ¢"® and (7.8) imply that
Av(x,s) + (Vv(x, s))2 =-ay(x), xe€Q,Vsel0,1]. (712)
Here, we use (7.2) and the fact that I, c (G \ Q). In addition, using (7.10), we obtain
V(X S)lxer,seioa) = 8o(%,8) and  0,V(X,S)|xersefoa) = 81(%:S), (713)

where

g1(x,s)
g() (X> S) '

8o(x.s) =Ingy(x,s) and g (x,s) =
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Differentiating equation (7.12) with respect to s and noting that the function a,(x)
is independent on s, we obtain

Avg +2Vv, - Vv =0, xeQ,Vsel0,1]. (7.14)

Now the above CIP is reduced to the following problem.

Reduced problem. Recover the function v(x,s) from the equation (7.14), given the
boundary measurements g,(x, s) and g;(x, s) in (7.13).

If the function v(x, s) is approximated, then the approximate coefficient a,(x) can
be found via (7.12). Thus, our focus below is on the solution of the reduced problem.

7.3 Cauchy problem for a system of coupled quasilinear elliptic
equations

To solve the above reduced problem, we obtain in this section the Cauchy problem for
a system of coupled quasi-linear elliptic equations.

7.3.1 The orthonormal basis of Section 6.2.3

Let [, ] denotes the scalar product in L,(0, 1). We use the orthonormal basis in L,(0, 1)
of real valued functions {1,,(s)};-, which was constructed in Section 6.2.3. Recall that
the function i,(s) has the form ), (s) = P, (s)e®, where P,(s) is the polynomial of the
degree n. Let a,,, = [, P,,]. Consider the N x N matrix My = (amk)sz ;nl)iv(gl())) Theo-
rem 6.2.1 claims that this matrix is invertible, that is, there exists the matrix MK,l.

7.3.2 Cauchy problem for a system of coupled quasilinear elliptic equations
Fix an integer N > 1. Denote ¥(N) = {l/)n(s)}ﬁ’;é. We approximate the function v(x, s)

in (7.11) via the truncated Fourier-like series with respect to the orthonormal basis of
functions ,(s),

N-1
v(x,s) = z Va(OY,(s), xeQ,Vse[0,1]. (7.15)
n=0

Here and below, we use “=" instead of “~” for convenience. Note that the functions
v, (x) are unknown and should be determined and they are targets of our considera-
tions below.
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Remarks 7.3.

1.  We assume that the approximation (7.15) of the true function v(x, s) satisfies equa-
tion (7.12). This is our approximate mathematical model mentioned in item 1 of
Section 7.1. Once again: we can use this model since we work with a numerical
method. The number N terms in (7.15) should be chosen in numerical experiments;
see Section 7.6.1. Due to the ill posedness of the inverse EIT problem, the proof
of convergence of our solutions to the exact one as N — oo is a very challeng-
ing one and is, therefore, omitted here. In fact, it is well known that proofs of
such results are quite challenging ones for many ill-posed problems. On the other
hand, it is also well known that numerical methods developed for the cases of
truncated Fourier-like series usually work quite well computationally; see, for ex-
ample, publications [84, 108-112, 256].

2. The same as in item 1, is true for the approximate mathematical model (6.28) of
Chapter 6, for approximate mathematical models of Chapters 11 and 12 as well as
for [115-117, 145, 150, 152, 156, 236].

3.  We refer to publications [117, 150] for more detailed discussions of the issue of
approximate mathematical models.

The derivative vy(x, s) of the function v(x, s) in (7.15) is
N1
Vs(%,8) = Y v (Op(s), X €Q,Vs € [0,1]. (716)
n=0
By (7.3), (7.5), and (7.7) it is reasonable to assume that the functions
v, €C*Q), n=0,...,N-1. (717)

It is likely that (717) can be proven using the classical theory of elliptic PDEs [80].
However, we are not doing this here for brevity.
Substituting (7.15) and (7.16) in (7.14), we obtain

N-1 N-1
DAV Pn(s) + Y Vv 00V ()P (s) =0, X € Q,Vs € [0,1]. (718)
n=0 n,k=0

Consider the vector function of unknown coefficient v,,(x) in the expansion (7.15),

V) = (Vg0 vy_1(0) . (719)

Form = 0,...,N - 1 multiply both sides of (7.18) by the function i,,,(s) and then inte-
grate with respect to s € (0, 1). Using (7.17) and (7.19), we obtain

MyAV -F(VV) =0, xeQ,VeC(Q), (7.20)

where the N-dimensional vector function F is quadratic with respect to the first deriva-
tives 8vak (x),j=1,...,d;k =0,...,N-1. Multiplying both sides of (7.20) by the inverse
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matrix Ml(,l (Theorem 6.2.1), we obtain a system of coupled quasilinear elliptic equa-
tions,

AV-F(VV)=0, xeQVeCQ), (7.20)
F(VV) = My'F(VV). (7.22)

Since the vector function F is quadratic with respect to the first derivatives ax}_vk (),
then (7.22) implies that the vector function F is also quadratic. In addition, using (7.13),
we obtain Cauchy data for the vector function V(x) on T,

VX))l =po(x),  0,V(X)Ir = p1(%). (7.23)

If we would solve the Cauchy problem (7.21), (7.23), then we would find the coeffi-
cients v, (x) in (7.15). Next, we would substitute (7.15) in (7.12) and obtain the following
approximate formula for the function a,(x) :

2

N-1 N-1
ap(x) = = ) AV, ()P, (s) + ( D VVH(X)l/)n(S)> , xeQs¢€(0,1). (7.24)

n=0 n=0

As to the value of the parameter s for which the function a,(x) should be calculated in
(7.24), it should be chosen numerically. Hence, we develop below a numerical method
for solving problem (7.21), (7.23).

7.3.3 Two new Carleman estimates

Since in our numerical examples the domain Q ¢ R?is a disk, we prove in this sub-
section a new Carleman estimate for the Laplace operator, which is specifically used
for the disk in the 2D case and for the ball in the 3D case. We work with the case when
I' = 0Q since this is done in our numerical experiments. In principle, Carleman esti-
mates are known for this kind of domains; see, for example, [127]. However, the CWF
in [127] has a rather complicated form and changes too rapidly. On the other hand,
our extensive numerical experience with the convexification for CIPs [115-117, 142—
146, 150, 151, 164] tells us that one should use a CWF of the simplest possible form.
This is the reason of presenting here two new Carleman estimates with a simple CWF.

The 3D case
We derive in this section a new Carleman estimate for the 3D case when the domain Q
is a ball of the radius p,

Q={xeR: x| <p} (7.25)
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Let i € (0,p) be a number. Define the domain Q, as
Qy:{erR3:y<|x|<p}cQ. (7.26)
Consider spherical coordinates

r=Ixle@p), ¢@e(0,2m), 6¢€(0,m),

Xy =rcosgsind, x,=rsingsinf, x3=rcosb.
Also, denote
sz{rzp}, Sy ={r=pu}

The Laplace operator in the spherical coordinates is

0 2 ~ 2
A = — (sin 6w, -w, = A, W+ -W,, 7.27
spW = Wi + 2 i’ 9W<p(p + Sino 59( ) + rW, spW + rwr (7.27)
N 1 0
A W=wW,, + W,, + —(sin Bwy), 7.28
oW =Wt 6" Psing a0 O ) (7.28)

for an arbitrary functionw € C? (ﬁy). We single out the operator Esp in (7.27), (7.28) since
any Carleman estimate is independent on the low order derivatives of an operator, and
also since we work in Q}, where r > u > 0. Everywhere below C = C (Q},) > 0 denotes
different constants depending only on the domain Q,,. Let

T
w, w,

B T _ ¢ 6

Vw = (W, , Wy, W,)”  and  Vgow = <w,, Tsind T ) .

Note that since w, = -w, sin @ sin 6 +w,, cos ¢ sin 6, then the function w,,/ sin 6 does

not have a singularity. It is well known that
IVw| < C|Vgw| inQ,, (7.29)
[Vepwl < CIVW|  inQ,,. (7.30)

Introduce the subspace Hyy' (Q,) of the Hilbert space H™(Q,) as
Hg'(Q,) = {u € H"(Q) 1 uls, = u,ls =0}, m=23.

We include the term with (Aw)? in the right-hand side of the Carleman estimate
(7.31) since we will need to estimate not only the convergence for the vector function
W (x) (Theorem 7.5.4), but also to estimate the convergence for the target coefficient
ay(x) (Theorem 7.5.5). For this purpose, we will need to use equation (7.12) in which
the Laplace operator is involved.
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Theorem 7.3.1 (Carleman estimate). There exists a number A, = Ao(Q,) > 1and a num-
ber C = C(Q,) > 0, both depending only on the domain Q,,, such that for any function
w e HZ(QH) and for all A > A, the following Carleman estimate with the CWF eV holds:

J(Aw)zewdx > % J(Aw)zemdx +CA J(Vw)zez’\’dx +CA J w2e?V dx (731)

Q, Q Q, Q,

—Cne jwfds e J Ww2dS - CPH Wik g
u

S Sp

In particular, if w € HS(Q}‘), then

J(Aw)zewdx > % J(Aw)zeurdx +CA J(Vw)zew dx + cA® J w2V dx (7.32)

Q, Q, Q Q,

3 My, 2
- CNe "llwlle(Qy).

Proof. We assume thatw € C*(Q,,) since the case w € H*(Q,) can be handled automat-
ically later via density arguments. Introduce the new function g = we" . Then

w= qe—/lr, Wy = (qrr - 2Aqr + AZQ)e_M'

By (7.28),
(Espw)zewr sin 6
~ 2,
= [(Aspq + /lzq) —-2Aq,]rsin@

1

. 1 o2, . 2. .
> —Mq,(r sinfq,, + mqw + ;%(sm 0qg) + A1 sin 0q>

= 9,(-2Ar sin Gqf) +2Asin Gqf + a¢<-4/1 9y > +4A drpy

rsin @ rsin @

+ 89<—4/1 sin 9@) + 4\ sin Gquqe +0,(-2A°r sin 6g°) + 2A°r sin 6g°

. . 1 sin 6
= ar<—2/\r sin Gqf —20%rsin6g” + Mrsineqé +21 - qé)
qutp . 4,90
+ a"’(_Mrsin 9> + 89<—4A51n ng
.2 dy . qé 3. cin 02
+2A| sin0g; + — +sinf—= |+ A’rsinfq".
sin Or? r2

Hence, we have proven that

(Espw)zez’\’r sin @

2 2
q
> 2)l<sin Gqf + sin¢9r2 +sin 9%) +2A%r sin 6¢°
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+ a,(-z)lrsineqf ~2%rsin t9q2 + Mrsineqé + MSII:qu,)

+9 < 4 0y >+ae<—4/\sin9@>.

sin @

Integrate this inequality over Q, while keeping in mind that the function g(r, ¢, 6) is
periodic with respect to ¢ with the period 277 and that sin 0 = sinzr = 0 and also that
dx = r* sin Odrdpdh. We obtain

J (Espw)zewdx
QV
_ 2Ar
>C J(A = J(A w)2er sin Odrdepdo
Q,
qZ
> 2 < _% —> sin Odrdpdf + 2° J Prsinfdrdpdd  (733)
sin? 6r r
Q, n
J(Z/lq + 3¢?)ds - AP J(VW)st
S, N

P i

Change variables back from g to w. Since g = we"", then

@’ = w, + w2 = w2e + 2w, we?" + 2wl

= w2 + 3, (Ww?e?) - 2°wPe?V + NPwPe
= w2 - Pw?e™ +0,(Aw?e™).
Let the number a = min(u/2,1). Then in the first line of (7.33),
2/1qf + 2/\3q2r > ZAaqf + 2/\3q2],4
> ZAawfeM' 208 <;1 - g > 2 4 5, (24%aw?e™) (7.34)
> CAw?e™™ + CPw?e™ + 3, (24%aw?e™™).
Hence, using (7.29), (7.33), and (7.34), we obtain

J(Espw)zewdx >CA J(Vw)zemdx +CA3 J w2V dx (7.35)

Q Q Q

o e J w2dS - CA2e™ jwzdS — M J((Vw)2 +w?)dS.
Sp Sp Su
Noticing that by (7.27), we have

2
. . 1
(Bw)? = Bypw)’ + 4(Bgw) 2 + 4(%) > 5@y’ - Cw,
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and also that

j((vmz +wA)dS < Clwliegg

Sy

and then using (7.35), we obtain

J(Aw)zez’"dx >CA J(Vw)zem'dx +CA° J w2V dx (7.36)

Q Q Q

H H H

—Che j Ww2dS - CA>e% j w2dS - CRH Wik g
‘U

S,

S p

P

Obviously,

J(Aw)zemdx - j(Aw)zewdx. (737)

Q Q

Summing up (7.36) with (7.37) and then dividing the resulting estimate by 2, we obtain
(7.31). O

The 2D case
In this case we keep the same notations for the domains Q, Qﬂ as those in Subsec-
tion 7.3.3. We assume that they are the domains in R%. Polar coordinates are

r=|x| e (up), ¢ec(0,2m),
Xy =rcos@, Xx,=rsing.

The Laplace operator in polar coordinates is

Aw= ! =A
pw-w,r+r—2w¢,q,+ w, =AW+ -w,.

1
r

= | =

Theorem 7.3.2 (Carleman estimate). There exists a number A, = AO(QH) > 1depending
only on the domain Q,, such that for any function w € HZ(QF) and for all A > A, the
following Carleman estimate holds:

I(AW)ZeMrdx > % J(Aw)zez’hdx +CA J'(Vw)zez’"dx + X J w2 dx

Q, Q, Q, Q,

- CAe™ [wids - cPe™ [ whds - Che™wly g

S S

In particular, if w € Hé(Qu), then

J(Aw)zewdx > % J(Aw)zewdx +CA J(Vw)zewdx +CA° J w2V dx

Q Q Q

H Q

3,2 2

H H
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The proof of this theorem is omitted since it is very similar with the proof of The-
orem 7.3.1.

7.3.4 Holder stability and uniqueness of the Cauchy problem (7.21), (7.23)

We establish in this subsection the Hélder stability estimate for problem (7.21), (7.23).
Uniqueness follows immediately from this estimate. We work here only with the 3D
case. Theorem 7.3.2 implies that the 2D case can be handled almost exactly the same
way. Thus, in this subsection the domain Q is as in (7.25), and in (7.23) T = 0Q = {r = p}.
Everywhere below we often work with N-dimensional vector functions, like, for exam-
ple, V(x). Norms in standard functional spaces of such vector functions are defined in
the natural well-known way via corresponding norms of their components. The same
about scalar products. It is always clear from the context whether we work with regular
functions or with those N-dimensional vector functions.

Suppose that there exist two solutions of problem (7.21), (7.23), V, V, € H*(Q) n
C!(Q) such that

Vils, =Po>  Vals, =Pos:  Visls, =P Vorls, =Pis (7.38)
where
||p0,6 _p0||H1(sp) <é, ||P1,5 —p1||L2(sp) <6, (7.39)

where 6 € (0,1) is a sufficiently small number which is interpreted as the level of the
noise in the data. Denote

V=V,-V, DP=po—Pos P1=D1-DPis (740)

Recalling that the function F in (7.21) is quadratic with respect to the derivatives
aX]_ Vi (x), we obtain from (7.21), (7.23), and (7.38)-(7.40),

AV = Q(VV,,VV,)VY, xeQ,V e HY(Q)n C'(Q), (741)
Vis, =Bo.  Vils, =Pu, (742)
||1~90”H1(5p) <6, ||I~91||L2(5p) <6, (7.43)

where the vector function Q(VV;, VV,) is linear with respect to components of the vec-
tor functions VVy, VV,.

Theorem 7.3.3 (Holder stability estimate). For any two vector functions
V.V, e H(Q)n C{(Q)

introduced in this section, let ||V,|| @y ||V2||61@ < A, where A = const. > 0. Let
(7.38)—(7.40) hold. Choose a numbern € (0,p—p) andlet Q,,,, = {x : p+n < x| < p} € Q.
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Then there exists a number C; = C;(Q,,n, F,¥(N),A) > 0 and a sufficiently small num-
ber 6, = 60(Qu,n,F, Y(N),A) € (0,1) such that, for all § € (0, 6,) the following Holder
stability estimate holds:

VI H(@,,,) < (18, wherey =n/(4p). (744)

Proof. In this proof, C; = Ci(Qy,n, F,¥(N),A) >0 denotes different positive constants
depending only on listed parameters. A careful analysis of the proof of Theorem 7.3.1,
more precisely of the last term in the second line of (7.35), shows that the term ||W||§12 @)
‘U
2c1(s ) Note that |[Q(VV;, VI/,)| < C;. Hence,
U
squaring both sides of (7.41), replacing the equality with the inequality, we obtain

in (7.31) can be replaced with the term |Jw||

AV) < C(VTY, xeQ, (7.45)

The rest of the proof uses (7.42), (7.43), (7.45), the Carleman estimate of Theorem 7.3.1
in the way and proceeds very similarly with proofs of the Holder stability estimates in
Sections 2.2, 2.6.2, and 6.3. Thus, we omit the rest of the proof for brevity. O

7.4 Convexification

To solve the Cauchy problem (7.21), (7.23) numerically, we construct in this section a
weighted Tikhonov-like functional with the CWF ¢? in it and prove necessary theo-
rems. For brevity, we construct the Tikhonov-like functional only for the 3D case. So,
in Sections 7.4 and 7.5 we work only with the 3D case. The 2D case is completely similar
and direct analogs of Theorems 7.5.1-7.5.4 (below) are valid in 2D.

We assume that in (7.23)

T=0Q=Sy pop;€C(S,). (746)

We now arrange zero Dirichlet and Neumann boundary conditions for a new vector
function W, which is associated with the vector function V. We are doing so since we
use below some theorems of [9], which are applicable only in the case of zero boundary
conditions.

Denote

P(r,,0) = po(r,,0) + (r - p)p;(r, 9, 6), (7.47)
W(r,@,0)=V(r,p,0) - P(r,p,0); W(r,@,0) = (WO,...,WN,I)T(r, ©,0). (7.48)

Then by (7.46) P ¢ C3(§y). Hence, (7.21), (7.23), (7.47), and (7.48) imply that

AW + AP — F(VW + VP) = 0, (749)
W € H)(Q,). (7.50)
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Note that by the embedding theorem
H (@) < @) Wfleg, < Wi, (7.51)

Letn € (0,p — p) be the number which was chosen in Theorem 7.3.3. Our weighted
Tikhonov-like functional is

Tip(W) (752)

= 20 [ [AW + AP~ F(YW + VP)e™ dx + BIW + Pl .
H

Q,

Here, B € (0,1) is the regularization parameter and the multiplier e~ A1) s intro-
duced to balance two terms in the right-hand side of (7.52). Let R > 0 be an arbitrary
number. Let B(R) ¢ HS(QH) be the ball of the radius R with the center at {0},

B(R) = {W € Hy(Q,): Wi, <R} (7.53)
We consider the following minimization problem:

Minimization problem. Minimize the functional J 18(W) on the closed ball B(R).

7.5 Theorems

In this section, we formulate and prove some theorems about the above minimization
problem.

7.5.1 Formulations of theorems

The central analytical result of this chapter is Theorem 7.5.1.

Theorem 7.5.1. The functional J A)ﬁ(W) has the Frechét derivative | /{,B(W) at every point
W e HS(QH). Furthermore, there exist numbers A, = A,(u,n, F, ¥(N),P,R) > A, > 0 and
C, = G(u,n, F,'¥(N), P, R) > 0 depending only on listed parameters such that 270 <1
and for all A > A, the functional ], s(W) is strictly convex on B(R) for the choice of Bas

B € (2¢7M,1). (7.54)
More precisely, the following inequality holds:
Tag(Wy) =T p(Wy) - ];’Lﬁ(Wl)(Wz -Wy)
2 AW~ Wl )+ CalWs = Willq,  + BIW, ~ Wi, (759)

VW,, W, € BR).
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Note that, allowing the regularization parameter § € (Ze*M ,1), we actually allow
to be sufficiently small. We now formulate the theorem about the Lipschitz continuity
condition of the Frechét derivative J ,{)ﬁ(W).

Theorem 7.5.2. For any numbersR,A > 0, B € (0,1) the Frechét derivative ],{,ﬁ(W) of the
functional J) g(W) satisfies the Lipschitz continuity condition in the ball B(R). In other
words, there exists a number Z = Z (Qy,F ,W(N),R,A) > 0 depending only on the listed
parameters such that

Uis(Wa) = Jig(W)| < ZIW, = Wyllgpq,), YWy, W, € B(R).

Consider now the gradient projection method of the minimization of the func-
tional Jj g on the closed ball B(R). Let Py : HS(Q;:) — B(R) be the projection operator
of the space HS(QH) onto the closed ball B(R) ¢ HS(QH). Let W, € B(R) be an arbitrary
point. The sequence {W,};2; of the gradient projection method is defined as

Wy = Pg(Wy_y = Jip(Wyp), n=12..., (7.56)

where { € (0,1) is a sufficiently small number. Below [, -] denotes the scalar product
in the space of real valued N-D vector functions H 3(Qy).

Theorem 7.5.3. Let A, = A,(u,n, F,N,P,R) = Ay > O be the number of Theorem 7.5.1 and
let the regularization parameter 3 € (2¢™M.1). Then forevery A > A, there exists a unique
minimizer Wy 2 g € B(R) of the functional ] 18(W) on the closed ball B(R). Furthermore,
the following inequality holds:

U3 g(Wininag)s W = Wininag] = 0, VW € B(R). (7.57)

In addition, there exists a sufficiently small number {, = {,(u,n,F,¥Y(N),P,R,A,B) €
(0,1) depending only on listed parameters such that for every { € (0, {,) the sequence
(7.56) converges to the minimizer Wy, Ap and the following estimate of the convergence
rate holds:

Wy, = Wiinp gl ) < @ I1Wo = Wiin gl n=12..., (7.58)

where the number w = w({) € (0,1) depends only on the parameter (.

Even though Theorem 7.5.3 guarantees the convergence of the gradient projection
method to the unique minimizer of the functional (7.52), it is not yet clear how far
this minimizer is from the exact solution. To address this question, we assume, as it is
commonly accepted in the theory of ill-posed problems [244], that there exists an exact
solution W* € B(R) of the problem (749), (7.50), that is, solution with the noiseless
data.
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Let § € (0,1) be a sufficiently small number characterizing the level of the noise in
the data. Let W* be the exact solution of problem (7.49), (7.50) with the noiseless data
P* € C(Q),

AW* + AP* —~F(VW" + VP*) = 0, (7.59)
W* € Hy(Q,). (7.60)

Let P € C*(Q,,) be the noisy data. Denote P = P - P*. We assume that
Pl : 61
Pl <6 (761)

Theorem 7.5.4. Let A, > Ay > 0 and C, > O be numbers of Theorem 7.5.1. Choose the
number 8; > 0 so small that 6, < min(e *"%, 37/ and let § € (0, 5,). Set A = A(8) =
Ins V4 B = B(6) = 36M“P), Let (7.61) be true. Also, assume that the vector function
W* € B(R). Let Winin )86 € B(R) be the minimizer of the functional (7.52), which is
guaranteed by Theorem 7.5.3. Also, let the number { € (0, ) in (7.56) be the same as in
Theorem 7.5.3, so as the number w € (0,1). Then the following estimates hold:

. 3
W™ = Wainaep6) li1cq, ) < C,8" ), (7.62)
AW =~ AW, | gy < €26, (763)
lw* - Wn"Hl(QM) < G,
+ (Un"WO - Wmin,/l(&),ﬁ(&) "H3(Q)’ n=1,2..., (7.64)
AW ~ AW, |2, ) < C26™
+ (Un"WO - Wmin,/l(&),ﬁ(&) "H3(Q)’ n=1,2.... (7.65)
In the case of noiseless data with § = 0 one should replace in (7.62) and (7.64) 8"/ ®) with
VB, where B = 3¢ and A > A,.

While (7.62)-(7.65) are convergence estimates for the vector function W*(x),
we still need to obtain a convergence estimate for our target coefficient a,(x) in
equation (7.12). This is done in Theorem 7.5.5. Let V*(x) = W™(x) + P*(x). Then
Vi) = v (x),...,vj\‘,_l(x))T. Let a(x) be the exact coefficient ay(x) which corre-
sponds to V* (x) via (7.24), that is,

2

N-1 N-1
ag(x) == > AV (OPy(s) + ( Y o (x)l,bk(s)> , xeQs€(0,1). (7.66)
k=0 k=0
Next, let

T
Vinin(6),86) ) = Winina(6),8(6) 0 + PO = (Vo min(6),86) s - - -» VN-1,min,(6),(6) )
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and let

N-1
aO min,A(6),8(6) (X Z AVk min,A(6),8(6) (X)lpk(s) (7-67)

2

N-1
(Z VWi minA6) p6) )Pk (S) ) , xeQ,5€(0,1).

k=0

Let V,,(x) = W,,(x) + P(x), where the sequence {W, }, is defined in (7.56). Then V,(x) =
(v0 )(x) . g’jl(x))T. Define the function a, ,(x) as

2

g p(X) = Z AV (O (8) + ( Y P (x) ¢,<(s)> x€Q,5¢(0,1),  (768)

where s is a certain fixed number.

Theorem 7.5.5. Assume that the conditions of Theorem 7.5.4 hold. Then the following
analogs of estimates (7.62)—(7.65) are in place:

8p)
lag — o mina)55) ”LZ(QM) < 8", (7.69)
* /(8p)
lag - ao,n”LZ(Qw,,) < G6"
+ a)n||W0 - Wmin,/l(é),ﬁ(&) ||H3(Q)’ n=12,..., (7.70)

where the functions ag, ao min s),56) Ad Ao, are defined in (7.66)~(7.68).

Remarks 7.5.

1. Theorems 7.5.4 and 7.5.5 guarantee that a sufficiently small neighborhood of the
exact solution is reached if the gradient projection method starts from an arbitrary
point of the ball B(R). Since the radius R of this ball is an arbitrary one, then this
is the global convergence; see Definition 1.4.2.

2. The proof of Theorem 7.5.2 is quite similar with the proof of Theorem 5.3.1. The-
orem 7.5.3 follows immediately from a combination of Theorems 7.5.1 and 7.5.2
with Lemma 5.2.1 and Theorem 5.2.1. Thus, we omit proofs of Theorems 7.5.2 and
7.5.3 and focus only on Theorems 7.5.1, 7.5.4, and 7.5.5. In the proofs below, C, =
C,(u,n, F,¥(N),P,R) > 0 denotes different constants depending only on the listed
parameters.

7.5.2 Proof of Theorem 7.5.1

Let W,, W, € B(R) be two arbitrary points. Denote h = W, — W,. Hence, W, = W, + h.
By the triangle inequality and (7.53)

"h”H3(Qu) <2R. (7.71)
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We have

[AW, + Ah — F(VW, + VP + Vh) + AP]’ — [AW, - F(VW, + VP) + AP]’
= [Ah - (F(VW, + VP + VR) - F(VW, + VP))] (7.72)
x [Ah + 2AW,; — F(VW, + VP + Vh) — F(VW, + VP) + 2AP].

Recall that the vector function F(VW + VP) is quadratic with respect to the derivatives
axj W,(x),j=12,3;k=0,...,N — 1. Hence, (7.72) implies that

[AW, - F(VW, + VP) + AP]’ — [AW, — F(VW, + VP) + AP]’
= AR[Q,(VW; + VP) + 2(AW; + AP)] + Vh[Q,(VW, + VP,AW, + AP)] (7.73)
+ (Ah)? + ARD,(VW, + VP, Vh) + Do(VW, + VP, Vh).

In (7.73), vector functions Q;, Q,, D;, D, are continuous with respect to their indicated
variables. In addition, (7.51) and (7.71) imply that the following estimates are valid for

vector functions D;(VW; + VP, Vh), D,(VW, + VP, Vh):
|Dy(VW, + VP, Vh)| < C,(IVh| + [VhI), (7.74)
|Dy(VW, + VP, Vh)| < G,|VhI®, j=1,2. (7.75)
In the second line of (7.73), we single out the part which is linear with respect to h.

On the other hand, using (7.51), (7.74), (7.75), and the Cauchy-Schwarz inequality, we
obtain the following estimate for the expression in the third line of (7.73):

(Ah)? + ARD,(VW, + VP, Vh) + Do(VW, + VP, Vh) > %(Ah)z - Cy(Vh)~. (7.76)

In addition, the following estimate from the above follows from (7.51), (7.73), (7.74), and
(7.75):
|(AR)? + ARD;(VW, + VP, Vh) + Do(VW; + VP, Vh)| (7.77)
< G,[(Ah)? + (Vh)?).

Thus, (7.52) and (7.73) imply that

]A,p(Wl +h) —]A,p(WO

_ 2 J {AR[Q,(VW, + VP) + 2AP] + Vh[Q,(VW, + VP, AP)]}eV dx

Q

+ 281k, W] (778)

+ e A J [(Ah)? + ARD,(VW, + VP, Vh) + D,(VW, + VP, Vh)]e*" dx

Q

2
+ﬁ”h"H3(Qy)'
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The expression in the second line of (7.78) is generated by the second line of (7.73), and
it is linear with respect to h. Actually, the sum of the second and third lines of (7.78)
is a linear functional with respect to h, and we denote it Lin(W;)(h). In addition, the
following estimate holds:

|Lin(Wl)(h)| <G exp(Z/\(p —U- rl))”h”m(gyy

Hence, Lin(W;)(h) : HS(QH) — R is a bounded linear functional with respect to h.
Hence, by Riesz theorem there exists a vector function Y (x) € HS(QH) such that

Lin(Wy)(h) = [Y, h]. (7.79)

Also, it follows from (7.74) and (7.78) that if ||h| H(@,) < 1, then the following estimate
holds:

Uap(Wy + 1) = Ja g(Wh) — Lin(W))(W)| < Cyexp(@Ap — k- m)llipq,  (7:80)

Thus, using (7.79) and (7.80), we obtain that the Frechét derivative J /{,B(Wl) of the func-
tional J; g(W) exists at the point W, and J, }’l,ﬁ(Wl) = Y(x). Even though the existence
of the Frechét derivative J /{,ﬁ(Wl) is proved here only for the case when W, is an inte-
rior point of the ball B(R), still since R > 0 is an arbitrary number, then actually this
existence is proved for an arbitrary point W, HS(QH).

We now need to prove the strict convexity estimate (7.55). To do this, we will use
the Carleman estimate of Theorem 7.3.1. Using (7.76) and (7.78), we obtain

Jag(Wy + h) = Jy g(Wy) _]},Lﬂ(Wl)(h) (7.81)
> e [(ahyeax - e #0 [ (V)%™ dx + Bkl
Q Q,

Next, using (7.32), we obtain from (7.81)
Jap(Wy + ) = Ty g(Wy) = J) g(Wy)(h)
> %e‘z’l(’”m J(Ah)zeMr dx + Che™ A+ J(Vh)zewdx (7.82)

Q, Q

- C,e” M J(Vh)zeurdx + CA3e A J eV dx
Q Q

i

n

=2 2 2
~ e MRl ) + Bl ).

U

Choose A, = A,(u, 1, F,N,P,R) > Ay > 0 so large that CA, > 2C, and also that CPe M <
eM VA > A,. Recalling (7.54) and using Q,,,, C Q,, we obtain from (7.82)

p(Wy + h) = J g(Wy) —],{,ﬁ(W1)(h)

> %e_z’l(””l) j (AR)%e?V dx

|

Q,
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+ Cye J(Vh)zez"’dx + CP0e 2 J W™ dx + B I, (7.83)

2
Q Q,

> 220 [ @2 dx+ Coe 0 [ (T2 + R2Je?dx + B itz g,

2
Q, Qi
Next, eV > ¥ for x € Q.- Hence,
%e—M(um) J(Ah)zewdx + e AW J [(Vh)* + hz]ewdx (7.84)
Q Qi
> % j (AhY%dx + j [(VR)? + h¥]dx.
Qi Qe
Thus, (7.83) and (7.84) imply that
Jap(Wy + ) = Ty g(Wy) = Jj g(Wy)(h) (7.85)
1
> Z I (Ah)?dx + C, J [(Vh)2 + hz]dx + g”hllfp(gy).
Q Q

un Hn

7.5.3 Proof of Theorem 7.5.4
Temporary change notation for the functional (7.52) as

Jne)pe)(W +P) = e 2 J [AW + AP — F(VW + VP)]*e? dx (7.86)

Q,

+BIW + P||§,3(Qu).
Obviously

e Ak J [AW* + AP* — F(VW* + VP*)]*e®dx = 0.

Q,

Hence, by (7.61) and (7.86)
* * ® %12
]A(5),B(5)(W +P )=ﬂ(6)"W +P ”H3(QH) < Czﬁ((s) (7.87)
By (7.86),

I35 (W™ +P) = Jxs)p6)(W" + P")
= J [AW® +AP* + AP~ F(VW" +VP* + VP))'eax  (7.88)

Q
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_ e 2 j [AW* + AP* — F(VW* + VP*)|e® dx

Q

+B[P,2W* + P + P*].

Recall that F(VV) is a quadratic vector function with respect to the derivatives axj Vi (x).
Hence, (7.61) and (7.88) imply that

|],1(5)’/3(5)(W* + P) —]A(5),/;(5)(W* + P*)l < C26€2/1p + C25,3 (7.89)
Next,

Vas)p6) (W™ +P) = Tas)p6) (W™ +P*)| = Jae)p5) (W™ + P) = Jas)pis) (W, P7).

Hence, using (7.87) and (7.89) and keeping in mind that C,68 < C,f3, we obtain
x50/ (W™ +P) < C66™ + Cop. (790)

Since A(8) = In6Y“") and 6 < 8, < min(e”*"%,374/1)_ then A(6) > A, and also be?¥ =
V6. Next, since f = 36"“), then condition (7.54) is fulfilled. Also, since 367“" > /8,
then 6e*¥ + B < 267/“P),

Hence, using (7.90), we obtain

Jipg(W* +P) < G817, (7.91)

Since by (757) U/{(&),ﬂ(&)(Wminﬂ(é),ﬁ(é))> w* - Wmin,/l(&),ﬁ(&)] >0, then lISiIlg (791), we ob-
tain

* * 4
11966 W") = 16,86 Wmina@),56) ~ Ji6)p6) Winina6),8) (W = Wininp) < 81,

Hence, by (7.55)

* 2 * 2
law _AWmin,/\(zS),B(zS)"LZ(QM)+”W ~ Whina),86) |51 @ < 8P,

y+q) -

from which (7.62) and (7.63) follow.
We now prove (7.64). Using triangle inequality (7.58) and (7.62), we obtain forn > 1,

lw™ - Wn”H‘(me) < |W* ~ Wiinae)86) ||H1(Q ) * Wiina@)86) ~ Wallr o

p+n Hn )

8,
< C,8" ) + W[ Wo - Winin a6 0 2

which proves (7.64). The proof of (7.65) is completely similar.
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7.5.4 Proof of Theorem 7.5.5
Subtracting (7.67) from (7.66), we obtain

|ag (0 — ao,minAs),p6) ()]

N-1
<G Z [Av (0) = AVie min A6),88) 0] (792)
k=0
N-1
+ CZ Z lVVk (X) - Vvk,min,/l(ﬁ),ﬁ(ﬁ)(x)llvvk (X) + Vvk,min,]l(é),ﬁ(é) (X)l
k=0

Since vector functions Wyyin 5,56 W* € B(R), then (753) implies that Vv (x) +
VVimina(6),86) 0| < C,. Hence, (7.69) follows from (7.62), (7.63), and (7.92). The proof of
(7.70) is completely similar.

7.6 Numerical studies

We have applied the above technique to numerical studies of the inverse EIT problem
in the 2D case. Recall that even though Theorems 7.5.1-7.5.4 are formulated only in
the 3D case, their direct analogs are also valid in the 2D case due to the Carleman
estimate of Theorem 7.3.2; see the beginning of Section 7.4. In this section, we describe
our numerical results. Hence, in this section

Q={re(0,p)} cR%, Q, ={re(up)}cQ

We have found in our computations that the influence of the regularization parameter
B in (7.52) is not essential. Hence, we set f := 0 in our computational examples.

7.6.1 Some details of the numerical implementation

In all our numerical examples,
G={¢+x3<5}, Q={+x3<1} and Q, ={re(0.0L,1)}cQ.

We measure the data on the whole boundary 0Q = S;. The source runs over the circle
C® = {x + x? = 4}. In other words, in polar coordinates

Xs=(r,s)=(25), s=@e(0,21), x,¢C®. (793)

However, when constructing the required orthonormal basis {,,(s)}ne,, We still
have used functions {s"e®};,, that is, we did not impose the periodicity condition on
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/ . )

/ Do b
i ¢ \
II ﬂ! \E;; Sources II
', i A/A A .'=
"'\ E\"' ae () ¥

\ ./

\\ o # ,/ G Figure 7.1: A schematic diagram of domains G, Q, sources,
S -

Seips, C and detectors.

this basis. The source function f(x) in our case is the bump function below:

1 1 . 2
flx—x9) = {Eexp(_m% if (x - x,)” <&,

0, otherwise.

We have chosen € = 0.01.

We use 32 sources and 32 detectors, see Figure 7.1. In Tests 1-5, both sources and
detectors are uniformly distributed over the whole circle {x? + x = 4} and the whole
circle S; = {X12 + x§ = 1}, respectively. However, this changes in Test 6 (see below).

To solve the forward problem (7.4), we have used the standard FEM. However, to
minimize functional (7.52), we have written the differential operators in it via finite dif-
ferences. Thus, we have not committed “inverse crime.” To use the finite differences,
we have discretized the domain Q,, in polar coordinates using the uniform finite differ-
ence mesh. Next, we have used the gradient descent method to minimize functional
(7.52) with respect to the values of the vector function W(r, ) at grid points. As the
basis i, is not periodic over [0, 2], we treat numerically s = 0 and s = 27 as two
different discrete points.

As to the choice of the parameter A, even though the above theory works only for
sufficiently large values of A, we have established in our computational experiments
that the choice

A=1 (7.94)

is sufficient for all six numerical tests we have performed. We have also tested three
different values of the number N terms in the series (7.15):

N =4,6,8. (7.95)
Our computational results indicate that N = 8 is the best choice out of these three.

Remark 7.6.1. The choice (7.94) of the parameter A corresponds well with the observa-
tions of all publications on numerical studies of the convexification method [9, 115—
117, 142-145, 145, 146, 150, 151, 164]. This observation is that not large values of A can
be chosen in computations; also, see Section 5.9.5.
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7.6.2 A multilevel method of the minimization of functional (7.52)

We have found in our computational experiments that the gradient descent method for
our weighted Tikhonov-like functional (7.52) converges rapidly on a coarse mesh. This
provides us with a rough image. Hence, we have implemented a multilevel method
[189]. Let My, ¢ My, -+ C M, be nested finite difference meshes, that is, M), is a
refinement of M;, for k < K. Let P;, be the corresponding finite difference functional
space. One the first level M), , we solve the discrete optimization problem. In other
words, let Vj, i be the minimizer of the following functional, which is found via the
gradient descent method:

J (W) = e j [AW), + AP~ F(VW), +VP)]e? dx, (7.96)

Q,

where the integral is understood in the discrete sense. Then we interpolate the mini-
mizer Wy, min; on the finer mesh M;, and take the resulting vector function Wy, i, as
the starting point of the gradient descent method of the optimization of the direct ana-
log of functional (7.86) in which h, is replaced with h, and W), is replaced with Wj,.
This process was repeated until we got the minimizer Wy, ;, on the Ky, level on the
mesh M, .

Since (r,¢) € (0,1) x (0, 27), then our first level M}, is set to be the uniform mesh
with the mesh size in the r direction to be 1/4 and the mesh size in the ¢ direction to
be 2r1/8. For each mesh refinement, we will refine the mesh in both r direction and ¢
direction in a way that we set the mesh size of the refined mesh in both directions to be
1/2 of the previous mesh sizes. On each level th, as soon as we see that ||V]}(‘hk) (th ) <
2 x 1072, we refine the mesh and compute the solution on the next level M heay In the
end, we compute a,(x) using the relation (7.12) with s = 0.

Our starting point W(O)(r, @) for the vector function W(r, ) for the gradient de-
scent method on the coarse mesh M, is set to be the background solution WO, p,1)
which corresponds to the solution of the problem (7.4) with o(x) = 1. Hence, our start-
ing point is not located in a small neighborhood of the exact solution.

7.6.3 Numerical testing

In the tests of this section, we demonstrate the efficiency of our numerical method
for imaging of small inclusions as well as for imaging of a smoothly varying function
o(x), that is, a “stretched” inclusion with a wide range of change of the conductivity
inside of it. In particular, we test the case of a rather high contrast 5:1 of the inclusion.
In all tests, the background value of the conductivity is Opigr = L. In addition, we test
the influence of the number N in (7.95). We also test the effects of both: the data given
only on a part of the boundary and the source running only along a part of the circle
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{r = 2}. In Tests 1-6, we have stopped on the 3rd mesh refinement for all three values
of N listed in (7.95) (except for Test 4 where N = 8). The reason of stopping on the 3rd
mesh refinement is that images were changing very insignificantly when on the 3rd
mesh refinement, as compared with the second.

All necessary derivatives of the data were calculated using finite differences, just
as in previous above cited publications about the convexification [9, 115-117, 142145,
145, 146, 150, 151, 164], including even the ones with noisy experimental data [115-117,
143-145]; also see Chapter 10. Just as in those works, we have not observed instabilities
due to the differentiation, most likely because the step sizes of finite differences were
not too small.

Test 1. First, we test the reconstruction by our method of a single inclusion depicted
on Figure 7.2(a). Here, 0 = 2 inside of this inclusion and o = 1 outside. Hence, the

1 2 ir
08 19 08k et
0.8 18 06 1.0
0.4 L7 04 ¢ 108
0.2 R 0.2 " 1025
0 1.5 1]
1.02
0.2 14 02
1.018
0.4 13 04F
1.0
08 12 08¢ "
0.8 11 08} 1000
=1 1 =1 1
- 05 0 05 1 - 1

(a) True o
1 1
i3
0.8 0.8 z
0.6 ia 06
0.4 0.4 18
0.2 115 02
16
1) 0
11
02 02 o
0.4 108 0.4
0.6 0.6 1.2
0.8 g 0.8
1
- 05 0 05 1 A 05 0 05 1
() N=6 (d) N=38

Figure 7.2: Results of Test 1. Imaging of one inclusion with 0 = 2initand o = 1outside. Hence,
the inclusion/background contrast is 2:1. We have stopped at the 3rd mesh refinement for all three
values of N listed in (7.95). (a) Correct image. (b) Computed image for N = 4. (c) Computed image for
N = 6. (d) Computed image for N = 8. Both the correct contrast and correct location are achieved at
N = 8.
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Figure 7.3: Results of Test 2. Imaging of two inclusions. Here, 0 = 2 in the left inclusion, o = 0.5 in
the right inclusion and o = 1 otherwise. Hence, the inclusion/background contrast is 2:1in the left
inclusion and is 0.5:1in the right inclusion. This means that the electric conductivity of the left inclu-
sion is higher than the one of the background and it is lower of the right inclusion. We have stopped
on the 3rd mesh refinement for all three values of N listed in (7.95). (a) Correct image. (b) Computed
image for N = 4. (c) Computed image for N = 6. (d) Computed image for N = 8, which is the best one
out of three.

inclusion/background contrast is 2:1. The best result is achieved at N = 8; see Fig-
ures 7.2.

Test 2. We test now the performance of our method for imaging of two inclusions de-
picted on Figure 7.3(a): ¢ = 2 inside of each inclusion and ¢ = 1 outside of these
inclusions. See Figures 7.3 for results.

Test 3. In this example, we test the reconstruction method for a single inclusion with
a rather high inclusion/background contrast 5:1. The results are shown on Figure 7.4.

Test 4. We now test our method for the case when the function o(x) is smoothly vary-
ing within an abnormality and with a wide range of variations between 0.4 and 1.6. The
results are shown in Figure 7.5. Again N = 8 is the best value out of three listed in (7.95).
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Figure 7.4: Results of Test 3. Imaging of a single inclusion with a high inclusion/background contrast
5:1. Here, 0 = 5 inside the inclusion and o0 = 1outside. (a) Correct image. (b) Computed image for
N = 4. (c) Computed image for N = 6. (d) Computed image for N = 8, the best one out of three.

Thus, our method can accurately image not only “sharp” inclusions as in Tests 1-3, but
smoothly varying functions as well.

Test 5. Here, we give a test for the case when the function o(x) is in the form of void
shape. The results are shown in Figure 7.6. N = 8 is the best value out of three listed in
(7.95).

Test 6. In this example, we test the stability of the algorithm with respect to the ran-
dom noise in the data. We test the most challenging case among ones above: the case
of the function o(x) of test 4. We set N = 8. The noise is added for x € S; and for the
source s as in (7.93), s € [0, 2n1]:

Zonoise8) = 8o, 8)(1+€&) and gy poise(X,S) = g1(x, 5)(1 + €&),

where €is the noise level and & is the independent random variable depending only on
the source position s and uniformly distributed on [-1, 1]. The computational results
are displayed on Figure 7.7 for the levels of noise of 1% and 10 %.
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Figure 7.5: Results of Test 4. We now test imaging of a smoothly varying conductivity rather than

of inclusions above. The values of (x) inside of the inhomogeneity vary in a wide range o, ~ 0.3
and o, = 1.7.And 0 = 1in the homogeneous part of this disk. Here, we have stopped on the 3rd
mesh refinement. (a) Correct 2D image. (b) 3D presentation of (a). (c) Computed image for N = 4.
(d) Computed image for N = 6. (e) Computed 2D image for N = 8. (f) 3D presentation of (e). Thus, we
can accurately image not only “sharp” inclusions but smoothly varying functions as well.
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Figure 7.6: Results of Test 5. We test imaging of conductivity with void shape. Here, we have stopped
on the 3rd mesh refinement. (a) Correct 2D image. (b) 3D presentation of (a). (c) Computed image for
N = 4. (d) Computed image for N = 6. (e) Computed 2D image for N = 8. (f) 3D presentation of ().
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(a) Noise level 1% (b) Noise level 10%.

Figure 7.7: Results of Test 6. In this test, we have introduced random noise in the data of test 4. Here,
N = 8. (a) Computed image with 1% noise. (b) Computed image with 10% noise.

This example indicates that our method is quite stable with respect to the noise in the
measured data.

Test 7. Inall the above Tests 1-6, we have used the Dirichlet and Neumann data on the
entire boundary S; of our disk Q. Also, the source was running along the entire circle
C® asin (7.93). In this test, however, we study the case of incomplete data. First, we
work with the case when the source runs over the entire circle (7.93) while the data
8o(x,s) and gy(x,s) are measured only on a part of the circle S;. Next, we study the
case when the source runs only along a part of the circle C ) in (7.93) while the data
are measured on the entire circle S;. We again use N = 8 and the same function o(x) as
in Test 4. We also test the robustness against the noise for the second case. The noise
is added as we did in Test 6. The computational results are displayed on Figure 7.8 for
the levels of noise of 1 %.

Figures 7.8 display results of Test 7. Comparing with the correct image of Figure 7.5,
one can observe that, using 50 % of the measured boundary data, one loses about
50 % of the internal information. On the other hand, using 50 % of the positions of
the source, one can still recover the internal conductivity with a rather good accuracy.
Hence, it seems to be more important to measure at the entire boundary than to use
the entire circle C® for the positions of the source.
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Figure 7.8: Results of Test 7. While the structure to be imaged is the same as the one of Figure 7.4(a),
a lesser amount of data is used here. In (a) and (b), we use incomplete boundary data on the circle
S, = {r = 1}, while the source is still running as in (7.93): s € (0, 2m), that is, over the entire circle
C® = {r = 4}. On the other hand, in (c) and (d) the boundary data are measured at the entire circle
S, = {r = 1}, while the source is running over only a part of the circle C® = {r = 4}.In (@) and (b), *
indicates the part of the circle S; = {r = 1} where the data are measured. In (c) and (d), x indicates
the part of the circle {r = 4} where the source runs. The part with x is depicted on {r = 1} rather than
on {r = 4} only for the convenience of the presentation. (e) and (f) show the recovery results with 1%
noise level for incomplete source case, the noise is added as we did in Test 6.
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8 Convexification for a coefficient inverse problem
for a hyperbolic equation with a single location of
the point source

In this chapter, we follow our publication [150]. Permission for republishing is ob-
tained from the publisher.

8.1 Introduction

In this chapter, we develop analytically and test numerically a version of the convex-
ification numerical method for a Coefficient Inverse Problem (CIP) for the hyperbolic
equation:

c(X)u; =Au, x¢€ Rt > 0, (8.1)
ux,0) =0, u(x,0)=208(x-x%p) (8.2)

with a single position of the point source x,. We consider the case of transmitted data.
This CIP has applications in, for example, problem of the noninvasive inspections of
buildings using measurements of the propagated electric field [162, 206]. In this case,
c(x) is the spatially distributed dielectric constant. In addition, this CIP has applica-
tions in acoustical testing of the medium, in which case 1/+/c(x) is the speed of sound.
Just asin Chapters 6 and 7, we use a truncated Fourier series here with N terms. But we
do not prove convergence of our method as N — oo. In other words, we work within a
framework of an approximate mathematical model. We refer to Remarks 7.3 and 10.3.1
as well as to [117, 150] for further discussions of this issue.

In the case of a nonvanishing initial condition, a different version of the convexi-
fication was recently proposed in [16] for the PDE u,; = Au + a(x)u with the unknown
coefficient a(x). Next, this method was extended in [17] to the case of equation (8.1).
The case of a nonvanishing initial condition is less challenging one than our case of
the 6-function in the initial condition. Publications [16, 17] work exactly within the
framework of the Bukhgeim—-Klibanov method. We, however, go beyond this method,
since our initial conditions (8.2) vanishing. The idea of [16] was explored further in
[185] to develop globally convergent numerical methods for some inverse problems
for quasi-linear parabolic PDEs.

While we consider here only the case when the unknown coefficient of a hyper-
bolic PDE depends only on spatial variables, various cases of its dependence on both
spatial variables in time were considered in works of [118, 119]; also see some follow
up works of these authors.

https://doi.org/10.1515/9783110745481-008
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8.2 Statement of the inverse problem

Below x = (x,y,2) = (X1,Xp,X3) € R>. Let A > 0 be a number. Since the domain of
interest Q) is a cube in our computations, then it is convenient to set Q c R3 as

Q={x=(y2):-A2<x,y <A/2,z € (0,A)}. (8.3)

Let the number a > 0. We set the single point source we use as x, = (0,0, —a). Hence,
this source is located below the domain Q. Let Iy be the upper boundary of Q and I';
be the rest of this boundary,

To={x=(y2):-A2<xy <A/2,z=A}, T;=0Q\I,. (8.4)

Thus, T is the “transmitted” side of Q. Let the function c(x) be such that

c e CB(RY), (8.5)
c(X) = ¢y =const. >0 inQ, (8.6)
cx) =1 VxeR\Q. (8.7)

Remark 8.2.1. We assume in (8.3) the C*>-smoothness of the function c(x) since the
representation (8.13) of the solution of the Cauchy problem (8.11), (8.12) works only un-
der this assumption. Indeed, this smoothness was carefully calculated in Theorem 4.1
of the book [224].

The physical meaning of the function c(x) is that 1/+/c(x) is the speed of sound.
Consider the conformal Riemannian metric generated by the function c(x),

dr = Ve@)(dx)? + (dy)? + (dz). (8.8)

The metric (8.8) generates geodesic lines I'(x,X;), X € R>. Let 7(x) is the travel time
along the geodesic line I'(x, X,). Then [224] the function 7(x) is the solution of the
eikonal equation

|VT(X)|2 = c(X) (8.9)
with the condition 7(x) = O(|x - X;|) as |X — X,| — 0. Furthermore,
T(X) = J c(y)do.
I'(x,xq)

Everywhere below we rely on the following assumption without further comments
[224].

Regularity assumption. For the above specific point source X, geodesic lines gener-
ated by the function c(x) are regular. In other words, for any points x € R> there exists
unique geodesic line I'(X, X,) connecting points x and x,.
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A sufficient condition of the regularity of geodesic lines was derived in [225]. This
condition is

3 2
0°Inc(x) 3
———§£ 20, VxEeR. (8.10)
i,jZ:1 aXian v

As the forward problem, we consider the following Cauchy problem for the acous-

tic equation [66] of the hyperbolic type for the function u(x, x,, t):
c(Xu; =Au, xe€ Rt >0, (8.11)
ux,0) =0, u(x,0)=06(x-xp). (8.12)
It was proven in Theorem 4.1 of [224] that, given the above conditions (8.5)-(8.7) as
well as the regularity assumption, the solution of problem (8.11), (8.12) is a sum of the
singular part and the regular part. The singular part is A(x)6(t — 7(x)), The regular part
equals zero for t < 7(X). And, with a certain function t(x, t) € C%(t > 1(x)), the regular

partis H(t - 7(X))u(X, t). To summarize, the solution u(x, t) of problem (8.11), (8.12) has
the form:

u(x,t) = Ax)6(t — 7(x)) + H(t — T7(x))u(x, t). (8.13)

In (8.13), functions 1(x), A(X) € Clz(lR3 ), the function A(x) > 0, VX € R, and H (z)is
the Heaviside function,

1, z>0,

H(z):{
0, z<0.

Let the number T > 0. Denote S; = 0Q x (0,T) and I’y ; = 'y x (0, T). Since we work
with only a single position x,, of the point source, we will omit below indications of
dependencies on X,

Coefficient Inverse Problem (CIP). Let the domain Q be as in (8.3). Suppose that the
following two functions are given:

u(x, t)|(x,t)eST =fo(X, 1), ou(x, t)|(x,t)eF0,T =fix, t). (8.14)
Determine the function c(x) for x € Q.

We now explain how to obtain the normal derivative
OUX, V)| (x ), = OUX, Y, A, t) =fi(x,t), te(0,T), (8.15)

in (8.14). Suppose that measurements ¢@(x,y, t) of the amplitude u(x,t) of acoustic
waves are conducted on the surface I = 0Q\{z = A} as well as on the full plane
{z = A}. Using (8.7), (8.11), and (8.12), we obtain in the half-space {z > A}:

Uy =Au in{(x,t)=xy.zt):z>Ate(0,T)}, (8.16)
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u(x,0) = u,(x,0) = 0, (8.17)

UGy, A,0) = p(x.y,t),  (6y,t) € R x (0, ). (8.18)

Solving initial boundary value problem (8.16)—(8.18) in the domain indicated in (8.16),
one can uniquely obtain the function u(x,y,z,t) in that domain. Hence, the normal

derivative d,u(x, y, 4, t) in (8.15) can be calculated using the knowledge of the function
u(x,y,zt) forz > A.

8.3 A system of coupled quasi-linear elliptic equations

In this section, we reduce the CIP (8.11)-(8.14) to the Cauchy problem for a system of
coupled elliptic PDEs.

8.3.1 The function w(x, t)

Integrate equation (8.11) twice with respect to ¢t for points x € Q. Hence, we consider
the function p(x, t),

t oy
p(x,t) = de J u(x,s)ds, xeQ. (8.19)
0 0

Hence, p;(x,t) = u(x,t) for x € Q. Since X ¢ Q, then 6(x - Xo) = 0 for x € Q. Hence,
by (8.12)

t oy ¢
de J Uy (X, 5)ds = j(ut(x, Y) - (%,0))dy = u(x,t) = py(x,t), xXeQ. (8.20)
0 0 0
Next, by (8.11) and (8.19),
t oy t y
c(x) J dy J Uy (X,5)ds = J dy J Au(x,s)ds = Ap(x,t), xe€Q. (8.21)
0 0 0 0

Comparing (8.20) and (8.21), we obtain
c(X)py(x,t) = Ap(x,t) for (x,t) € Qx (0, T). (8.22)
Next, by (8.13) and (8.19),

p(x,t) = AX)(t — T(x))H(t - 7(x)) + O((t - T(X))z)H(t - TO(X)), (8.23)
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where

|o((t - T(x)) 2 )| < B(t- T(X) ast — 77 (x), (8.24)

2 )| <B(t-1(x)) ast— 1" (x) (8.25)

|0, 0((t - T(x))

with a certain constant B > 0 independent on (x,t) € Q x (0, T). In (8.24), (8.25) “t —
7+(X)” means that t approaches 7(x) from the right.
Consider the function w(x, t) defined as

w(x,t) = p(x,t +7(x)), for(x,t) e Qx(0,T). (8.26)
Then it follows from the above that w € C*(Q x [0, T]) and by (8.23)-(8.25),

w(x,0) = 0, (8.27)
wy(x,0) = A(x) > 0. (8.28)

We now want to derive a PDE for the function w. By (8.26),

Wt =Dp Wit = Dyts - Wy, = Dy, + PiTx,»
Wyt = Px;t + Dtt Ty
2
Hence, 2p, 7, = 2w,,T, - 2p,T, . Hence,
2
Wyx, = Pxx, + prith,- + ptth,- * DiTyx,
2
=Dxx, t+ 2Wx,-th,- -p tthi T WiTyx,-
Hence,
> 2
AW =2 ) Wy Ty — WAT = Ap - py(VT)%. (8.29)
i=1

Next, by (8.9) |VT(x)|* = c(x). Hence, using (8.22), we obtain Ap — ptt(VT)2 = 0. Hence,
(8.29) implies that the following equation is valid for the function w(x, t) defined in
(8.26):

3
Aw -2 Z WytTy, ~WAT =0, x€Q,te(0,Ty), (8.30)
T, = T - max 7(x). (8.31)
Q
To explain (8.31), we note that since in the data (8.14) t € (0, T), then (8.26) implies that
we should consider the function w(x, t) only for such values of t > O that t + 7(x) < T.

Hence, to have a uniform with respect to x € Q upper bound for ¢, we should have
t + maxg 7(x) < T, which explains (8.31).
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Denote fy (X, t) = fo(X, t + 7(x)) and f; (X, t) = f,(X, t + T(X)). Then by (8.14)

W Olxpes, =fo®t), W Ol per,, =HX. D). (8.32)

Thus, our goal below is to construct a numerical method, which would ap-
proximately find the functions w(x,t), 7(x) for x € Q, t ¢ (0,T;) from conditions
(8.27)—(8.32). Suppose that these two functions are approximated. Then the corre-
sponding approximation for the target coefficient c¢(x) can be easily found via the
backwards calculation,

c(x) = |VT(X)|2. (8.33)

8.3.2 The system of coupled quasi-linear elliptic PDEs

Lemma 8.3.1. Consider the set of functions
{8, Lt )=t (8.34)
The set (8.34) is complete in L,(0, T;).

Proof. Let a function f(t) € L,(0, T;) be such that

T,
Jf(t)t"dt =0, n=12,....
0

Consider the function f(t) = f(t)t. Then

Tl
jf(t)t’"dt =0, m=0,1,2,.... (8.35)
0

It is well known that (8.35) implies that f(t) = 0. O

Orthonormalize the set (8.34) using the Gram-Schmidt orthonormalization pro-
cedure. Then Lemma 8.3.1 implies that we obtain a basis {P,(t)},2; of orthonormal
polynomials in L,(0, T;) such that

P,(0)=0, ¥Yn=12.... (8.36)

By (8.36), this is not a set of standard orthonormal polynomials.
Let the integer N > 1. Approximate the function w(x, t) as

N
WX, 1) = ) Wo(X)Py(t). (8.37)
n=1
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Here and below, we use “=" instead of “~” for convenience. Substitute (8.37) in the
left- hand side of (8.30) and assume that the resulting left-hand side equals zero.
We obtain for x € Q:

N 3 N
D AW, (X)P,(t) =2 ) 1, (X) Y Pp(t)d, Wy(X) (8.38)
n=1

i=1 n=1

N
- MT(X) ). Ph(t)w,(x) = 0.
n=1
By (8.28) and (8.37), we can assume that

N
Y Pl O)w,(x) = A(X) >0, VxeQ (8.39)
n=1

Set in (8.38) t = 0. Hence, we obtain the first elliptic equation,
3 N N -1
AT(x)+2| Y1, Y P;(O)axiwn(x)] [Z P;(O)wn(x)] =0, xeQ.
i=1 n=1 n=1
We rewrite this equation as

At = F;(VT,VIW, W), x¢€Q, (8.40)

where W(x) = (w;(x),... ,WN(X))T. Next, for n = 1,..., N multiply both sides of (8.38)
by P,(t) and integrate with respect to t € (0, T;). Replace in the resulting equation At
with the right-hand side of (8.40). We obtain
AW = Fy(VTr,VW, W), xeQ. (8.41)
Consider the (N + 1)-dimensional vector function

W(x) = (t(x), W(x))". (8.42)

Thus, (8.32), (8.40), (8.41), and (8.42) lead to the following Cauchy problem for a system
of coupled quasi-linear elliptic equations:

AW +F(VIW,W)=0, x€Q, (8.43)
Wl = ¢°(®),  3,Wlr, = q'(x), (8.44)
2°®) = (10,2, .., g5 ),

Tl
qo(x) = Jfo(x, HP,(t)dt, X €0Q, (8.45)
0
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g'® = (3,70, ¢!®), ..., gy ®) ",
T,

gy (x) = jfl(x, HP,(t)dt, xeT,. (8.46)
0

In (8.45) and (8.46), n = 1,...,N. In (8.43) the (N + 1)-dimensional vector func-
tionF € C 1(1R3N *3). Thus, we have obtained the system (8.43) of coupled quasi-linear
elliptic PDEs with the Cauchy data (8.44)—(8.46). Unknowns in this problem are the
function 7(x) and Fourier coefficients w,(x) of the function w(x, t) in (8.37). Therefore,
we solve below the problem (8.43)—(8.46) of finding the (N + 1)-dimensional vector
function W € C*(Q). In fact, however, we find below W € H>(Q).

8.4 Globally strictly convex Tikhonov-like functional

8.4.1 The functional

All Banach spaces considered below are spaces of real valued functions. If we say be-
low that a vector function belongs to a certain Banach space, then this means that all
its components belong to this space, and the norm of this function in that space is
defined as the square root of the sum of squares of norms of its components.

To arrange a certain orthogonal projection operator for the gradient projection
method below, the best way is to have zero Cauchy data. Hence, we assume that there
exists an (N+1)-dimensional vector function G = (g (x),... ,gN(x))T € H(Q) satisfying
boundary conditions (8.44), that is, such that

Glog = ¢°(®),  3,Glr, = ¢'(x). (8.47)
Let
W-G=QeHQ), QX =(qoX)....qux) . (8.48)
Then (8.43), (8.44), and (8.47) imply that

AQ+AG+F(Q+G,V(Q+G) =0, x€Q, (8.49)
Qlag =0, 9,Qlr, = 0. (8.50)

Let HS(Q) be the subspace of the space H>(Q) defined as
H3(Q) = {v e H(Q) : v[5q = 0,3,vlr, = O}.

Choose an arbitrary number R > 0 and also choose another number m € (0, R), which
is independent on R. Consider the set B(m, R) of (N + 1)-dimensional vector functions
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Z(X) = (25(X), ..., zy(x))T such that

Z e Hy(Q), | Zlgp <R,

YV PL(0)(z,(%) + = (8.51)
n=1"n\Y)n g.(X) >m, VxeQ.

B(m,R) = {

The second condition (8.51) is generated by (8.39). By embedding theorem H>(Q) ¢
C!(Q). This implies that B(m,R) c C'(Q) and also that there exist numbers D, (R) > 0
and D,(G) > 0 depending only on listed parameters such that

”Z"(jl(ﬁ) < DI(R)) VZ € B(m) R); (852)
Temporarily replace the vector functions Q(x) = (qo(x),...,qN(X))T and VQ(x) =

(Vqo(X), ..., Vgy(x))T with the vector of real variables (yg, s ..., Vuns3)! =y € RV,
Consider the set Y ¢ R*V*4,

N
Y = {y e RN 03 PLO)(y + 8 1(X)) > M, VX € Q}
n=1

Obviously, Y is an open set in R*N**. Denote p; = (yo,...,¥n), P2 = Vo1 Yo Vo3 Vits
..»Yn3)-Theny = (py, pZ)T e R*N** It follows from (8.40)—(8.43) that, as the function
ofy,

F(p, + G(X),p, + VG(X)) € C*(Y), VxeQ. (8.54)
Lemma 8.4.1. The set B(m,R) is convex.

Proof. Let the number a € (0,1) and vector functions Z,Y € B(m,R). Consider the
function aZ + (1-a)Y. Then

Next, let Z(x) = (1,(X),2;(X), ..., zy(X))T, Y(X) = (15(X),y;(X), ..., yy(X)). Then

N N
a z Pl (0)z,(x) + (1-a) z Pl (0)y,(X) > am + (1 - a)ym = m. O

n=1 n=1

Our weighted Tikhonov-like cost functional is

g+ G) = e 2 J(AQ +AG +F(V(Q+6),Q+G)) X ax  (8.55)
Q

+BIQ + Gl ).

In (8.55), the numbers A > 1, b > 0, B € (0,1). Here, A is the parameter of our CWF
2 2

e @D’ and B is the regularization parameter. The multiplier e V" is introduced to

balance two terms in the right-hand side of (8.55). Indeed, by (8.3),

mig(e"z’u’zez"(z +b)2) =1 (8.56)
xeQ
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Remark 8.4.1. The CWF e+ js simpler than the CWF of Theorem 2.4.1, since the
function e2\+b)’ depends on one large parameter A, whereas the CWF of Theorem 2.4.1
depends on two large parameters A and v. The main reason of such a simplification is
our numerical observation that one should use the simplest possible CWFs in numer-
ical implementations of the convexification.

Minimization problem. Minimize the functional J 4(Q) in (8.55) on the set B(m, R) de-
fined in (8.51).

8.4.2 Theorems
Theorem 8.4.1. There exists a sufficiently large number Ay = Ao(Q, b) > 1and a constant

C; = C;(Q,b) > 0, both depending only on Q and b, such that for all A > A, and for all
functions u € H*(Q) such that ul,q = Ur, = O the following Carleman estimate holds:

C 3
J(Au)zew”b)zdx > 71 z Juiixl_em”b)zdx (8.57)
Q bj=1g
+CA J((Vu)2 + Azuz)eM<Z+b)2dx.
Q

Below C, = G(F, |Gllg3(q),m R, Q,b) > 0 denotes different constants depending
only on listed parameters.

Theorem 8.4.2 (global strict convexity). For all Q € B(m,2R), A, > O there exists the
Fréchet derivative | /{,B(Q +G) € HS(Q). Let Ay be the number of Theorem 8.4.1. There
exists a number Ay = Ay(F, ||Gllgp q)» M, R, Q, b) > Ay depending only on listed parameters
such that for any A > A, and any 8 > O the functional ] M?(Q) is strictly convex on B(m, R),
that is, the following estimate holds for all Q;,Q, € B(m,R) :

J1p(Q2 + G) = J,5(Q; + G) —]/{,ﬁ(Q1 +6)(Q; - Q)

C, & 2
2 72 Y @, - QI + CAIQ - Qo) +BIQ2 - Ql”%—P(Q)' (8.58)

ij=1

Theorem 8.4.3. The Fréchet derivative | /{’ﬁ(Q +G) € HS(Q) of the functional | A,ﬁ(Q) sat-
isfies the Lipschitz continuity condition in B(m, 2R) for all A, 8 > 0. In other words, there
exists a number L = L(F, |Gl ) m, R, Q, b, A, B) depending only on listed parameters
such that

"]/{”3(02 +G) —]}’(,ﬁ(Q1 + G)”H3(Q) <LQ; - Q]”H3(Q)) vQ,, Q; € B(m,2R).

Theorem 8.4.4. For each pair A > Ay, B > O there exists unique minimizer Qpinap €
B(m, R) of the functional ] M;(Q) on the set B(m, R). Furthermore,

J35Qumingp + G)Quinap —P) <O, Vp € HY(Q). (8.59)
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We now arrange the gradient projection method of the minimization of the func-
tional J; 5(Q+ G) on the set B(m, R). Let the number y € (0,1). Let Py : H3(Q) — B(m,R)
be the projection operator of the space Hg on the set B(m, R). Let Qo € B(m,R) be an
arbitrary point of this set. The gradient projection method amounts to the following
sequence:

Qn = P5(Quy ~Vjp(Quy +G), n=12.... (8.60)

Theorem 8.4.5. Let A, and 8 be parameters of Theorem 8.4.2. Choose a number A > A,.
Let Quuinap € B(m, R) be the unique minimizer of the functional J, 4(Q) on the set B(m, R)
(Theorem 8.4.3). Then there exists a sufficiently small number y, = yo(F, [Gllg3q)> m R,
Q,b,B) € (0,1) depending only on listed parameters such that the sequence (8.60)
converges to Quin g in the space H>(Q). More precisely, there exists a number =
O(F, |G| way MR Q, b, B) € (0,1) such that the following estimate holds:

1Qn = Qminagliz ) < 0" 1Qminag — Qollr () (8.61)

Following the Tikhonov concept for ill-posed problems [22, 244], we now assume
the existence of the exact solution Q" (x) = (g4(X),.. ., qj(,(x))T € B(m, R) of the problem
(8.49), (8.50) with the noiseless data G*(x) = (g5 (X),..., g,’{,(x))T € H*(Q). In particu-
lar, this means that

N
Y PLO) (g, +g, (X)) >m, VxeQ.

n=1

Also, let the number 6 € (0, 1) be the level of the error in the data G, that is,
IG - G|y < 6 (8.62)

Since 6 € (0,1), then (8.62) implies that we can regard in Theorem 8.4.6 that constants
Ais Gy, Yy, 0 introduced above depend on [|G*|| H(Q) rather than on IGllg3 - We are
doing so both in the formulation and in the proof of Theorem 8.4.6.

Theorem 8.4.6 (error estimates and global convergence). Let A; = A(F, |Gl gy m,
R,Q,b) be the number of Theorem 8.4.2. Define the number nasn = [4(A + b .
Choose a sufficiently small number §, € (0,1) such that In 6(_)'7 > A;. Let in (8.62)
8 € (0,8,). Choose A = A(8) = In8™" > A, implying that exp[2A(6)(A + b)?] = 1/V6. Let
Qmin,w € B(m,R) be the unique minimizer of the functional J /Lﬁ(Q) on the set B(m, R),
the existence of which is guaranteed by Theorem 8.4.4. Let {Q,}%°, < B(m,R) be the
sequence of the gradient projection method (8.60) with an arbitrary starting point
Q, € B(m, R). Then the following estimates hold for all B € (0,1):

10" ~ Guuna gl = a6 B8, ®63
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10"~ Quinaglla) < a8 + ) VISR .69
10 - Ouly = GO 4 B+ POt - ol (665)

1Q" = Qullizq) < Cy(8Y% + \/B)\/m + 0" 1Qminp — ol () (8.66)

e = callp, < (8" + \/B)W +60"1Qminap — Qollg - (8.67)

In particular, if the regularization parameter = V6, as required by the regularization
theory [244], then estimates (8.63)—(8.66) become

nQ* _ Qmin,/\,ﬁ"Hl(Q) < C26rl/2+1/4)

"Q* - Qmin,}t,ﬁ”HZ(Q) < 6251/4 \/m,
1Q" ~ Qull ey < C26"** + 6"1Quin 1,15 ~ Qollry
1Q° - Qullgzqy < €287 VIn G + 0"1Qu10. 45 ~ Qollirsca:
le™ = callp, @ < €28 VINE T + 0"1Quu 1 45 — Qoll)-

Here, c,(x) is defined via (8.48) with Q = Q,, next (8.42), and next (8.33). Further, c* (x)
is defined as the exact target coefficient, which corresponds to the noiseless data G* with
Q" and W* = Q" + G in (8.48), and next similarly as for c,(X).

The presence of the regularization term f]|Q + Gllip @ in the functional J; 5(Q + G)
is important since this term ensures that in the gradient projection method (8.60) all
functions Q,, € HS(Q). Since H>(Q) ¢ C}(Q), and since we use estimates of C}(Q)-norms
of some functions in the proof of Theorem 8.4.2, then we indeed need Q, ¢ HS(Q).

Remark 8.4.2. Since Q, € B(m,R) is an arbitrary point and R > O is an arbitrary
number, then Theorem 8.4.6 implies the global convergence of the gradient projection
method (8.60); see Definition 1.4.2.

8.5 Proofs

The proof of Theorem 8.4.3 is very similar with the proof of Theorem 5.3.1. As soon as
Theorems 8.4.2 and 8.4.3 are proven, the proof of Theorem 8.4.4 is quite similar with
the proof of Lemma 5.2.1. Next, as soon as Theorems 8.4.2 and 8.4.4 are proven, the
proof of Theorem 8.4.5 is again quite similar with the proof of Theorem 5.2.1. Hence,
we prove here only Theorems 8.4.1, 8.4.2, and 8.4.6.

8.5.1 Proof of Theorem 8.4.1

In this proof, the function u € C>(Q). The case u € H(Q) follows from density ar-
2 2
guments. Consider the function v = ue’®?", Then u = ve™@*?" Hence, u,, =
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—A(z+b)? —A(z+b)?

Vi€ s Uy, = Ve

Uy, = (Vs — 20z + b)V, + 40%(z + DY2(1+ O(1/A))v)e AP,

In this proof, C; = C;(Q, b) > 0 denotes different constants depending only on Q and
b and O(1/7) denotes different z-dependent functions satisfying |0(1/A)|, |[VO(1/1)| <
C;/A, Hence,

(B2 ED = (v + v, + v, + 82z + D1+ 0(1/D)V) - 2A(z + by, ]

~A(Z + D)V (Vi + Vyy + V1 + 42%(z + b)*(1 + 0(1/A))v)

= (~4A(z + b)v,vy), + 4A(zZ + D)y vy + (—4A(z + D)v,v) ), + 4A(z + D)V, v,
+(-2A(z + b)vﬁ)z + Z/lvﬁ + (—8)[3(2 + b)3(1 + 0(1//\))V2)Z
+240%(z + b)*(1+ 01/ )V

= —2A(v)2( + v)%) + 2Av§ +24°3(z + b)2(1 + O(l//l))v2
+(-2A(z + b)vﬁ +2A(z + b)v)z( +2A(z + b)vlz, -8z + b)3(1 + O(l//l))vz)z
+ (~4A(z + D)V, vy), + (-2A(z + b)v,v, ),

Since vlag = V,|r, = 0 and 2/lv§ > 0, then integrating the above over Q, going back
from v to u and using Gauss’ formula, we obtain for sufficiently large A > C,

2 2 2 2
J(Au)zeu(‘”b) dx > -2 J(ui + uf,) @D’ gy 1 2323 j W Fh gx. (8.68)
Q ) Q
Next,
2 2 2
—ulue z+b) ( uxuez}t(z+b) )X + u2e2A(2+b) 4 (_uyuez}l(z+b) )y + u)z/ez/l(erb)
+ (—uzueu(”b) ), + uzez"(”b) +4A(z + b)uzueM(Hb)

= (Ul + ui + uz)em“b) +(2z + b)uzeu(“b)z)z

— 81%(z + b)2(1 + O(1/A) e DY

+ (~uyue 2Az+by’ e + (—uyuez"(“b) )y

Integrating this over Q and using Gauss’ formula, we obtain for sufficiently large A >
Cl’

- J ubue? @Y gy — J(u2 +1up +ul)e Aeb) Gy (8.69)
B )
—9\? J(z + b)zuzez"(“b)zdx.
B
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184 — 8 Convexification for a coefficient inverse problem for a hyperbolic equation

Multiply (8.69) by 51/2 and sum up with (8.68). Since 231> — (9 - 5/2)A° = 31%/2, then

—g/l J uhue? @Y gy 4 J(Au)z 2AEDY gy
Q Q

> ;/\ J(uz + u)z, +ul)e Y gy ;/\ J w22 gy (8.70)

0 Q
Next, applying Cauchy—-Schwarz inequality, we obtain
—g/\ J uhue? = gx 4 J(Au)zez"(‘”b)zdx < %5}(2 J 12D gy 2 5 I(Au)zem(z+b) dx.
Q Q Q Q0

Combining this with (8.70), we obtain for sufficiently large A, = 1,(Q,b) > 0 and for
A=A,

J(Au)zew“b)zdx > CA J((Vu)2 + Azuz)em(“b)zdx. (8.71)
Q Q

The next step is to incorporate the term with second derivatives in (8.57). We have

(Au)2e D' = (e + 1, + 1) A(z+b)?
= (uxx + u)z,y +U, )ez’l(‘”b) (8.72)
+ 22Uy Uy, + Uy, + uyyuzz)ez’\(“b)z.
The second line of (8.57) gives:
QU + 2yl + 21y U Z)eM(Z”’)2
= (uyu e Az+b)* ) - 2ux,(yuye2’1(z+b)2
+ (ZuXXuzeM(“b) )y — Uy Uy A )z 4 b)u,,u,e* 2z’
+ (2uy,u eu(z”’)z)z - Uy, U, D’ _gr(z 4 b)uy,u, b’ (8.73)

2A(z+b)? 2A(z+b
= 2(u +ul +uyz)e EO 4 [2(ugu, - uu,)e? y N

2 2 2
+ [2uyuty - uu,)e @b ], —8A(z + b)u,u,e? " _ gz + b)uyyuzeu(“b) :

Using the Cauchy-Schwarz inequality, we estimate from the below the last line of
(8.73) as

- 8A(z + b)u,ue 2A(z+b)’ - 8A(z + b)uyyu M(Z”’)z (8.74)

—%(uix 12 )2 64A2(z+b)2 2620
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Combining (8.73)-(8.74), we obtain

XX

3
J(Au)zew“b)zdxz % Z J“z A+ gy 64Azj(z+b)2 2, 2Mz4bY o
Q Li=1q) Q

Multiply this estimate by C;/(1281) and sum up with (8.71). We obtain

C 2A(z+b)? j 2 2/1(z+b)2
(1+ 128/1) J( u)’e dx 256/1 z dx (8.75)
Q
+ E}t J((Vu)2 + Azuz)ez"(“b)zdx.
Q

Since C; > 0 denotes different constants, then the target estimate (8.57) follows from
(8.59) immediately.

8.5.2 Proof of Theorem 8.4.2

Denote h = Q, - Q; implying that Q, = Q; + h. Also, h ¢ HS(Q), Ihllg3q) < 2R. Hence,
by (8.52)

Using the multidimensional analog of Taylor formula (see, e. g., [247] for this formula)
and (8.54), we obtain

Ah + (AQ; +AG) + F(h+ Q; + G,V(h + Q; + G))
= [Ah+ FO(Q, + G, V(Q; + G)h + F?(Q, + G, V(Q, + G))Vh] (8.77)
+ Fpontin(h VR, Q + G, V(Q; + G)) + [(AQ; + AG) + F(Q; + G, V(Q; + B))],

where elements of (N +1) x (N +1) matrix F M and (BN +3)x (3N +3) matrix are bounded
for x € Q, that is,

FD(Q) +6G,9(Q + O], [FP(Q + G, V(Q + 6)| < €, VX e, (8.78)

where the subscript “i, j” denotes an arbitrary element of the corresponding matrix
indexed as (i, ). Next, the (N + 1)-dimensional vector function F,;, depends nonlin-
early on h, Vh. Furthermore, the following estimate follows from (8.52)—(8.54):

|Faontin (. VA, Q; + G, V(Q; + G))| < Cy(Ihf* + IVAP),  vx € Q. (8.79)
Next, (8.76) and (8.79) imply with a different constant C,,

|Foontin( VI, Q; + G, V(Q; + G))| < C(Ihl + [VA]), Vx € Q. (8.80)
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It follows from (8.77)—(8.80) that

[AR+ (AQ, + AG) + F(h+ Q; + G, V(h + Q, + G))]°

~ [(AQ, +AG) + F(Q + G, V(Q; + G))] (8.81)
= Lin, (Ah) + Lin,(Vh) + Lins(h)
+ (AR)? + M;(h, VR, Q, + G,V(Q, + G))Ah + My(h,Vh,Q, + G, V(Q, + G)),

where expressions Lin, (Ah), Lin,(Vh) and Lin; (h) are linear with respect to Ah, Vh, and
h, respectively, and

|Lin, (Ah) + Lin,y(Vh) + Ling(h)| < C,(IAR| + [VA| + |h]), VX eQ. (8.82)
Next, the following estimates are valid for M; and M,:

|M,(h,Vh,Q, + G,V(Q; + G))| < C,(IVhl + |hl), VxeQ, (8.83)
|My(h, Vh, Q, + G,V(Q; + G)| < C,(IVh* + |nI?), vx e Q. (8.84)

In particular, (8.83), (8.84), and the Cauchy-Schwarz inequality imply

(Ah)? + M;(h,Vh, Q; + G,V(Qq + G))Ah + My(h, Vh, Q; + G, V(Q; + G))

> %(Ah)z - G(IVh* + ), vxeQ. (8.85)
Using (8.55) and (8.81)—(8.84), we obtain

]/I,ﬁ(Ql +h) _]A,ﬁ(Ql) = Xlin(h) + Xnonlin(h)’ (8.86)

where Xj;, (h) can be extended from {||A| @) < 2R} C HS(Q) to the entire space H(Q)
as a bounded linear functional,

Xy (h) = e 2 j(Linl(Ah) + Liny(Vh) + Lins(h))(x)e? ™ dx + 281, Q, + G], (8.87)
Q

where [-,-] is the scalar product in H>(Q). As to Xnin(h) in (8.86), it follows from
(8.55), (8.81), (8.83), and (8.84) that

Xnonlin (h) _

0. (8.88)
Il —0 Al q)

Using (8.82) and (8.86)—(8.88), we obtain that X);,(h) is the Frechét derivative J }’Lﬁ(Q)
of the functional J 18(Q) at the point Q, that is, Xy, (h) =] /{,ﬂ(Ql)(h). Thus, the existence
of the Fréchet derivative is established.
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Next, using (8.55) and (8.81)-(8.87), we obtain

Tag(@ + G + 1) = Ty 4(Qy + G) — T} 4(Qy + G)() (8.89)
> %e‘”‘bz J(Ah)zeM<Z+b)2 dx - Cye 2’ J(|Vh|2 + 1P dx 1 BRI g
Q Q

We now apply Carleman estimate (8.57), assuming that A > A,

2 [ @m2e? = ax - e [(TR + 10PN dx + Bl
Q Q

3
S % 3 o J h)zq-x,- A gy ¢ A j ((Vh)? + R2R2)e? ) gy
Lj=1 Q Q
o2 2
et j(wmz + 1P dx 4 BRI g
Q

Choosing sufficiently large A; = A;(F, [|Gllg3(q), M, R, Q,b) > A, and letting A > A;, we
obtain with a different constant C,,

3¢ [(@Ry e dx - e [ (VR + D)™ dx + Bl
Q Q

3
> % Y e J 1, 2 dx 1 cle j((vm2 + R a1 BRI g
Lj=1 Q Q

This, (8.89), and (8.56) imply (8.58).

8.5.3 Proof of Theorem 8.4.6
We rewrite the functional J; 4(Q) in (8.55) as

Ing(Q+G) =J3(Q+ G) +BIQ + Glifp . (8.90)

Since the vector function Q* € B(m,R) is the exact solution of the problem (8.49),
(8.50) with the noiseless data G*, then ],?)ﬁ(Q* + G*) = 0. Hence,

Np(Q" +G*) < Cp. (8.91)

Next,]A,ﬁ(Q* +G) = UA,ﬁ(Q* +G) _]/LB(Q* +G")) +]A,ﬁ(Q* +G™). Hence, applying (8.91),
we obtain

]A,ﬁ(Q* + G) < |]/Lﬁ(Q* + G) _]A,ﬁ(Q* + G*)| + CZB (8.92)
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Using (8.62) and (8.90), we estimate the first term in the right-hand side of (8.92),
ap(Q" +6) = Nip(Q" +G7)| < [Ip(Q" + G) ~Jp(Q" + G")| + €8
< Cy6 exp(2A(A + b)z) + C,p6. (8.93)

Recall that due to our choice A = A(6) = Iné™", where 1 = [4(A + b)*], we have
8 exp(2A(A + b)?) = 1/V6. Hence, (8.93) implies

Uap(Q" +G) = J1p(Q" + G¥)| < C,V6, VB e (0,1).
Combining this with (8.91), we obtain
Jp(Q" +G) < (V6 + B). (8.94)

Until now, we have not used in this proof the strict convexity of the functional
J1p(Q + G) for Q € B(m, R). But we will use this property in the rest of the proof. Recall
that by Theorem 8.4.3 Qi AB € B(m, R) is the unique minimizer on the set B(m, R) of
the functional J; 5(Q + G) on the set B(m, R). By Theorem 8.4.2,

JpQ" +G) = J1pQumingg + G) ~ 1 p(Qminap)(Q" = Quinap) (8.95)

C * 2 * %
> 72 Z ”(Q = Qmin,/\,ﬂ)xixj ”Lz(Q) + CzA"Q - Qmin,/l,ﬁ”ip(g) + §||Q — Qmin,A,B||12L13(Q)~
ij=1

Since by (8.59) -J /{,ﬁ(Qmin,A,ﬁ)(Q* — Qminap) < O, then (8.94) implies that the left-hand
side of (8.95) can be estimated as

Jnp(Q" +G) = T1gQminag + G) = J1 sQminap + O(Q" — Quuinap) < C(V6 + ).

Hence, using our choice of A = A(§) = In 6" and (8.95), we obtain estimates (8.63) and
(8.64). Estimates (8.65) and (8.66) are obtained from (8.63) and (8.64), respectively, us-
ing (8.61) and the triangle inequality. Estimate (8.67) obviously follows from estimate
(8.66).

8.6 Numerical studies

The single point source is now X, = (0, 0,-5). We choose in (8.3) the numbers A = 1.
Hence, below

Q={-1/2<xy<1/2,z€(0,1)},
Top={x=0y2):-12<xy<1/2,z=1}, T;=0Q\T,. (8.96)

We have introduced the vector function G in Section 8.4.1, and thus obtained the prob-
lem (8.49), (8.50) for the vector function Q = W - G from the problem (8.43), (8.44)
for the vector function W in order to obtain zero boundary conditions (8.50) for Q.
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The latter was convenient for proofs of Theorems 8.4.3—-8.4.6. However, it follows from
Theorems 8.4.2-8.4.6 that their obvious analogs hold true for the functional

TipW) = e J (AW + F(VW, W))’e? &0 ax 4 BIW I o, (8.97)
Q
W € By (m,R) = {W : W = Q- G,vQ € B(m,R)}. (8.98)

Furthermore, we use in (8.97) 8 = 0, b = 0. Therefore, we ignore the multiplier e‘z’u’2 R
which was used above to balance first and second terms in the right-hand side of (8.55);

see (8.56). Hence, we minimize the weighted cost functional

Ji(W) = J(AW + FVW, W)’ dx (8.99)
Q

on the set (8.98). We conjecture that the case 8 = 0 works probably because the min-
imal mesh size of 1/32 in the finite differences we use to minimize this functional is
not too small, and all norms in finite dimensional spaces are equivalent; see item 3 of
Remark 8.4.1. In addition, recall that, by the same item, one can choose any value
of B € (0,1) in convergence estimates (8.63)—(8.66). Also, we use the gradient de-
scent method (GD) instead of a more complicated gradient projection method. We
have observed that GD works well for our computations. The latter coincides with ob-
servations in all earlier publications about numerical studies of the convexification
[9, 115-117, 142-145, 145, 146, 150, 151, 164]. As to our choice b = 0, one can derive
from the proof of Theorem 9.4.1 that a slightly modified Carleman estimate of this the-
orem works in a little bit smaller domain Q' = Q n {z > &} for any small number € > 0.
Finally, we believe that simplifications listed in this section work well numerically due
to a commonly known observation that numerical studies are usually less pessimistic
than the theory is.

8.6.1 Some details of the numerical implementation

To solve the inverse problem, we should first computationally simulate the data (8.14)
at 0Q via the numerical solution of the forward problem (8.11), (8.12). To solve the prob-
lem (8.11), (8.12) computationally, we have used the standard finite difference method.
To avoid the use of the infinite space R? in the solution of the forward problem, we
choose the cube Qf = {~6.5 < x,y < 6.5,z € (-6,7)}. So that Q ¢ Qf, 90 N 9Qf = @ and
Xy = (0,0,-5) € Q. We choose a sufficiently large number T, = 6.5. Then we solve
equation (8.11) with the initial condition (8.12) and zero Dirichlet boundary condition
at 0Qy for (x,t) € Qr x (0, Ty) via finite differences. Indeed, the wave originated at x,,
cannot reach neither vertical sides of Q; nor the upper side {z = 7} n Qf of Q for times
t € (0,6.5). However, it reaches the upper side {z = 1}nQ of Qat t = 6. This wave reaches
the lower side {z = -6} nQ_f of Qr att = 1, which means that the zero Dirichlet boundary
condition on the lower side is incorrect. Still, for ¢ € (0, 6.5), the wave reflected from
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Figure 8.1: (a) A schematic diagram of domains Q, source, and detectors. (b) This figure explains how
do we approximately choose the boundary condition t(x)|3q. We have chosen here a selected point
xefly.

the lower side of Q; does not reach the upper side {z = 1} n Q of Q, where the data for
our CIP are given. Hence, this reflected wave does not affect our data, see Figure 8.1.

We use the explicit scheme. The grid step size in each spatial direction is Ax = 1/32
and in time direction At = 0.002. To avoid a substantial increase of the computa-
tional time, we do not decrease these step sizes. When solving the forward problem,
we model the §(x — X, )-function in (8.12) as

exp(—m), if|x - xol2 <€e=0.01,

3(x -Xq) =
0 , otherwise.

O ™I

In computations of the inverse problem, for each test we use, we choose in the data
(8.14) T = maxg 7(X) + 0.1. We have observed that T < T, in all our tests. Next, we set
T, = T - maxg 7(X) = 0.1. An important question is on how do we figure out boundary
conditions at 0Q for the function 7(x), that is, 7(x)|;q and also 9, T(X)Ir,. In principle,
for x € 0Q, one should choose such a number 7, (x) that 7¢(x) = min,{t : u(x,t) > 0}.
However, it is hard to choose in practice the number 7,(x) satisfying this criterion.
Therefore, we calculate such a number #(x) at which the first wave with the largest
maximal value arrives at the point x € 0Q; see Figure 8.2. Next, we set 74(X)l3q =
1(X)|5q. To calculate the derivative 9,To(X)Ir,, we compute the discrete normal deriva-
tive of 7, (x) over the mesh in the forward problem.

To minimize the weighted cost functional J,(W) in (8.98), we act similarly with
the previous above cited works about numerical studies of the convexification for a
number of other CIPs. More precisely, we write the differential operators involved in
JL(W) via finite differences and minimize with respect to the values of the discrete
analog of the vector function W at grid points. As to the choice of the parameter A,
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even though the above theory works only for sufficiently large values of A, we have
established in our computational experiments that the choice A = 1is an optimal one
for all tests we have performed. This again repeats an observation of all above cited
works on numerical studies of the convexification, in which the optimal choice was
A € [1,3]. We have also tested two different values of the number N terms in the series
(8.37): N = 1and N = 3. Our computational results indicate that N = 3 provides results
of a good quality. In all tests below, the starting point of GD is the vector function W (x),
which is generated by the coefficient c(x) = 1in equation (8.11), W._;(x).

8.6.2 A multilevel minimization method of the functional J;(W)

We have found in our computational experiments that the gradient descent method for
our weighted cost functional J, , (W) converges rapidly on a coarse mesh. This provides
us with a rough image. Hence, we have implemented a multi-level method [189]. Let
My, ¢ My, C -+ ¢ My, be nested finite difference meshes, that is, M, is a refinement
of My,  for k < K. Let P, be the corresponding finite difference functional space.
One the first level M hy» We solve the discrete optimization problem. In other words, let
W, min be the minimizer on the finite difference analog of the set (8.98) of the following
functional:

T(W,) = j(AWhl + F(VW,, W) e dx. (8.100)
Q

In (8.100) the integral and the derivatives are understood in the discrete sense, and
Wi, min is found via the GD. Then we interpolate the minimizer Wj, ;, on the finer
mesh M, and use the resulting vector function Wj, ;; as the starting point of the gra-
dient descent method of the optimization of the direct analog of functional (8.100) in
which h; is replaced with h, and W), is replaced with Wj,. This process is repeated
until we obtain the minimizer Wy, ., on the K, level on the mesh Mp, .

Since (x,y,z) € (-1/2,1/2) x (-1/2,1/2) x (0, 1), then our first level My, is set to be
the uniform mesh with the grid step h; = 1/8. For each mesh refinement, we will refine
the mesh via setting the new grid step of the refined mesh in all directions to be 1/2 of
the previous grid step. On each level My, , we stop iterations as soon as we see that

IIV]}(lhk)(th)II < 2 x 1072, Next, we refine the mesh and compute the solution on the
next level M, . In the end, we compute our approximation for the target coefficient
¢(x) using the final minimizer Wy, i,

8.6.3 Numerical testing

In the tests of this section, we demonstrate the efficiency of our numerical method for
imaging of small inclusions as well as for imaging of a smoothly varying function c(x).
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Figure 8.2: Results of Test 1. Imaging of one ball-shaped inclusion with ¢ = 2 in it and ¢ = 1 outside.
Hence, the inclusion/background contrast is 2:1. We have stopped at the 3rd mesh refinement for
all three values of N. (a) and (b) Correct images. (c) and (d) Computed images for N = 1. (e) and

(f) Computed images for N = 3. The maximal value of the computed coefficient c(x) is approximately
1.8.
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In all tests, the background value of ¢y, = 1. Note that a postprocessing of images was
not applied in our numerical tests. As to the derivatives, we refer to Section 7.6.3. In
Figures 7.2-7.8, slices are depicted to demonstrate the values of the computed function
c(x).

Test 1. First, we test the reconstruction by our method of a single ball shaped inclu-
sion depicted in Figure 8.2(a). Here, ¢ = 2 inside of this inclusion and ¢ = 1 outside.
Hence, the inclusion/background contrast is 2:1. We show the 3D image and slices for
N =1,3; see Figures 8.2.

Test 2. Second, we test the reconstruction by our method of a single elliptically
shaped inclusion depicted on Figure 8.3(a). Here, ¢ = 2 inside of this inclusion and
¢ = 1 outside. Hence, the inclusion/background contrast is 2:1. We show the 3D image
and slices for N = 3; see Figures 8.3.

el B —
- 1
. -~ 08
0s — P 06
\‘k""—_q_n.z i
o o
(a) 3D image of true ¢ (b) Slice image of true ¢

o T
\f,« s M o
[}
(c) N=3 () N=3

Figure 8.3: Results of Test 2. Imaging of one elliptically shaped inclusion with ¢ = 2iinitandc = 1
outside. Hence, the inclusion/background contrast is 2:1. We have stopped at the 3rd mesh refine-
ment for all three values of N. (a) and (b) Correct images. (c) and (d) Computed images for N = 3. The
maximal value of the computed coefficient c(x) is approximately 1.6.
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Figure 8.4: Results of Test 3. Imaging of two ball-shaped inclusions with ¢ = 2 in each of them and
¢ = 1outside. We have stopped on the 3rd mesh refinement for all three values of N. (a) and (b) Cor-
rect images. (c) and (d) Computed images for N = 3. In each imaged inclusion, the maximal value of
the computed coefficient ¢(x) is approximately 1.9.

Test 3. We now test the performance of our method for imaging of two ball-shaped
inclusions depicted on Figure 8.4(a). Here, ¢ = 2 inside of each inclusion and ¢ = 1
outside of these inclusions. Figures 8.4 display results.

Test 4. We now test our method for the case when the function c¢(x) is smoothly vary-
ing within an abnormality and with a wide range of variations approximately between
0.6 and 1.7. The results are shown in Figure 8.5. Thus, our method can accurately image
not only “sharp” inclusions as in Tests 1-3, but abnormalities with smoothly varying
functions c(x) in them as well.

Test 5. In this example, we test the reconstruction by our method of a single ball-
shaped inclusion with a high inclusion/background contrast; see Figure 8.6(a). Here,
¢ = 5 inside of this inclusion and ¢ = 1 outside. Hence, the inclusion/background
contrast is 5:1. See Figures 8.6 for results.
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Figure 8.5: Results of Test 4. Imaging of a smoothly varying coefficient. The function ¢(x) in the inclu-
sion varies between 0.6 and 1.7. (a) and (b) Correct images. (c) and (d) Computed images for N = 1.
(e) and (f) Computed images for N = 3. The computed function c(x) in the inclusion varies approxi-
mately between 0.7 and 1.6.
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Figure 8.6: Results of Test 5. Imaging of one ball-shaped inclusion with ¢ = 5initand ¢ = 1out-
side. Hence, the inclusion/background contrast is 5:1. We have stopped at the 3rd mesh refinement.
(@) and (b) Correct images. (c) and (d) Computed images for N = 3. The maximal value of the com-
puted coefficient c(x) is approximately 4.

Test 6. In this example, we test the stability of our algorithm with respect to the ran-
dom noise in the data. We test the stability for the case of the function c(x) described
in test 4. The noise is added for x € T, (see (8.96)) as

Sonoise X 1) = 8o(X, )1+ €&;) and g poise(X, 1) = g1 (X, £)(1 + €&), (8.101)

where functions g, (X, t), g;(x, t) are defined in (8.14), € is the noise level, and &; is a
random variable depending only on the time ¢ and uniformly distributed on [-1, 1].
We took € = 5% which is 5 % noise, see Figure 8.7.
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Figure 8.7: Results of Test 6. We test the reconstruction of the same function c(x) as in Test 4 (Fig-
ures 8.6) but with the noise in the data. The level of noise in (6.5) is € = 5%. We have stopped at the
3rd mesh refinement for N = 3. (a) and (b) Correct images. (c) and (d) Computed images for N = 3.
The computed function c(x) in the inclusion varies between 0.7 and 1.6.
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9 Convexification for an inverse parabolic problem

In this chapter, we follow our publication [151]. Permission for republication is ob-
tained from the publisher.

9.1 Introduction

In this chapter, we construct the convexification globally convergent numerical
method for a Coefficient Inverse Problem (CIP) for a parabolic PDE. This CIP has
applications in heat conduction [4, 5] and in medical optical imaging using the dif-
fuse infrared light [70]. The first step toward the goal of this chapter was made in [141]
for a similar CIP. However, there are some problems in [141], which prevent one from a
numerical implementation of the idea of [141]. Indeed, although a weighted globally
strictly convex Tikhonov-like functional is constructed in [141], the CWF in it is the
same as the one in Section 2.3. However, this CIP is too complicated since it depends
on two large parameters rather than on a single one. This means that the CWF of
[141] changes too rapidly. The latter does not allow a numerical implementation. In
addition, since [141] was published before [11], then uniqueness and existence of the
minimizer as well as the global convergence of the gradient projection method to the
correct solution of that CIP are not proven in [141]. Besides, numerical studies were
not conducted in [141].

Thus, in this chapter we establish a new Carleman estimate with a simpler CWF,
which can be used for computations. Our central result is the global strict convexity of
our weighted Tikhonov-like functional. Next, we establish the existence and unique-
ness of its minimizer, estimate the distance between that minimizer and the exact so-
lution and prove the global convergence of the gradient projection method to the exact
solution. Finally, we present results of our numerical experiments.

9.2 Statement of the coefficient inverse problem

Below x = (x,X) € R", where X = (x,,...,x,) and x = x;. Let the numbers A, B > 0, and
A < B. We introduce the cube Q ¢ R" and a part I of its boundary oQ as

Q={x:A<Xxp...., X, <B}, I'={x=BA<X....,x, <B}L 9.1)
Let the number T > 0. Denote
Qr =Qx(-T,T), S;=0Qx(-T,T), T;=Cx(-T,T).

Below « € (0,1), m > 1is an integer and C™%(Q), c>™+em+a/ 2(Q_i) are Holder spaces
[173]. Let

bi(x),c(x) € C**(Q); j=1,....n.

https://doi.org/10.1515/9783110745481-009
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We consider the elliptic operator L in the following form:
n
Lu=Au+ Z b}-(x)uxl_ —-c(X)u, xeQ. (9.2
j=1
We assume that
c(x)>0 inQ. (9.3)

The forward parabolic initial boundary value problem is stated as [173, 174].

C4+tx

Forward problem. Let the initial condition f(x) € (Q). Find a function u(x, t) €

chro2ral 2(Q_ﬁ) satisfying the following conditions:

u =Lu inQz, (9.4)
ux,-T) = f(x), (9.5)
u|S% = g()(X, t) (96)

If n = 3 and functions b;(x) = 0 forj = 1,...,n, then ¢(x) is the absorption coeffi-
cient in the case of medical optical imaging using the diffuse infrared light [70].

If the domain Q would have its boundary 9Q € C*** and if the Dirichlet condi-
tion g, (x, t) would belong to C***2%/ 2(S_J;) and also corresponding compatibility con-
ditions would be satisfied [174], then the existence and uniqueness of the solution
u e croa/ 2(Q_Jf) of problems (9.2)-(9.6) would be ensured [174]. However, for the
convenience of our derivations for the inverse problem, we have chosen the case of
a piecewise smooth boundary 0Q. Hence, we can only assume the existence of the
solution u e C**%*+a/ 2(Q_J—;) of problems (9.4)—(9.6). As to its uniqueness, it follows im-
mediately from (9.3) and the maximum principle for parabolic PDEs.

Coefficient Inverse Problem (CIP). Letthe numbert¢, € (-T, T). Suppose that the func-
tion gy (x, t) in (9.6) is known. Also, assume that the function f(x) in (9.5) as well as the
coefficient c(x) are unknown. In addition, let the following two functions g;(x, t) and
fo(x) be known:

uxlr; =g(x0), 9.7)
u(x, ty) = fo(). (9.8)

Find the unknown coefficient c(x).

Remarks 9.2.1.

1. Thus, the data for this CIP is the single pair of functions (g;,f,). These data are
nonredundant, so as for all CIPs for which the convexification method works. In
other words, the number m of free variables in the data equals the number n of
free variables in the unknown coefficient, m = n. As to the globally convergent
numerical methods for CIPs with redundant data with m > n, see, for example,
[27, 71, 109-112].
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2. Assuming that fy(x) # 0 in Q, uniqueness of this CIP follows immediately from
Theorem 3.4.2 even for the case if both functions g, (x, t) and g;(x, t) are given for
(x,t) eT! x (-T', T"), where I ¢ 0Q is an arbitrary part of 9Q and T’ € (0, T] is an
arbitrary number. Prior the publication of this book uniqueness of this and similar
CIPs for any value of T > O was proven by the BK method [51] in, for example,
Theorem 1.10.7 in [22], Theorem 2 in [122], Theorem 3.10 in [126], and Theorem 3.4
in [132]. We also refer to [96, 252] for the Lipschitz stability estimates for this CIP.

3. Assoon as the coefficient c(x) is found via the solution of the above CIP, one can
uniquely determine the function f(x) in (9.5) using functions g, and f,, [184]: the
knowledge of g; is not necessary then, as long as c(x) is known. This is the so-
called “parabolic problem with the reversed time.” Since this problem is outside of
the scope of the current publication, we now only provide some short comments.
We refer to [253] for an early publication where both the coefficient c(x) and the
initial condition f (x) where simultaneously reconstructed numerically for a simi-
lar CIP. As to the reconstruction of the function f(x), results of [130] indicate that
even if both Dirichlet and Neumann boundary conditions are given at the entire
lateral boundary S%’, in addition to the function f,(x) in (9.8), only a logarithmic
stability estimate can be obtained for the problem of finding f(x). This means that
one cannot anticipate a good stability of the latter problem. The same conclusion
was drawn in [253]. A recent convergent numerical method for the parabolic prob-
lem with the reversed time can be found in [166].

9.3 Weighted globally strictly convex Tikhonov-like functional

We assume below that there exists a number p > 0 such that

fX)>u VxeQ, (9.9)
SoX )2 p,  V(Xt) €Sk (9.10)

Then (9.3), (9.9), (9.10), and the maximum principle for parabolic PDEs [79, 174] imply
that

u(x,t)>u in Qi (9.11)

9.3.1 Nonlinear integral differential equation

Using (9.11), we introduce a new function v(x, t),

v(x,t) =Inux,t) - u=e". (9.12)
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Substituting (9.12) in (9.4)-(9.8), we obtain in Q7:

Ve = Ay = (W) = ) bi(x0)v = c(x), (913)
k=1

Vls% = lngO(X) t)’ Vxll"% = (gl/g())()_() t)> (9~14)

V(X to) = Infy(X) := fo(X). (9.15)

For brevity, we set below ¢, := 0. The case t, + 0 can be considered along the same
lines. Differentiate both sides of the nonlinear equation (9.13) with respect to t and
denote w(X,t) = v(X, t). Since the function c(x) is independent on ¢, then the right-
hand side of the resulting equation will be zero. By (9.15),

t
VX, t) = J WX, T)dT + fo(X), (X.t) € QF. (9.16)
0

Thus, (9.14)-(9.16) lead to a nonlinear integral differential PDE with Volterra integrals,
supplied by the lateral Cauchy data,

N(w) =w; - Mw
t

- 2Vw J Vw(x,T)dT =0, (%t)€ Qp, (9.17)
0

Wls: =Po(X,1),  Wylrz = py(%,1), (9.18)

where p(X, t) = (80:/80) (X, t) and p; (X, t) = 9:(81/80) (X, t), where

n
Mw = Lw + 2VWVf, = Aw + Z bi(x)wy, + 2VwWVf,. (9.19)
j=1

9.3.2 The functional

First, we choose such a CWF which would work well computationally. The CWF of
Section 2.3 changes too rapidly since it depends on two large parameters A and v. This
is inconvenient for a numerical implementation. Thus, we choose the CWF ¢,(x, t) as

(1) = exp(2A(X* - %)), (9.20)

where A > 1is a parameter. This means that we need to prove the Carleman estimate
with this CWF; see Theorem 9.4.1 in Section 9.4.

Since the function ¢, (x, t) depends only on one component x of the n-D vector
x = (x,x), then it follows from (9.26) and (9.29) that this Carleman estimate is valid
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only because the Dirichlet boundary condition g, (x,t) in (9.6) is given on the entire
lateral boundary Sy of the cylinder Q7, whereas the Neumann boundary condition
g1(x,t) in (9.7) is given only on I'; ¢ St.

Let [(n + 1)/2] be the maximal integer, which does not exceed (n + 1)/2. Denote
k, = [(n+1)/2] + 2. For example, we have for the most popular cases ofn =1,2,3:

3 ifn=12
k, =
4 ifn=3.

We have chosen the number k,, in such a way that

HY(Q%) < H(Qh), (9.21)
H’%(Q?) C Cl(Q;_r")> "q”c1(07%) < C0||q||Hkn(Q¥), Vq € Hk"(Q¥), (9.22)

where the number C, = CO(Qi) > 0 depends only on the domain Qi}. Relations (9.22)
follow from (9.21) and the embedding theorem.

Let R > 0 be an arbitrary number. We define the bounded set of functions
B(R, po,py) as follows:

B(R, py,p1) (9.23)

= {W € Hk"(QiT—) : ”W”Hkn(Q%) <R, Wls‘; =p0’Wx|F'; =p1}’

see (9.18) for functions pg, p;.

Let 8 > O be a small regularization parameter and N(w) be the nonlinear inte-
gral differential operator defined in (9.17). We construct our weighted Tikhonov-like
functional with the CWF (9.20) in it as

Jagw) = o 2B’ J(N(W))2¢Adth +ﬁ||w||§1kn(Q;). (9.24)
Qr

2AB

Since max~r ¢, = eMBZ, then the multiplier e~ " is introduced in (9.24) to balance

Qt
two terms inT the right hand side of (9.24).

Minimization problem. Minimize the functional ]M;(w) on the set B(R) defined in
(9.23).

Assume for a moment that a minimizer wy, 5 p(x, t) of functional (9.24) exists and
is computed. Then we substitute wy,;n 3 (X, t) in the integral of (9.16). Let the func-
tion Veomp (X, t) be the resulting left-hand side of (9.16). Next, substituting veqmp(X, t)
in equation (9.13), we calculate an approximation for the target unknown coefficient
c(x). However, due to the inevitable computational errors as well as the noise in the
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data, the resulting left-hand side of (9.13) would depend on t. Hence, to calculate an
approximation ccomp(x) for c(x), we set

Ceomp(X) (9.25)
1 " d
= 2)/_T J (atvcomp - AV(:omp - (vvcomp )2 - Z b]' (X)axjvcomp>dt’
k=1
_yT

where the number y € (0,1/+v3) is chosen in the formulation of Theorem 9.4.5 in Sec-
tion 9.4. Thus, we focus below on the minimization problem.

9.4 Theorems

Introduce the subspaces H>'(Q7) ¢ H>'(Q}) and Hg"(Qi%) c H"(Q%) as
H(Z) =0}, (9.26)
Hy'(QF) = {u € H(Q}) : uls: = 0,u,Ip; = O},

Since it is well known that any Carleman estimate depends only on the principal
part of the operator (see, e. g., Lemma 2.1.1), then we consider in Theorem 9.4.1 only
the principal part J; — A of the parabolic operator J; — L. We prove Theorem 9.4.1 in
Section 9.9.

Theorem 9.4.1 (Carleman estimate). Suppose that the domain Q and the CWF ¢, (x,t)
are the same as in (9.1) and (9.20), respectively. Then there exist numbers A, C,

Ao=2(@Q) 21, C=CQT)>0 (9.27)

depending only on listed parameters such that the following Carleman estimate holds:

C n
J(ut - Au)’p,dxdt > 1 J(uf +y u)z(ixj)(p,\dxdt

Qo 0 bj=1
+CA J [(Vu)? + A2u?] g dxdt (9.28)
Q
_ Cexp(2A(B? - T2) J N22(x, T)dx
Q
- Cexp(A(B - TY))((Vu)* + Au?)(x, -T),
VA = Ao, Yu € HY'(Q}). (9.29)
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Remarks 9.4.1.

1. Since the normal derivative of the function u € HS’I(Q’—}) equals zero only on the
part I'; of the lateral boundary S; of the time cylinder Qf. rather than on the whole
S7, then one should carefully analyze integrals over S7, which occur in the point-
wise Carleman estimate: to make sure that these integrals equal zero.

2.  We assume in all theorems below that the set B(R, p,,p;) # @ and that it has in-
finitely many elements. A simple sufficient condition of this is presented in this
section below.

For brevity, let K denote below the following vector of numbers:
K::(n?xn@uaﬁyy). (9.30)

Theorem 9.4.2 (the central theorem of this chapter). Let u, R > 0 be two numbers. As-
sume that condition (9.11) holds. Then the functional Jrp(W) has the Fréchet derivative
] /{’ﬁ(w) € H(’)‘"(Q%) forall A, > 0 and for all w € H*(Q%) satisfying boundary conditions
(9.18). Let Ay > 1 be the constant of Theorem 9.4.1. Then there exist constants

/\1 = /11 (R, T, Q, K) 2 /lo, (9-31)
C,=C(RT,QK) >0 (9.32)

depending only on listed parameters such that if A > A, and the regularization parameter
2 R

B e [2e‘” , 1), then the functional ] A’ﬁ(w) is strictly convex on the set B(R, py, p,) for all

A=Ay, i e. forallwy,w, € B(R,py, p;) and for all A > A the following estimate is valid:

Tag(W2) = Jap(wy) - ],{,/; (wy)(w - wy) (9.33)

Cl 2 2 2 2 ﬁ 2
2 1 exp(-2A(T" + B" - A%))Ilw, - w "HZJ(Q;) + §”W2 - W]”Hkn(Qi;)'

Everywhere below C > 0 and C; > O denote different constants depending only
on parameters listed in (9.27) and (9.32), respectively; also see (9.30) for K.

Theorem 9.4.3. Let u, R > 0 be two numbers. Assume that condition (9.11) holds. Let pa-
rameters A;,A > Ay, and B be the same as the ones in Theorem 9.4.2. Then there exists the
unique minimizer Wiin g € B(R,po,p,) of the functional ], g(w) on the set B(R, py, p)-
Furthermore, the following inequality holds:

]}{,ﬂ(wmin,,\,ﬁ)(w ~ Wninag) 20, YW € B(R,po, ). (9.34)

By one of main concepts of the regularization theory [244], we assume now that
there exists an ideal, the so-called “exact” solution c*(x) € C***(Q) of the CIP (9.3),
(9.4)-(9.8), where the data (9.6)-(9.8) are noiseless. Having the function c*(x), one
can consider the noise-free solution w* € H* (Q7) of equation (9.17) with the noiseless
boundary data pj, p; in (9.18) and the noiseless function fg (x) in (9.17).
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Let Ccomp(X) be the coefficient ¢(x) reconstructed from the minimizer wy;, 4 g(X, t)
via backwards calculations, as outlined in the last paragraph of Section 9.3 and, in
particular, in (9.25). We now want to estimate how the distances between the mini-
mizer Wy, 2 g and the function w* as well as between coefficients ¢*(x) and ¢ omp(X)
depends on the level of noise § € (0, min(1, #/2, R)) in the data. Naturally, we assume
that the number § is sufficiently small.

The regularization theory [22, 76, 244] says that one can assume that the exact
solution of an ill-posed problem belongs to a given bounded set in an appropriate
Banach space. Hence, we assume that

w* € B(R-6,pg.p;)- (9.35)
By (9.8) w*(x, ty) = f; (x). Hence, (9.9), (9.22), and (9.35) imply that

Ifo "cl(ﬁ) < CoR, mﬁinfé‘ >pu>0, (9.36)

where the number y is the same as in (9.9), (9.11) and is independent on §.

To obtain the desired estimate of the distance between wy; ; s and w*, we arrange
zero boundary conditions in an analog of (9.18). We assume that there exists an exten-
sion G € H*(Q%) inside of the cylinder Q% the boundary conditions (9.18),

Gls: =Po(X,1),  Gylrz = py(X0). (9.37)
Since
Wils: =po(X,t), Wylp: = pi(%,0), (9.38)

then there also exists a function G* ¢ Hk"(Qi) satisfying the latter boundary condi-
tions. Since R > 0 is an arbitrary number, then taking into account (9.35), it is reason-
able to assume that

"G”Hk"(Q%) <R, “G*"Hk"(Qi) <R. (9.39)
Thus, (9.37)-(9.39) lead to
G € B(R,py,p1), G* € B(R,pgy,py)- (9.40)
It follows from (9.40) that assumptions (9.35), (9.37)-(9.39), which are quite natural
ones, imply that B(R, py,p;) # @ and B(R,pg,p;) # @.
It follows from (9.37) and (9.38) that functions G(x, t) and G* (X, t) can be treated

as the first part of noisy and noiseless data respectively for our CIP. The second part of
such data are functions f, and f . Thus, we assume below the presence of the noise of
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the level 6 in functions G and f,,

IG - G*"Hkn(Q;) <6, (9.41)
Ifo -fo ”cl(ﬁ) <é. (9.42)

In particular, since § < min(u/2, R), then (9.36) and (9.42) imply that
min fo(x) 2 ’E‘ Vol < CoR. (9.43)

We now show that if the above function G € B(R,p,,p;) exists, then the set
B(R, pg,p;) contains infinitely many functions. Indeed, let a and b be two numbers
such that 0 < a < b and the set

{x € Q: dist(x,0Q) > b} #+ @,

where dist(x, 0Q) is the Hausdorff distance between the point x and the boundary 0Q
of the domain Q. Consider an arbitrary number & € ((a + b)/2, b). By (9.1), the domain
Q is a rectangular prism. Hence, it is well known from the Real Analysis course that
there exists such a function x4 #)(X) € C®(Q) that

1 if x € Q and dist(x,0Q) < a,
Xa5X) =40 ifx € Qand dist(x,0Q) € (¢, b),
between O and 1 for all other points x € Q.

Then the function G(a,f) (x,t) = )((a’{)(x)G(x, t)eH k"(Qi}) and satisfies boundary condi-
tions (9.37). Varying the parameter ¢ between (a+b)/2 and b, we obtain infinitely many
such functions G, ¢ (X, t). Since R > 0 is an arbitrary number, then we can ensure that
all these functions belong to the set B(R, py, p;). We took & € ((a + b)/2, b) rather than
¢ € (a,b) in order to make sure that the function X(a,é')(x) does not change too rapidly
for those values of ¢ which are close to a. Indeed, such a rapid change would increase
the number R.
Denote

W=w-G, W'=w"-G". (9.44)
Similarly, with (9.23) denote
Bo(2R) = {W € H(QF) : IWllgua gz < 2R, Wls; = Wylrs = 0}. (9.45)
Then (9.35)—(9.44) imply that

W € B4(2R), Vw € B(R,py,p;) andalso W™ € B,(2R - 6), (9.46)
W +G € BGR,po,p), VW € By(2R). (9.47)
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Due to (9.47), it is convenient to denote below A;(3R), A(3R), which means that the
values of the parameters A; and A > A; correspond to B(3R, p,,p;) in Theorem 9.4.2
and, in particular, R is replaced with 3R in (9.31) and (9.32).

Consider the functional I 5(W),

DgW) =]y (W +G) for W € By(2R). (9.48)

Theorem 9.4.4. Let u,R > 0 be two numbers. Assume that condition (9.11) holds. Let
parameters A, and 8 be the same as in Theorem 9.4.2, except that R is replaced with
3R in (9.31). Then the functional I A,B(W) is strictly convex on the ball By(2R) for all A >
MR, T,Q,K). Here, A;(3R, T, Q, K) means (9.31), where R is replaced with 3R. In other
words, the following analog of (9.33) holds for all A = A;(3R, T, Q, K) and for all W;, W, €
B,(2R):

L (W) = I g(Wy) = I (W) (W, — W) (9.49)

G 2 2 a2 2 B 2
> 1 exp(-2A(T* + B” - A%))|W, — Wllle,l(Q%) + EHWZ - WlllHkn(Q%),

wherel ,{’ﬁ(W) € Hg” (Q7) is the Fréchet derivative of the functional Iy 3(W) at the point W,
which exists due to Theorem 9.4.2 and (9.48). Furthermore, there exists unique minimizer
Whinag € Bo(2R) of the functional I s(W) and the following inequality holds:

L g(Winin ap)(W = Wi ag) 20, VW € By(2R). (9.50)

Theorem 9.4.5 (accuracy estimates). Let u,R > 0 be two numbers. Assume that condi-
tion (9.11) holds. Suppose that conditions (9.35), (9.36), (9.40)—(9.42), and (9.44) hold and
alsolet T > /3(B? — A2). Choose a numbery ¢ (0,1/+/3) such that T>(1-3y?)-3(B*-A?) >
0. Denote

n =y T*+B*-A% 1, = (1_3),2)]"2_3(32_,42)’ p= %min(l, 3%) € <0, %} (9.51)
1

Let Ay = AR, T,Q,K) be the number of Theorem 9.4.4. Choose a number A, =
AQBR,yT, Q,K) such that A, > A; and

% > exp[-A(y’T? + B> - A%)], VA=A, (9.52)
Choose a sufficiently small number 6, > 0 satisfying the following inequality:
In(8,/01) > A, (9.53)
Foreach 6 € (0,8,), choose A = A(6) as

A=A(6) = In(67/CW) > In(5,CW),
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Let the regularization parameter = (6, T) = 2e”l(5)T2 (see Theorem 9.4.2). Let

WininA8),86,7) = Wmina6),86,1) + G- (9.54)

(Theorem 9.4.4) and let Ceomp (X) be the function c(x) computed from the function

WininA8),86,7) (%> )

by the procedure described in the last paragraph of Section 9.3. Then the following ac-
curacy estimates are valid:

[w* = Winas)6.1 gz, < €16 (9.55)

lc™ - CminA(6),8(5,T) "Lz(Q) <o (9.56)

We now construct the gradient projection method of the minimization of the func-
tional I (W) defined in (9.48) on the set B,(2R) defined in (9.45). Let Py : H*(Q7) —
m be the orthogonal projection operator. Let W, € By(2R) be an arbitrary point of
the ball By(2R). Let the number w € (0,1). We arrange the gradient projection method
of the minimization of the functional I A,ﬁ(W) as

Wy = Pp(Wy_q — 0l g(Wyp), n=12.... (9.57)

Note that since W,_y, I} s(W,,_) € H’S"(Qi), then the function W,_; - @I z(W,_,) has
zero boundary conditions (9.18). The latter is important in the computational practice.

Theorem 9.4.6. Letu, R > 0 be two numbers. Assume that condition (9.11) holds. Let the
parameter A;(3R, T, Q, K) be the same as in Theorem 9.4.2, except that R is replaced with
3Rin (9.31). Let A > A,(3R, T, Q,K). Let B € [2e’”2, 1) be the same as in Theorem 9.4.2.
Then there exists a sufficiently small number wy = wy(Q,R, T, A) such that for any w €
(0, w,) there exists a number § = 8(w) € (0,1) such that the sequence (9.57) converges
to the unique minimizer Wy, zar)p € B, (2R) (Theorem 9.4.4) in the norm of the space
H*(Q%). More precisely,

||Wmith,B - Wn”H"n(Q‘;) < en”Wmin,A,ﬁ - W0||Hkn(Q§)~ (9.58)

Theorem 9.4.7 (global convergence to the exact solution of the gradient projection
method). Let the parameters A,(3R,yT,Q,K) and &, be the same as in Theorem 9.4.5.
For § € (0,8,), let parameters A = A(6) > A, and B = B(6,T) = 2eXOT" pe the same as
in that theorem. Suppose that assumptions of Theorem 9.4.5 about numbers T, y, A, B
also hold. Let p € (0,1/2] be the number defined in (9.51). Let w, = W, + G,n =0, 1,....
Let ¢y comp(X) be the function c(x) obtained from the function w,(X, t) by the procedure
outlined in the end of Section 9.3. Then there exists a sufficiently small number w, =
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w1(Q, R, T,A,y) € (0,wy] such that for any w € (0, w,) there exists a number 6 = O(w) €
(0, 1) such that the following convergence estimates are valid forn = 1,2,.. .:

w* - WHHHZJ(Q;T) < G + 0" Wninas).p6.1) ~ Wollgin (gz)» (9.59)

*

n
lc™ = cncompllL, ) < C18 + 0" Wyinp6),56,7) — Wollpin sy (9.60)

Remarks 9.4.2.

1. Since the starting point W, € By(2R) of the iterative process (9.57) is an arbitrary
point of the ball B;(2R) and since R > 0 is an arbitrary number, then Theorem 9.4.7
ensures the global convergence of the gradient projection method (9.57) to the cor-
rect solution as long as the noise level § tends to zero; see Definition 1.4.2.

2.  We omit the proof of Theorem 9.4.3 since it is similar with the proof of Lemma 5.2.1.
We omit the proof of Theorem 9.4.6 since it is similar with the proof of Theo-
rem 5.2.1.

9.5 Proofs of Theorems 9.4.2 and 9.4.4

Lemma 9.5.1 follows immediately either from Lemma 3.1.1.

Lemma 9.5.1. The following estimate holds for every function q € L,(Q7) and for every

A>1:
t 2
J (J q(x, T)dT) @ (x, t)dxdt < ﬁ J qz(x, H, (x, t)dxdt.
Q: 0 Q:

9.5.1 Proof of Theorem 9.4.2

Letw;, w, € B(R, py, p;) be two arbitrary functions. Denote h = w,-w;. Thenw, = w;+h
and also

h € By(2R). (9.61)

First, we evaluate the expression (N(w; + h))2 —(N (wl))z, where the nonlinear operator
N is given in (9.17) and (9.19). Using (9.17) and (9.19), we obtain

(N(w; + b))
2

t t t
= [ht - Mh-2Vh J Vwy (X, T)dT - 2Vw, J Vh(x, T)dt — 2Vh j Vh(x, 7)dt + N(wl)]
0 0 0

2
= (ht — Mh-2Vh

Ot~

t t
Vw; (X, T)dT - 2Vw, J Vh(x, T)dt — 2Vh J Vh(x, T)d‘l’>
0 0
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t
— 4N(wy)Vh j Vh(x, T)dt + (N(wy))
0

t ¢
+ 2N(w1)<ht - Mh -2Vh J Vw; (X, T)dT - 2Vw, J Vh(x, T)dT).
0 0
Let Lin(h) be the linear, with respect to h, part of the above expression,
t t
Lin(h) = 2N (wl)<ht -~ Mh-2Vh J Vw; (X, T)dT — 2Vw, J Vh(x, T)dT>. (9.62)
0 0

Then

(Nwy + )" = (N(wy))°

= Lin(h) (9.63)
2

t t t
+ (ht — Mh -2Vh J Vw; (X, T)dt - 2Vw, J Vh(x, T)dt — 2Vh J Vh(x, T)dT)
0 0 0

t
— 4N (w;)Vh J Vh(x, T)dT.
0

Using (9.22), (9.23), (9.61), and the Cauchy-Schwarz inequality, we obtain

t t t 2
(ht - Mh -2Vh J Vw; (X, T)dT - 2Vw; J Vh(x, 7)dt — 2Vh J Vh(x, T)dT)
0 0 0
t
— 4N(w,)Vh j Vh(x, 7)dt (9.64)
0
t 2
> %(ht _ MhY2 - C,(Vhy - C1<J Vh(x, T)d'r) .
0

For the sake of clarity, we state here that the constant C; > 0 in (9.64) depends on

sup  ( sup [Nw)(®x.0), sup [Vwy(x,0)[), sup|VFyl.
w1€B(R.po.p1) " (X,)€Q; (x,0)€Qz Q

Thus, it follows from (9.15), (9.17), (9.19), (9.30), (9.36), and (9.43) that C, in (9.64) de-
pendson R, T, Q, K, which is exactly as in (9.32).
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Using (9.24) and (9.62)-(9.64), we obtain
Tagwy + ) — Ty gwy) — e 2% j Lin(h)g,dxdt — 28(w, h}
@
Py J (h, - Mh)2 g, dxdt (9.65)
(o

1
2
2

t
_ Cle*Z/‘B J [(Vh)2 + <J Vh(x, T)dT) ]go,\dxdt +ﬂ||h||§{kn(0§).
Q; 0

Here and below, {, } is the scalar product in H' ke (Qp)-
Consider now the functional S(h) : H(’)‘" (Qi) — R defined as

S(h) = e 2’ J Lin(h)@,dxdt + 28(w, h}. (9.66)
Q7
It is clear from (9.62) that S(h) is a bounded linear functional. Hence, by the Riesz the-

orem there exists a function Z ¢ Hg"(Qi}) such that S(h) = {Z,h}, Vh € Hg"(QJ;). Fur-
thermore, it follows from (9.63) that

lim Olj/w(wl +h) - Jys(wy) - S(h)| = 0.

Pt 3,

Hence, S(h) is the Fréchet derivative of the functional J 1,8(w) at the point w;,

S(h) = I gwp)(h) = {Z, h} = {J} gwy), B}, Vh € HY'(QF), (967)

that is, we canset Z = J ],L,B(Wl)’ Thus, we have proven the existence of the Fréchet
derivative of the functional J; g(w) for all for all A, > 0 and for all w € B(R, py,p,)-
Obviously, the same proof is valid for all A, § > 0 and for all functions w € H kn(Q%)
satisfying boundary conditions (9.18).

Thus, (9.65)—(9.67) imply that

Dpwy + h) =]y g(wy) _]/{,ﬁ(wl)(h)

>

%e‘”‘Bz j (h, — M), dxdt (9.68)
Q7
2

t
_ Cle—Z/\B2 J [(Vh)2 + (J’ Vh(x, T)dT) ](pAdxdt +ﬁ||h||§1kn(0$).
Q; 0

It follows from (9.19), (9.30), (9.32), and the Cauchy—Schwarz inequality that

(hy - Mh)? > %(ht ~ ARY - Cy(Vh). (969)
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Hence, using Theorem 9.4.1, Lemma 9.5.1, (9.68), and (9.69), we obtain forall A > A, > 1,

1o J (h, — M2, dxdt

2
Qr
t 2
2
— Cle_ZAB J [(Vh)z + <J Vh(X> T)dT) :|(P/1dth +B”h"ilk"((2%)
Q7 0

> %e‘”‘BZ J (h, — A2 dxdt

Qr
t 2
_ Cle—zilB2 J’ |i(Vh)2 + <J Vh(x, T)dT) }(p,\dxdt + ﬁ||h||§1kn(Q§) (9.70)
Qr 0

5 n
> %e‘m J(hf +y hiixj><p;ldxdt

+ ij=1
T

+ QA2 J [(VR)? + X2h?) g dxdt - Ce 2 J(Vh)zmdxdt
Qr Qr

- ce A J((va(x, =T) + PR T) + R ~T))dx + Bl e -
Q

Choose A; = 4;(R, T, Q,K) > A, so large that CA > 2C; as well as 2e"’\T2 > CAZe‘MTZ, for
all A > A;. Also, we keep in mind that by the trace theorem

JuC, £ D)1y < Clullgnggsyy ¥t € H(QF).
Hence, choosing f € [29’”2, 1) and using (9.68) and (9.70), we obtain
Npwy +h) = Jy g(wy) _]}’(’ﬁ(wl)(h) 9.71)

n
> %e‘z"f’z J (hf N )(p,\dxdt + Qe J [(Vh)? + A2h] g, dxdt
Qo b=l Qe

+ /-23||h||§,kn @y VheBo@R), VA2 A;
also, see (9.61). Finally, since @, (x, t) > exp(-2A(T? — A%)) for (x,t) € (A,B) x (T, T),
then the target estimate (9.33) follows immediately from (9.71).
9.5.2 Proof of Theorem 9.4.4

Since by (9.48) Lig(W) = Jhg(W + G), W € By(2R) and also since W + G € B(3R, py, P1),
VW € By(2R), then we take in Theorems 9.4.2 and 9.4.31 > A; = A;(3R, T, Q, K). This
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means that we replace in (9.31) R with 3R. Denote w; = W; + G, w, = W, + G. Then
wy, W, € B(3R,pg, pq). The rest of the proof follows immediately from Theorems 9.4.2
and 94.3.

9.6 Proof of Theorem 9.4.5

As to the parameters A and f3, we only initially assume in this proof that A > A,(3R, yT,
Q,K) > A; and

B=2¢7T". 9.72)

We will choose the dependencies of parameters A and § on 6 later in this proof. Recall
that by (9.46) w* — G* = W™ € B,(2R — §). Hence, by (9.23), (9.41), and (9.44),

W* + G € B3R, py, py). (9.73)

Recall that the operator N(w) was defined in (9.17), (9.19). Also, the functional
I (W) was defined in (9.48). In (9.17), replace w with W + G. We temporally denote
the resulting expression as N(W + G, f). Also, we temporally set that I; g(W, f,) is the
functional I 3(W). We are doing these in order to emphasize the presence of the vector
function fo = VInfj in the corresponding formulas. Denote

2
LW, fo) = J [N(W + G, f,)] ppdxdt. (9.74)
o
By (9.17) N(W™ + G, f5) = 0. Hence,
Iﬁﬁ(w*,fg) = e J [N(W™ + G*,fg)]zgoAdxdt =0. (9.75)
o
Hence, it follows from (9.17), (9.36), (9.41), (9.42), (9.43), (9.44), (9.74), and (9.75) that
* — 2 * * * * * 2
5" fo) =™ [(NW" + 6" +(6 = 6" fy + (o —£;))) g
o

= e_MBZ J(N(W* + G*,f(;‘))z(p,ldxdt + P/l,6 = P/Lﬁ' (9.76)
o

We now estimate |P, s from the above. By (9.17) and (9.19),
N(W"+G" +(G-G").fy + (fo-f3))x.1)
=N(W* +G".f5)x )+ QW" + G".fy,G - G".fo - f5 )%, t) (9.77)
= Q(W* + G*>fO*’G - G*rfO _f(;)(xy t)
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An obvious explicit formula can be written for Q(W* + G*,f;,G - G*,fy — f3 (%, ),
although we avoid doing so for brevity. Consider, for example, the following term in
that formula:

t
Y(x,t) = —Z[V(W* +G*)(%,t) J V(G- G")(x, T)dT:|.
0

Since e‘MBZgoA(x, t) < 1for (x,t) € (A,B) x (-T,T), then it follows from (9.40), (9.41),
and (9.46) that

e 2 J Yz(p,\dxdt < C162.
Q

Similarly, using (9.17), (9.19), (9.36), (9.40)—(9.43), (9.46), and the Cauchy—Schwarz in-
equality, we obtain

eI J [QW" +G* .G~ G fy — ) padxdt < C,6%.
&

Hence, using (9.76) and (9.77), we obtain
IPysl < C;6°. (9.78)

Since [ (W™, fo) = IAOE(W* Jo) +BIW ™ + Gllf{kn(Qi), then (9.40), (9.46), (9.76), and (9.78)
K T
imply that

Dp(W*,fy) < (8% + ). (9.79)
By (9.35) and (9.41),
[w* + G||Hkn(Q%) =|(W*+G*)+ (G- G*)||Hkn(Q%) < ”W*"Hkn(Q%) +6 <R.
Hence,
W* + G € B(R,po, 7). (9.80)

Let Winap € Bo(2R) be the minimizer of the functional Ij g(W, f,), the existence and
uniqueness of which on the set B,(2R) is guaranteed by Theorem 9.4.3. For brevity,
introduce the function z(x, t),

Z(X, t) =W" - Wmin,/\,ﬁ(x> t) (981)
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216 —— 9 Convexification for an inverse parabolic problem

It follows from (9.48) that an obvious analog of (9.71) holds for the functional I A8
Thus, we use that analog now. In addition, we use the fact that Q;’T C Q’—}. We take 8 as
in (9.72). We obtain

Lis(W™, fo) = DgWnina g fo) = I g(Wnin a.: fo) (W™ = Winin 1.5)
> G e"MB2 2+ Zn:zz dxdt
= 7 t XiX; Prax
4 ij=1
Qr
+Cle 2P J [(Vz)2 + Azzz]<p,1dxdt +e T ||Z||f1kn(Q¢
T

Q

C; _np? <
> Tle 2B J <th + Z Zi_x})(p,\dxdt

+ ij=1
Qr

) (9.82)

+ Cle 2 J [(Vz)? + 1222 dxdt.
Q;r

By dropping the term e T’ ||z||§{kn @) in the last line of (9.82), we have made that esti-
T
mate stronger. Note that

1 g2 1 4
Ze 2B X t) > i exp[—Z/l(sz2 + B —Az)] for (x,t) € Q,r- (9.83)

Since (9.52) holds, then we replace (9.83) with a weaker estimate. The advantage of the
latter estimate is that it allows us to obtain an explicit formula (9.90) for the depen-
dence of the parameter A = A(6) on 4. That estimate is

%e_MquJA(X, t) > exp[-3A(y’T* + B> - A%)] for (x,1) € Q. (9.84)
Hence, using (9.81), (9.82), and (9.84), we obtain
Lis(W*, fo) = DgWnin g fo) = I g(Wnin a > fo) (W™ = Winin 1.5) (9.85)
> C, exp[-3A(y°T? + B> - A)||W* - Wmin,A,ﬁNf{z,l(Q;T).
By (9.50),
~ L p(Winina o fo) (W™ = Winina6) < O. (9.86)
Using (9.86), as well as the fact that —I 18 (Whinap-fo) < 0, we obtain
Lg(W*, fo) = Dg(Winina g fo) = D g(Winin o fo) (W™ = Wi 2.8) < ig(W™, fo)-

Hence, (9.85) implies that

* 2 *
exp[-3A(y°T? + B — A%)]|W* ~ Wypin g H(Qs) < Lis(W™, o). (9.87)
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Recall that i, = y°T? + B> — A2. Hence, (9.79) and (9.87) imply that
. 2
[W* — Winin gl () < C,(8% + B) exp(3An,). (9.88)

We now specify the dependencies of A and 8 on the noise level §. Choose A = A(6)
such that

exp(3A(&)n,) = % (9.89)
Hence,
A(6) = In(67/6M), (9.90)

Since § € (0,68,) and since (9.53) holds, then A(§) > A,. Next, choose 8 = B(6,T) =
27O Hence, in (9.88),

Bexp(3An,) = 26™/CM), (9.91)
Recalling that 2p = min(1, 1,/(31,)) and using (9.88)-(9.91), we obtain
IW* ~ Winae)pe6.1 mQy) < C,&. (9.92)
Hence, the triangle inequality, (9.41), (9.54), (9.92), and the fact that p € (0,1/2] lead to
W™ = Wanina),86,7) "HU(Q;{T) < W - Winine)6,1) nHz’l(Q;T)
+[6" - G“HZJ(Q;T)
<C,& +6<(C+1)&, (9.93)

which proves (9.55). Finally, since (9.55) holds, then (9.56) follows immediately from
(9.25).

9.7 Proof of Theorem 9.4.7

Recall that Theorem 9.4.6 is valid; see item 2 in Remarks 9.4.2 (Section 9.4). By the
triangle inequality, (9.41), (9.55), and (9.58),

Jw* - wn||Hz,1(Q;T) = [W* = Wiina@)56.1) + Wmina@)p6,7) Wn)”HM(Q;T)
< G + IWnin6)86.7) ~ Wallm21g))
< G + [Wiin o) p6.1) — Walm21(g2)
= 16 + Winin )61 ~ Wl gz)
< 18 + 0" Winin p6)86,1) = Wolla g2y
= C16” + 0" [Wininp5)55,1) ~ Wollgin qz)»

which proves (9.59). Estimate (9.60) follows immediately from (9.59) and the discus-
sion in the last paragraph of Section 9.3.
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9.8 Numerical testing

In the following tests, we set the domain Q = (1, 2) x (1,2) and also
Lu = Au - c(x)u.

To solve the inverse problem, we should first computationally simulate the data (9.7),
(9.8) via the numerical solution of the forward problem (9.4). To solve problem (9.4),
computationally, we have used the standard finite difference method. The spatial
mesh size is 1/640 x 1/640 while the temporal one T/512. For the forward problem, we
use the implicit scheme to compute the data needed for the inverse problem.

In computations of the inverse problem, the spatial mesh size is 1/16x1/16 and the
temporal one T/16. When minimizing the functional J M;(w) in the discrete sense, we
formulate the right-hand side of (9.24) via finite differences and minimize with respect
to the values of the function w at grid points. To minimize the discretized functional,
we use Matlab’s built-in function fminunc with its option of quasi-Newton algorithm.
This procedure calculates the gradient VJ A8 (w) automatically and iterations stop when
the condition V], s(w)| < 1072 holds. Note that even though our theory requires the
application of the gradient projection method, our numerical observation is that we
can avoid the use of the projection operator Py and to work with just the conjugate
gradient method. In fact, the use of the operator Pz would complicate the numerical
implementation. The same observation took place in Chapters 7, 8, and 10 as well as
in all our works on the convexification, which contain numerical studies [9, 115-117,
142-145, 145, 146, 150, 151, 164]. Also, we have minimized the functional J 18(W) rather
than I 18(W) and it worked quite well.

As to (9.25), we have numerically discovered that rather than taking an average
over t € [-yT,yT], better to use (9.13) at {t = t,}. In numerical tests below, we took

A=1, k,=3, B=00L (9.94)

In the process of the minimization of the functional M;(w), the starting point of itera-
tions is always chosen to be the null function of value zero everywhere.

In the following three tests, we show the results of the recovery of the coefficients
c(x) with sophisticated structures. We choose the tested coefficients c(x) having the
shapes of the letters “A” and “Q.” We measure g;(x;, X, t) on 16x32 detectors uniformly
distributed on the rectangle I'; and “measure” the function f;(x;, x,, t,) on 16 x 16 de-
tectors uniformly distributed on the square (1,2)x (1, 2)x{t = ty}. Asinitial and Dirichlet
boundary conditions for the data simulations in (9.5), (9.6), we took

u(x,-T) = 1 +sin(m(x; - 1)) sin(r(x, - 1)) and uls: = 1.

We allow in our tests the function c¢(x) to be both positive and negative. Indeed, we
have imposed the positivity condition (9.3) only to ensure that the function u(x,t) +
0 in Q7. However, we have not observed any zeros of this function in our numerical
studies.
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9.8 Numerical testing =— 219

Test 1. First, we test the reconstruction by our method of the coefficients c(x) with the
shapes of letters “A” and “Q.” In this test, we measure the data at time {t, = O} for the
cases T = 1and T = 0.1. The numerical results are shown in Figure 9.1.
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0.1 [ 3] (5] .1

[} 0 0 ]
o 0z 04 06 0g 1 o 02 04 06 08 1

(a) ¢(x) with the shape of the letter “A” (d) ¢(x) with the shape of the letter “Q”
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08 L 09 08
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07 o7 . 0.6

06 06 06 05
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04 . 04 03

03 0.2 0.3 . . 0.2

02 i 02 o1
o

01 01 o

o 0
0 0z 04 06 08 1 0 0z 04 06 [ 1
(b) Recovered ¢ (x) for T =1 (e) Recovered ¢ (x) for T =1

1 1 09
09 1 08 08
08 o8 o1

0.8
07 o7 06
06 \ o 086 0s
05 1] 04
0.
04 ! 04 e
03 02 03 ‘ 02
0z 0.2 “ 0.1
o
o1 o1 ?
0.1
0 0
0 0z 0.4 06 08 1 0 02 04 08 [ 1
(c) Recovered ¢ (x) for T = 0.1 (f) Recovered ¢ (x) for T'=0.1

Figure 9.1: Results of Test 1. Here, t, = 0 in (9.8). (a) The coefficient ¢(x) with the shape of the letter
“A.” (d) The coefficient c(x) with the shape of the letter “Q.” (b) and (c) are the recovered c(x) for
T = 1and T = 0.1respectively for coefficient with the shape of the letter “A.” (e) and (f) are the
recovered c(x) for T = 1and T = 0.1, respectively, for coefficient with the shape of the letter “Q.”
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1 1
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a)Recovered ¢ (x) for e = 0.02 (b) Recovered ¢ (x) for e = 0.01
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) Recovered ¢ (x) for ¢ = 0.02 (d) Recovered ¢ (x) for ¢ = 0.01

Figure 9.2: Results of Test 2. Here, T = 0.1and in (9.8) t, = 0. We show the results in the case when
the data are measured at a time t,, which is close to the initial time moment {t = —T = -0.1}. (a) and
(b) are the recovered c(x) for e = 0.02 and € = 0.01, respectively, for coefficient with the shape of
the letter “A.” (c) and (d) are the recovered c(x) for € = 0.02 and € = 0.01, respectively, for coefficient
with the shape of the letter “Q.” Comparison with Figure 9.1 shows that the quality of images is
better if ¢, is not too close to the initial time moment {t = —-T}.

Test 2. In this test, we set T = 0.1. We show the results in the case when the data are
measured at a time {ty}, which is close to the initial time {t = -T = -0.1}. We take
to = —T + e with € = 0.02 and € = 0.01. We test the reconstruction by our method of
the coefficients c(x) with the shapes of the letters “A” and “Q.” The numerical results
are shown in Figure 9.2. In this test, we demonstrate the results when one measures
the data at some time close to the initial time. It is numerically shown that the closer
t, is to the initial time ¢ = -T, the worse the result is.

Test 3. We now want to see how the random noise in the data influences our recon-
struction. We add 5% relative random noise to each detector on I'; as well as on
(1,2) x (1,2) x {t = 0}, that is, we work now with the noisy data,

noise |

X t = gl(x7 t) + U‘fx,tgl(x’ t)r (995)
WX, tg) = fo(X) + 0&fo (%) (9.96)

u
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1 1
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08 1 09
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0.5

08 08 08
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@ 0

0.1 01
01

n 0.2 u

(a)Recovered ¢ (x) with the shape “A” (b) Recovered ¢ (x) with the bhape “Q”

Figure 9.3: Results of Test 3. Here, T = 1and t, = 0in (9.8). (a) and (b) are the recovered coefficients
c(x) with the shapes of the letters “A” and “Q,” respectively. The measured data contain 5% relative
random noise.

Here, 0 = 5% is the noise level, & ; and & are independent normally distributed ran-
dom variables. To preprocess the noisy data, we use the thin plate spline smoother
developed in [61]. The algorithm proposed in [61] provides a good approximation to
the true function without knowing neither the noise level nor any other a priori infor-
mation of the true function to be approximated. Then the cubic B-splines are employed
to approximate the first- and second-order derivatives of the noisy data. In this test,
we “measure” g;(x;, Xy, t) on 16 x 32 detectors uniformly distributed on the plane I';
and also “measure” f;(x;, X,, tg) on 160 x 160 detectors uniformly distributed on the
plane (1,2) x (1,2) x {t = 0}. Wenow set T = 1, in (9.8) t, = 0, and the noise is added
to the data as in (9.95), (9.96). We test the reconstruction by our method of the coeffi-
cients with the shape of the letters “A” and “Q.” The numerical results are shown in
Figure 9.3. We see that our method works still very well in the mild noisy case.

9.9 Proof of Theorem 9.4.1

We prove this theorem only for functions u(x, t) such that
ueC(Qf), uls: =ulrs = 0. (997)

The caseu € Hé’l(Qi) follows immediately from this proof via density arguments. Be-
low in this proof, O(l//\k), k > 1 denotes different smooth functions, which are in-
dependent on u and for which the following estimate is valid IIO(l/Ak)II o <C //Ik s
VA > 1.

@)
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Recall that by (9.20) @, (x, t) = exp(zll(x2 — t?)). Introduce a new function v(x, t) =
u(x, t) exp(/l(x2 —t%).Thenu=v exp(—)l(x2 - t%)). Hence,

(- M) = (v, — AV + 4y, — 82 (1= 1/(2%) + t/(2¢%) )v) exp(-A(x* - t2))
= [(~Av = 82531 + OA/D)WV) + (v, + 4Axv,)] exp(-A(x - £2)).

Hence,
(u; - Au)zq)A > (2v; + 8y )(-Av - 4/l2x2(1 +0@1/D))v). (9.98)

Step 1. Estimate from the below the following term in (9.98):
2v,(—Av — 4Ax*(1 + 0(1/A))v + 2Atv). We have

2, (- — 43 (1 + O(1/)v + 2Atv)
n
= -2 vy Ve + (-4 (1+ O/ + 2407°), - 20
i=1
n n
= Z(—vaivt)xi +2 Z Vi Vit + (=425 (1+ OV + 2A0°), - 247
i=1 i=1

=20 + Z(—vaivt)xi + ((Vv)2 - 4/(2)(2(1 + O(l//\))v2 + ZAtvz)t.
i=1

Thus,
2, (~Av — 80 (1 + O(1/A)v + 2Atv) = 24> + div U, + Vy, (9.99)
divU, = Zn:(—Zinvt)Xi, (9.100)
i=1
Vi(x,t) = (V)% = 4453 (1 + O(1/))V2. (9.101)

Step 2. Estimate from the below the following term in (9.98):
8Axv, (-Av - 42%%*(1 + O(1/A))v + 2Atv). We have

8V, (~Av — 4A°X%(1+ O(1/A))v + 2tv)
= -8xv,v,, + i(—S/\vavxl_Xi)
i=2
+ (1673 (1 + OV + 8xtv?) + 48°%° (1 + O(1/A))V
= (~4A0v2), + 4AVE + Zn:(—S/\vavxi)Xi + i(s/txvxxivxi)

i=2 i=2

+ 48X (1 + 0V + (-161°° (1 + O(/)IV + 8A°xtv?),

n
= 4)l<v)2( - Z v,z(i> + 48/\3)(2(1 + O(l//\))v2
im2
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n
+ (—ZM.XV)Z( + 4Ax Z vi_ - 16/13x3(1 + O(l//l))v2 + 8A2xtv2>

i=2 X

n
+ Z(—g/‘XVxVx,-)x,--

i=2

Thus, we end up with the following estimate of Step 2:

8Axv, (—Av — 4A°X%(1+ O(1/A))v + 2Atv)

= 4/1( z > +480°3%° (1+ O(l//l))v +divU,, (9.102)

divU, = (—4/1xv§ +4)x Z ve — 160 (1+ 01/ + 8/12xtv2> (9.103)

i=2 b'e

n
+ Z(—8/1xvxvxl_)xi.

i=2

Step 3. Analysis of boundary integrals over St.
Let v = v(x) be the unit outward looking normal vector to 0Q at the point x € 0Q.
By Gauss’ formula, (9.100) and (9.103),

n
Y (Uy; + Uyy) cos(v(x), x;)dSdt, (9104)
i=1

T
j (div U; + div U,)dxdt = J
Q; -T

B—

where Uy = (Upy,..., Ugp), k = 1,2. Obviously, Uy; = -2v, v;. Since (9.97) holds and
since

VX, 1) = (up — 2Atu)(X, t) exp(A(x* — £2)),

then v,(x,t) = O for x € 0Q. Hence, in (9.104),

T n
j J 3" Uy cos(v(x), x;)dSdt = 0. (9.105)
“Taq =1

We now analyze the first term in the right-hand side of (9.103). We have
V(X t) = (U, + 2Axu)(X, t) exp(/\(x2 - tz)), (9.106)
Vi, (X, ) = Uy (X, 1) exp(/\(x2 - tz)), i=2....n (9.107)
By (9.97), (9.103), (9.106), and (9.107),

T T
j U, cos(v(x), x;)dSdt = 41A j Jui(A,)‘c)ez"‘Az*f2>ds >0, (9.108)
-T -T I‘I
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where I'" = {x = A} n 0Q. Similarly,

T
J J U,; cos(v(x),x;)dSdt =0, i>2. (9.109)
“T 30

Using (9.104), (9.105), (9.108), and (9.109), we obtain

J (div U; + div U,)dxdt > 0. (9.110)
Q;

Step 4. Sum up (9.99) with (9.102), replace the right-hand side of (9.98) by the re-
sulting inequality and then integrate the obtained inequality over Q. Use in that in-
tegral (9.97), Gauss’ formula, (9.101) and (9.105)-(9.109). We obtain for all A > A, and
forallu € C2(Q3) n HX'(QF),

J(ut - Au)z(p,\dxdt > —4A J(Vu)z(p;ldxdt + 4773 J uzxz(p,\dxdt (9.111)
0: 0: 0:
+ J(Vl(x, T) - Vi(x,-T))dx.
Q

The inconvenient point of (9.111) is the presence of the negative term in the first line of
(9.111). Therefore, we continue.

Step 5. Estimate from the below (u; —Au)u¢,, and then estimate the corresponding
integral over Q7,

2
u
(U — Awug, = (3(/7/1) + 20U ) + (U UPy), + Uspy + AU UP,
t
n n 5
+ ) (U UPY)y + Y Uy 2
io o

n uZ
= (Vu)’@p + Y (~Uy Uy, + <7<PA>[ + (algy),
i=1

- 8A%X%(1+ 0(1 /M),
Hence,

(uy — Awug, = (Vu)2<p,1 - 9/12x2u2<p/1 +divU; + Vy, (9.112)

n
divU; = Z(—uxiwp;l)xi +(20algy),, (9.113)

i=1

w2
VZ(X, t) = ?(p}l (9.114)
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Hence, by (9.97), (9.113), and Gauss’ formula,

J div Uydxdt = 0. (9.115)
Q:

Integrate (9.112) over Q; using (9.114) and (9.115). Then multiply the resulting inequal-
ity by 51 and sum up with (9.111). We obtain

54 J (u; — Aw)ug dxdt + j (u - Au)2<pAdxdt
Q7 Q7
>A J(Vu)2¢Adxdt +20° J i’y dxdt (9.116)
Q7 Qr
+ J[(V1 +5AV,)(%, T) — (V; + 5AV,) (%, -T)]dx.

Q

Next, by the Cauchy-Schwarz inequality,

51 J (uy — Aw)ug,dxdt + J (u; — Au)2<p,1dxdt (9.117)
T Q
7 2 5.2 2
< 3 .[(ut - Au) @ dxdt + E}l J u @ dxdt.
Q7 Q7
Since for sufficiently large Ay, > 1and for A > A,
° J usx’p dxdt - g)lz J u’p,dxdt > A° J u'x’pdxdt, (9.118)

Q; Q Q

then (9.116)—(9.118) imply that for all u € H(z)’l(Qi) and forall A > A,

J(ut - Au)’@,dxdt > CA j [(Vu)? + A°u?] g dxdt (9.119)
Qr o
+ I[(V1 +5AV,) (%, T) — (V; + 5AV,)(x, - T)]dx,
Q

which is a part of estimate (9.28).
Step 6. In this step, we incorporate terms with uf, u
We have

2
XX

n
(u; - Au)z(p,\ = uf(p,t = 2U Uy ) — Z ey, P + (Au)z(p,\. (9.120)
i=2

EBSCChost - printed on 2/10/2023 4:30 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



226 =—— 9 Convexification for an inverse parabolic problem

Denote
n
2
2 = _Zutuxx(p/l’ Zy=- Zzutuxixi(p/b Z3= (Au) Pa
i=2

and estimate each of terms in (9.121). First, we have

- _2utuxx(p/l = (_2utux(p)l)x + zutxux(p/l + SAxutux(p/l
= (2upu pp)yx + (uifl’/\)t + Mtui(p/\ + 8xu Uy )

1
> —Euf% - CXU oy + (~2uu, ), + (Uopp),-

Thus,

1
Z 2 _iu%(p/l_ /\2 z(p/l"'( zut x(p/l)x ( )z((p/l)['

We now estimate z,,

n

n
2 = z(_zutux,-(p/l)xi + Z zutxiuxi(p/l
i=2 i=2

n n n
= D (U pp), + AL Y Uz Pr + Y (2t Pp)
i=2 i=2 i

n n n
~CA Y wpp + ) (U @2), + ) (2 P1)s-
i=2 i22 i=2

Thus,

n
z; = CAZu <pA+Zu ©1); +z —2UslUy Q)
i=2

i=2 i=2

Now we estimate z3,

2
n
23 = (Au)z(p/l = <uxx + Zuxix,-> Pr
i=2
n

n
2
uxixi(p/l +2 Z Upx Uy,x, Pr + Z Uyx; uxjx}« Pa
i=2 i,j=2,i#j

n n
2
uxix,-(p}l + (2 Z Uy Uy x; (p}l> -8 Z UyUy.x, Pr
i=2 X i=2

n n n
-2 z uxuxxix,- Prt ( z uxi uxjxj (p/t> - Z ux,- uxix]-x]- Pr
Xi

i=2 1,j=2,i#] i,j=2,i#]

=

]
—_

Il
.M:

Il
—_

I
.M=

1]
—_

n n
2
uxixi(p)l + <2 Z Uy Uy.x; (p}l> -8 Z Uy Uyx, PA
i=2 X i=2
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n 1 L
2
+ <_22uxuxxig0}t> +ZZuXXigDA + ( Z uxiux]-xi(p/\>
X; %

iz2 iz2 ij=2,i#

n n
2
+(_ Z uxiux,-xjw}t> + Z uxix]-(p/\~
%

ij=2,i#j ij=2,i#j
Since by the Cauchy-Schwarz inequality,
L 20012 1w
—8/1xz Ul P = —CA“(VU) ") — 5 Z Uy P>
i=2 i=2

then (9.124) implies that

N =

n
232 5 ), pr — A2 (Vw’p,
ij=1

n n
+ (22 uxux,-x,-(p/l> + <_ZZ uxuxx,-(p/\>
i=2 X X;

i=2

n n
+ ( z Uy, uxjxi§0A> + <_ Z ux,-ux,-x]-(p/l> :
ij=2,i#f X ij=2,i# X
Combining (9.120)—(9.125), we obtain

n
(u - Du)’ gy 2 (“f +) ui,.xj ><PA - CA(Vu)’p,
ij=1

+divU, + Vs,
J div U, dxdt = 0,
Q;
Vs = (Vu)’ gy

(9.125)

(9.126)

(9.127)

(9.128)

In (9.126), the number C = C(Q, T) > 0 depends on the same parameters as the above
number C. We introduce C here with the goal to obtain a better combination of (9.126)

with (9.119).

Using (9.127) and (9.128), integrate (9.126) over Q7. Next, multiply the resulting
inequality by C/(2CA). Next, sum up the resulting estimate with (9.119). In doing so,

keep in mind that (9.101), (9.106), (9.114), and (9.128) imply for A > A,

<V1 +5AV, + %%)(x, T) > —CA? exp(2A(B* - T*))u’(x, T),

—(Vl +5AV, + %%)(x, -T) > —Cexp(2A(B* - T))((Vu)* + A%u?)(x,-T).

Then, using two latter inequalities and taking into account the fact that C denotes
different positive constants depending only on Q and T, we obtain the target estimate

(9.28) of Theorem 9.4.1.
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10 Experimental data and convexification for the
recovery of the dielectric constants of buried
targets using the Helmholtz equation

In this chapter, we follow publications [115, 117]. Permissions for republishing are ob-
tained from the publishers.

10.1 Introduction

While in Chapters 7-9, we have developed the convexification method for electrical
impedance tomography, a CIP for a hyperbolic PDE and a CIP for a parabolic PDE,
we develop here the globally convergent convexification method for a 3D CIP for the
Helmholtz equation. In our CIP, the wavenumber (i. e., frequency) is fixed and the
backscattering boundary data for the inversion are generated by the point source mov-
ing along an interval of a straight line. First, we develop the convexification analyti-
cally. Next, we test it on microwave experimental data collected by the research group
of Klibanov: He is in charge of two experimental devices located in Grigg Building of
the University of North Carolina at Charlotte. More precisely, we calculate the dielec-
tric constants of targets buried in a sandbox. It is well known that dielectric constants
of buried targets are very hard to calculate using standoff measurements. Values of
dielectric constants, in turn give us locations and shapes of targets. We point out that
two (2) out of five (5) of our tests are for the most challenging case of blind experimental
data.

Targets of our primary interest are those which mimic antipersonnel land mines
and improvised explosive devices (IEDs). It was stated in [170] (p. 33) that even though
the knowledge of the dielectric constant alone is insufficient to identify an explosive,
one can still hope that this knowledge might serve as an important piece of informa-
tion, additional to the conventional ones, to help better identify explosives, and thus,
to decrease the false alarm rate.

The coefficient of the Helmholtz equation, that is, the spatially distributed dielec-
tric constant, is the subject of the solution of our CIP. In principle, we probably would
need to work with the full Maxwell’s system rather than with the single Helmholtz
equation. However, it was demonstrated numerically in [155] that if the incident elec-
tric wave field has only a single nonzero component, then this component dominates
two other components while propagating through a medium. Furthermore, the prop-
agation of this dominated component is well described by the Helmholtz equation.
A similar result was obtained in [20] for the time dependent case. Besides, we will see
below that the description by the Helmholtz equation provides accurate results for
experimental data, which is an ultimate justification of this mathematical model; the

https://doi.org/10.1515/9783110745481-010
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same was observed in many previous publications about experimental data [22, 24,
25, 115, 116, 139, 143, 168, 170, 204, 205, 242, 243].

In principle, the case when the source is moving and the frequency is fixed en-
ables one to consider a physically realistic problem when the dielectric constant de-
pends not only on spatial variables but on the frequency as well. Indeed, if we repeat
those measurements for an interval of frequencies, then we can find the dependence
of the dielectric constant on both spatial variables and the frequency. But we assume
here that the dielectric constant depends only on spatial variables and not on the fre-
quency. The analytical part of this paper is devoted to the derivation of the method
and its convergence analysis.

Unlike this chapter, previously the convexification method was constructed for
some CIPs for the Helmholtz equation only for the case of a single direction of the in-
cident plane wave with the wavenumber running over a certain interval [142, 143, 145].
We demonstrate in our numerical studies below that, in the moving source case, the
convexification method accurately images all three components of targets of interest:
locations, shapes, and the target/background contrasts in the dielectric constant. This
is unlike the above mentioned previously studied case of a single direction of the inci-
dent plane wave, which ensured only first and third components, while shapes were
not accurately imaged.

One of strengths of the convexification is that it works only with the non-over-
determined data. This means that the number m of independent variables in the data
equals the number n of independent variables in the unknown coefficient, m = n. In
particular, inour CIPm =n = 3.

As to the CIPs with the fixed wavenumber, we refer to numerical procedures de-
veloped during a long standing effort by the group of R. G. Novikov since about 1988
[211]; also, see, for example, [1, 3, 213, 215]. See Section 1.4 for further comments on
this issue.

Just as in Chapters 6, 7, 11, and 12, we use a special orthonormal basis in L,(a, b),
which was first introduced in [136]. This basis is described in Section 6.2.3. And just
as in those chapters, we truncate the Fourier series of a certain function with respect
to this basis. Then we work with the resulting approximate mathematical model and
do not prove convergence of our method at N — oo, where N is the number of terms
in that truncated series. We refer to Remark 7.3 for a discussion of this issue.

We also note that we consider here the problem of finding the coefficient of the
Helmholtz equation from scattering data in the case when the both the magnitude and
the phase of the scattered wave are known. But there are also cases when the phase is
unknown. Corresponding CIPs were considered in works of Klibanov and Romanov;
see, for example, [159, 160, 226] for some references. Finally, we refer to some works on
inverse scattering problems in the case when one is recovering locations and shapes
of inclusions but not the values of the unknown coefficients inside [104, 186—188].
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10.2 Statement of the coefficient inverse problem

We model the propagation of the electric wave field by the Helmholtz equation instead
of the Maxwell’s equations. This modeling was numerically justified in the Appendix
of the paper [155]. Such a mathematical model is true at least for rather simple medium
consisting of a homogeneous background and a few embedded inclusions. Besides,
good accuracies of reconstructions obtained by our research group from experimental
data in publications [115, 116, 143, 204, 205], where the Helmholtz equation was used
to model the wave propagation process, speak in favor of this modeling.
Denote X = (x,Y,z) € R>. Let the number R > 0. We define the cube Q ¢ R? as

Q={x:|xl,lyl <Rz € (-b,b)}. (10.1)

LetT c 0Q be the lower part of the boundary of Q where measurements of the backscat-
ter data are conducted,

T:={x:|x|,lyl <R,z = -b}. (10.2)

Let ¢ := c(X) € [1, 00) be a sufficiently smooth function that represents the dielectric
function of the medium. We assume that

.3
{C(X) >1 inR>, (10.3)

cx)=1 in ]R3\Q.

Here, k > 0is the wavenumber. The function c is the spatially distributed and k depen-
dent dielectric constant. The second assumption in (10.3) means that we have vacuum
outside of the domain of interest Q.

Let a;, a, and d be three numbers such that d > b and a; < a,. We define the line
of sources as

Ly ={(@,0,-d): a; < a < a,}. (10.4)

Obviously, this line is parallel to the x-axis. The distance from L. to I' is d, and the
length of our the line of sources is a, — a,. Since d > b, then L, N Q = @. Thus, for
each a € [-a, a] the corresponding point source is x,, := (&, 0, —d) € L.

First, we formulate the forward problem. Let k = const. > 0 and assume that the
function c is known. For each source position x,, € L. the forward problem is

Au+ KPe(x)u = -8(x - x,) in R, (10.5)

rll%lo r@u—iku) =0 forr=|x-x,/,i=V-1. (10.6)

Conditions (10.5)-(10.6) form the Helmholtz equation with the Sommerfeld radi-
ation condition at the infinity. Let u,(x, a) be the solution of (10.5)-(10.6) with ¢ = 1,

_exp(ik|x — x,|)

,0) = 10.
Ho(%, &) 471|X - X, | (10.7)
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Using the Helmholtz equation for u, , = uy(x, a), we obtain from (10.5)-(10.6),

A —ugy) + kz(u —Ugg) = —kz(c(x, k)-1Du in R,

lim r[0,(u—ugg) —ik(u—ugy)] =0 forr =[x —x,l.

In view of the fact that c(x) = 1in R*\Q, we thus find that the solution u to the Sys-
tem (10.5)—(10.6) satisfies the so-called Lippmann-Schwinger equation (see, e. g., [66,
Section 8.2]), which reads for all x € R? as

exp(ik|x — x'|)

4rt|x - X/| (c(x') - Du(x', a)dx’. (10.8)

u(x, a) = uy(X, a) + K J
Q

We now pose the CIP which we solve in this paper.

Coefficient Inverse Problem (CIP). Given a fixed wavenumber k > 0, determine the co-
efficient c(x) for x € Q in the system (10.5)—(10.6), assuming that the following func-
tion F(x,X,) is given

F(x,x,) =u(x,a) forxeT,x, €Ly, (10.9)
where u(x, a) is the solution to (10.5)-(10.6).

Physically, to reconstruct the dielectric function c of objects in Q, one sends the
incident wave field from the source x,. This wave scatters when hitting the objects.
Then one measures the backscattering wave on the square T at a single frequency.
And the data (10.9) are used to reconstruct the unknown dielectric constant inside the
cube Q.

Uniqueness of this CIP is a long standing open problem. Currently uniqueness
for multidimensional CIPs with non overdetermined data can be proven only by the
BK method and only if the right-hand side of equation (10.5) is not vanishing in Q;
see Chapter 3 for a variety of uniqueness results. Nevertheless, uniqueness within the
framework of our approximate mathematical model (Remarks 10.3.1) follows immedi-
ately from Theorem 10.3.2.

Remarks 10.2.1.

1. We are not interested here in a specification of smoothness condition imposed on
the function c(x). Thus, c(x) is supposed to be sufficiently smooth with respect to
x; also see Remark 8.2.1. Some particular discussions concerning this matter can
be found in, for example, [142] and references therein, where the smoothness of
c(x) is essential for the asymptotic behavior of the solution u to the forward prob-
lem (10.5)—(10.6). We also note that in studies of CIPs the smoothness conditions
are usually not of a considerable concern; see, for example, [224, Theorem 4.1].

2.  We solve the forward problem (10.5)—(10.6) using the integral equation (10.8) for
all x € Q. In doing so, we rely on numerical methods commenced in [246]. This
way enables us to extract information of u(x, a)|r, and by repeating this process
for each a € [—a, a] we obtain computationally the simulated data (10.9).
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10.3 An auxiliary system of coupled quasilinear elliptic equations

10.3.1 An equation without the unknown coefficient

Observe that since L, is located outside of Q, then the point source x,, = (a, 0, -d) is
not in Q. Hence, (10.5)-(10.6) imply that for each a € [a;, a;],

Au+Kcx)u=0 inQ. (10.10)

We now define the function log u(x, @). The conformal Riemannian metric generated
by the function c(x) is

dr = e@ldxl,  ldx] = y(dx)? + (dy)? + (dz)2.

Following [159, 160], we assume that geodesic lines generated by this metric and orig-
inated at sources X, € L, are regular. In other words, for each point x ¢ R> and for
each point x, € L. there exists unique geodesic line I'(x, X,) connecting them. See
(8.10) and [225] for a sufficient condition of the regularity of geodesic lines. The travel
time along I'(x, x,) is

T(X,X,) = J c(&€)ds.

rxx,)

Tentatively, we denote u = u(x, k, a). It was established in [159] that, under certain con-
ditions imposed on c(x), which we do not discuss here (Remark 10.2.1), the asymptotic
behavior of the function u(x, k,a) at k — oo is

ux, k, a) = Ax, a) exp(ikr(x, x,))[1 + O(1/K)], V(X @) € Q x [ay, ay], (10.11)

where the function A(x,a) > 0. Let k > 1 be a number. Assuming that k is suffi-
ciently large, and that k > k, we obtain from (10.11) that u(x, k, a) # O for all (x, k, a) €
Q x [k, 00) x [a;, a,]. Denoting the term O(1/k) in (10.11) as O(1/k) = s(x, k, &), we natu-
rally assume that [s(x, k, a)| < 1. Hence, using (10.11), we uniquely define the function
logu(x, k, ) as

(_l)n—l

(o)
log u(x, k, @) = ikt(x,X,) + In A(X, @) + z s"(x, k, ), (10.12)
n=1

for all (x, k,a) € Q x [k, 00) x [-a, a]. In (10.12), the series is obviously taken from the
power series expansion of the function log(1 + s(x, k, @)).

Now, suppose that k is not so large, but still k > k > 0 where the number k is such
that

ux,k,a) # 0 forall (x,k,a) € Q x [k, 00) x [a;,a;]. (10.13)
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Then, using an idea of [157], we define the function ¢(x, k, &) as
k
ok a) = - j Md;ﬁlog ux, k), VX ka)eQxlk co)x[a,a,), (10.14)
; u(x,n,a)
where logu(x, k, @) is defined in (10.12). Hence, (Ogu — uokp)(x,k, @) = 0. Multiply-
ing both sides of the latter by e™?, we obtain J; (ue ?)(x, k,a) = 0. Since ¢(x, k, a) =
u(x, k, a), then u(x, k, a) = exp(p(x, k, a)). This uniquely defines the function log u(x, k,
a) = (X, k, a) as long as (10.13) holds. Finally, we note that we use below only deriva-
tives of the function u(x, k, a), which means that we do not use log u “directly.”

In all of our above cited previous publications about numerical methods for CIPs
for the Helmholtz equation, we have not observed numerically such values of the func-
tion |u(x, k, a)|, which would be close to zero. The same is true for the current paper.
Thus, we assume below that the fixed number k we work with is such k € [k, c0).
Hence, by (10.13)-(10.14), the function log u(x, k,a) = @(x,k, a) is uniquely defined.
Thus, we assume below that

ux,a) #0 forall (x,@) € Q x [a;,a,].
We set
log uy(x, @) = ik|x — X, | - In(4m|x - x,]). (10.15)

Denote v, (X, a) = u(x, a)/uy(x, a) and define the function v(x, a) as

v(x,a) =logvy(x,a) = logu(x,a) —loguy(x,a) forx e Q,a € [a;,a,]. (10.16)
Obviously,
2
Wxa) = LoED N gy = A& <W°(X’ “)> . (10.17)
Vo(X, a) Vo(X, a) Vo(X, a)
Using (10.17), we obtain the equation for v:
Av + (V)2 +2Vv - V(loguy(x,a)) = —kz(c(x, k)-1), xeQ (10.18)
Differentiating (10.18) with respect to a, we obtain
A0V +2VV VO,V +2VO,v - R, + 2%, - Vv =0 forallx € Q. (10.19)
Recall that X — x, = (x — a,y,z + d). We have the following notation in (10.19):
~a:ik(x—x,,()_ x—xaz’ (10.20)
[x — X, [x — X,
Xy = ﬁ(_yz ~(z+d, (x - )y, (x - Q)z)
_ m((x —a)? -y’ - (z+d)%2(x - a)y, 2(x - a)z).
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The notion behind this differentiation is to get rid of the a-independent dielectric
function c in (10.18), and thus, the auxiliary equation depends only on v and 9,V is
presented in (10.19). This approach is actually very similar with the first step of the BK
method. To deal with the variable a in (10.19), we rely below on the orthonormal basis
of Section 6.2.3 to reduce (10.19) to a system of coupled elliptic quasilinear PDEs.

Remark 10.3.1. Suppose that we have approximately computed the function v(x, a).
Then substituting this approximation in equation (10.18) and taking the average of
the left-hand side with respect to a, we obtain an approximation for the unknown co-
efficient c(x).

10.3.2 Truncated Fourier series

To approximately solve the auxiliary problem (10.19), we use a truncated Fourier se-
ries. To do this, we use the orthonormal basis in L,(a;, a,) of Section 6.2.3 denoted by
{n(@}p2o, a € (a3, ay).

Consider the auxiliary function v(x, ) that we have defined in (10.16). Given N > 1,
our truncated Fourier series for v is written as

N-1
VR @) = Y (VX ), P () p(@) forx e Q,a € [ay, ay). (10.21)

n=0
Actually the sign “~” should be used in (10.21). However, we use “=” for the fur-

ther convenience of our work with our approximate mathematical model; see Re-
marks 10.3.1 about this model.

Remarks 10.3.1.

1. Justasin Chapters 6-8, the representation (10.21) is an approximation of the func-
tion v(x, a) since the rest of the Fourier series is not counted here. Furthermore,
we assume that the a-derivative d,v(X, «) can be obtained via the term-by-term dif-
ferentiation of the right-hand side of (10.21) with respect to a. Next, we suppose
that the substitution of (10.21) and its a-derivative in the left-hand side of equation
(10.19) give us zero in its right-hand side. In addition, we assume that the substitu-
tion of (10.21) in the left-hand side of (10.18) provides us with the exact coefficient
c(x) in its right-hand side. Finally, we impose in Section 10.3.3 the boundary con-
dition (10.28) on 0Q\T.

2. The assumptions of item 1 form our approximate mathematical model. We cannot
prove convergence as N — oo. Indeed, such a result is very hard to prove due to
both the nonlinearity and the ill posedness of our CIP. Therefore, our goal below is
to find spatially dependent Fourier coefficients v,,(x) = (v(X, ), ¥,,(-)). The number
N should be chosen numerically, see Remarks 7.3 for a discussion of this issue.
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3. Everywhere below we work only within the framework of this approximate math-
ematical model. As it was pointed out in Introduction, the fundamental underly-
ing reason why we are accepting this model is that the original CIP is an extremely
challenging one; also see Remarks 7.3 for a similar conclusion.

We now substitute (10.21) into (10.19) to get

N-1 N-1
( D n(X)%(d)) + 2V< Y VX)) ( D vn(X)lliﬁ,(a)>
n=0

n=0 n=0

N-1
+ 2V< Z v (x)lpn(a)> o+ 2%, V( z vn(x)lpn(a)) =

n=0

This equation is equivalent with

N-1 N-1N-1
> P (@)AV,(x) +2 Z > (@ (@) Vv, (X) - Yy (x) (10.22)
n=0 n=0 =0

N-1 N-1
+200(@) D Vv (X) Ry + 2 (@) Y Ry VVp(X) = 0
n=0 n=0
Multiply both sides of (10.22) by the function ¥,,(a) for 0 < m < N - 1 and then
integrate the resulting equation with respect to a. We arrive at the following system of
coupled quasi-linear elliptic equations:

AV(x) +K(VV(x))=0 forxeQ, (10.23)
V(x) = po(x) forx e 0Q, (10.24)

V,(x) = @;(x) forxeT, (10.25)

K(VV (%) = My'f(VV(x)), (10.26)

where My is the matrix of Theorem 6.2.1. Recall that this matrix is invertible. Here,
¢@o(x) and ¢,(x) are known boundary data and we explain in Section 10.7.4 how to
obtain them. Above, the unknown vector function V(x) € RY is given by

V) = () V&) - vy a®)

The nonlinearity f = ((f,)\_5)" € RY is quadratic with respect to the first derivatives
of components of V(x),

F(TV00) =2 3 V00 - V() j Y@ (@] (@)da

nl=0 “a

N-1 ¢
+2 3 [ Pn(@P @00 R (10.27)
n=0_",

N-1

+2 J Y (P, ()X, - Vv, (X)da.
n:Ofa
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It follows from (10.26) and (10.27) that the vector function K(VV) is quadratic with
respect to components of VV.

The problems (10.23)—(10.25) are overdetermined since we have two boundary
conditions (10.24), (10.25) instead of just one. Also, this is not a regular Cauchy prob-
lem for the system (10.23) since the Dirichlet data in (10.24) are given at the entire
boundary 0Q. If solving problems (10.23)-(10.25), then we would find the dielectric
constant c(x) via backwards calculations. Therefore, we focus below on the solution
of problems (10.23)—(10.25).

10.3.3 Boundary data (10.24), (10.25)

We now explain how to find the boundary data for the vector function V(x) in (10.24),
(10.25). It follows from (10.9) and (10.21) that the Dirichlet data at x ¢ T for V(x)
are known. As it is known, several data completion methods are heuristically ap-
plied in inverse problems with incomplete data; see, for example, [204]. To comple-
ment the lack of the boundary data information on 0Q\T, we use the data completion
for (10.10). More precisely, we set for each a:

F(x,x,), ifxeTl,

u(X, a)|pg = { (10.28)

ug(x,a), ifx e 0Q\T,

where the u,(x, a) is given in (10.7) and it is the solution of problem (10.5)-(10.6) for
the case of the uniform background.

As to the Neumann data (10.25), usually measurements are performed far from
the domain of interest, that is, on the plane {z = -D}, where D > b. It is time con-
suming to solve a CIP in a large domain. Besides, the data at the measurement plane
are hard to use for an inversion algorithm since they do not look “nice,” see Fig-
ures 10.2(a)-10.6(a). To “move” the data closer to the target’s side, the so-called “data
propagation” procedure can be applied to the measured data; see [204] for a detailed
description of this procedure as well as Section 10.7.4. By this procedure, one obtains
“propagated data,” for example, an approximation of the data at our desired rectangle
I' c {z = —R}. Besides, the propagated data look much better than the original data,
for example, compare Figure 10.2(a) with Figure 10.2(b)) below. In addition, it is clear
from the data propagation procedure that one of its outcomes is an approximation of
the z-derivative of the function u(x, k) at I'. Thus, we assume that, in addition to the
Dirichlet data at I', we know the Neumann boundary condition u,(x,a) = G(x, «) for
x €T, x, € Ly,.. Having the function G(x, a) and using (10.21), one can easily find the
Neumann boundary condition ¢;(x) at x € T in (10.25).
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10.3.4 Lipschitz stability of the boundary value problem (10.23)-(10.25)

For any Banach space B considered below and any integer X > 1 we consider the Ba-
nach space By = B x B x - -- x Bwith the norm
X times

1/2
X
Igls, = <Z IlngI§> forallg = (g;...,8x) € By.
j=1

Let the number r > R and the number A > 0. As we have stated above, a rather
simple CWF is better to use in computations than a complicated CWF of (2.66). Thus,
we choose the CWF as

Up(2) = exp[2A(z - 0)*], z € [-b,b]. (10.29)

We choose 6 > b since one of conditions imposed on the CWF in any Carleman estimate
is that its gradient should not vanish in the closed domain of ones interest. Obviously,
the function y,(z) is decreasing for z € (b, b) and

max U, (z) = exp[2A(b + 9)2], min p, (z) = exp[2A(b - 6)2]. (10.30)
Q Q

In other words, by (10.1) and (10.2), the CWF (10.29) attains its maximal value in Q
on the part I of the boundary where measurements are conducted, and it attains its
minimal value on the opposite side.

Define the subspace HS(Q) of the space H*(Q) as

HL(Q) := {v € H(Q) : Vlyq = 0,8,v]; = O} (10.31)

Theorem 10.3.1 easily follows from Theorem 8.4.1.

Theorem 10.3.1 (Carleman estimate). Let u,(z) be the function defined in (10.29). Then
there exist constants Ay = Ao(Q,r) > 1and C = C(Q,r) > 0 depending only on the domain
Q such that for every function u € HS(Q) and for all A > A, the following Carleman
estimate holds:

>0

[t @rax >

3
5 J gy, Ppp(2)dlx + CA J[IVulz APy @)dx. (10.32)
Q bj=lg

Q

Suppose that there exist two vector functions V(l)(x) and V(z)(x) satisfying equa-
tion (10.23) with boundary conditions as in (10.24), (10.25),

V) = o), VP =P forxeaq, (10.33)
V;l)(x) = gogl)(x), VZEZ)(X) = gogz)(x) forx eT. (10.34)
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Suppose that there exist two vector functions F;, F, € H, ;,(Q) satisfying boundary con-
ditions (10.33), (10.34), that is,

F(x) = o), Fx =9 x), forxeodQ, (10.35)
o,Fx) =V x), 8,FHx =¢Px), forxel. (10.36)

Let M > 0 be a number. We assume that
VO,V FFy € GUM) = {W € HY(Q) : [Wllg3 ) < M}. (10.37)
Note that by the embedding theorem
G(M) c Cy(Q) and Wi g <C forall W e G(M). (10.38)
N

Here and below, C; = C;(Q, N, M) > 0 denotes different constants depending only on
listed parameters.

Theorem 10.3.2 (Lipschitz stability estimate for problem (10.23)—(10.25)). Let v (x)
and VP (x) be two solutions of equation (10.23) with boundary conditions (10.33),
(10.34). Suppose that there exist two vector functions F;, F, € H,%,(Q) satisfying (10.35),
(10.36). Also, let (10.37) holds. Then the following Lipschitz stability estimate is valid:

nV(l) _y@ “va(m < C|IF, - F2||H,2V(Q)' (10.39)

Proof. Denote
Q) = VY@ -F®, Q® =VPx) -FX), (10.40)
Qx) = (%) - Q(x), F(x) = Fy(x) - Fy(x). (10.41)

Then (10.27) and (10.33)-(10.41) imply that

AQ(x) = T;(x) - VQ(X) + T,(x) - VF(x) - AF(x), (10.42)
Qg =0, Qlr=0, (10.43)
T, T; € CN(ﬁ)’ ”Tl”CN(ﬁ)’ "TZ"CN(E) < Cl' (10.44)

Square absolute values of both sides of equation (10.42). Next, multiply the resulting
equation by the CWF (10.29) and integrate over the domain Q. Using (10.44), we obtain

J IAQ|2uy (2)dx < C, j IVQ’u, (2)dx + C; J(|AI5|2 + IVFI))up (2)dx. (10.45)
Q Q Q

Taking into account (10.31) and (10.43) and also applying (10.32) to (10.45), we obtain
foralld > Ay > 1,

G J(|AF|2 + |VEP ) (2)dx + C, J IVQIu, (z)dx (10.46)
Q

=

>~

Q
3 —_— —_— —_—
5 J @ Pra @l + A J[IVQIZ + (0P (2)dx.
bj=lg) Q
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Choose a number A; > A, such that A; > 2C;. Then (10.46) implies that

G J(|AF|2 + [VF*)up, (2)dx
Q

1 3
>3 Z J|QXX| 1y, (2)dx + L j[|vo| + [P, (2)dx

Q

This inequality and (10.30) lead to

C, exp(4Rr),)) J(|AF|2 + |VF]))dx

Q
13
) j|oxx| dx+ 21 j[|vo| +[QP)dx
j=1 Q
Hence, with a new constant C; we have
IIGIIHDz,(Q) <G "’F”HI%J(Q)- (10.47)

Next, by (10.40), (10.41), and triangle inequality,

||Q||H2 @ = " V(l) Fy) - (V(z) _F2)||H§,(Q)
= ||V(1 -V "H}V(m = IFy = Byl @)

Combining this with (10.47), we obtain the target estimate (10.39) of this theorem. [

10.4 Weighted Tikhonov-like functional

For the convenience of the presentation, each N-D complex valued vector function
W = ReW +iIlm W is considered below as the 2N-D vector function with real valued
components (Re W,Im W) := (W, W) := W € R?N. All results and proofs below are for
these 2N-D vector functions. For any number s € C, its complex conjugate is denoted
ass.

We find an approximate solution of the problem (10.23)-(10.26) via the minimiza-
tion of an appropriate weighted Tikhonov-like functional with the CWF (10.29) in-
volved in it. Due to (10.23), denote

L(V)(x) = AV(x) + K(VV(X)). (10.48)

Lety € (0,1) be the regularization parameter. We now consider the following weighted
Tikhonov-like functional J , : Hy(Q) — R,:

Ty (V) = exp[-2A(b + 6)? J|L(V)| M+ YIVIZ ) (10.49)
Q
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Here, exp[-2A(b + 6)?] is the balancing multiplier: to balance first and second terms in
the right-hand side of (10.49); see (10.30). We use the Hf,(Q)-norm in the regularization
term here since H g,(Q) C C}\,(ﬁ) and an obvious analog of (10.38) holds.

Remark 10.4.1 (Underlying reasons of the convexification idea). Assuming for a mo-
ment that the nonlinear term K(VV (X)) is absent in (10.48), we remark that since the
Laplace operator is linear, then one can also find an approximate solution of the prob-
lem (10.23)—(10.26) by the regular quasi-reversibility method with A = 0 in (10.49); see
Section 4.3. However, if K(VV(x)) + 0, then the presence of the CWF serves three pur-
poses: first, it controls this nonlinear term; second, it “maximizes” the influence of
the important boundary data at z = —R; and third, it “convexifies” the cost functional
globally. These are the underlying reasons of the convexification idea.

Below (., ) is the scalar product in the space H;N(Q). Let M > O be an arbitrary
number. We define the set B(M) ¢ HSN(Q) as
BM)={V e HfN(Q) : ||V||H23N(Q) <M, Vg = @o, VyIr = @4} (10.50)

By (10.38), we know that

B(M) c Chy(Q) and |Vl g <C forall V e B(M). (1051)
2N

Minimization problem (MP). Minimize the cost functional J Ay(V) on the set B(M).

10.5 Analysis of the functional],],y(V)
10.5.1 Strict convexity on B(M)

Theorem 10.5.1 is the central analytical result of this chapter. Note that in the proof
of this theorem we do not “subtract” boundary conditions from the vector function
V, which means that we do not arrange zero boundary conditions for the difference.
Hence, we do not require here that our boundary conditions should be extended in the
entire domain Q. This is a new element compared with our proofs of related theorems
in Chapters 7 and 8. Still, we use that subtraction in Theorems 10.5.4 and 10.6.1.

Theorem 10.5.1. The functional J, (V) has its Fréchet derivative ] ,{,y(V) at any point
V € B(M). Let Ay > 1 be the number of Theorem 10.3.1. There exists a sufficiently large
number A, = (M, N, r,Q) > Aq such that the functional ], (V) is strictly convex on B(M)
for all A > A,. More precisely, for all A > A, the following inequality holds:

Ty (V) =1y (V) =13, (V) (v - v ) (10.52)
2 2 S
> VY =V o + VIV = VO ) forall v, v e B,
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Proof. Let v y? ¢ B(M) be two arbitrary points. Define HS,ZN(Q) = HSN(Q) n
HZ ,y(Q); see (10.31). Denote h = (hy, hy) = V? — V. Then

heB2M) and he Hy,y(Q). (10.53)

Obviously, [L(V@)]? = IL(V® + h)|%. Observe that it follows from (10.23), (10.26), and
(10.27) that the vector function K(VV) is the sum of linear and quadratic parts with
respect to the gradients Vv, (x) of the components v,,(x) of the vector function V. Using
this as well as (10.48), we obtain

LV + h) = L(V'Y) + Ah + K, (X)Vh + Ky(X, Vh). (10.54)

Here, the vector functions K, K, are continuous with respect to x in Q. Also, K (x) is
independent on h. vector function K,(x, Vh), it is quadratic with respect to the gradi-
ents Vh,(x) of the components of the vector function h. The latter, (10.50) and (10.51)
imply that

|K,(x, V)| < C;|Vh|* forallx € Q. (10.55)
Squaring absolute values of both sides of (10.54), we obtain

IL(V® + m)[* = |L(VO)[ + 2Re{L(VD)[AR + Ky (X)Vh + Ky(x, Vh)]}
+ |Ah + K, (X)VR + Ky (%, VR)|. (10.56)
In (10.56), we single out the linear, with respect to h, term as well as the term |Ah|*. We
obtain

IL(v® + n)[* - |L(vO) (10.57)

= 2Re{L(VD)[Ah + K;(x)Vh]} + |Ah|* + 2Re[L(VD)K,(x, Vh)]

+ 2Re{AR[K,(X)Vh + Ky(x, Vh)]} + |K; (X)Vh + Ky (%, Vh)|.

In (10.57), the term 2Re{L(V)[Ah + K,(x)Vh]} is linear with respect to h. Thus, we
obtain

Ty (VO 1) -1y, (V) (10.58)
= Lin(h) + yll )
1 e AR J{IAhIZ +2Re[Ah - (Ky(X)Vh + Ky (X, V)] }up (2)dx

4 g 2R J[z Re[L(VD)Ky(x, V)] + [ K, () + Ky (%, VI ]z (2)dx.,
Q
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where the functional Lin(h) : Hg,zzv — Ris linear with respect to h = (hy, h,). It follows
from (10.57) that it is generated by the term 2 Re{L(V()[Ah + K;(X)Vh]},

Lin(h) = 2y(V\, h) (10.59)

1 2 AR J Re[Ah + (K;(x)VR)(AVD + K(VVD)) |y (2)dx.
Q

Besides, it follows from (10.58) and (10.59) that

{uhn 3 UV (1)+h)_]A,y(V(1))—Lin(h)]}:

IAll;3
@

Hence, the functional Lin(h) is the Frechét derivative of the functional J Ay at the point
M ¢ B(M). By the Riesz theorem, there exists a unique point J ,{)y(V(l)) such that

Jhy (V) € Hy oy (@) and  Lin(h) = (J;,(V”),h) forallh € Hy,y(Q).  (10.60)
Thus, we can rewrite (10.58) as

Ty (VY + 1) = 1o, (VD) = (77, (V). ) (10.61)
=y||h||i,3 o

|AR?> + 2Re [Ah - (K, (X)Vh + Ky(X, Vh))]} 1, (2)dx

[2Re[L(VW)K,(x, Vh)] + [K;(X)Vh + K, (X, Vh)l Jm(@)dx.

2A(R+7)? J
0
R+r J
0
We now estimate from the below the term in the second line of (10.61). By the Cauchy-
Schwarz inequality, (10.51) and (10.55) we find that
28k - (K, (0OVh + Ky(x, V)| < %lAhlz + C,IVhP.

Therefore,

J{|Ah|2 + 2Re[Bh - (K,(®)Vh + Ky(x, V) |}y (2)dx

Q
J |Ah| U (z)dx — - J |Ah| U (2)dx - C; J IVhlzyA(z)dx (10.62)
Q Q Q
1
=3 J |AR uy (2)dx - C, j IVh|*u, (2)dx
Q Q
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Next, using (10.55), we estimate from the below the term in the third line of (10.61),

AR J[z Re[L(VO)K, (X, VI)] + [K, RV + Ky(%, VR)[ 2]y (2)dx
Q

> (e AR’ j IVh|*u, (2)dx. (10.63)
Q

Thus, (10.61)—(10.63) imply

Ty (VP +h) = 1, (V) = (77, (V) ) (10.64)
e—2/l(R+r)2 , , ,
2 IARI i (2)dx — Cy [ IVRIpa(2)dx | + Yl o)
Q Q

Now we apply the Carleman estimate (10.32) to the second line of (10.64). This use is
possible due to (10.53). For brevity, we do not count the multiplier exp[-2A(R + r)?] for
a while. With a constant C = C(Q,7,N) > 0 and a number A, = Ay(Q,7,N) = A, > 1
depending only on listed parameters, we obtain for all A > A,,

1

; J AP, (2)dx - C, j VhIZ, (2)dx (10.65)
Q Q

3

Y [ P

ij=1;)

+CA j[wmz + PPy (2)dx - €, J IVh2(2)dx.
Q Q

=

>| o

Choose the number A, = A,(M,Q,r,N) > ZO > 1 depending only on listed parameters
such that CA, > 2C;. Then we obtain from (10.65),

1
5 |18, @x - ¢, [ (9w, @)dx
Q Q

C < 1~
Sy thxilezy,lz(z)dx+ STy j[wmz + Ry, (2)dx (10.66)

A bj=1g Q
2
> e’ ||h||§,§N.
Hence, combining (10.64)—(10.66), we arrive at

TV + 1) = Ty (VO) = (1, (V). B) = il + YRl o,

which is equivalent to our target estimate (10.52). O
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10.5.2 The minimizer of],l,y(V) on B(M)

We omit proofs of Theorems 10.5.2 and 10.5.3 since these proofs are similar with proofs
of Theorem 5.3.1 and Lemma 5.2.1, respectively. In Theorem 10.5.2 below, we state the
Lipschitz continuity of the Fréchet derivative J ,{’y(V) on B(M).

Theorem 10.5.2. For any A > O the Fréchet derivative | /{,y(V) of the functional J, ,(V)

is Lipschitz continuous on the set B(M). In other words, there exists a number D =
D(Q,1,N,M,A,y) > 0 depending only on listed parameters such that for any V'V, v e
B(M) the following estimate holds:

iy (V) =3y (V) @ < DIVE = VOl -

Theorem 10.5.3. Let the number A, = A,(M,N,r,Q) > 1 be the one in Theorem 10.5.1.
Then for any A > A, and for any y > O the functional J, ,(V) has a unique minimizer
Vininay € B(M) on B(M). Furthermore, the following inequality holds:

Ury(Vminay)> Vminay = Q) < 0 for all Q € B(M). (10.67)

10.5.3 The distance between the minimizer and the “ideal” solution

In accordance with the concept of Tikhonov for ill-posed problems [22, 244], assume
now that there exists the “ideal” solution V* of problem (10.23)-(10.26) with the
“ideal” noiseless data @, ¢;. It makes sense to obtain an estimate of the distance
between V* and the minimizer Vyyy, », of the functional J, (V) for the case of noisy
data with the noise level § € (0,1). This is what is done in the current subsection.

To obtain this estimate, we need to “extend” the boundary data ¢, ¢, in (10.24),
(10.25) inside Q. Recall that, unlike all previous works on the convexification, we have
not done this extension in the proof of our central Theorem 10.5.1. Thus, we assume
that there exists a vector function G(x) € HgN(Q) satisfying boundary conditions
(10.24), (10.25),

Glag = 9o (%),  G,Ir = @1(). (10.68)

On the other hand, the existence of the corresponding vector function G*(x) € HSN(Q)
satisfying boundary conditions with the “ideal” data,

G'lag = Po(X), Gy lp = @1 (%) (10.69)
follows from the existence of the ideal solution V*. We assume that

16 =G5, < & (10.70)
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In addition, we suppose that
v ||HZ3N(Q)’ IG* ||H;N(Q) <M-é. (10.71)
Using (10.70), (10.71), and the triangle inequality, we easily see that
IGllg (0) <M. (10.72)

Our goal now is to estimate ||V,

mindy ~ v H3,(0) via the noise parameter 6.

Theorem 10.5.4 (accuracy and stability of minimizers).

Suppose that conditions (10.68)—(10.71) hold. Let A, = A,(M,N,r,Q) > 1 be the number
in Theorems 10.5.1, 10.5.3. Choose the number A; = A,(3M,N,Q) > A, > 1. Let A = A; and
y = 6% Then the following accuracy estimate holds:

[Vasinay = V"l @ < Ci6. (10.73)

Proof of Theorem 10.5.4. We note first that since the boundary conditions for vector
functions Vyp, ), and V* are different, then we cannot apply directly the strict con-
vexity inequality (10.52) here, setting, for example, that V® = V* and vV = v, Ay

For every vector function V € B(M), consider the vector function W = V — G. Then
by (10.72) and the triangle inequality

W € Bo2M) = {W : [Wllgp, () < 2M, Wl = W,Ir = O}. (10.74)
On the other hand, (10.72) and (10.74) imply that
W + G € BBM) forall W € By(2M). (10.75)
Now, for any W € B,(2M) we have
Iy(W* +G) =T,y (W +G) -], (W +G)(W™ - W) (10.76)
= Iy (V*) =Dy (V) =T, (V)(V* = V),

where V* = W* + Gand V = W + G. Notice that by (10.74) and (10.75) both vector
functions V*, V e B(3M). Hence, by Theorem 10.5.1 we can apply the estimate (10.52)
to the second line of (10.76) with A = A; = A,(3M, N, r,Q) > 1. Thus,

Iy (W™ +G) =, (W + G) =], (W +G)(W" ~ W) (10.77)

> CIW = Wl o) +VIW" = Wl ) forall W e ByM).

)

Consider now the minimizer Vi, ), € B(M) which is claimed by Theorem 10.5.3.
Let Wiina,y = Vimina,y — G € B(2M). Then (10.77) implies that

]A3,y(W* + G) _]A3,y(Vmin,A3,y) _]/{3,y(Vmin,A3,y)((W* + G) - Vmin./l3,y) (10'78)

2 2
> Cy|w” - I’Vmith3,y||H2 ot y|w" - Wmin,)l;,y“HzN(Q)'

2N
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Using the triangle inequality, (10.70) and (10.71), we obtain
IW* + Gl ) = W+ G +(G =G (0
<[W*+ 67 o) + 16 - G730
= V"N, ) + 16 = G|z, ) < M=) +6 =M.
This means that (W* + G) € B(M). Therefore, we use (10.67) to get
_]/’l3,y(Vmin,/13,y)((W* + G) - Vmin,/lg,y) <0.

Hence,

]/13,y(W* + G) _]Aa,y(vmin,/g,y) _]/{3,y(Vmin,/l3,y)((W* + G) - Vmin,/t3,y)
< ]AaxY(W* + G)

Moreover, substituting this inequality in (10.78), we obtain
* * 2
]Ag,y(W + G) 2 Clllw - Wmin,/\;,y"szN(Q)' (10'79)

We now estimate the left-hand side of (10.79). Note that the functional J /\3>Y(V) can
be represented as

Doy M) =12y (V) + IVl o) (10.80)
Jny(V) = exp[-2AR +7)°] JIL(V)Izm(Z)dx. (10.81)
Q

Since W* + G* = V* is the ideal solution, then L(V*)(x) = 0 for x € Q.
Next, using the finite increment formula and (10.48), we obtain

ILW* + G)[}®) = [L(W* + G" + G - G*)[ ' ®)
= [L(V*) +S(G - 6*)'(®) = |S(G - G*)[*(x),

where by (10.30) and (10.70) the following estimate is valid:

exp[=2A(R + 1)?] J|S(G 6 @m2)dx < 5.
Q

This and (10.81) imply that
Jny(W* +G) <G8 (10.82)
Next, using (10.72), (10.74), (10.80), and (10.82), we obtain

Jpy(W* +G) < Cy(8% +). (10.83)
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Therefore, using (10.79), (10.83), and recalling that y = 62, we obtain
[W* — Wiin | 2, < Gi6. (10.84)

Finally, using (10.70) and the triangle inequality, we obtain the following lower bound
for the left-hand side of (10.84):
l|W>)= - Wmin,/lg,yl|H§N(Q) = “(W* + G*) - (Wmith3,y + G) + (G - G*)“HZzN(Q)
= [ (V" = Vinin, ) + (G = Gz ()
2 [V = Viinay iz @ = 16 = 67|z

> |V - Vmin,A;,y”HgN(Q) - 6.
Substituting this in (10.84), we obtain the target estimate (10.73). O

Corollary 10.5.1. The functional I, , (W) := J; , (W + G) is strictly convex on B,(2M) for
all A > A3, where A; is the number defined in Theorem 10.5.4.

Proof. It follows from the proof of Theorem 10.5.4 and (10.52) that the following analog
of (10.77) holds for all A > A; and for all W, W® € By(2M):

Ly (W) =1, (WD) 1, (W) (W — W)

> ¢|w® - w® ”iIZZN(Q) +y|w® - w® ||12LI§N(Q)' 0

10.6 The globally convergent gradient projection method

Now we construct an approximation for the vector function W* = V* — G* for W* ¢
Bo(2M). It follows from (10.74) that By(2M) ¢ H3,y(Q). Let Py : H3,y(Q) — By(2M)
be the orthogonal projection operator of the space HS)ZN(Q) on the closed ball B,(2M).
Let W© ¢ B, (2M) be an arbitrary point of the ball B,(2M) and let > 0 be a number.
The gradient projection method constructs the following sequence:

w® = (W g (W'D +G)), n=12... (10.85)

It is important for computations that (W™ — nJ ,{)y(W("‘l) +G)) =Y, (x) € HS,ZN(Q).
Indeed, W ¢ H3,y(Q); also, (10.60) holds. In other words, the vector function
Y,_1(x) satisfies the boundary conditions Y,_;|3q = 0,Y,,_1Ir = O.

Theorem 10.6.1. Let A > A, = A,(2M,N,r,Q) > 1, where A, was defined in The-
orem 10.5.1. Let Wy, be the minimizer of the functional ], (W + G) on the set
By (2M), the existence and uniqueness of which follow from Theorem 10.5.3 and Corol-
lary 10.5.1. Then there exists a sufficiently small number ny = no(2M,N,r,Q,A) € (0,1)
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depending only on listed parameters such that for any n € (0,1n,) we can find a num-
ber 6 = 6(n) € (0,1) such that the sequence {W™ neo converges to Wiy, in the
H%N(Q)-norm and the following convergence estimate holds:

Waninay = W™l @) < " [Waninay = Wl @ n=1.2... (10.86)

Theorem 10.6.1 follows immediately from the combination of Theorems 10.5.1-
10.5.3 with Theorem 5.3.1.

Theorem 10.6.2. Let A = A, = A,(2M, N, r,Q) > A,. Suppose that conditions imposed in
Theorems 10.5.4 and 10.6.1 hold. Then the following convergence estimates are valid for
n=1,12...:

jw* - w® Iz, ) < G186+ 6" |Wininay = W lez, 0 (10.87)

e ®) = en® 2y < €18+ 6" [Waninpy = Wl s (10.88)

where c* (X) stands in the right-hand side of equation (10.17) in the case when W™ (X) is
replaced with V* (x) = W*(X) + G* (x). The function v* (X, a) is obtained via components
of the vector function V*(x) and (10.21) and then this function is substituted in the left-
hand side of (10.18); see the first item of Remarks 10.3.1. The function c,(xX) is obtained
in the same way with the only replacement of V* (x) with V" (x) = W™ (x) + G(x).

Proof. Combining (10.84) with (10.86), we obtain

"W* - W(n) ”HZZN(Q) = n(W* - Wmin,/\,y) + (Wmin,/l,y - W(n))"H%N(Q)
< W = Winayliz, @) + Wininay - w® iz,
< Ci6 + 6" Wiy -~ W ez, 0

which proves (10.87). As to (10.88), it follows from (10.87) and the construction of func-
tions ¢*(x), ¢, (x) described in the formulation of Theorem 10.6.2. O

Remarks 10.6.1. Since the starting point W@ of the gradient projection method
(10.85) is an arbitrary point of the ball B,(2M) and since smallness conditions are
not imposed on M, then convergence estimates (10.87) and (10.88) mean the global
convergence of the gradient projection method (10.85) to the correct solution; see
Definition 1.4.2. In other words, a good first guess about the ideal solution is no longer
required. We note that in the case of a nonconvex functional, the global convergence
of a gradient-like method cannot be guaranteed.
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10.7 Work with experimental data

10.7.1 Experimental setup

We now explain our experimental setup and data acquisition at the microwave facil-
ity of University of North Carolina at Charlotte (UNCC). Keeping in mind our target
application mentioned in the first paragraph of Introduction to imaging of explosive-
like devices, We have collected experimental for objects buried in a sandbox. More
precisely, we have placed the targets of interest inside of a wooden framed box filled
with the moisture-free sand. Besides, we cover the front and back sides of the sandbox
by Styrofoam whose dielectric constant is close to 1, that is, to the dielectric constant
of air. Hence, styrofoam should not affect neither the incident nor the scattered elec-
tric waves. Here, the front surface is physically defined as the foam layer closer to the
transmitter fixed at a given position. On the other hand, the burial depths of objects
do not exceed 10 cm, which really mimics a scanning and detecting action for shallow
mine-like targets. Typically, the sizes of antipersonnel land mines and improvised ex-

plosive devices are between 5 and 15 cm; see, for example, [204]. The transmitter is a

standard horn antenna, whose length is about 20 cm, and the detector is essentially

a point probe. To get a better insight into the description we have detailed, the reader

can take a look at Figures 10.1.

It is worth mentioning that there are several challenges we confront in this con-
figuration, which actually reflect the difficulties met in the realistic detection of land
mines. We now name some central challenges:

— Distractions. See Figure 10.1(a): we deliberately keep many other devices and items
(made of different materials) on the desks outside the yellow caution bands. In
other words, we do not use any isolations of our device from the outside world.
This is reasonable since no isolation conditions can be created on a battlefield.

Sand box  Front Antenna

| Object |

Y
Total field
(scattered + incident)

Source

|__ Detector Incident wave

Measurement plane
(far-field data)

(a) A photograph of our experimental setup (b) A schematic diagram  of
sources/detectors locations in our
experimental setup

Figure 10.1: Our experimental setup (left) and a schematic diagram of our measurements (right).
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Obviously, such unwanted obstacles and furniture can affect the quality of the
raw backscatter signal. The presence of the Wi-Fi signal is also unavoidable in the
room where we conduct the experiments. Moreover, it is technically very hard to
place the antenna behind the measurement site. Therefore, the backscatter wave
hits the antenna first and only then comes to detectors, which is another compli-
cating factor.

— Random noise factor. When facing real experiments, one cannot rarely estimate
the noise level as well as its frequency dependent dynamics since they depends on
hundreds of factors such as measurement process, unknown true data, distracting
signals, etc.

10.7.2 Buried targets to be imaged

We present here five examples of computational reconstructions of buried objects
mimicking typical metallic and nonmetallic land mines. The tested objects we use
in the experiments are basic in-store items that one can easily purchase. The burial
depth of any target is not of an interest here since all depths are just a few centimeters.

The most valuable information for the engineering part is in estimating the values of

dielectric constants of targets as well as their shapes.
Our five examples are:

—  Example 1: An aluminum cylinder (see Figure 10.2(c)). As metallic mines usually
caught in military services, this object can be shaped as the NO-MZ 2B, a Viet-
namese antipersonnel fragmentation mine; cf., for example, [12]. It is known that
metallic objects can be characterized by large values of dielectric constants [170].
Hence, we suppose that the true values of dielectric constants of metallic objects
are large and are not fixed.

—  Example 2: A glass bottle filled with the clear water (see Figure 10.3(c)). This object
is more complicated than the one of Example 2 due to the presence of the cap
on the top of the bottle. Example 2 is a good fit of the usual Glassmine 43 (cf.
[217]), a nonmetallic antipersonnel land mine largely with a glass body that the
Germans used to make detection harder in the World War II era. The true value of
the dielectric constant in this case was measured to be 23.8 [242].

—  Example 3: An U-shaped piece of a dry wood (see Figure 10.4(c)). This example is
our next attempt to deal with a non-metallic object. Note that the shape is non
convex now. In the spirit of Example 2, this wood-based object is well suited (in
terms of the material) to the case of Schu-mine 42, an antipersonnel blast mine
that the Germans developed during the World War II. The augmented complexity
of the geometry of the object is just our purpose of this work since we wish to see
how the reconstruction works with different front shapes. Given this, the maximal
achievable value of the dielectric constant, which we see in [65], should be 6.
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(b) Propagated data at oo = 0.4
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15 | o.87
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Sy 1 -3
- it il ¥ *
(¢) Aluminum cylinder (d) Computed inclusion

Figure 10.2: Reconstruction results of Example 1 (aluminum tube). (a) lllustration of the absolute
value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the
data propagation procedure; (c) Photo of the experimental object; (d) The computed image of (c). All
images are in the dimensionless variables.

—  Blind Examples 4 and 5: Metallic letters “A” and “O” (see Figures 10.5(c) and
10.6(c)). Shapes are nonconvex. These two tests are different from the above ex-
amples because they were blind tests. This means that we did not know any other
information except of the measured data and the fact that these objects were
buried close to the sand surface. Since they are metallic, the true contrast should
be large as in Example 1.

10.7.3 The necessity of data propagation

In the experimental setup, our observed and measured data are the source dependent
backscattering data of the electric field. Although our experimental device measures
the backscattering data with varied frequencies for each location of the point source,
we use only a single frequency for each experiment when solving our CIP. Basically,
these are varied far-field data; see Figures 10.1. However, these data are deficient, that
is, itis unlikely that these data can be reasonably inverted; see Figures 10.2(a)-10.6(a)).
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0.035
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0 3

(b) Propagated data at ae = 0.5

N ¢043
15

Gl 2""‘-‘—;-—
R b e
RN N g & AR B
(c) Glass bottle (d) Computed inclusion. Note that the

cap of the bottle is clearly seen.

Figure 10.3: Reconstruction results of Example 2 (a glass bottle filled with clear water). (a) Illus-
tration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the
near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The
computed image of (c). Allimages are in the dimensionless variables. An interesting point here is
that we can even see the cap of the bottle in (d), which is challenging to image.

In fact, the same observation was made in previous publications of our research group
on experimental data [143, 204, 242]. Hence, to make our data feasible for inversion,
we apply the well-known data propagation procedure, which approximates the near
field data. These approximate data form actual inputs of our minimization process.
A rigorous justification of the data propagation procedure can be found in [204].

It is our experience that the good quality near-field data are not always obtained
well enough from any far field data after the propagation. This requires a substan-
tial workload in choosing proper data among a large amount of frequency dependent
data sets. In other words, we have no choice but to select an acceptable frequency for
each particular target we work with. So, for each considered target, we select its own
frequency. Then we use this frequency for all positions of the source we work with.
Depending on the specific target, frequencies varied between 3.16 GHz and 4.19 GHz,
which corresponds to the variation of the dimensionless wavenumber k between 6.62
and 8.79 [115].
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(a) Raw data at o = 0.5 (b) Propagated data at a = 0.5
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(¢c) U-shaped piece of dry wood (d) Computed inclusion

Figure 10.4: Reconstruction results of Example 3 (U-shaped piece of dry wood). Note that the shape
is nonconvex, which is difficult to image. (a) lllustration of the absolute value of the raw far-field
data; (b) Illustration of the absolute value of the near-field data after the data propagation pro-
cedure; (c) Photo of the experimental object; (d) The computed image of (c). Note that the void is
clearly seen which is difficult to image. Our axes on (d) are oriented differently from ones on (c) due
to some technical problem of the imaging software. These axes are comparable. All images are in
the dimensionless variables.

10.7.4 Data propagation revisited

We know in advance that the half space {z < -b} ¢ R is homogeneous, thatis, c(x) = 1
in this half-space. Therefore, the function u, is a backscatter wave in {z < -b} and it
satisfies the following conditions:

{Aus + kzus =0 for ). 4SS {Z < _b}’ (10 89)

du, —ikug = O™ forr = |x - x,l,i= V-1
As was mentioned in Section 10.3.3, we actually measure the far field data, that is,

we measure the function uy(x, y, -D, X,), where the number D > b. Having the function
ug(x,y,-D, x,), we want to approximate the function uy(x,y, -b, X,), that is, we want
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(a) Raw data at o = 0.2 (b) Propagated data at a = 0.2

2 Artifact

(¢) Metallic letter “A”. Blind (d) Computed inclusion
test. The shape is non-convex,

which is difficult to image.

Figure 10.5: Reconstruction results of Example 4 (metallic letter “A”). This is a blind test. (a) lllus-
tration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the
near-field data after the data propagation procedure; (d) The computed image of (c). Note that the
void is clearly seen, which is challenging to image. Also, sizes of the imaged target are close to the
true ones. The strip of “A” is not seen since its width is 2.5 cm, which is less than the wavelength of
10.4 cm we have used with k = 9.55. All images are in the dimensionless variables.

to approximate the wave field in the near field zone. The data propagation procedure
does exactly this. Denote

us;(x,y,-b,x,) = U(x,y,X,) and ug(x,y,-D,X,) = V(x,y,X,). (10.90)

In this work, we rely on the data propagation procedure to unveil this difficulty
as it has been successfully exploited in [204]. First, we apply the Fourier transform
of the scattered field with respect to x, y, assuming that the corresponding integral
converges:

Us(py, 2,2, Xy) = % J ug(x, v, 2, Xz)e "1 dxdy  for p,p, € R. (10.91)
]RZ
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(a) Raw data at o = 0.6 (b) Propagated data at a = 0.6

(¢) Metallic letter “O”. Blind test. (d) Computed inclusion
The shape is non-convex, which is
challenging to image.

4 5

Figure 10.6: Reconstruction results of Example 5 (metallic letter “0”). This is a blind test. (a) Illus-
tration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the
near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The

computed image of (c). Note that the void is clearly seen, which is not easy to image. All images are
in the dimensionless variables.

Next, we apply this Fourier transform to the PDE in (10.89) and arrive at a second order
ODE with respect to z:

02115 + (K2 - p2 - pl)it, =0 forz < —b.

(10.92)
By (10.90), we also have
Us(p1> P2 —b, X,) = ﬂ(PpPz’Xa) and  U(py,pp—D,X,) = V(PpPz»Xa)-
It follows from (10.92) that
U0, -, X,)e p3+p3—k?(z+Db) if p2 + p2 > k2,
(P 2. = | PPz X s Prrpa (10.93)
C, el k*~p3-p3(z+b) +C, el k*—p;-p35(z+b)

if p? + p3 < K2,
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where z < —b. It is not immediately clear which of two terms in the second line of the
last formula should be taken. However, it was proven in Theorem 4.1 of [204] that one
should set C, := 0. Thus, for z < -b,

U(py, p2 X,)e VPispi-kitz+h) if pt +p3 > I,

. . (10.94)
U(Pl,Pz,Xa)e_lm(“b) otherwise.

as(pl)pZ)Z’ th) = {

Observe that if the Fourier frequency satisfies pf + p% > k?, the function ii,(p;, ,,
z,X,) decays exponentially with respect to z — —oco. Therefore, if the measurement
surface is far away from the domain of interest, that is, D is large, then we can neglect
the term in the first line of (10.94). In other words, we can neglect high spatial frequen-
cies in (10.94). Thus, we take z = —D in (10.94) the case pf + pg < k? and then use the
inverse Fourier transform to get

Ux,y, Xa) = us(x)y> -b, xa) (10.95)
1

- G J Hus(fc,y, _D, x,)e " ®PD) gz gy

pi+pa<k? R?
5 2_n2_n2(_ H
x @ VKPP Db i) gy (10.96)

The last formula of (10.95) is the actual data propagation procedure we will use in this
work.

Remark 10.7.1. Since we ignore first lines in (10.93) and in (10.94), then (10.95) means
that the data propagation procedure actually cuts off high spatial frequencies.

10.7.5 Computational setup

We introduce dimensionless variables as X' = x/(10 cm) and keep the same notation
as before, for brevity. This means that the dimensions we use in computations are 10
times less than the real ones in centimeters. We illustrate the choice of the coordinate
system on Figures 10.2(c), 10.3(c), 10.4(c), 10.5(c), and 10.6(c): the x- and y-axis are hor-
izontal and vertical sides, respectively, and z-axis is orthogonal to the measurement
plane. The far-field data are measured on a rectangular surface of dimensions 100 cm x
100 cm, that is, 10 x 10 in dimensionless regime. Compare Figure 10.1(b) as to our mesh
grid of the measurement plane, each step is 2cm (0.2) over 100 cm (10) length row.
The total number of steps in a row is 50, and the total number of steps in a column is
also 50. The distance between the measurement plane and the sandbox with the foam
layer, whose thickness is 5 cm, is about 110.5 cm (11.05). The length in the z direction
of the sandbox without the foam is approximately 44 cm, but due to the bending foam
layer, we reduce 10 % of this length. Henceforth, the domain Q should be taken as
Q={xeR: x| lyl < 5,|z| < 2}, which implies that R = 5 and b = 2. The near-field
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or propagated measurement site is then assigned as I := {x € R : |x], ly| <5,z = -2}.
Also, we take D = 14 for the far-field measurement site as we estimate the distance
between this site and the zero point. Meanwhile, for all objects, for the line of sources
L, defined in (10.4), we have d = 9, a; = 0.1, and a, = 0.6. Besides, we take 6 = 4 in
the CWF (10.29) and in the series (10.21) we take N = 6.

It remains to obtain the wavenumber k corresponding to the dimensionless spa-
tial variables we are working with. It is well known that the relation between the wave-
length (1) and the wavenumber is expressed by k = 27/A. Basically, the wavelength
can be computed via the formulation A = ¥7/f, where v = 299,792,458 (m/s) is the speed
of light in vacuum and f is the frequency in Hertz (Hz or s *). Hence, in the computa-
tional setting we compute (in cm ™)

P S f.
2,997,924,580

The choice of k relies on the performance of the data after preprocessing. More pre-
cisely, our criterion is heuristically based upon the best visualization of the propa-
gated data that we obtain using the data propagation. For each example below, we
then use its own frequency, which we specify in Table 10.1. Note that for each location
of the detector we measure the backscatter data for 300 frequency points uniformly
distributed between 1 GHz and 10 GHz.

Now, we summarize the crucial steps of the data preprocessing to obtain fine data
for our inversion method from the raw ones.

— Step 1. For every frequency and for every location of the source, we subtract the
reference data from the far-field measured data. A similar procedure was imple-
mented in [143, 204, 242]. The reference data are the background ones measured
when the sandbox is without a target. This subtraction helps to extract the pure
signals from buried objects from the whole signal. Therefore, we reduce the noise
this way.

— Step 2. We apply the data propagation procedure to obtain an approximation of the
near-field data. This procedure provides a significantly better estimation for x, y
coordinates of buried objects, and reduces the size of the computational domain
in the z—direction; see Figures 10.2(a),(b)-10.6(a),(b).

— Step 3. We truncate the so obtained near-field data to get rid of random oscilla-
tions. The oscillations appear randomly during the data propagation and may
cause unnecessary issues during our inversion procedure. This data truncation

Table 10.1: Wave numbers and frequencies for examples 1-5, see [258].

Example 1 2 3 4 5

k 8.51 6.62 11.43 9.55 8.79
Frequency (GHz) 4.06 3.16 5.45 4.55 4.19
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was developed in [204] and now we improve it using the following two steps, given

a function g(x, y, a) to be truncated:

— For each point source, we replace the function g(x,y,a) with a function
g(x,y,a) defined as

SO0y, = {g(x,y, a) iflg, % Q)| = K maxy g 1806 Y, @),
0 otherwise.

Here, we call x; > 0 the truncation number. Even though this number should
be dependent of the source position a and should be different from every sin-
gle choice of the frequency point, we apply the same truncation number to all
the examples below. By the trial and error procedure, we have chosen x; = 0.4,
which means that we only preserve those propagated near-field data whose
values are least 40 % of the global maximum value.

—  The next step would be smoothing the function g using the Gaussian filter.
However, we notice that when doing so, the maximum value of g will be
smaller than that of g. In order to preserve this important “peak” of g after
truncation, we add back some percents of g in the following manner:

Snew (6 Y, @) = 158014 (X, Y, ). (10.97)

Here, we call x, > O the retrieval number. This number is computed by k, =
max(|g|)/m, where m is the maximal absolute value of the smoothed g4.

Fully discrete setting

We now present our numerical approach of the approximation of the right-hand side
of formula (10.95) in order to use it for our experimental data. First, we adapt the con-
ventional Riemannian sum approximation to compute the Fourier transform of the
function V. Using (10.91) and the samples {u,(X;, ¥ —D, xa)} o over a 2D finite domain,
where we are experimentally measuring the far-field data, we find that

N-1
V(01,03 %) = 0 Y us(%, 7 -D, X,) exp(-i(%ip; + jpy))-
ij=0
Here, a uniform sampling rate, that is, X; = iAX;, y; = jAy;, is used with Ax; = Ay; = w €
(0,1). Next, we define the following truncated Fourier domain in 2D as 0, := {(01,p,) €
2 : p? +p5 < k). We sample this truncated Fourier domain at uniformly discrete
points py,, = Mw,, Pomy, = Myw, for a number w, € (0,1) and 0 < my, m, < M -1,
provided that these points are in the set ©,. Thus, we conclude that

U( )yq>al)

M1

(zmz w} Z vwlml,pmz,az)exp(i K2 = Py, = Pl (-D + D))
m;,my=

x exp(i(XpPim, + YgPom,))- (10.98)
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In our experimental data, we have Np = Nq = 51, where NI,J and Nq are the number
of discrete points in x and y directions, respectively. Therefore, we take N = M = 51,
which gives w = w,, = 1/50. Thus, (10.98) gives us the approximate Dirichlet boundary
condition V(xh) = (pg(xh) at {z = -b} in (10.24) in the discrete form. Here, h is the
grid step size and x" is the grid point at {z = —b}. Since we also need the function
Vz(xh) = (pi’(xh) at {z = —b} in (10.25), then to obtain it, we formally replace in (10.98)
b with z, differentiate the right-hand side of the obtained equality with respect to z,
then set again z := —b and calculate the resulting sum. The result is (p;l(xh) at {z = -b}

in (10.25). Hence,

T T
Pp(X") = (@b ooy1) (&) @l (X") = (@ 0l y) (). (10.99)

Hence, the Cauchy boundary data in (10.24), (10.25) are in the fully discrete form
now. Then we write the functional J, A(Vh) defined in (10.49) in the fully discrete form.
In this fully discrete setting, we take into account the grid points in x, y, z directions,
{xp> Yo zs)}if’q,szo. For brevity, we donot bring in here this fully discrete form of J; A(Vh).

After the global minimum Vias of the functional Jj, A(Vh) (in its discrete form) is
obtained, we compute an approximation of the unknown dielectric constant ¢, ; ; us-

ing the following formula:

h h 2, yuh
Re{—A Voasa * V Vpasa)” + 2V Vpgsa  Xpgsa
k2

c +1,

pgs = MeaAn,

which resulted from (10.18); see Remark 10.3.1. Here, Vpgsa = V(Xp, Yg> 25> 45), also
A" and V" are finite difference analogs of operators A and V, respectively. Recall that
X}, 45,0, denote vectors X, at (x,, v, zs) for every ay; see Section 10.3.1. Since the number
of point sources is small, we apply the Gauss—Legendre quadrature method to com-
pute the measured data in the Fourier mode.

Since this work focuses on the detection and identification of antipersonnel land
mines and IEDs, we know that the sizes of these targets are between 5 and 15 cm; cf.,
for example, [204]. Therefore, we search for targets in a subdomain of Q with only
20 cm in depth in the z-direction. Denote this subdomain by Q; = {-b <z < -b + 2}.

We consider the following vector Vg = Vo (xp, ¥g> Z5) as the starting point of itera-
tions in the minimization of the functional J A)h(Vh):

T
Vg = (Vgo V(h)l Vg(N—l)) > Vgn = (‘Pgn + ‘Plfn(z +b)x(2), (10.100)

where (pgn and (pi‘n are Fourier coefficients in (10.99). Here, xy : [-b,b] — R is the
smooth function given by

2(z+h)? .
(@) = exp((z+b)2_b2) ifz <0,
otherwise.
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This function attains the maximum value 1 at z = —b where the propagated data are
given. Then it is easy to see that v2 |,__, = ¢} , 8,vl |,__, = ¢l On the other hand,
X tends to 0 as z — OF, which, in particular, means that vgn|zzlJ = azvg,,|2=b = 0.
Thus, this starting point (10.100) of iterations satisfies the discrete form of boundary
conditions (10.24), (10.25).

Although Theorems 10.6.1 and 10.6.2 claim the global convergence of the gradient
projection method, we have successfully used the gradient descent method for the
minimization of the target functional J;, A(Vh) in (10.49). Clearly, the gradient descent
method is easier to implement than the gradient projection method. Our success in
working with the gradient descent method is similar with the success in Chapters 7-9
as well as in all previous publications discussing the numerical studies of the convex-
ification [115-117, 142-145, 145, 146, 150, 151, 164]. As to the value of the parameter A
in ]h’A(Vh), even though the above analysis requires large values of A, our numerical
experience tells us that we can choose a moderate value A = 1.1. Again similar values
of A € [1, 3] were chosen in all above cited publications on the convexification.

As to the step size y of the gradient descent method, we start from y; = 10~*. For
each iteration step m > 1, the following step size y,, is reduced by the factor of 2 if
the value of the functional on the step m exceeds its value of the previous step. Oth-
erwise, Y., = V- The minimization process is stopped when either y,, < 107'° or
| ]M(V,’}l) - ]h’,\(V,}}l_l)I <107, As to the gradient ]}',)/1 of the discrete functional J;, ,, we
apply the technique of Kronecker deltas (cf., e. g., [172]) to derive its explicit formula,
which significantly reduces the computational time. For brevity, we do not provide
this formula here.

After the minimization procedure is stopped, we obtain numerically the coeffi-
cient of Cp.g.s0 denoted by ¢. Our reconstructed solution, denoted by Ccomp» is concluded
after we smooth ¢ by the standard filtering via the smooth3 built-in function in MAT-
LAB. In fact, we find ¢ oy, by using ¢ omp, = @smooth(|c|), for some g > 0 depending
on every single example. This step is definitely similar to the smoothing procedure
discussed in (10.97) and we do not repeat how to find 9 here. We use this step to get
better images.

10.7.6 Reconstruction results

Values of max(Cyye) and max(comp) for all five tests are tabulated in Table 10.2. Values
of max(cy,,) for all tests, which were used, are published in [65, 170, 242]. More pre-
cisely, as to the metallic targets of Example 1 (aluminum cylinder), Example 4 (metallic
letter “A”), and Example 5 (metallic letter “0”), it was numerically established that one
can treat metals as materials with large values of the dielectric constant in the inter-
val ¢ € [10,30]; see the formula (7.2) of [170]. As to Example 2, the dielectric constant
of the clear water for our frequency range was directly measured in [242], and it was
23.8: see the first line of Table 1 of [242]. As to the Example 3 (an U-shaped piece of a
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Table 10.2: True ¢, and computed max(comp) dielectric constants of Examples 1-5 of experimental
data. True values for Examples 1, 4, 5 were taken from formula (7.2) of [170]. True value for Example 2
(clear water) was taken from [242]. True value for Example 3 (wood) was taken from [65].

Example number 1 2 3 4 5
Object Met. cyl.  Water Wood Met. let. ‘A’ Met. let ‘O’
Cirue € [10,30] 238 €[2,6] € [10,30] € [10,30]
max(Ceomp) 18.72 23.29 6.56 15.01 16.25

dry wood), the table of dielectric constants [65] tells one that the dielectric constant of
adrywood is c € [2,6].

Figures 10.2(a), 10.3(a), 10.4(a), 10.5(a), and 10.6(a) show how “bad” the far-field
data look like. It is clear from these figures that the data need a preprocess to have a
proper inversion. One can see the good shapes of the corresponding images after the
data propagation procedure; see Figures 10.2(b), 10.3(b), 10.4(b), 10.5(b), and 10.6(b).
For every test, we deliberately show the 2D illustrations (raw and propagated) of the
data at a specific point source, where the images of the propagated data and the com-
puted inclusion are congruent with each other.

3D images of computed inclusions are depicted by using the isosurface func-
tion in MATLAB with the associated isovalue being 10 % of the maximal value; see
10.2(d), 10.3(d), 10.4(d), 10.5(d), and 10.6(d). The most challenging targets to image
were: (1) The U-shaped piece of dry wood, see Figure 10.4, (2) The metallic letter “A,”
see Figure 10.5, and (3) the metallic letter “O,” see Figure 10.6. This is because these
targets have the most complicated geometries. Nevertheless, we are still able to see
their characteristic shapes in the images of computed inclusion.

Most notably, one can see voids in imaged letters “A” and “0,” The latter is usually
difficult to achieve. The “strip” of the letter “A” is not imaged since its width was 2.5 cm,
which is less than the used wavelength of 10.4 cm with k = 9.55. Another interesting
observation is that we can even see the cap on the bottle of water on Figure 10.3(d).

We also find that the lengths of parts of true and computed inclusions are quite
compatible with each others. Note that even though the computed inclusions here are
slightly larger (just a few centimeters) than the true ones, it is still useful in detec-
tion and identification of land mines and further in the mine-clearing operations. In
fact, having information of smaller sizes is rather dangerous. Hence, we conclude that
the dimensions of the computed inclusions are acceptable. Finally, we can accurately
obtain approximations of the dielectric constants. Aside from the dielectric constant
of metallic targets, we notice from Table 10.2 that the relative errors obtained for the
bottle with water and for the wooden target are 2.14 % and 9.33 %, respectively.
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11 Travel time tomography with formally determined
incomplete data in 3D

In this chapter, we closely follow [138]. Permission for republication is obtained from
the publisher.

11.1 Introduction

In this chapter, we construct the convexification globally convergent numerical
method for the challenging 3D travel time tomography problem (TTTP) with for-
mally determined incomplete data. “Formally determined” means that the number n
of free variables in the unknown coefficient equals the number m free variables in the
data. “Incomplete” means that the data are measured only at a part of the boundary
of the domain of interest rather than on the whole boundary. For example, the latter
was the case of the backscattering data of the CIP considered in Chapter 10. A similar
version of the convexification method for the TTTP, although using slightly different
assumptions, was constructed by Klibanov in [137].

The TTTP was first considered by Herglotz [88] in 1905 and then by Wiechert and
Zoeppritz [250] in 1907 in the 1D case due to a geophysical application; also, see a
detailed description of the 1D case in [224]. However, globally convergent numerical
methods for the 3D TTTP with formally determined data were not developed so far.

In this paragraph, we indicate those ideas for the TTTP, which are presented
here for the first time. Since we develop a numerical method, we are allowed to work
here with an approximate mathematical model, as we did in Chapters 6-8, 10; see
Remarks 7.3. The TTTP is considered in the semidiscrete form, that is, we consider
the practically important case of finite differences with respect to two out of three
variables. The Lipschitz stability estimate is obtained, which implies uniqueness. Our
method does not use sophisticated geometrical properties to construct the above se-
quence. Rather, we straightforwardly minimize the above mentioned globally strictly
convex Tikhonov-like functional.

The TTTP is the problem of the recovery of the spatially distributed speed of acous-
tic waves from first times of arrival of those waves. Another well-known term for the
TTTP is the “inverse kinematic problem of seismic” [224]. Waves are originated by
some point sources located on the boundary of the domain of interest. First times
of arrival are recorded on a number of detectors located on that boundary. It is well
known that the TTTP is actually a nonlinear problem of the integral geometry; see,
e.g., [224]. The TTTP has important applications in geophysics [88, 224, 249, 250]. In
addition, it was established in [159] that the TTTP arises in the phaseless inverse prob-
lem of scattering of electromagnetic waves at high frequencies. The specific TTTP con-

https://doi.org/10.1515/9783110745481-011
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25

-1 0.5 o os 1

(a) (b)

Figure 11.1: An illustration for complete and incomplete data in the 2D case; see details in [224]. To
simplify, we assume in this figure that the geodesics are straight lines. Thus, we deal in this figure
with the data of Radon transform, generated by the function “radon” of MATLAB. (a) The true func-
tion m(x) to be imaged. (b) The complete data of the Radon transform of the function of (a). (c) The
incomplete data of the Radon transform of (a) in the case when the source runs along an interval of a
straight line, as in this paper below.

sidered here has potential applications in geophysics, checking the bulky baggage in
airports, search for possible defects inside the walls, etc.

The sole purpose of Figure 11.1is to illustrate this for a simple case when geodesics
are straight lines.

Our approximate mathematical model consists of two items; see Remarks 11.6.1 in
the Section 11.6 for more details. First, we consider a semidiscrete model. This means
that partial derivatives with respect to two out of three variables are written in finite
differences. Second, we assume that a certain function generated by the solution of the
eikonal equation can be represented as a truncated Fourier series with respect to the
orthonormal basis in the L,(0, 1) space, which was constructed in Chapter 5. Functions
of that basis depend only on the position of the source. The number N > 1 of terms of
this series is not allowed to tend to the infinity.

As to the numerical methods for the TTTP in the n-D case, n = 2, 3, such a method
for the 2D TTTP was published in [230]. Another numerical approach in 3D was pub-
lished in [257]. Both publications [230, 257] use, at a certain stage, the minimization of
a least squares cost functional. Since the convexity of those functionals of [230, 257]
is not proven, then the problem of local minima is not addressed there. In both pub-
lications [230, 257], complete data are used, and these data are overdetermined ones
in the 3D case of [257].

The first global Lipschitz stability and uniqueness result for the TTTP was ob-
tained by Mukhometov in the 2D case [201]. Next, this result was extended in [36, 202,
224] to the n-D case, n > 3. We also refer to the related work [219] for the 2D case. In
all of these references, the data are complete and the assumption of the regularity of
geodesic lines is used. In addition, more recently the question of uniqueness in the
3D case when geodesic lines are not necessarily regular ones was considered in [239].
In the 2D case of [201, 219, 230], the data are formally determined. However, they are

printed on 2/10/2023 4:30 PMvia . Al use subject to https://ww.ebsco.confterms-of-use



EBSCChost -

11.2 Statement of the problem — 265

overdetermined in the n-D case with n > 3 [36, 202, 224, 239, 257]. Contrary to this, we
work with non-overdetermined data, both in this and next chapters.

11.2 Statement of the problem

Below X = (x,¥,2) € R>. Let numbers A, = const. > 0. Define the rectangular prism
QcRas

Q={x=xy2z): x5,y €(0,1),z € (A, A +0)}. (11.1)

Denote parts of the boundary 0Q as

By ={x=(xy,2):xy€(0,1),z=A}, (11.2)
Biio ={x=y,2): x,y €(0,1),z=A + 0}, (11.3)
I'=0QN\ (B, UBy,,). (11.4)

Let n(x) be the refractive index of the medium at the point x. Hence, c(x) = 1/n(x)
is the sound speed. Denote m(x) = n’(x). Let the number mg > 0 be given. We impose
the following assumptions on the function m(x) :

m(x) >m,, XE€ R, (11.5)
mx)=1 xXe{z<A}, (11.6)

m e C*(R?), (11.7)
m,(x) >0, xeQ. (11.8)

Remark 11.2.1. We note that the monotonicity condition (11.8) is not an overly restric-
tive one. Indeed, it can also be found in the end of Section 11.2 of Chapter 11.3 of the
book [224]; see formulas (3.24) and (3.24) there. Also, an analogous monotonicity con-
dition was actually imposed in the 1D case in the originating classical works of Her-
glotz and Wiechert and Zoeppritz [88, 250]; see Section 3 of Chapter 3 of [224] for a
description of their method. We also refer to Figures 5 and 10 in [249] for some geo-
physical information.

The function m(x) generates the Riemannian metric

dr = ym@ldx],  |dx] = \(dx)? + (dy)? + (d2)?. (11.9)

The travel time from the point X, € R® (source) to the point X € R> (receiver) is [224]

(X, Xg) = J m(x(s))ds, (11.10)

I'(x,x)
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where I'(X, X¢) is the geodesic line connecting points x and X, and ds is the Euclidean
arc length. We assume that the source x, runs along an interval L of a straight line
located in the plane {z = 0},

L={x=(xy.z):x=a€(0,1),y =1/2,z = 0}. (11.11)

Hence, X, = X, = (a,1/2,0), @ € (0,1). Let 7(x,a) be the travel time between points x
and x, = (a,1/2,0). Thus, we denote 7(x,a) = 7(X, X,). We denote I'(x, @) the geodesic
line connecting points x and x,,. It is well known [224] that the function 7(x, &) satisfies
eikonal equation as the function of x,
T)Z( + r,z, + Tﬁ =m(X), X¢€ R’ (11.12)
7(x,a) = 0(|x —%,]), as|x-x,/— 0.

Everywhere below we assume without further mentioning that the following property
holds.

Regularity of geodesic lines. The function 7(x,a) € CX(R® x [0,1]). For any pair of
points (X,X,) € Q x L there exists unique geodesic line I'(X, a) connecting these two
points and I'(x,®) N B, # @. In addition, if any geodesic line, which starts at a point
X, € L, intersects B,, then it intersects it at a single point. Also, it does not go “down-
wards” in the z-direction, but instead intersects 0Q\B, at another single point; see
(11.1)-(11.4). In addition, after intersecting 0Q\ B, this line does not “come back” in
the domain Q but rather goes away from this domain. In other words, this line is not
reflected back from any point of its intersection with 0Q.

The following sufficient condition of the regularity of geodesic lines was derived
in [225]:
&’ 1n n(x)

3
————&&§=0, Ve R, Vx = (X1, X3, X3) € Q.
i,jZ:1 aXiaX]’

Travel Time Tomography Problem (TTTP). Suppose that the function m(x) satisfies
conditions (11.5)—(11.8). Assume that the following function f(x, a) is given:

(xa) = f(x,a), VxeTUB,,Vae(0,1). (11.13)

Determine the function m(x) for x € Q.

In other words, by (11.1)-(11.4) and (11.13) the data for the travel time are given
for all sources running along the line interval L defined in (11.11) and for the part ' U
B, of the boundary 0Q. Hence, the data (11.13) are both formally determined and
incomplete.
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11.3 Aspecial orthonormal basis

We now describe the orthonormal basis in L,(0, 1), which is a little bit different from the
one in Section 6.2.3. Consider the set of functions {&,(a)}r>, = {(a + a)"e®};2,, where
a = const. > 0. This is a set of linearly independent functions. Besides, functions
Y, (a) are polynomials orthonormal in L,(0, 1) with the weight €?®. The matrix M N =
{(¥,, ‘I’m)}f,\i)n:l is invertible since its elements a,,, = (¥}, \¥,,,) are such that a,,, = 1if
m=nand a,, =0ifn <m.

Consider the function g(a) in the following form:
N 1
g =Y g, ¥y(@), q,= Jq(a)‘l’n(a)da. (11.14)
n=1 0

Below we need to impose such a sufficient condition on the vector of coefficients g" =
(qo>--- ,qN,l)T in the Fourier expansion (11.14), which would guarantee that the func-
tion g(a) is positive for all a € [0, 1]. Consider vector functions & N () = (.-, é,’N)T(a)
and YN (a) = (Yy,... ,‘I’N_I)T(a). The desired condition is given in Lemma 11.3.1.

Lemma 11.3.1. Let the NxN matrix Xy transforms the vector function &N () in the vector
function yh (a) via the Gram—Schmidt orthonormalization procedure, that is, X -& N (a) =
WN (). Let the matrix XAT, be the transpose of Xy. Let XﬁqN =g" = Go>- - -> GN,l)T.
Suppose that all numbers G, ...,qy_; > 0. Then in (11.14) the function g(a) > O for all
a € [0,1].

Proof. 1t follows from the Gram-Schmidt procedure that elements of the matrix Xy
are independent on a. Let the raw number n of the matrix Xy be (X,1,Xp: - - > Xun)>
n=1,...,N.Then

N
Yo(@) = ) xy&().

j=1
Hence, by (11.14)
N N N /N N
q(@) = ) g, ) X&) = Z( D xn,-qn>£,-(a) =Y Gi&(w. (11.15)
n=1 j=1 j=1\n=1 j=1
Since §j(a) = (a + aye® > 0, then (11.15) implies that g(a) > 0 for a € [0, 1]. O

11.4 Estimate of ’(x, a) from the below

Lemma 11.4.1. Assume that conditions (11.5)-(11.8) hold. Then

2

T2(%,Q) > vx € Q,Va € [0,1]. (11.16)

A2+ 2
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Also,
T,(X,a) >0, VxeQu{z e (0,A]},Va € [0,1]. (11.17)
Thus,
(X, @) > A , VXeQVael01]. (11.18)
VAT 12

Proof. Note that having proven (11.16) is not enough for our technique: we need to
know the sign of the function 7,(x, @), that is (11.17), in Section 11.5 (more precisely, in
(11.31)) where we consider the square root of ‘rﬁ (X, a). Denote

p=17,0y.z,a), q=1,Yy,z,q), r=T1,xY,20). (11.19)

The following equations for geodesic lines can be found on page 66 of [224]:

& _p d_g dz_
m

r
ds m ds ds m
d_p_mx d_q_ﬂ dar m,

ds 2m’ ds 2m ds 2m’

(11.20)

(11.21)

where s is a parameter. Using (11.19), we obtain for 7 = 1(x(s), y(s),z(s), a) along a
geodesic line
dt 0rdx oJrdy oJrdz p q r
e T T ol g = =1 11.22
ds axds+ayds+azds pm+qm+rm ( )
Set
7(x(0),y(0),2(0),a) =0 fors = 0. (11.23)

Then (11.22) implies: T(x(s), y(s), z(s), a) = s. Hence, the parameter s coincides with the
travel time. In particular, we now rewrite equations (11.20), (11.21) in a different form:
to have derivatives with respect to z rather than with respect to s. Hence, we obtain
from (11.20) and (11.21):

dp m, dqg m, dr dt m

=3, == =2 —=m, —=-, 11.24
dz r’ dz 2r’ dz 2 dz Z? dz r ( )

ax _p q me 49 _ Ty
r
Xl,co=& Ye0=1/2, Pleo=Po» qlz-0=90> Tlmo=To, Tl,o=0, (11.25)

where a € (0,1) and py, g, are some given numbers such that p3 + g5 < 1. The latter
inequality follows from (11.12) and the fact that by (11.6) m(x,y, 0) = 1. Also, by (11.12)
ro = +4/1-p? - ¢3. To prove that we should take “+” sign in the latter formula, we
note that

(X, y,2,Q) = \/(x —a)2+(y-1/22+2z2 for(x,y,z) € (0,1) x (0,1) x (0,A4). (11.26)
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Hence, 7, =r =z/7 > O forz € (0, A). Hence,

ro=\1-p3-4¢%>0, (11.27)

2

m for (X, y) S (0, 1) X (0, 1),“ € (0, 1) (11.28)

Tﬁ(x,y,A,a) >

Suppose that the geodesic line defined by (11.24) and (11.25) intersects the part

B, of the boundary 0Q. Then the condition of the regularity of geodesic lines implies

that there exists a single number z, = z5(py,go,a) € (4,4 + o] such that the point

(x(z0), y(20),2¢) € 0Q\B, and for all numbers z € (4, z,) all points (x(z), y(z), z) of that

geodesic line belong to Q. Since by (11.24) dr?/dz = m,, then, using (11.24) and (11.28),
we obtain

r’(x(2),y(2), 2, &) = J m,(x(t),y(t), t, a)dt + r*(x(A),y(A), A)
A

2

> rX(x(A),y(A), A) >

> sz €(4,zp),
A% +2 (4,20)

which establishes (11.16). To prove (11.17), we notice that it follows from (11.5), (11.8),
(11.19), the last equation (11.21) and (11.23) that

7,((x(s), y(s), 2(5), @) = J(?—;)(x(t),y(t),z(t),a)dt > 0. (11.29)
0

Estimates (11.17) and (11.18) follow immediately from (11.16), (11.26), and (11.29). O

11.5 A boundary value problem for a system of nonlinear coupled
integro-differential equations

11.5.1 Anonlinear integro-differential equation

Denote
ux, a) = Tﬁ(x, a), xXxeQ,ac(0,1). (11.30)
By (11.17)
T,(X, @) = Vux,a), x€Q. (11.31)
Hence, (11.13) and (11.31) imply that for all a € (0, 1)
A+a
T(X,Y,2,@) = — j Vuley taydt + f(x,y,A+0,a), (x,y,z)€Q, (11.32)

z
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A+o

T,(%,y,2,Q) = J <2 ) Xy, tLa)dt + f,(x,y,A+0,a), (xYy,2)€Q, (11.33)

A+o

7,(0,y,2,a) = J <2Lj/_> xy,tadt +f,(x,y,A+0,a), (xy,z)€Q. (11.34)

Substituting (11.30)—(11.34) in the eikonal equation (11.12), we obtain the following
equation for (x,y,z) € Q, a € (0,1):

A+o 2

ux,y,z, a) + [ J (2\/_>(x y,ta)dt + f,(x,y,A + o, a)]

A+o

2
+ [— J <2\/_>(x y,t,a)dt +f,(x,y,A + 0, a)] =m(x,y,z). (11.35)

Differentiating (11.35) with respect to @ and using o,m(x,y,z) = 0O, we obtain for
x,y,2) € Q,a € (0,1),

A+o 2

U, (x,y,z,a) + %[— J <2\/_>(X y,t,a)dt + f,(x,y,A + 0, a)]

A+o 2

0 [_ J (%)(x,y,t,a)dfo(x,y,A+a,a)] ) (11.36)

" da

11.5.2 Boundary value problem for a system of coupled integro- differential
equations

Using (11.26) and (11.30), denote for (x,y, a) € [0,1]%,

A? A?
Up(x,a) = u(x,y,A,a) = iy 12 A2 > 23 (11.37)
We seek the function u(x, a) in the form
ux, a) = uy(X, a) + v(x,a), xeQace(0,1], (11.38)
VLY, A @ =0, (6. €[0,1P, (11.39)

where the function v(x, a) is unknown for x € Q, a € (0,1). Recall that the part I of
the boundary of the domain Q is defined in (11.4). We need to obtain zero boundary
condition at T for a function associated with the function v. To do this, we assume first
that there exists a function g(x, a) € H'(Q) for every a ¢ [0,1] such that

g(x,a) = (fz)z(x, a) —ug(x,a), Vxel,Vace[0,1], (11.40)
gy, A,a) =0. (11.41)
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Introduce the function w(x, a),
wx,a) = v(x,a) - g(X,a), XeQaecl0,1]. (11.42)

Then (11.38)-(11.42) imply that

ux, a) = uy(X, ) + wix,a) + g(x,a),x € Q, ac[0,1], (11.43)
wXx,a) =0, Vxel,Vace]l0,1], (11.44)
wioy,A,a) =0, (xy,a) €[0,1. (11.45)

We assume that both functions w(x, a) and g(x, a) have the form of the truncated
Fourier series with respect to the orthonormal basis {¥,(a)},

N

w(x, ) = z W, (X)W, (), XeQace(0,1], (11.46)
n=1
N —

g(x,a) = Zgn(x)‘lf,,(a), xeQ,ae€0,1]. (11.47)
n=1

Here, coefficients w,,(x) are unknown and coefficients g, (x) are known. And similarly
for wy, wy, Wy, Wy, and the same derivatives of the function g. Furthermore, we as-
sume that these functions, being substituted in equation (11.36), give us zero in its

right-hand side for x € Q, a € (0,1). By (11.44)-(11.46),

w,(X)|r =0, w,(xy,A)=0. (11.48)
Denote
W(x) = (Wy,...,wy) (x), (11.49)
G(X) = (gp,....8y) " (X). (11.50)
Let
N
fxy,A+0,0) = an(x, BA+0)¥, (@), (xy.a) € (0,17, (11.51)
n=1
FOOY,A+0) = (fufp . f) Gy, A+0),  (x,y) € (0,1)% (11.52)

Keeping in mind (11.48) and (11.49), we define the spaces Cy(Q), Cy o(Q) of N-D vector
functions W(x) defined in (11.49) as

WX : IWis g
o @ ®): Wl @
X,y,N - _ _ _ —

= n‘g}f}f\,‘](ﬂwn”am + Walle@) + Wy lley) < 00

Crymo@ = {W € Cy, y(Q) : Wip = W(x,y,4) = 0}.
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Keeping in mind (11.37)-(11.52), substitute functions w, g and their corresponding
first derivatives with respect to x, y, a in equation (11.36). Next, multiply the resulting
equation sequentially by functions W,(a),n = 1,..., N and integrate with respect toa ¢
(0,1). Then multiply both sides of obtained system of nonlinear integral differential
equations by the matrix M ;,1, where the matrix My was introduced in Section 11.3. We
obtain

W(x) = My'P(W, W,, W,,G,G,,G,.F,.,F,.,X), X€Q, (11.53)
Wir = W(x,y,4) =0, (11.54)

where P is the N-D vector function,

P=(Py....Py) (W,W,,W,,G,,G,.F,.F,.X), Xxe€Q, (11.55)
P,(W, W, W,,G,,G,,F,,F,,X)
3 A+o 2
Uox + Wy + 8x
= |V — - P ——— [ L V,A, d 11.56
J ”(“)aa< J 2\ U TW+g oy 0‘)) “ (11.56)
0 z

2

1 A+o

0 Ugy + Wy + 8,

Y )—( - | ——— V54, .
+! n(a)aa< Jz u0+w+gdt+fy(xy a) | da

Thus, we have obtained the desired boundary value problem (11.53)-(11.56) for the
system of nonlinear coupled integral differential equations. Below we focus on this
problem.

11.5.3 The positivity of the function (uy + w + g)(x, )

It follows from (11.36) and (11.43) that we need the function (uy + w + g)(X, @) to be
positive. We discuss this issue in the current section.
Using (11.16), (11.30), (11.37), (11.43), and (11.49), define the set of functions K as

K ={wx, a):= (w+g)(x,a) > 0, (11.46) holds, W ¢ Ci,y,N,O(ﬁ)}’ (11.57)

where (%,a) € Q x [0,1]. Then by (11.37) and (11.43),
2

A2 42

Uy + W+ 8)(X, @) > , YweK, (x,a) € Qx[0,1]. (11.58)

To obtain a sufficient condition guaranteeing (11.57) in terms of the vector function W,
we formulate Lemma 11.5.1.

Lemma 11.5.1. Let (11.46) and (11.47) hold. Consider the vector function vV (x) = (w; +
Wy + &5 ..., Wy + gy) L (X). Let Xy be the N x N matrix of Lemma 11.3.1. Consider the
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vector function al (x) = XI{,VN (x).LetVN (%) =(vq,... ,vN)T(x).Suppose that all functions
Vp(X) > 0in Q. Then the function w € K and, therefore, (11.58) holds.Also, the set K is
convex.

Proof. The first part of this lemma follows immediately from Lemma 11.3.1. We now
prove the convexity of the set K. Suppose that two functions w®, w'? ¢ K. Let the
number 6 € (0,1). Then by (11.57),
owD(x, ) > -0g(x,a), x€Qael01],
1-0w?x,a) > -(1-0)gx,a), xecQaclo1].

Summing up these two inequalities, we obtain

oWV (x a) + (1-Ow?(x,a) +g(x,2) >0, x€Qacl0,1]. O

11.5.4 Applying the multidimensional analog of Taylor formula

We specify in this section how the classical multidimensional analog of Taylor formula
[247] can be applied to the right-hand side of equation (11.53). Let R > 0 be an arbitrary
number. Denote

KR) ={W:weK,|W ||C;M@ <R} (11.59)

It follows from Lemma 11.5.1 and (11.59) that K(R) is a convex set.

Lemma 11.5.2. Let WO w® ¢ K (R), let G(l), G? be the vector functions (11.50) and
FO, F? pe the vector functions in (11.52). Based on (11.46) and (11.49), denote W(X, a) =
wh(x, ) - wP(x, a), W,(x) = w(x) - w2 (x). Similarly, denote g(x,a) = gV(x,a) -
22 (x, a), where g (x, a) corresponds to the vector function G¥ (x), k = 1,2 via (11.47),
(11.50). Also, denote

W=w?-w®=@@,....wy), G=6"-G6? F=F?-F"

And let functions f = f m(x,y,A +0)andf = f(x,y,A + o) correspond to the vector
functions F? (x) and F(x), respectively, via (11.51), (11.52). Then the following form of the
multidimensional Taylor formula is valid:

My' W, w2, w?, 62,6, FP,F?, x)
- My P(WO, W, W, 6P, 6, KV, F{Vx)
A+o

= [ 1w W w60, 6 . FY.xy, Wy, e

z
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A+o
+ J T,(wO,w®, wd, 60,60, FP, FP, x,y, OW, (x,y, t)dt

z

A+o
+ J T,(WO, w®, wP, 6V, 6V, FV, F", x,y, )W, (x, y, t)dt
z
A+o
+ J T(w®, wd, w?, 60,60, FP, FP, W, W,, W,,x,y, t)dt (11.60)
z

A+o
+ J S; (WO, wP, WP, 60,60, FP, FV, x,y, )G, (x, y, t)dt

z

A+o
+ j S,(w®, wl, W)El), G, G;l), FS’,F;D, XY, )Gy (x,y, t)dt
z

+ SO, w®, w®, 6,60, F, FP, x)F, (x,y)
+ S4(W(1) W(l) W(l) G)((l), G;l),F)((l),F}(,l)X)Fy(X,y),

WL WP,
where X € Q, i = 1,2 in T; means that this matrix depends on both vector functions

1 1 1 1 1 1 1 2 2 2 2 2 2 2
w®wh,wh, 60,6, FP,FP) and (WP, WP, W?,6?,6\7, FP,F?). Also, all
elements of matrices Tj, S, j = 0,1,2,3; k = 1,2,3,4 are continuous functions of their
variables. Furthermore, the following estimates hold:

LW, WP, w?, 60,60, F,FP,xy,t) < €y j=0,12(y,0)€Q, (1161)

IT,(W®, WP, w®, 60,60, FO, FP, W, W,, W,, x,y,1)| (11.62)
<GW?+ W, + W), oy, e,
IS (W, W, wd, 60,6V, FP,FPx)| < €y k=1,...,4x€q, (11.63)

where the number
C = Cl(N, Rmax|G?| ., g max|FV|. & ) >0 (11.64)
i=12 Cow@ 5212 Coyw@
depends only on listed parameters. Estimates (11.61)—(11.64) mean estimates for each

element of corresponding matrices. In terms of the integration with respect to a, matrices
T;, S;,j = 0,1,2,3 depend on the integrals of the form

rEp

1
J W () Uit (X, (U Ugys Uoy) (6, Y5 £ @), Wi (@), W, (@), W (@), Wy (@) da,
0

wheren,k,m =1,...,N, and pjny are continuous functions of their variables.
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Proof. Below C; > 0 denotes different constants depending only on parameters listed
in (11.64). For x € Q and a € (0, 1), consider the functions & (x, ) and n(x, a) defined as

Upy + Wy + 8y u)’ )’ g)’
, X, P — X)) = ————— 11.
Ew,X,q) = N = (x,0), nw,x,a) N ( X, ), (11.65)

where functions w, g have the forms (11.46), (11.47). Then ¢ w®, x, a) = Ew® +#, %, @)
and n(w?,x, ) = n(w' + W, x, a).

The convexity of the set K(R) allows us to use the multidimensional analog of
Taylor formula in the following form:

f(w(z), X,q) = {(w(l), X,q) + sl(w(l), X, Q)W + sz(w(l), X, Q) W,

+ s3(w(l), X, )8, (X, a) + s4(w(1), w?, x, a)ffv2 (11.66)
+ 55w, w?, %, ) + s¢(w®, w2, x, ), W,

where s; are continuous functions of their listed variables. Furthermore,

Is;(w, x, @) |s;(w”,w'®, x,a)| < C;, wherei=1,23and;j=4,56. (11.67)

Next, substituting (11.46), (11.47), and (11.50) in (11.66), we obtain

§w?,x,a)

N
=&+ z [$1Wi (X) + $,Wie(X) + 5381 (%) | ¥ (@)
k=1
N

+ Z [S4 (Wi W) (X) + S5 (Wi Wiy ) (X) + Sg (Wi W) (X) [V ()Y (), (11.68)
k,m=1

where for brevity &, = & w®, x, @). Hence, it follows from (11.65)—(11.68) that the sec-
ond line of (11.56) can be rewritten as

1 3 A+o 2
J‘Iﬁ,(a)—(— J Hox + Wy + 8x XX Xt +f,(x, ¥, A, a)) da
z

] oa 2o FWFg
1
= J \Pn(a)
0
A+o 2
a N N o =
( j (51 Z(Vk + Y Vkm‘I’m(a)>‘I’k(a)>dt+ (F + fx)> da, (11.69)
aa k=1 m=1
Vk(w(l) X, A, Wy) = ;Wi (X) + SyWiy (X) + 385 (X), (11.70)
Vign W, w®, X, ) = 5, (Wi W) (X) + S5 (Wi W) (X) + Sg (Wi W) (X). (11.71)

Similar formulas are obviously valid for the third line of (11.56). Thus, formulas (11.56),
(11.65)—(11.71) imply (11.60)—(11.64). O
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In Lemma 11.5.2, we have used second order terms in the Taylor formula. In ad-
dition, we will also need the formula which uses only linear terms. The proof of
Lemma 11.5.3 is completely similar to the proof of Lemma 11.5.2.

Lemma 11.5.3. Assume that conditions of Lemma 11.5.2 hold. Then the following analog
of the final increment formula is valid:

My' WP, WP, w?, 62,62, FP,F?,x)
- My P(W®O, WP WP, 6P, 6P, KV, F{'x)
A+o
= J Yo (WO, wd, w?, 60,60, FD, FP, x,y, t W(x,y, t)dt
z

A+o

" J v, w®, w®, 60,60, FP, FO x,y, ) W,(x,y, )t

z
A+o

+ J vWO,wd w60, 60, FD F, x,y, ) W, (x,y, t)dt 11.72)
z
A+o

+ J S (WO, w®, wd, 6,60, FV,F, x,y,0)G,(x.y, t)dt

z
A+o

+ j SWO, WO, w®, 60,60, O, FD, x,y,0G, 6.y, Ot
z

+S(wWO, W, wd, 60,6V, FV, F", x)F, (x,y)
+S, (WO, w, wi, 6P, 6P, FY, FV, x)F,(x,y), xeQ.

where x € Q, i = 1,2, all elements of matrices Y]-, j = 0,1,2 are continuous functions of
their variables and the following estimates are valid for t € [z,A + ], (x,y,t), X € Q:

2 S
Y w0 wd,w?, 67,60 FY P xy. )
j=0

2
+ Y 15w, WP, w, 6P, 6P F, EV, x,y,t)| (11.73)
k=1

4
Y BW®, WO, W, 6,69, FD, FY )| < ;.
k=3

11.6 Problem (11.53), (11.54) in the semidiscrete form

We now rewrite equation (11.53) in the form of finite differences with respect to vari-
ables x, y while keeping the continuous derivative with respect to z. For brevity, we
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keep the same grid step size h > 0 in both directions x, y. Consider partitions of the
intervals x € (0,1), y € (0,1) in small subintervals of the same length h with B = 1/h
and corresponding semidiscrete subdomains of the domains Q and Q,

O0=x9<Xxy<---<Xgy1<xg=1 Xx;—x_1=h,
O=yo<y1<--<yp1<yp=L Yi-Via=h
B-1
Q" = (x"@) = {6y 2} 7 € (A, A+ 0)). (11.74)

Qil = {xh(z) = {(xi,yj,z)}z.zo,z € (A, A+0)} (11.75)

Hence, xh(z) is a z-dependent vector. Its dimension is (B — 2)2 in the case of Q" and
(B + 1)? in the case of Q{‘ By (11.74), only those points (x;, y;,2z) € Q", which are corre-
sponding interior points of the domain Q. On the other hand, in addition to points of
Q" the semidiscrete domain Q? contains boundary points which belong to the part T’
of the boundary 0Q. We assume below that

h € [hy,1), hy = const. € (0,1). (11.76)

Remark 11.6.1. Unlike classical forward problems for PDEs, we do not let the grid step
size h tend to zero. This is typical for numerical methods for many inverse problems:
due to their ill-posed nature, see, for example, [156, 236]. In other words, the grid step
size is often used as the regularization parameter.

Consider the N-D vector function Q(x) = (Qy,...., QN)T(X) with Q,, € C(Q). We
denote Q"(x"(z)) the trace of this vector function on the set ﬁ?. Thus,

Qd'®'@) = (... (@) = (A @) (A @) 1) (11.77)

is the matrix depending on the variable z € [A, A+0]. Here, Q;‘(’j (2) = Q%3 y5,2), where
k =1,...,N. Hence, by (11.46), (11.47), (11.51), and (11.77) the finite difference analogs
of functions w(x, a), g(x, @), f(x,y,A + 0) are

N
Wi(x'(2),0) = Y Wi (x'(2) (@, X' e Ty, ac(01], (11.78)
n=1
hy h < hyh h =
g'(x"@),a) = ) g(x"@)¥,(@), X'(z)€Q,ae(0,1], (11.79)
n=1

N
(x4 + 0),a) = Zf:(xh(A + o)W, (@, xX'(A+0)e 5{', a € [0,1]. (11.80)
n=1

Next, by (11.49), (11.50), (11.52), and (11.78)—(11.80) the finite difference analogs of ma-
trices W, G, and F are

Whx'(2)) = Wh... W) (@), ') e, (11.81)
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G"(x'(@) = (gh.....eh) ('), *'(z) €, (11.82)
F'x@) = (L Y (K@), z=A+0.x"A+0)eql. (11.83)

Foran arbitrary number z € [A, A+0], denote Q;’ = x"(z) = (x;» y},z)l o Z1s fixed}.
We introduce semidiscrete functional spaces for matrices like Qh (x(2)),

ch@) = {Q" (") : |

ij
= max max Q=) < oo}
Ch(ﬂ ke[LN] ij=1,..., | ( |

ch@") = [Q" ") : | 10y, 2) < oo}

ch @~ ze[A,A+<r]

ch(@y,) = {Q" (") : |

= (2) = jmax max |Q (z)|<oo}

Ch(Q ke[1,N] ijj
—h
ch@) = (') : | s = ze[A,A+o]“Q || PRCE co},
Cz@,o(ﬁ?) = {Q"(x"@) € CN(QI) : Q"(x"(2)) = 0 for x"(z) e TU {z = A},
N B-1
z&mb{dxwummm@ #ZZ‘%>«4
k=1ij=1
A+o
2 2
L") = {Qh(xh(z)) : "Qh“LgN(O") - J "Qh“L;’N(Qg)(z)dz < oo]»,
A
Q'(x"@) : "(x"(@))Irop, = O,
2
1 (Qhy “Qh"Hé’,'MQQ‘)
o.N B A+o
= J [IIQ"lIi;N(Qg)(z) + ||azQ"||i§N(Qg)(z)]dz <o
A

We approximate x, y derivatives of the vector function W(x) via central finite differ-
ences [228]. It is convenient to write this in the equivalent form for the matrix function

Wh(x) as
. Wi+1,j(z) _ Wi—l,j(z)
” = k k . 3 7 —
W, (2) = h s ij=1,...,B-1, (11.84)
N Wiilz) - wiil(z)
1) _ k k 2. _
Wy, (2) = o , bLj=1...,B-1, (11.85)
ij B T
W (x"@) = (W (@)groon - (WD) (11.86)
ij B T
w(x"(z2)) = (( O’)y(z)),.)].zo, s (W, @))i0) (11.87)

See (11.77) for notation (11.86) and (11.87). Using (11.76) and (11.84)-(11.87), we obtain
that there exists a constant C, = C,(hy, N, Q") > 0 depending only on listed parameters
such that

(Lo . vQ" e ch@). (11.88)

h
Ch Q) y C;’,(ﬁ 2”0 "Ch(Q
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—h
In addition, by embedding theorem H(l)’)?v(Qi’) C C,’\I,’O(Ql) and there exists a constant
C = C(A,0,hy,N) > 0 such that

h h h Jhoh
I nq.,@i‘) <C|a "ng’;,(of)’ vQ©e H(l),N(Ql)' (11.89)

Thus, using (11.77)—(11.83), we obtain the following finite difference analog of
problem (11.53), (11.54):

wWh(x"(2)) = My' P(W", W2, W)', 6", G}, G}, F*' FIL F}, x"(2), x"(z)eQ", (11.90)

W"(x"(2)) € Hyh(Q1). (11.91)

Also, we assume that the vector functions G"(x"(z)) and F"(x"(2)) in (11.82) and (11.83)
are such that

")), F'(x"(2)) e Ch(@Q)). (1.92)

As above, let R > 0 be an arbitrary number. We now introduce the finite difference
analogs of sets (11.57) and (11.59). Assume that (11.79) holds. Then

W= w(x(2),2) = (W' + g")(x"(2),a) > 0,
K" = V(x'(2),q) € ﬁi’ x [0,1], (11.78) holds for w"(x"(2), a), { » (11.93)
W'(x"(2)) € Hyy (Q))
K"(R) = (W'(x"(z)) : w" € K", |W"| .

an <R} (11.94)

It follows from (11.89), (11.93), and (11.94) that K"(R) < K" < C! @}).

Similarly, with Lemmata 11.3.1 and 11.5.1, Lemma 11.6.1 provides a sufficient con-
dition imposed on the components of the matrix Wh(Xh (2), @), which guarantees that
wh(x"(2),a) € K".

Lemma 11.6.1. Let the matrix w" = w(x"(2),a) € K". Select a triple (i,j,z) with i,j =
0,...,B,z € [A,A + o] and consider the vector v(i,j,z) = (W; + 81, Wy + 82,..., Wy +
gN)T(i,j,z). Let Xy be the N x N matrix of Lemma 11.3.1. Consider the vector V(i,j,z) =
X% -v(i,j,2). Let Wi, j, z) = (Vy, ..., Vy)" (i, ], 2). Suppose that all numbers v,(i,j, z) > O for
alli,j = 0,...,B,z € [A,A + g]. Then the function wh € K and, therefore, by (11.37) and
(11.43) the following analog of (11.58) holds for XA +0),x"(2) € 5?:

A2

ul(x(4 +0)) + W' (x"(2), ) + " (x"(2), a) > YOt

Also, the set K" (R) is convex.
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Proof. The first part of this lemma, the one about the positivity, follows immediately
from Lemma 11.3.1. Consider now two matrices w"'(x"(z), ), w?"(x"(z),a) ¢ K"(R).
Let the number 6 € [0,1]. Then one can prove completely similarly with the proof
of Lemma 11.5.1 that ow*'(x"(2),a) + (1 - W (x"(2), ) € K". Let W'(x"(2)) and
Wz’h(xh (2)) be two matrices corresponding to matrices wl’h(xh (2), ) and w2t (xh (2), a),
respectively, via (11.81). The triangle inequality and (11.94) imply that
Lhyh 2hy h
[6W™(x"(2)) + (1 - OW="(x (Z)»a)||H(1i’;v(Q{')
Lhyh 2h(h
< O (")t )+ (1~ OV (K@)

<O6R+(1-OR=R. O

Lemma 11.6.2 is a finite difference analog of Lemmata 11.5.2 and 11.5.3. The proof
is completely similar and is therefore omitted.

Lemma 11.6.2. Assume that (11.92) holds. Then the direct analogs of Lemmata 11.5.2
and 11.5.3, being applied to the right-hand side of (11.90), are true, provided that all
functions involved in these lemmata are replaced with their above semidiscrete analogs.
The constant C, in (11.64) and (11.73) should be replaced with the constant C, depending
only on listed parameters, where

max||F(i) ||C1 > 0.

Coyn @ i=1,2 xy.N (ﬁ))

C, = Cl(hO,N,R, riri%("G(i)

Suppose that we have found such a matrix Wh(xh (2)) € K" (R), that it solves prob-
lem (11.90), (11.91). Then, using (11.38), (11.42), (11.43), and (11.78)—(11.80), we set

N
w(z,0) = Y W @)W¥,(@); ij=0.....Bze[AA+olae(0,1), (1195

n=1
wh(xh(z),a) = (wi’j(z, a))szo; ze[AA+0],ac(0,1), (11.96)
vh(xh(z),(x) = wh(xh(z),a) +gh(xh(z),a), x(z) € ﬁi’,a € (0,1) (11.97)
u"(x"(2), @) = ul (x"(2), a) + V!(x"(2), ). (11.98)

Hence, by (11.37), (11.93), and (11.94),

2

h —h
2 >0, VX'(2)eQ,Vacel0,1]. (11.99)

u'(x"(z), a) >

Using (11.30), (11.31), and (11.99), we set

(x"(2), a) = Jul(x(2), a). (11.100)
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The semidiscrete analogs of formulas (11.33) and (11.34) are

A+o h

‘ri’(xh(z),a) =- J < il/"_h>(xh(t),a)dt +f;’(x, V,A +0,a), () € Q, (11.101)
2Vu
A+o uh

T;,’(xh(z),a) =- J <2\/y_h)(xh(t),a)dt +fyh(x, V,A+0,a), (z) e Q. (11.102)
4 u

Next, using the original eikonal equation (11.12), we set its semidiscrete form as
2 2 2 —h
() + (1)) + () ](x"@) = m"(x"(2)), x'(2) € Q. (11.103)

Remarks 11.6.1.

1. Equation (11.90) with condition (11.91) as well conditions (11.76), (11.78)—(11.80),
and the assumption that the right-hand side of (11.103) is independent on the pa-
rameter a form our approximate mathematical model for the TTTP formulated in
Section 11.2.

2. Itis well known that the problems like proving the convergence of the numerical
methods as ours when in (11.76), (11.78)—(11.80) actual regularization parameters
hy —» 0and N — oo are, generally, extremely challenging ones in the field of
inverse problems. The fundamental underlying reason of these challenges is the
ill-posed nature of inverse problems. Therefore, we do not analyze this type of
convergence here.

11.7 Lipschitz stability and uniqueness

Based on (11.56) as well as on (11.88) and (11.89), we consider everywhere below the
matrix equation (11.90), as a system of coupled nonlinear Volterra integral equations
whose solution satisfies (11.91). Denote

o"('(2) = (G, 61 GIL P FL (K@) x'(2) € @', G F" e C(@)).  (11.104)

Theorem 11.7.1 (Lipschitz stability and uniqueness). LetR > O be an arbitrary number.
Consider two matrices W(l)’h(xh (2)), W(z)’h(xh (2)) € K" (R). Suppose that these matrices
generate two pairs of matrices in (11.82), (11.83) G (x"(2)) and FO" (x"(A +0)),i = 1,2,
which satisfy conditions (11.92). Let oDh(xh(2)),i = 1,2 be the corresponding matrices
as in (11.104). Let mMV"(x(z)) and m®"(x(z)) be the corresponding right-hand sides of
equality (11.103). Assume that functions m(l)’h(x(z)) and m(z)’h(x(z)) are independent on
a (Remarks 11.6.1). Then there exists a constant

C; = C3(ho, A, 0, RN, Q" ||

0@ ) s o, 11.10
C%(Qf)' "CQN<0T>)> (11.105)
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depending only on listed parameters such that the following Lipschitz stability estimate
holds:

h h h h
”m(l) - m® "C{l@") < C3||q>(” _o® “CQN@?)' (11.106)

In particular, if ®V"(x"(2)) = ©@"(x"(2)), then mMP'(x"(z)) = mP"x"(2)), that is,
uniqueness holds.

Proof. In this proof, C; > 0 denotes different constants depending on parameters
listed in (11.105). Denote

wh = w@h _ywh  gh — @ _ pdh (11.107)

It follows from Lemma 11.6.2, equality (11.72), estimate (11.73) of Lemma 11.5.3, (11.88),
(11.90), (11.91), (11.95)—(11.99), and (11.104) that the following inequality with the
Volterra integral holds true:

A+o

z
—h
where X(z) € Q; and z € [4,A + 0]. Hence, Gronwall’s inequality leads to
Zh =h

This is the key estimate of this proof. Having this estimate, the target estimate
(11.106) follows immediately from (11.81)—(11.83), (11.88), (11.95)-(11.103), (11.104),
and (11.107). Uniqueness follows from (11.106). O

11.8 Weighted globally strictly convex Tikhonov-like functional

11.8.1 Estimating an integral

Let A > O be the parameter to be chosen later. We choose the “integral analog” of the
CWF as

Pa(2) = 2. (11.108)

Lemma 11.8.1. The following estimate holds for all A > 0 and for every function p €
Li(A,A+0):

A+o A+o 1 A+o
J eMZ< J |p(y)|dy>dzs 7 J |p(z)|e2Azdz.
A z A
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Proof. Interchanging the integrals, we obtain

A+o A+o A+o y
I= J em( J Ip(y)ldy>d2= J Ip(y)IOerZ)dy

A z A A
1 Ato 1 A+o
21 2AA 2N
= J pO|(e™ -e™)dy < J lp(y)|e* dy. 0
A A

11.8.2 The functional

To solve problem (11.90), (11.91) numerically, we consider the following minimization
problem.

Minimization problem. Fix an arbitrary number R > 0 as well as the gird step size
h € [hy,1). Lety > O be the regularization parameter. Minimize the functional J, ,Ly(Wh)

on the closed set K"(R), where

_ — 2
Iy (W) = &M [W" (x"(2)) - My P(W", Wy, W), @, x"(2)) e lsan  (11109)
hy2
+y|w ”Hé’h(ﬂ’f)'
Here, we took into account (11.108). We use the multiplier e in order to balance
two terms in the right-hand side of (11.109). Note that since R > 0 is an arbitrary num-
ber, then we do not impose a smallness condition on the set K"(R) where we search

for the solution of problem (11.90), (11.91). This is why we are talking below about the
global strict convexity and the globally convergent numerical method.

Theorem 11.8.1 (global strict convexity). Let h, be the number defined in (11.76) and let
h € [hy,1). At every point wh e Kh(ZR) andforallA > 0,y € (0,1) thefunctional]A,y(Wh)
has the Fréchet derivative | ;’Ly(Wh) € H(l)’h(QT). Furthermore, this derivative is Lipschitz
continuous on K' h(ZR), that is, there exists a constant

C4 = C4(ho, A, 0,R,N, Q" |G| >0 (11.110)

h
depending only on parameters listed in (11.110) such that for all WO W@ ¢ K" 2R)
@ .k S @ Wk
"]/’l,y(W )- ]/{,y(W< : )"Hg"(ogl) <C|w h-w “th(s){’)’ (11.111)

where the constant C > 0 depends on the same parameters as ones listed in (11.110) as
well as on A. In addition, there exists a sufficiently large number A, > 1 depending on
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the same parameters as those listed in (11.110) such that for every A > A, and for every
y € (0,1) the functional ] ,Ly(Wh) is strictly convex on the closed set K" (R). More precisely,
the following estimate holds for all W, w@h ¢ Kh(R)

2),h 1),h 1),h 2)h 1),h
Iy (WAt 1, (WD) — 3 (WO (W - w )
Ly @ _ 2 @h _ k2
> g||W =W Laany + YIW = W - (11.112)
Below C, denotes different constants depending on parameters listed in (11.110).
Theorem 11.8.2 follows immediately from (11.111), (11.112), and Lemma 5.2.1.

Theorem 11.8.2. Suppose that conditions of Theorem 11.8.1 are in place. Then for every
A > Ay and for every y € (0,1) there exists a single minimizer Wgﬁn e K"(R) of the
functional ] M,(Wh) on the set K"(R). Furthermore,

Jhy(Whi ) (W - Wi )20, YW e Kh(R). (11.113)

min

Let PK,I ®
H(l)’h(Qi’) on the closed set K"(R) ¢ H(l)’h(Qi’). Consider an arbitrary point woh ¢ gh (R).
And minimize the functional J, /Ly(Wh) by the gradient projection method, which starts

: Hé’h(Qi’) — K"(R) be the orthogonal projection operator of the space

its iterations at the point Wo",

h h h
Wy = P (W - oWy ), n=12.... (11.114)
Here, the number p € (0,1). Theorem 11.8.3 follows from a combination of Theo-
rems 11.8.1 and 11.8.2 with Theorem 5.2.1.

Theorem 11.8.3. Suppose that conditions of Theorem 11.8.1 are in place, A > A, and
y € (0,1). Let W, € K"(R) be the minimizer listed in Theorem 11.8.2. Then there exists
a sufficiently small number p,, € (0,1) depending on the same parameters as ones listed
in (11.110) such that for every p € (0, p,) there exists a number n = n(p) € (0,1) such that

the sequence W™ € K"(R) converges to Wr};ﬁn,

||W1illin - Wr}zl”Hé’ﬁ,(Q{') < rln"WI}xllin - WgnHll)’y’I(,(Q{')' (11.115)
Recall that in the regularization theory, the minimizer W". of functional (11.109)
is called “regularized solution”; see, for example, [22, 76, 244]. We now need to show
that regularized solutions converge to the exact one when the noise in the data tends
to zero. Following the regularization theory, we assume that there exists an exact, that
is, idealized, solution W*" € K"(R) of problem (11.90), (11.91) with the noiseless data
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>*'(x(2)),
(x(2) = (™", 6", G M FP E (K 2); GhF*h e ch@l), (11.116)

—h
where x"(z) € Q', see (11.104). We assume that there exists the exact, that is, idealized
—h
function m*"(x"(z)), x"(z) € Q in (11.103), which produces the data (11.116).
Let the number 8 € (0, 1) be the level of the error in the data G", F", that is,

167" = 6", gy

#h _rh
a@h F F N _n < 6. (11.117)

ch@p

Denote G" = G*" - G", F* = F*" — F". Then (11.88) and (11.117) imply that with a
constant C, = C,(hg, N, b >o depending only on listed parameters the following
inequalities hold:

=h =h =h

”G “Cg(ﬁr)’ I GX n%@")’ nGy "Cl}zl(ﬁh) < C25’ (11'118)
7 7 #h

”Fh”c;@b’ |F)’}||Clhv@h), (1% ||%@h) < Gyb. (11.119)

Since 6 € (0,1) and (11.117)—(11.119) hold, then, using the triangle inequality, we
replace below the dependence of the constant C, > O on ||(Dh "ch @ in (11.110) with the
2N V1

dependence of C, on ||d>*'hllch @y Thus, everywhere below C, > 0 denotes different
2N 1

constants depending on the same parameters as ones listed in (11.110), except that
h . : *,h
D "CQN @) is replaced with ||® ”CQN (5?).
Consider now the right-hand side of equation (11.90) for the case when wh is
replaced with W*’h, whereas other arguments remain the same. By Lemma 11.6.2,
we can use finite difference analogs of (11.72) and (11.73). In addition, we use now

(11.116)—(11.119). Thus, we obtain

My P(Wh Wit wit, o %' (z2))
= My (W™, W W o % (2)) + P(x'(2)),x(2) € @, (11.120)

||P||thv(6h) < C48. (11.121)
Theorem 11.8.4. Suppose that conditions of Theorem 11.8.1 are in place and also that
there exists an exact solution W*" € K"(R) of problem (11.90), (11.91) with the noiseless
data ®*" as in (11.116). Let the Ay > 1 be the number chosen in Theorem 11.8.1. Fix
an arbitrary number A = A} > A, in the ﬁmctional]/\,y(Wh) = ]Al’y(Wh). Just as in the
regularization theory, set y = y(6) = 6. Let the numbers p € (0,p,), Po>1 = 1(p) € (0,1)
be the same as in Theorem 11.8.3. Then the following estimates are valid:

W™~ Winlz o) < Cab, (11.122)
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W~ W2y < b+ Wi~ Wl (11.123)

*,

™" n"L" (an <CGbd+n " Wain — Wo ||H(§3’ITV(Q;1)’ (11.124)

where the functions mﬁ(xh(z)) are constructed from matrices Wf; via the procedure de-
scribed in Section 11.6 with the final formula (11.103).

Remark 11.8.1. Since W ¢ K"(R) is an arbitrary point and R > 0 is an arbitrary
number, then Theorem 11.8.4 implies the global convergence of the gradient projection
method (11.114); see Definition 1.4.2.

It follows from the above that we need to prove only Theorems 11.8.1 and 11.8.4.

11.9 Proofs of Theorems 11.8.1 and 11.8.4

11.9.1 Proof of Theorem 11.8.1

Denote (, ) and [, ] the scalar products in the spaces L N(Qh) and Hé’ﬁ,(()i’), respec-
tively. Let W " and WP be two arbitrary points of the set K™(R). As above, denote
wh = w@h _ wh Hence, WPh = wOh + W, Also, by (11.94),

& ||Héh(ﬂh <R. (11.125)

Hence, by (11.89) and (11.125),

& ||Ch @ S 2CR. (11.126)

It follows from Lemma 11.6.2 and (11.60) that

-1 2),h 2),h 2),h mh h
My (WP, wPh WAt ol x"(2))
-1 1),h 1),h 1)h sh Lh
= My' PO, W w0 x"(2))

A+o

+ J TO(W(D’h, W,El)’h, Wy(l)’h, o" x,y, t)Wh(xh(t))dt
z
A+o

+ J T, (WO, Wi wDR o, x,y, W (x"(¢))dt (11.127)
z
A+o

+ J TZ(W(I),h)W)Sl),h)W)El),h’q)h’x,y’t)W;l(Xh(t))dt
z
A+o

. . . —_p —} — —h
+ J Ty(WO, wh Wi o W W)L W)L " (0)dt, x"(2) e @,
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wherei =1,2and Ti’ j =0,1,2,3 are continuous functions of their variables for W ¢
DM(R). In addition, by (11.62) and (11.126),

A+o

J |Ts(WO, wh Wi o Wh W)L W)L %" (0))]
V4

A+o
2 2 h2 —h
<c, j (WY + (WY + (W) @)dt, ¥'(2) e (11.128)
z
Denote

D} (x"(2)) = W' (x"(2)) - My P(W D, WD, WDR, 0", x(2)), (11.129)

pi(w", Wf, W)’,’,xh(z)) = the sum of lines number 3, 4, 5 of (11.127), (11.130)
Dg(Wh, Wf, Wf,xh(z)) = the line number 6 of (11.127). (11.131)

Then it follows from (11.109) and (11.127)-(11.131) that

]A,y(W(z))h) _]A,y(W(l))h)
= 2e” 240 (DL Wh - D(WR, W, We™) + 2y [W", W]
— 2" (D}, Dy(W", WL, W)e™™) (11.132)
+ e MW" - DS, WL W) - DY W W) ] s o
+ )’”Wh”?{gz’;v(gy)-

In addition, by Lemma 11.6.2, (11.60), (11.61), (11.89), Lemma 11.8.1, (11.126), and
(11.128)—(11.131) the following estimates hold:

h nh/msh i7h T7hy 242\ ,,—2AA
|_2(D1’D3(W ’Wx’Wy)e )le

A+o , A+o
_ — C, _ —
< g oM j ( j ||Wh||i_N(det>emdz < LMWLy (1L133)
A z

Similarly, using the Cauchy-Schwarz inequality, Lemma 11.8.1, and assuming that the
parameter A > Ay, where A, is a sufficiently large number depending on the same
parameters as ones listed in (11.110), we estimate from the below the sum of the fourth
and fifth lines of (11.132) as

2y 17h _ (T Tt Tk hegih Trh k1 Az )2
e | [W" - Dy (W', Wy, W) - V3 (W™, Wy, Wy) e ”LQ',N(Q*')

+y|w ||H3;’,;(Q{')
1 oMymh Azy2 Cy _2ayoh pzy2 = h2
= 5€ W e™ L, n - 743 W2 e™ L, an + VIW “H(l)’,'l{,((l?) (11.134)

1 _ — 2 D
z e 2M“Whe}b"Lz_N(Qh) + V"Wh ”ng,(ggi)'

sy
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It follows from (11.127), (11.129), and (11.130) that the expression in the second line
of (11.132) is linear with respect to W",

Lin(W") = 2¢” (D}, W" - Dy(W", W', W, )e™™) + 2y [W", W), (11.135)

Obviously | Lin(W")| < C‘*"Wh”ng'V(Q?)' Hence, Lin(W") : Hé’ﬁ,(()i’) — Ris a bounded

linear functional. Hence, by Riesz theorem there exists a matrix © € H(l)’g,(Qi’) such
that

Lin(W") = [0, W"], vW" e Hyh(Q}). (11.136)
Besides, it follows from the above that

Wk | Toh W)k —hy 5k
]A,y(W +W )_]A,y(w ) - [0, W"] = o|W "H;;’;V(Q?))’

as IIWhII HEA ) — 0. Hence, © = ],{’y(W(l)’h) € Hé’ﬁ,(ﬂi’) is the Frechét derivative of

the functional J, , at the point wh ¢ gh (R). The existence of the Frechét derivative
in the larger set K"(2R) can be proven completely similarly. The Lipschitz continuity
property (11.111) of the Frechét derivative J ,{)y can be proven similarly with the proof of
Theorem 3.1 of [9]. Therefore, we omit this proof for brevity.

Furthermore, using (11.132)—(11.136) and recalling that W" = W@" - wDh e
obtain for sufficiently large A, > 1and for A > A,

Ty (W) = Loy, (W) = 13, (WO (W - D)

1 =n2 —h2
2 §||W ”LZ.N(Q") +y|w nHéfv(Q{')’

which is the same as the target estimate (11.112) of this theorem.

11.9.2 Proof of Theorem 11.8.4

Recall that in this theorem we fix and arbitrary number A = A; > A,, where A, is the
number of Theorem 11.8.1. To indicate the dependence of the functional J A,y 01 th, we
write in this proof J Al)y(Wh, dDh).

First, we consider J Al,y(W*’h, @*M). Since

W' (x"(2)) - My P(W™", Wt Wt 0" X" (2)) = 0, x'(z) (11.137)
then, using (11.109), we obtain

Taoy (W™, ™) = Y| W™ s ) < VR (11138)
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Next, by (11.109), (11.120), (11.121), (11.137), and (11.138),
Dy WO = (W o) + Z(w ", wh o™, o), (11.139)
where Z(W*", W", @*" ") satisfies the following estimate:
lz(w*h, wh, o o")| < ¢, 6% (11.140)

Since A, is a fixed arbitrary number such that A; > A, and since A, depends on the
same parameters as those listed in (11.110) for C,, then recalling thaty = 5%, we obtain
from (11.138)-(11.140)

Ty (W @) < 6%, (11.141)
Next, (11.112) implies that

(11.142)

min)

xh xh h h h h *,h h
]Al,y(W , @ )_]Al,y(wmin’(D )_]/{l,y(Wmin’q) )(W - W

1 h ho2
2 g”W* _Wmin”Lg(Qh)-

Since by (11.113) ~J; (Wi, ®")(W*" - W) < 0, then, using (11.141) and (11.142),
we obtain
* 2
W™ - Wiallisan, < Cab”. (11.143)

The first target estimate (11.122) of this theorem follows from (11.143). Combining
(11.115) and (11.122) with the procedure of Section 11.6, which led to (11.103), we obtain
two other target estimates (11.123) and (11.124) of Theorem 11.8.4.
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12 Numerical solution of the linearized travel time
tomography problem with incomplete data

In this chapter, we follow [148]. Permission for republication is obtained from the pub-
lisher.

12.1 Introduction

At the moment of the submission of this book, the authors do not yet have numerical
results for the convexification method of Chapter 11 for the full nonlinear Travel Time
Tomography Problem (TTTP), or, by the terminology of V.G. Romanov [224, Chap-
ter 3], Inverse Kinematic Problem of Seismic (IKPS). Nevertheless, even the simpler
linearized TTTP/IKPS has a significant applied interest in geophysics; see, for exam-
ple, the corresponding discussion in Section 4 of Chapter 3 of the book [224]. Probably
the first numerical method for the latter problem was developed in Chapter 9 of an ear-
lier book of Romanov [223]. Furthermore, it is intriguing that results of testing of that
method on experimentally collected geophysical data are presented in [223]. However,
certain specific shapes of geodesic lines are assumed in [223] and we do not impose
such an assumption here. In addition to [148, 223], a linearized TTTP was solved nu-

merically in [199].
In this chapter, we develop a new numerical method for the linearized TTTP for
the d-D case, d = 2,3,.... Our data are both nonredundant and incomplete. Using

results of [236], we establish the convergence of our method. In addition, we provide
results of numerical experiments in the 2D case. In particular, we demonstrate that
our method provides good accuracy of images of complicated objects with 5% noise
in the data. Furthermore, a satisfactory accuracy of images is demonstrated even for
very high levels of noise between 80 % and 170 %.

In fact, both the idea of our method and sources/detectors configuration are close
to those of our recent works [156, 236] and it is the same as in Chapter 11, which, in turn
reflects results of [138]. However, our case is substantially more difficult than ones in
[156, 236] since the waves in our case propagate along geodesic lines, rather than a
radiation propagating along straight lines in these references. Still, although we for-
mulate here results related to the convergence of our method, we do not prove them.
This is because proofs are very similar to those in [236]. In other words, surprisingly,
the analytical apparatus of the convergence theory developed in [236] works well for
the problem considered in this paper. This is basically because we work here with a
version of the quasi-reversibility method (QRM). And the convergence theory for this
method, which is presented in Chapter 4, can be easily extended to the case consid-
ered in the current chapter. Recall that the convergence theory of Chapter 4 is again
based on Carleman estimates.

https://doi.org/10.1515/9783110745481-012
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In the isotropic case of acoustic/seismic waves propagation, the TTTP/IKPS is the
problem of the recovery of the spatially distributed speed of propagation of acous-
tic/seismic waves from the first times of arrival of those waves. In the electromagnetic
case, this is the problem of the recovery of the spatially distributed dielectric constant
from those times. Waves are originated by some sources located either at the boundary
of a bounded domain of interest or outside of this domain. Times of first arrival from
those sources are measured on a part of the boundary of that domain.

The pioneering papers about the solution of the 1D TTTP/IKPS were published by
Herglotz [88] (1905) and then by Wiechert and Zoeppritz [250] (1907). Their method is
described in the book of Romanov [224, Section 3 of Chapter 3]. It was recently discov-
ered that, in addition to geophysics, the TTTP/IKPS has applications in the phaseless
inverse scattering problem [159, 226]. We refer to Section 11.1 for other comments about
the past publications on TTTP/IKPS.

Below d > 2 is the dimension of the space R?. Points of this space are denoted as
x € R Let ¢ = const. > 0 be the speed of sound in a certain reference medium in
RY, which we do not specify, and c(x) > 0 be the variable speed of sound. Then the
refractive index is [224, Chapter 3]

n(x) = ¢/c(x). (12.1)

To linearize, one should assume that n(x) = ny(x) + n,(x), where n,(x) is the known
background function and n;(x) with |n;(x)| <« ny(x) is its unknown perturbation,
which is the subject to the solution of the linearized TTTP. Thus, one assumes that the
refractive index is basically known, whereas its small perturbation n, is unknown.
This problem is also called the geodesic X-ray transform problem [199].

In our derivation, we end up with an overdetermined boundary value problem for
a system of coupled linear PDEs of the first order. It is well known that the QRM is an
effective tool for numerical solutions of overdetermined boundary value problems for
PDEs, see Chapter 4. Another important feature of this chapter is a special orthonor-
mal basis in the space LZ(—ﬁ, a), which was presented in Section 6.2.3. Here, a > 0 is
a certain number. The functions of this basis depend only on the position of the point
source. We consider a truncated Fourier series with respect to this basis. This assump-
tion forms the first element of that model. The second element is that we assume that
the first derivatives with respect to all variables are written via finite differences, and
the step size of these finite differences with respect to all variables, except of one, is
bounded from below by a positive number h, > 0. We do not prove convergence for
the case when hy — 0" and the number N of terms in that truncated series tends to in-
finity. Thus, we come up with a finite dimensional approximate mathematical model;
see Remarks 7.3.
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12.2 The linearization

Consider numbers R, a, b such thatR >1and O < a < b. Set

Q= (-R,R)* ! x (a,b) c R% (12.2)
Recall that by (12.1) n(x) = ¢/c(x), where c¢(x) is the speed of sound propagation and
n(x) is the refractive index. Let the function ny(x) be the known refractive index of the

background. We assume that

Ny, n € CZ(]Rd); né(x),nz(x) >1 inQ, (12.3)
nf)(x) =n’(x)=1 forxe R? \ Q. (12.4)

For any two points x; and x, in R?, define the geodesic line generated by n, connecting
X; and x, as

(X1, X,) = argmin“ ny(&)do(&) wherey : [0,1] — R?

is a smooth map with y(0) = x;,y(1) = xz}. (12.5)

Here, do(¢) is the elementary arc length. Note that by (12.5) the geodesic line
['y(x;,X,) connects points x; and x,. Let

a,(x) = nf)(x) for all x € RY. (12.6)

The corresponding travel time between x; and X, is the integral

[ n@ar® = [ ao@do)

Fo(%,X;) Fo(%1:X;)

Introduce the line of sources L, located on the x;-axis as
L = [-&a] x {(0,0,...,0)}, 12.7)
where a is a fixed positive number. It follows from (12.2) and (12.7) that
QnLs=o. (12.8)

For x,, € L, the travel time along I';(X, X,,) of the wave from x, to x is

o (X, X,) = J Vag(&)do(®), xeRe. (12.9)

I‘0 (X,Xa)
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Assumption 12.2.1 (regularity of geodesic lines). We assume everywhere in this pa-
per that the geodesic lines are regular in the following sense: for each point x of the
closed domain Q and for each point x, of the line of sources L, there exists a single
geodesic line I'y(x, X,) connecting them.

The inverse problem we consider arises from the highly nonlinear and severely ill-
posed inverse kinematic problem. We now present the formal linearization arguments
in exactly the same way as they are presented in the book of Romanov [224, Section 4
of Chapter 3]. Just as in that book, we avoid a setting via functional spaces, for brevity.

Assume that the function a(x) = n*(x) contains a perturbation term of the back-
ground function ay(x) = n3(x). In other words,

a(x) = ay(x) + 2e/ay(X)p(X), X¢€ RY, (12.10)
where € > 0 is a sufficiently small number. Here, the function p € C (]Rd) and p(x) =0

for x ¢ Q. Hence, by (12.8) p(x) = 0 for points X in a small neighborhood of the line of
sources Lg. Denote

Un (X, X,) = j n(@)do(§)

Ta(x,x,)

the travel time from the point x,, € L, to the point x € Q, where T (X, x,) is the geodesic
line generated by the function n(x). It is well known that u, (x, X, ) satisfies the Eikonal
equation [224, Chapter 3]

| Vil (X, xa)|2 =a(x), xeQ,x,€lL,. (12.11)

Let uy(x, X,) be the travel time function in (12.9) corresponding to the background a,.
Then

|Vl (X, x,,‘)|2 =ay(x), xeQx,¢l, (12.12)
Due to (12.10), we represent Vyu, (X, X,) as
Vel (X, X,) = Vil (X, X,) + €V,uV (%, X,,). (12.13)
Hence, ignoring the term with €2, we obtain
|Vt (X, xa)|2 ~ |Vylo (%, xa)|2 +2eVilp(X, xa)qu(l)(x, X,) (12.14)
Denoting

u =y (12.15)
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and comparing (12.14) with (12.10) and (12.12), we obtain

VxUo(X, Xy)
Vay(X)

Thus, equation (12.16) is the “linearization” of the nonlinear equation (12.11). In fact,
a similar PDE for the case when geodesic lines are straight lines was derived in [87,
Chapter 3] and was used then in [156] to invert incomplete Radon transform data.

By (12.12) |V,uo (X, X,)|/v/ag(X) = 1. Hence, this is a unit vector, which is tangent to
the curve ['y(x, X,) at the point x [224, Chapter 3]. Hence, the left-hand side of (12.16) is
the derivative of the function u(x, x,,) along the curve I'y(x, X,). Thus, integrating, we
obtain [224, Chapter 3]

- VxUu(x, x,) = p(x). (12.16)

u(x,X,) = j pE)do(@). (12.17)

To(%.X,)

Let 0Qg,, be the smooth part of the boundary 0Q of the domain Q. For each a € (-a, @),
define

00, = {X € 0Qqy, : VylUp(X,X,) - V(X) < O},
0Q, = {X € 0Qqg, : VylUlp(X, X,) - V(X) > O},

where x, = (,0,...,0) € L and v(x) is the outward looking unit normal vector at the
point X € 0Qg,. If ny = 1, then I'j(Xy,X,) is the line segment connecting these two
points. Hence, it follows from (12.2), (12.7), (12.8), (12.13), and (12.15) that

u(x,x,) =0, XeoQ,. (12.18)
The aim of this paper is to solve the following inverse problem.

Problem 12.2.1 (linearized travel time tomography problem). Let the function u =
u(x,x,) € CY(Q x [-a&, a]) be the solution of boundary value problem (12.16), (12.18).
Given the data f(x,Xx,),

u(x,x,), Xe€oQ),x,¢€lL
0, X €0Q,,X, € L,

fX,x,) = { (12.19)

determine the function p(x), x € Q.

Note that the data (12.19) are nonredundant ones. Indeed, the source x,, € L, de-
pends on one variable and the point x € 0Q, depends on d - 1 variables. Hence the
function f(x, X,) depends on d variables, so as the target unknown function p(x).

From now on, to separate the coordinate number d of the point x, we write X =
(X1, .. .>X4_1,z). The transport equation in (12.16) is read as

d-19 uy(X,X
B, B

Vag(x) o Vau(x)

0, U(X, X,) = p(X), (12.20)

printed on 2/10/2023 4:30 PMvia . Al use subject to https://ww.ebsco.confterms-of-use



EBSCChost -

296 —— 12 Numerical solution of the linearized travel time tomography problem

which is equivalent to

d-1
0,10 (X, Xg)O,U(X, Xy) + Y By U (X, X )0, UK, Kg) = \a,(X)p(x) (12.21)

i=1

forallx € Q, x, € L.

12.3 A boundary value problem for a system of coupled PDEs of
the first order

This section aims to derive a system of partial differential equations, which can be
stably solved by the quasi-reversibility method in the semi-finite difference scheme.
The solution of this system yields the desired numerical solution to Problem 12.2.1.
Recall that Problem 12.2.1 is the linearized travel time tomography problem, and it is
labeled this way by its title.

We employ now the special orthonormal basis of L,(-a, &) of Section 6.2.3, where
2a is the length of the line of source L, ; see (12.7). For each n = 1,2,..., let ¢, (a) =
o' exp(a). The set {¢,}°, is complete in L*(-&, @). Applying the Gram-Schmidt or-
thonormalization process to this set, we obtain a basis of L%(-a, @), named as W2

Proposition 12.3.1 (see Theorem 6.2.1). Any function ¥, is not identically zero. For all
mnz>1,

ifm=n,
Smn =

Y (¥, (a)da = {1
0 ifn<m.

;‘;"—am

Thus, the matrix Sy = (Syun)m o1 i invertible for all integers N > 1.

We now derive a system of partial differential equations for the Fourier coefficients
of the function

WX, X,) = UX, X, )0,Up(X,X,), X€Q,X, €Ly (12.22)

with respect to the basis {¥,},;2,. Differentiate (12.21) with respect to a. We obtain

=g | 040X X0 (K, %) + Y 0y, Up (X, X,), U(X, X,) | = O (12.23)
i=1
forallx € Q, x, € L;. From now on, we impose the following condition.

Assumption 12.3.1 (Monotonicity condition in the z-direction). The traveling time
function u,, defined in (12.9) with n replaced by n,, is strictly increasing with re-
spect to z. In other words, d,uy(x,x,) > O for all x = (x3,...,Xx4_1,2) € Q and for all
X, € L.
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Assumption 12.3.1 means that the higher in the z-direction, the longer the traveling
time is. A sufficient condition for Assumption 12.3.1 to be true is formulated in (12.24)
of Lemma 11.3.1. A similar monotonicity condition can be found in formulas (3.24) and
(3.24") of Section 2 of Chapter 3 of the book [224]. Also, a similar condition was imposed
in originating works for the 1D problem of Herglotz and Wiechert and Zoeppritz [88,
250]: see Section 3 of Chapter 3 of [224]. Besides, Figures 5 and 10 of [249] justify this
condition from the geophysical standpoint. Recall that by (12.6) and (12.3) a, € C*(RY)
and ay(x) > 1in R4, Therefore, we recall the full analog of Lemma 11.4.1.

Lemma 12.3.1 (a full analog of Lemma 11.4.1). Let conditions (12.3) and (12.6) hold.
Also, let

0,a0(x) >0 forallx € Q. (12.24)
Then
a = __
O, Uy (X, X,) > N forallx € Q,a € [-a,a].

Although this lemma is proven in Chapter 11 only in the 3D case, the proof in the
d-D case is very similar and is, therefore, avoided. Let w(x, X,) be the function defined
in (12.22). Then

O,Uo (X, Xp)0,U(X, X,) = ,W(X, X,) — U(X, )0, Uy(X, X,) (12.25)
=0, W(X Xa) _ W(X )M
O(X Xa)
Also, fori=1,...,d-1
0 w(X, X,) )
, -9 _ 12.2
B utx ) = 5o S (12.26)

~ O W(X, Xg)0,Up (X, Xy) — W(X, X)) 0, Up (X, Xy)
(azuo (X) x(x))z
forall x € Q, x, € L,.. Combining (12.23), (12.25), and (12.26), we obtain

0, Uo (X, Xy)

J,W(X,X,) — W(X, x,,()a 1(X.X,)
0 a

0
oa
10, WX, X,)0, U0 (X, Xg) — W(X, X) 0 U (X, Xg)

Z (O,up (X, X,))?

This is equivalent to

0y, Uo (X, X,) ] =0. (12.27)

_ azzuO(x’ Xa) _ <azzu0(x Xa)>
0o WX, Xe) 0, Uo (X, X,) O (% %) 0, Uo (X, X,) W X,)
4119, up(X, X 0, Up(X, X,
[—X' 0% X,) O, W(X, X)) + — 9 <—O( ) >BX,W(x,xa)
0, U (X, X,) oa\ dup(X,X,) )
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Oy, Uo (X, X0y U (X, Xg)
T Qaupxxy)

0 [ Oz, Uo (X, X0y Up (X, X))
) £< (0,Up (X, X,))? >W(X X“)]

W (X, X,)

(12.28)

We recall now the orthonormal basis {¥,}>; constructed at the beginning of this
section. For each x € Q and for all x, € Ly, we write

00 N
WX, X,) = Z Wy (X)W, (@) = Y w, (X)W, (@), (12.29)
= n=1

w,(X) = | w(x, x,)¥,(a)da. (12.30)

é\‘—m\ |

The “cut-off” number N is chosen numerically. We discuss the choice of N in more
details in Section 12.5. We assume that the approximation = in (12.29) is an equality as
well as

N
O W(X,Xy) = Y Wy(X) ¥y (a0). (12.31)
n=1

Plugging (12.29) and (12.31) into (12.28) gives

N
Y 3w, (W () - M

n=1 Z O(X) a)

3 [ D,Up(X, X,) CI0, up (X, X,)
- %(0—> Z W (X)W, (@) + Z [0— Y 0 Wa (X)) (@)

0,Up (X, X,) 0,Up (X, X,)

wavw

ZXuO(X X )a uo(x X ) N ,
(O, up(x, x,x))2 > W(x) ¥ (@)

n=1

L9 0 <a Uo (X, Xp)
oda\ d,uy(X,X,)

> Z Oy Wy (X)W (@) —

b} azx Uy (X, Xp)0y uo(x X,)
- aa( (0,Up (X, X,))? )

Zwuwmﬁ

n=1

For each m € {1,..., N}, multiply the latter equation by ¥,,(a) and then integrate the
resulting equation with respect to a. We get
N d-1
z Smn0zWn(X) + Z A (X)W, (X) + z Z bmm(x)a WH(X) (12.32)

n=1i=1

for all x € Q where s,,,, is defined as in Proposition 12.3.1,

G (X) = j[ EoRY @ - 5 Ee e @

O,Ug (X, X,) O,Ug (X, X,)

Q |
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&
N

azx- > A ax- > R ’

- 2( Uo(%,X,) ,uo(zx X )>\Pn(a)
o 9 (0,up(X, X))
! a azx,-uo(x’ xa)ax,-uo(x> Xa)

- = %( (B,Up (X, X,p))? >‘I’n(a) ¥m(@)da (12.33)

andfori=1,...,d-1,
a axiuo(x, X)), b axiuo(x, Xq)
by i(%) = j [m‘l’n((x) + a(ﬁ)%(@]‘l’m(a)dﬂ, (12.34)

KU

forall x € Q. Foreach x € Q, let W(x) = (wl(x),...,wN(x))T, S = (Smn)lr\r]l,n=1’ AX) =
(amn(x))x)n:1 and B;(x) = (b,,m)i(x))ﬁ’n:1 fori = 1,...,d - 1. Since (3.8) holds true for

everym =1,...,N, it can be rewritten as
d-1
Syo,W(x) + A(x)W(x) + Z Bi(x)axi W(x) = 0. (12.35)

i=1

Since S is invertible, see Proposition 12.3.1, then (12.35) implies the following system
of transport equations:

d-1
3, W(x) + Sy ARW(X) + Y Sy'Bi(x)d, W(x) =0, Xxe€Q. (12.36)
i=1

The boundary data for W are

Wiag = FX) = F)N,,  fu®) = | F%X0)0,U0(X, X) ¥ (@) dat (12.37)

& — 5

where f is the given data; see (12.19).

Remark 12.3.1. Problem 12.2.1 is reduced to the problem of finding the vector valued
function W satisfying the system (12.36) and the boundary condition (12.37). Assume
this vector function is computed and denote it as W™ = (w;*"", ..., w;"™P). Then we
can compute the function w**™P(x, x,) and then the function u®*™(x, x,) sequentially
via (12.29) and (12.22). The computed target function p®°™P(x) is given by (12.20).

We find an approximate solution of the boundary value problem (12.36)—(12.37)

by the QRM. This means that we minimize the functional
d-1 2
Jo(W) = J 3, W(x)+ Y Sy'Bi(x)3, W(x) + Sy A)W(x)| dx
) i=1
+ €lW i oy (12.38)
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on the set of vector functions W € H I(Q)N satisfying the boundary constraint (12.37).

Here, the space H 1(Q)N =H 1(Q) XX H 1(Q) with the commonly defined norm. Sim-
N
ilar to [236], we analyze the functional J (W) for the case when derivatives in (12.38)

with respecttox;, i =1,...,d — 1 are written in finite differences.

12.4 The QRM in partial finite differences

For brevity, we describe and analyze here the QRM in the case when d = 2. The argu-
ments for higher dimensions can be done in the same manner. In 2D, Q = (-R,R) X
(a,b). We arrange an M, x M, grid of points on Q,

G= {(x,-,zj) :X; = =R+ ({i-Dhyzj=a+(-Dh,
i=1....M.j=1,...,M,}, (12.39)

where h, € [hy,B,) and h, € (0,B,) are grid step sizes in the x and z directions, re-
spectively, and hy, B,,f, > O are certain numbers. Here, N, and N, are two positive
integers. Let h = (h,,h,). We define the discrete set QP as the set of those points of
the set (12.39), which are interior points of the rectangle Q and 20" is the set of those
points of the set (12.39), which are located on the boundary of Q,

Q" = {(x,2) : ;= —R+ (i- Dhyzy = a+ (- Dh, :
i=2...,M -1j=2...,N,-1},
00" = {(+R,z)) :j=1,...,M,} U{(X;,2) :i = 1,..., M,z € {a, b}},
Q" =atuaah

For any continuous function v defined on Q its finite difference version is v = vig.
Here, h denotes the pair (h,, h,). The partial derivatives of the function v are given via

forward finite differences as

h h
4 (Xi+1>Zj) -v(x,2)
h, ’
V(x> Zj11) — V(X 2))
h,

ai'* vh(xl-, zj) = ( |
12.40
ajz vh(xl-, zj) =

fori=0,...,N,-1andj=0,...,N, — 1. We denote the finite difference analogs of the
spaces L*(Q) and H'(Q) as Lz’h(Q) and H 1"‘(Q). Norms in these spaces are defined as

. MM , 172
"V ”LZ,h(Qh) = hXhZZZ[V (sz])] >

i=1j=1
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N,-1N,-1

X z

2 2
"Vh”H“‘(Qh) = [n"h”Lth(Qh) +heh, Z Z [afxvh(xsz)]
-1 j=1
12

+ [8;'th(xi,zj)]2]

LetFP = F |sgn- The problem (12.36)—(12.37) becomes

L"WP) = 3w (x;, 2)) + Sy'By(x;, 2ol W (x;, 2) (12.41)
+ Sy A0 Z) W0, 2) = 0

fori=0,...,N,-1;j=0,...,N, —1and
Wh|jon = F™. (12.42)

To solve problem (12.41)-(12.42) numerically, we introduce the finite difference version
of the functional ], defined in (12.38),

N-1N,-1
P =nh, Y Y W, 2) + Sy'By (%, )3 Wz, 2)
i=0 j=0

+ S]:]lA(Xi, Z]) Wh

0 2| + €W [am gy (12.43)

where H}V’h(Qh) = [H*MQ")]¥ and similarly for LZZ\}h(Qh). We consider the following
problem.

Problem 12.4.1 (Minimization problem). Minimize the functional]?(Wh) on the set of
such vector functions W" € H Ibh(Qh) that satisfy boundary condition (12.42).

The convergence theory for this problem is formulated in Theorems 12.4.1 and
12.4.2. Proofs of these theorems follow closely the arguments of [236, Section 5] and
are, therefore, not repeated in this paper. Theorem 12.4.1 guarantees the existence and
uniqueness of the minimizer of ]?(Wh), and this result can be proven on the basis of
Riesz theorem. The next natural although a more difficult question is about the con-
vergence of regularized solutions (i. e., minimizers) to the exact one when the level
of the noise in the data tends to zero, that is, Theorem 12.4.2. A close analog of Theo-
rem 12.4.3 is proven in [236] via applying a new discrete Carleman estimate: recall that
conventional Carleman estimates are in the continuous form. In other words, these
two theorems confirm the effectiveness of our proposed numerical method for solving
Problem 12.2.1.

Theorem 12.4.1 (existence and uniqueness of the minimizer). For any h = (h,,h,)
with h, € [hy,B,), h, € (0,8,), any € > 0 and for any matrix F " of boundary conditions
there exists unique minimizer errllin,e € H;;h(ﬂh) of the functional satisfying boundary
condition (12.42).
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As it is always the case in the regularization theory, assume now that there exists
an “ideal” solution Wf €H Ib’h(Qh) of problem (12.41)—(12.42) satisfying the following
boundary condition:

h

WP 0 = F, (12.44)
where F! is the “ideal” noiseless boundary data. Since W™ exists, then (12.44) implies
that there exists an extension Gi‘ € H}V‘h(Qh) with Gi‘ lagn = F f of the matrix F 1‘ inQP. As
to the data F™ in (11.31), we assume now that there exists an extension GheH Il\;h(Qh)

with G®|;gn = F* of F® in Q™. Let § > 0 be the level of the noise in G". We assume that
l6™ - 67 minam) < BS, (12.45)

where the constant B > 0 is independent on §.

: h
min,e with Wmin,e,é"
thus, indicating its dependence on 6. In [236, Section 5], to prove a direct analog of
Theorem 12.4.2 (formulated below), a new Carleman estimate for the finite difference

Itis convenient to replace the above notation of the minimizer wh

operator a}v was proven first. The Carleman weight function of this estimate depends
only on the discrete variable z. The value of this function at the point z; = a + (j - Dh,
AG=Dh, , where A > 1is a parameter. This estimate is valid only if Ah, < 1(Lemma 4.7
of [236, Section 5]). The latter explains the condition of Theorem 12.4.2 imposed on the
grid step size h, in the z-direction.

ise

We now explain why do we impose the condition that the grid step size h, in the
x-direction must be bounded from below as h, > h, = const. > 0. Indeed, this bound
guarantees that with a constant C > 0 independent on h, we have IIafZX wh 2hghy <
clwh 12h(gny> Which is exactly inequality (4.8) of [236, Section 4]. Note that proofs of
convergence results in [236, Section 5] use the latter inequality quite essentially.

Theorem 12.4.2 (convergence of regularized solutions). Let conditions (12.44) and
(12.45) be valid. Let L be the operator in (12.41). Let errllin,eﬁ € HI{;h(Qh) be the min-
imizer of the functional ]?(Wh) with boundary condition (12.42). Then there exists a
sufficiently small number HZ > 0 depending only on hy, a, b, R, N, LM such that the fol-
lowing estimate is valid for all (hy, h,) € [hy, ) % (O, HZ) and all €,6 > 0 with a constant
C > O independent on €, 6:

h h h
"Wmin,e,& -W, ||L§;“(Qh) <C(6+ \/E"W* "H,l\,’h(Qh))'
We also note that Lipschitz stability estimate for problem (12.41)—(12.42) is valid

as a direct analog of Theorem 5.5 of [236, Section 5]. Therefore, uniqueness also takes
place for problem (12.41)-(12.42).
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12.5 Numerical implementation

In this section, we solve Problem 12.2.1 in the 2D case. The domain Q is
Q=(-1,1) x(1,3). (12.46)

The line of sources L is set to be (-a, a) with a = 3.

We solve the forward problem to compute the simulated data as follows. Given the
background function n,, instead of solving the nonlinear Eikonal equation (12.12), we
find uy(x, x,) using (12.9). To do this, we first find the geodesic line I'y(x, x,) in (12.9)
connecting points x € Q and x, € L;.We do the latter by using the 2D Fast Marching
toolbox which is built in Matlab. The Fast Marching is very similar to the Dijkstra algo-
rithm to find the shortest paths on graphs. We refer the reader to [233] for more details
about fast marching. Next, with this geodesic line I'y(x, X,) in hands, we compute the
function u(x, x,) via (12.17). It is clear that this function u solves (12.16). The point x,,
above is chosen as (a;, 0) where a; = 2(i-1)a/N,. We set in our computations M, = 209.

Remark 12.5.1. Denote by f*(x,x,) the noiseless data u(x,x,), x € 0Q, x, € L,. The
corresponding noisy data at the noise level § > 0 are set as

FOxx,) = (%%,)(1 + 8rand(x,X,)), X ¢ 0Q,, X, € Lg, (12.47)

where rand is the uniformly distributed function of random numbers taking values in
the range [-1,1]. Recall that by (12.19) f*(x, x,) = O for X € 0Q,. This noise generates
a noise in the boundary condition F b in (12.42). Hence, using (12.44), we obtain F® =
F! + ", where o™ is generated by the noisy part of (12.47).

The choice of appropriate values of parameters is always a difficult task. We have
selected an appropriate cut-off number N in (12.29) by a trial and error procedure. More
precisely, we took Test 4 in subsection 12.5.1 with the noise level 5 % as a reference test
and have selected such a value of N, which gave us the best reconstruction result. We
have selected N = 35 this way. Then we have used the same N = 35 for all other tests.

We have numerically observed that the additional regularization term with the
second derivatives in (12.43) is crucial. If this term is absent, then our numerical results
do not meet our expectations; see Figure 12.1(g).

Remark 12.5.2. The above Theorems 12.4.1 and 12.4.2 are valid only for the case when
the regularization term with the second derivatives is absent in (12.43). We also recall
that proofs of those theorems are presented in [236, Section 5]. We are not sure that
those theorems can be extended to the case when the second derivatives are present
in (12.43). Thus, we have a discrepancy between the theory and computations. It is
well known, however, that such discrepancies quite often occur in numerical studies
of truly hard problems, such as, for example, the one of this publication is.

The procedure of computing p(x) is summarized in Algorithm 1.
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Algorithm 1 The procedure to solve Problem 12.2.1.

1: Choose the cut-off number N = 35. Find {‘I’n}ﬁlzl.

2: Compute the boundary data of the vector valued function W(x).

3: Minimize the functional I (W) subjected to the boundary condition (12.37) to ob-
tain W™ (x), x € Q.

4: Set weOTP(x,x,) = YN wOTPY, (a), X € Q, a € [, al.

5: Setu®™ = w™P /9 u,. Compute p®™® by the average of the left-hand side of (2.4),
namely

@
pemP = _ J [azuo(x, X,)0,u P (%, X,,)

2a+/ay(x)

K

d-1
+ ) 0y Up (X, Xp)0, uCTP (X, xa)]da. (12.48)
i-1

12.5.1 Numerical tests

We perform four (4) numerical tests in this paper. When indicating dependence of any
function below on x, z, we assume that (x,z) € Q, where the domain Q is defined
in (12.46). In all our tests, the noise level 6 is as in (12.47). In all tests with all noise
levels in the data, we use € = 1075,

Remark 12.5.3. In all our tests below, the function q is far away from the constant
background function. Therefore, Problem 12.2.1 is not considered as a small perturba-
tion of the problem of the inverse Radon transform with incomplete data, see [156].
Some functions a, in our tests might not be smooth in R?. Still, a, € C'(Q) in Tests
2, 3. Thus, the second derivatives of the corresponding function u are well-defined in
these two tests. Even though a, ¢ C'(Q) in Test 1, numerically we have not experienced
problems with second derivatives of the function u,.

Test 1. The true source function p is given by
8 (x-05)+(z-27%<024%

(,z)=15 (x+0.5)?%+(z-2)* <022,
0 otherwise.

true
p

The background function a is

1+03(1-x3)(Z*-2) ifz*2-2>0,
1 otherwise.

ay(x,z) = {

The numerical results of this test are displayed in Figure 12.1.
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-0.5 1] 0.5 -1 -0.5 o 05 1

(a) The function p'™¢ (b) The function ap and some (¢) The function p®°™P com-
geodesic lines, generated by the puted by Algorithm 1 with 5%
Fast Marching package in Mat- noise in the data

lab
B
6 g
-‘ - LW,
2 2 . = 4
1 05 0 0.5 1 o £ 05 0 0s 1
(d) The function p'™° and pcomP (e) The function p®™P com- (f) The function p'™¢ and pcomP
with 5% noise in the data on the puted by Algorithm 1 with 170% with 170% noise in the data on
set {z = 2}, indicated by a dash- noise in the data the set {z = 2}, indicated by a
dot line in (c) dash-dot line in (e)

3

2.5

-1 0.5 o 0.5 1

(g) The function p®™P in the
case when second derivatives are
absent in the regularization term
of (12.43). 5% noise in the
data.  The image quality is
significantly deteriorated, com-
pared with (c).

Figure 12.1: Test 1. The true and reconstructed source functions using Algorithm 1 from noisy data.

The support of p™¢ in test 1 consists of two discs. The value of the function p in the
right disc is higher than the value in the left disc. Our method detects both these in-
clusions very well; see Figures 12.1(c)-12.1(f). There are some unwanted artifacts near
0Q where we measure the noisy data. The higher level of noisy data, the more artifacts
present. When the noise level § = 5%, the computed maximal value of p®™® in the
left inclusion is 4.97 (relative error 0.6 %) and the computed maximal value of p“°™P
in the right inclusion is 7.79 (relative error 2.62 %). When the noise level § = 170 %, the
computed maximal value of p®™ in the left inclusion is 4.327 (relative error 13.46 %)
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and the computed maximal value of p°®™ in the right inclusion is 7.811 (relative error
2.36 %).

To verify the necessity of the presence of the second derivatives in the regular-
ization term of (12.43), we also conduct computations for test 12.1 in the case when
only the first derivatives are present in the regularization term of (12.43). The result
for the case of 5% noise in the data is depicted on Figure 12.1(g). Comparison with
Figure 12.1(c) makes it evident that the presence of the second derivatives in the regu-
larization term of (12.43) is important.

Test 2. We test a complicated case when the support of p;;,e looks like a ring. In this
test,

2 0552<rr=x’+ (z - 2)2 < 0.75%,
0 otherwise.

ptrue(x,z) _ {

The background function a,, is given by

1+0.25(x - 0.5)%In(z) z>1,
ay(x,z) = )

otherwise.

The numerical results of this test are displayed in Figure 12.2.

15

0s

]

-1 05 o o5 1 -1 0.5 ] [ 1

05 0 0.5 1 -1

(a) The function pirye

(d) The function p*™® and p*o™P
with 5% noise in the data on the
set {z = 2}, indicated by a dash-
dot line in (c)

(b) The function ap and some
geodesic line, generated by the
Fast Marching package in Mat-
lab

0

(e) The function p®™P com-
puted by Algorithm 1 with 100%
noise in the data

(¢) The function p<™P com-
puted by Algorithm 1 with 5%
noise in the data

-1 -0.5 o 05 1

(f) The function p*™¢ and pc™P
with 100% noise in the data on
the set {z = 2}, indicated by a
dash-dot line in (e)

Figure 12.2: Test 2. The true and reconstructed source functions using Algorithm 1 from noisy data.
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In this test, it is evident that the reconstructed “ring” is acceptable; see Fig-
ures 12.2(c) and 12.2(e). The position of the ring is detected quite well; see Fig-
ures 12.2(d) and 12.2(f). When the noise level is 5 %, the reconstructed maximal value
of p®®™P in the ring is 2.078 (relative error 3.9 %). When the noise level is 100 %, the
reconstructed maximal value of p“®™P in the ring is 2.329 (relative error 16.45 %).

Test 3. We test an interesting and complicated case of the up-side-down letter Y hav-
ing both positive and negative values. In this test, the function py. is given by

25  |x-(z-2)| <035 max{|x|,|z-2|} < 0.7,z < 2,x <O,
=25 |x+(z-2)] <0.2,max{|x|,|z-2|} < 0.7,z < 2,x >0,
25  |x| < 0.2,max{|x|,|z-2]} < 0.8,z >2,x <0,

-25 |x] < 0.2, max{|x|,|z - 2|} < 0.8,z > 2,x > 0.

true(X Z) _

The background function a, is given by

1+0.5(x +0.5)21n(z) z>1,
ag(x,z) = .

otherwise.

The numerical results of this test are displayed in Figure 12.3.

18
14
12
1

-1 05 [ 05 1 -1 0.5 0 05 1

(a) The function p*ue

i 05 0 05 1
(d) The function p*™° and p*°mP
with 5% noise in the data on the
set {z = 1.5}, indicated by a
dash-dot line in (c)

) The function ag and some
geodes1c line, generated by the
Fast Marching package in Mat-
lab

3

25 ' 1

-

1] 05 1

(e) The function p“™P com-
puted by Algorithm 1 with 100%
noise in the data

(¢) The function p®™P com-
puted by Algorithm 1 with 5%
noise in the data

(f) The function pirye and p™P
with 100% noise in the data on
the set {z = 1.5}, indicated by a
dash-dot line in (e)

Figure 12.3: Test 3. The true and reconstructed source functions using Algorithm 1 from noisy data.

printed on 2/10/2023 4:30 PM via

. Al use subject to https://ww.ebsco.confterns-of-use



308 —— 12 Numerical solution of the linearized travel time tomography problem

It is clear from Figure 12.3 that both positive and negative parts of the function
p(x,z) are successfully identified. When the noise level § = 5%, the reconstructed
maximal value of the positive part of p“™P is 2.186 (relative error 12.56 %) and the re-
constructed minimal value of p°®™P of the negative part is —2.482 (relative error 0.72 %.)
When the noise level is § = 100 %, the reconstructed maximal value of p®™ of the
positive part is 2.492 (relative error 0.32%) and the reconstructed minimal value of
p°™ of the negative part is —3.327 (relative error 33.08 %.)

Test 4. In this test, we reconstruct the letter A. The function p"™ is given by

2 |x-(z-2)| <0.325,max{|x|,|z - 2|} < 0.7 and x < -0.03,
(%,2) =12 |x+(z-2)| < 0.2and max{|x|,|z - 2|} < 0.7,

0 otherwise.

true

In this test, we choose a,, as

1+xX%In(z) z>1,
ay(x,2) = .
otherwise.

The numerical results of this test are displayed in Figure 12.4.
The letter A and the values of the function p'™® are successfully reconstructed. The
computed position of A is a quite accurate one; see Figures 12.4(d) and 12.4(f). When

The functwn p”“e (b) The function ay and some
geodesic line, generated by the

25

15

1
-1 0.5 o 5

(c) The function p®™ by Al-
gorithm 1 with 5% noise in the

1 -0.5 ] 05 1 1

Fast Marching package in Mat- data
lab
2 3 2
. 2
15 {3 25 - 15 7N
. = f o\ ! y X S\ - )
SN 1 FAERd I Wa
[/ VI A 05 19 | VA
i 1 il i
1 4 2 0 i \ \
] | |
H \ 7 : 05 / L
0.5 f 4 15 0s i )
/ \ : f \
J \ / \
) L 15 i N
s “ 3 o=t | e
1 0.5 0 05 1 1 -0.5 0 0.5 1 -1 0.5 0 05 1
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(d) The function p*™® and pcomp
with 5% noise in the data on the
set {z = 1.7}, indicated by a
dash-dot line in (c)

(e) The function p®©™ com-
puted by Algorithm 1 with 80%
noise in the data

(f) The function piyye and peo™P
with 80% noise in the data on
the set {z = 1.7}, indicated by a
dash-dot line in (e)

Figure 12.4: Test 4. The true and reconstructed source functions using Algorithm 1 from noisy data.
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the noise level § = 5%, the computed maximal value of p®™P is 2.24 (relative error
12.0 %). When the noise level § = 80 %, the computed maximal value of p®°™ is 2.375
(relative error 18.75 %).
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