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## Preface

In 1981, almost 40 years ago, A. L. Bukhgeim and M. V. Klibanov introduced, for the first time, the powerful tool of Carleman estimates in the field of Inverse Problems [51]. The technique of [51] is now called the "Bukhgeim-Klibanov method" (BK); see [48, 49, 120, 122] for the first detailed proofs of theorems of [51]. According to Google Scholar, the paper [51] currently (2021) has more than 570 citations; see https://scholar.google. com/citations?user=pFmp7LMAAAAJ\&hl=en.

While initially the BK method was thought only as a tool for proofs of global uniqueness and stability theorems for coefficient inverse problems, it was discovered recently that the ideas of BK generate a powerful numerical method for these problems, the so-called convexification method.

This book summarizes the main analytical and numerical results of M. V. Klibanov and J . Li about the technique of Carleman estimates, which they have obtained since the publication [51].

Given a Partial Differential Equation (PDE), a Coefficient Inverse Problem (CIP) for it is the problem of finding either one or several coefficients of that equation from additional boundary measurements. CIPs have a rapidly growing number of applications in many fields; see Chapters 7-12.

The following four topics are discussed in this book:

1. Topic 1: Derivation of Carleman estimates and conditional stability estimates for some ill-posed Cauchy problems, Chapter 2.
2. Topic 2: Global uniqueness for multidimensional CIPs on the basis of the BK method, Chapter 3.
3. Topic 3: Carleman estimates for numerical methods for ill-posed Cauchy problems for PDEs, Chapters 4 and 5.
4. Topic 4: The convexification globally convergent numerical concept for CIPs: a far reaching consequence of the BK method, Chapters 6-12.
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## 1 Topics of this book

### 1.1 Topic 1: Derivation of Carleman estimates and stability estimates for some ill-posed Cauchy problems, Chapter 2

The first thing to do for this paper is to derive Carleman estimates and demonstrate their usefulness. So, in Chapter 2 we derive Carleman estimates for three main types of Partial Differential Operators (PDOs): parabolic, elliptic, and hyperbolic ones. In parabolic and elliptic cases, we follow Section 4.1 of [184], and in the hyperbolic case, we follow Section 1.10.2 of [22]; see more details in the first paragraph of Chapter 2. We use the so-called "pointwise" Carleman estimates. There are also integral Carleman estimates; see [93]. However, we believe that the pointwise case provides more details about boundary terms, which is important sometimes.

As soon as Carleman estimates are proven, we prove next Hölder stability estimates for ill-posed Cauchy problems for parabolic, elliptic, and hyperbolic PDEs and, more generally, inequalities. These estimates were actually known from [184].

Next, however, we prove a stronger Lipschitz stability estimate for the Cauchy problem with lateral data for a hyperbolic equation and, more generally, hyperbolic inequality. The initial data are not given in this case. The first such estimate was proven by Lop Fat Ho by the so-called method of multipliers [77]. However, it was clear from [77] that this method is sensitive to lower order terms of the hyperbolic operator. On the other hand, it is well known that Carleman estimates are independent on low order terms of PDOs; see, for example, Lemma 2.1.1. Thus, [153] was the first paper where a Carleman estimate was applied to get Lipschitz stability estimate for a hyperbolic PDE with lower order terms. Next, publications [64, 114, 132, 165] followed.

Furthermore, we use this idea in Section 2.7 to prove Lipschitz stability for a hyperbolic CIPs. Imanuvilov and Yamamoto were the first ones who has proved Lipschitz stability for hyperbolic CIPs [95-99]; also, see [103]. They have combined the idea of the BK method with the idea of $[114,153]$. The idea of Section 2.7 is slightly different from the ones of these publications.

### 1.2 Topic 2: Global uniqueness theorems for multidimensional CIPs on the basis of the BK method, Chapter 3

First, we bring in some historical notes. The scientific career of the first author started in 1973 when he became a Ph. D. graduate student of the Computing Center of the Soviet Academy of Science (currently Russian Academy of Science) in Novosibirsk, Russian Federation. The thesis advisor of Klibanov was Mikhail M. Lavrent'ev, who was a Member of the Soviet Academy of Science. Lavrent'ev (1932-2010) was one of the founders of the theory of ill-posed and inverse problems; see, for example, the funda-
mental book [184]. He has led a large, creative, and very energetic team of experts in this field.

Definition 1.2.1. We call a Coefficient Inverse Problem (CIP) multidimensional if the unknown coefficient of the corresponding Partial Differential Equation (PDE) depends on $n \geq 2$ variables.

Definition 1.2.2. We call a Coefficient Inverse Problem (CIP) overdetermined if the number $m$ of free variables in the boundary data exceeds the number $n$ of free variables in the unknown coefficient, $m>n$. If, however, $m=n$, then we call such a CIP non-overdetermined.

The Lavrent'ev's group was focused on non-overdetermined multidimensional CIPs. Indeed, the non-overdetermined case is the most economical case of data gathering. In about 1978, it became clear to many experts that studied inverse problems that this field has entered an ideological crisis from the analytical standpoint; see [184] for the main results obtained by that time. Indeed, although many uniqueness theorems for non-overdetermined CIPs were proven by that time, people knew that those theorems were not completely satisfactory. The reason was that it was assumed in each of those theorems that the unknown coefficient belongs to a restrictive functional class, such as, for example, piecewise analytic functions; functions whose certain norm is sufficiently small, functions represented via truncated Fourier series, etc. We call such results local uniqueness theorems. However, many researchers dreamed to prove such uniqueness theorems for CIPs, which would basically impose only one condition on the unknown coefficient: that it belongs to one of main function spaces, such as, for example, $C^{k}, H^{k}$. We call such results global uniqueness theorems.

In 1979, Klibanov had the same dream and has worked tirelessly during 19791980 to prove global uniqueness theorems for multidimensional CIPs with nonoverdetermined data. But nothing worked out in 2 years. Suddenly, however, after an infinite number of failed attempts, he got the right idea while vacationing in a Black Sea resort in August 1980. He figured out that the very powerful and sophisticated tool of Carleman estimates can be successfully combined with his own new ideas to prove the commonly dreamed global uniqueness theorems for multidimensional CIPs. Furthermore, to his great surprise, the resulting method did not depend on a specific PDE operator, unlike all previous publications. Rather, global uniqueness theorems were proven in a unified manner. Roughly speaking, as soon as the Carleman estimate is valid for a PDE operator, the global uniqueness theorem for a corresponding CIP is valid. However, since Carleman estimates are valid for all three main types of PDE operators, parabolic, elliptic, and hyperbolic ones (see Chapter 4 of [184] and Chapter 2 of this book), then this method is a very general one.

A famous Swedish mathematician, Torsten Carleman, has introduced in his 8page paper [58] (1939) a ground breaking tool of weighted estimates for PDE operators, which currently carry Carleman's name. Since then, that idea of Carleman was
not explored further for about 19 years until the work of Calderon in 1958 [55]. Since then, Carleman estimates were used by many mathematicians for proofs of uniqueness theorems for ill-posed problems for PDEs; see, for example, books [93, 184]. For a long time, an impression was that there is no connection between Carleman estimates and CIPs. It was discovered in [51], however, that a fundamental connection exists.

It turned out that A. L. Bukhgeim has also discovered that connection, independently and simultaneously with M. V. Klibanov. Thus, that idea about this connection was first published in a joint paper of Bukhgeim and Klibanov [51] with first complete proofs in publications [48, 49, 120, 122] of these two authors. Furthermore, actually a modified technique of [51], being combined with the technique of Chapter 4 of [184], enables one to prove conditional Hölder stability estimates for those CIPs. The following statement of the first paragraph of [51] well describes the state-of-the-art in the field of inverse problems prior the publication [51] "Uniqueness theorems for multidimensional inverse problems have at present been obtained mainly in classes of piecewise analytic functions and similar classes or locally... Moreover, the technique of investigating these problems has, as a rule depended in an essential way on the type of the differential equation. In this note, a new method of investigating inverse problems is proposed that is based on weighted a priori estimates. This method makes it possible to consider in a unified way a broad class of inverse problems for those equations $\mathrm{Pu}=f$ for which the solution of the Cauchy problem admits a Carleman estimate... The theorems of $\S 1$ were proved by M. V. Klibanov and those of $\S 2$ by A. L. Buhgeìm. They were obtained simultaneously and independently."

Currently, 40 years later, the BK method remains the single one allowing to prove global uniqueness and conditional stability results for multidimensional CIPs with non-overdetermined data. Many publications of many authors are devoted to the BK method. The main follow-up publications of Klibanov regarding the BK method, which are devoted to proofs of global uniqueness theorems for those CIPs, are [22, 73, 113, $121,123-126,128,129,131,132,165,167]$. There are also plenty of publications of many other authors regarding various versions of the BK method. Since we do not intend to provide a survey of this method in this book, then we list now only some of them: [13-15, 18, 19, 28-35, 39, 50, 59, 62] as well as [67, 78, 94-103, 181, 191-195, 197, 198, 220, 227, 245, 251-255]. We refer to [132] for a survey of the BK method as of 2013. Even though the main focus of this book is on Coefficient Inverse Problems, we also refer to, e. g. the book [54] for an important topic of inverse problems of shape reconstruction.

### 1.3 Topic 3: Carleman estimates for numerical methods for ill-posed Cauchy problems for PDEs, Chapters 4, 5, and 12

The problem of the reconstruction of the solution of a PDE of the second order using Dirichlet and Neumann data on a part of the boundary, that is, Cauchy data on that part, has a long history of interest starting from the famous Hadamard example of the

Cauchy problem for the Laplace equation; see, for example [184]. A variety of numerical methods are proposed for this problem. In this regard, we refer to, for example, [ $8,37,72,74,75,90-92,169]$. However, these methods depend on the type of the PDE one is working with.

On the other hand, R. Lattes and J.-L. Lions have proposed in 1969 a universal method for solving these problems, which they named the "Quasi-Reversibility Method" (QRM) [182]. One of peculiarities of the QRM is the convergence rate of regularized solutions. So, while convergence of those solutions was proven in [182], convergence rates were not established. It was proposed in 1991 in [153, 161] to use Carleman estimates for proofs of convergence rates of regularized solutions of the QRM. Since then, this tool is widely used for the QRM. In this regard, we refer to works [57, 64, 134, 147, 148, 152, 156, 158, 165, 166, 190, 207-210, 236]. We also refer to works of L. Bourgeois and J. Dardé with coauthors in which the idea of the QRM is elegantly applied to a number of problems and Carleman estimates are used [40-47, 68, 69]; also, see references cited therein.

So, we discuss in Chapter 4 the idea of using Carleman estimates for proofs of convergence rates of various versions of the QRM for linear PDEs.

However, the nonlinear case was not considered in publications cited above in Section 1.3. In [135], a unified approach for construction of globally convergent numerical methods for ill-posed Cauchy problems for quasilinear PDEs was proposed. In fact, this is a prelude to the convexification method for CIPs (Chapters 7-11). This idea was developed further in $[9,146]$ with some numerical results. We present this idea in Chapter 5.

Finally, in Chapter 12, we show how the QRM can be applied to the linearized problem of travel time tomography with incomplete data [148]; also, see [236] for a similar result for an inverse source problem for the transport equation.

### 1.4 Topic 4: The convexification globally convergent numerical concept for CIPs: A far reaching consequence of the BK method, Chapters 6-11

So, we arrive now at numerical studies.
Definition 1.4.1. Given a coefficient inverse problem, we call a numerical method for it locally convergent if one can prove its convergence to the correct solution only if the starting point of iterations is located in a sufficiently small neighborhood of the exact solution. In other words, this is a version of the small perturbation approach.

Definition 1.4.2. Given a coefficient inverse problem, we call a numerical method for it globally convergent if there exists a theorem, which claims that iterations of this method lead to a sufficiently small neighborhood of the exact solution regardless on any advanced knowledge of this neighborhood.

It is clear that locally convergent numerical methods are unstable and unreliable since a good guess about the exact solution is rarely available. It is also clear that globally convergent numerical methods are by far more attractive than locally convergent ones.

Coefficient inverse problems are applied ones. Therefore, it is far insufficient to work on their theory only. Rather, reliable numerical methods for CIPs are indeed paramount for the entire field of inverse problems. It turns out that the idea of the BK method leads to the so-called convexification concept of globally convergent methods for CIPs.

CIPs are not only ill posed but highly nonlinear as well. Here is a simple example of the nonlinearity. Let $c=$ const. Consider the Cauchy problem for an elementary ordinary differential equation:

$$
\begin{aligned}
\frac{d u}{d t} & =c u, \\
u(0) & =1 .
\end{aligned}
$$

Its solution is $u(t)=e^{c t}$. Thus, the function $u(t, c)$ depends highly nonlinearly on the coefficient $c$.

The vast majority of numerical methods for multidimensional CIPs are based on the minimization of least squares misfit cost functionals. As some of many examples, we refer here to [60, 81-83, 175, 222]. However, these functionals are nonconvex. As a rule, they have plenty of local minima. In this regard, we refer to, for example, [229] for a numerical example of the phenomenon of local minima. On the other hand, any minimization procedure is based on a version of the gradient method. The gradient method stops at such a point where the Fréchet derivative attains its zero value. Hence, it can stop at any point of a local minimum. In fact, convergence of this method can sometimes be guaranteed only if its starting point is located in a sufficiently small neighborhood of the exact solution [10, 11]. The latter means that conventional numerical methods for CIPs are locally convergent ones; see Definition 1.4.1. The authors are unaware about least squares minimization methods, which would satisfy Definition 1.4.2.

As to the globally convergent numerical methods for multidimensional CIPs with overdetermined data, we refer to methods of M. I. Belishev [26, 27, 71] and S. I. Kabanikhin [108-112]. There are also globally convergent numerical methods, which were developed by the group R. G. Novikov since 1988; see [211] for the first result as well as, for example, [1, 3, 52, 53, 212-216]. The statements of CIPs in these publications are different from ours. These reconstruction techniques are also different from the convexification. Nevertheless, these methods are globally convergent ones, as per the above Definition 1.4.2. Furthermore, an interesting feature of [1, 215] is that these publications consider the case of the non-overdetermined data for the reconstruction of the potential of the Schrödinger equation at the high values of the wavenumber.

Another noticeable feature of [1] is that the data there are phaseless. Corresponding numerical results can be found in [1, 3].

The research group of the first author has developed two globally convergent numerical methods for CIPs with non-overdetermined data. We call the first one the "tail function method." This method is basically due to works of L. Beilina and M. V. Klibanov; see [21] for the first publication and [24, 25, 63, 139, 154, 170, 171, 204, 205, 242, 243] for some follow-up results, many of them are the ones for the backscattering experimental data. The book [22] summarizes many important details about this method. Also, see, for example, $[163,196,218,234,240]$ for another version of this method.

Chapters 6-11 are devoted to the second globally convergent numerical method for CIPs with non-overdetermined data. This is the so-called "convexification" method, and it has deep roots in the BK method. The convexification is not a ready-to-use algorithm, but rather a concept. The first author has started to work on the convexification in 1995 [140] with a coauthor. Some initial follow-up results of the first author with coauthors were in [23, 127, 141, 164, 165]. However, those results were mostly theoretical ones, although with some limited exceptions when numerical studies were also presented [164, 165]. The reason of this was that some important points for the numerical implementation were not addressed analytically in these works. The first work were these points were addressed was [9]. Since then both analytical and numerical results on the convexification of the research group of the first author started to flourish [115-117, 137, 138, 142-146, 150, 151, 237, 238].

The convexification concept allows one to get the global convergence property. In the convexification, one constructs a weighted cost functional $J_{\lambda}$, where $\lambda \geq 1$ is the parameter of the Carleman Weight Function (CWF), that is, the function involved in the Carleman estimate for the corresponding PDE operator. This functional is minimized on a convex bounded set $B(d) \subset H^{k}$, where $d>0$ is the diameter of this set. The main theorem states that there exists a number $\lambda(d)$ such that for all $\lambda \geq \lambda(d)$ the functional $J_{\lambda}$ is strictly convex on $B(d)$. We prove in this chapter that this strict convexity property implies convergence of the gradient projection method being applied to $J_{\lambda}$ to the exact solution if starting from an arbitrary point of $B(d)$. An important point is that $d>0$ is an arbitrary number here. Therefore, this is global convergence; see Definition 1.4.2. Of course, a concern can be raised that the parameter $\lambda$ should be sufficiently large. However, our vast computational experience tells us that $\lambda \in[1,3]$ is sufficient. Besides, such concerns can be quite rightfully raised about all asymptotic methods for many problems, and usually the computational answers are positive.

## 2 Carleman estimates and Hölder stability for ill-posed Cauchy problems

In this chapter, we follow publications [9, 22, 132, 134, 135, 165]. Permissions for republishing from corresponding publishers are obtained. In terms of Section 2.3, we refer to Section 4.1 of the book [184]. Full credit is given to the American Mathematical Society(AMS) publication in which the material was originally published by AMS. We emphasize that the permission for this part has been granted by AMS. The material to be used in our book is without credit or acknowledgment to another source. The material is not available, in whole or in part, on a standalone basis, or in any way exclusive of the book as a whole.

First, we introduce a definition of the Carleman estimate for a general linear Partial Differential Operator (PDO) of the second order. Next, we show how to obtain Hölder stability estimates for corresponding ill-posed Cauchy problems for these operators. Next, we derive Carleman estimates for three main types of Partial Differential Operators (PDOs) of the second order: parabolic, elliptic, and hyperbolic ones. Next, we specify Hölder stability estimates for corresponding ill-posed Cauchy problems for these operators. Finally, we show that, in the case of a hyperbolic operator, one can obtain even stronger Lipschitz stability estimate for the case when the Cauchy data are given on the lateral boundary of the time cylinder and initial data at $\{t=0\}$ are not given.

We now remind some statements of Section 1.1. As to the Hölder stability estimates for ill-posed Cauchy problems for parabolic, elliptic, and hyperbolic equations on the basis of Carleman estimates, we refer to Chapter 4 of the book of Lavrentiev, Romanov, and Shishatskii [184]. As to the stronger Lipschitz stability estimate for the hyperbolic case, the first result was obtained by Lop Fat Ho [77] using the so-called method of multipliers; see, for example, the book of Isakov [102] for this method. However, the paper [77] works only for the purely wave operator $\partial_{t}^{2}-\Delta_{x}$ without lower order terms. The first work where lower order terms were incorporated was the paper of Klibanov and Malinsky [153]. This is the first publication, where the apparatus of Carleman estimates was applied to this problem. It is the independence of Carleman estimates on low order terms of operators (Lemma 2.1.1 in Section 2.1), which has allowed to use them to obtain the Lipschitz stability estimate for a more general hyperbolic operator $\partial_{t}^{2}-\Delta_{x}+$ lot, where "lot" stands for "low order terms." The result of [153] was generalized by Kazemi and Klibanov [114]. Next, this idea has found applications in the control theory [176-180]. Naturally, since the Carleman estimate is valid for the hyperbolic operator $c(x) \partial_{t}^{2}-\Delta_{x}$ with an appropriate coefficient $c(x)$ (see Section 2.3), then the idea of [153] was extended to the case of this operator, see, for example, [165].

### 2.1 What is the Carleman estimate

For further convenience, we consider in this section a general PDO of the second order. Let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ be a multiindex with nonnegative integer components and $|\alpha|=$ $\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}$. We remind that for any appropriate function $u(x)$,

$$
D^{\alpha} u=\frac{\partial^{|\alpha|} u}{\partial_{x_{n}}^{\alpha_{n}} \ldots \partial_{x_{1}}^{\alpha_{1}}}
$$

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with a piecewise smooth boundary $\partial \Omega$. Consider the function $\psi \in C^{2}(\bar{G})$ such that $|\nabla \psi| \neq 0$ in $\bar{\Omega}$. For a number $h \geq 0$, denote

$$
\begin{equation*}
\psi_{h}=\{x \in \bar{\Omega}: \psi(x)=h\}, \quad \Omega_{h}=\{x \in \Omega: \psi(x)>h\} . \tag{2.1}
\end{equation*}
$$

Let the domain $\Omega_{h} \neq \varnothing$. Consider a part $\Gamma_{h}$ of $\partial \Omega$ defined as

$$
\begin{equation*}
\Gamma_{h}=\{x \in \partial \Omega: \psi(x) \geq h\} . \tag{2.2}
\end{equation*}
$$

Then the boundary $\partial \Omega_{h}$ of $\Omega_{h}$ is

$$
\begin{gather*}
\partial \Omega_{h}=\partial_{1} \Omega_{h} \cup \partial_{2} \Omega_{h},  \tag{2.3}\\
\partial_{1} \Omega_{h}=\psi_{h}, \quad \partial_{2} \Omega_{h}=\Gamma_{h} . \tag{2.4}
\end{gather*}
$$

Let $\lambda \geq 1$ be a parameter, which is defined later. Consider the function $\varphi(x)$,

$$
\begin{equation*}
\varphi(x)=\exp (\lambda \psi(x)) . \tag{2.5}
\end{equation*}
$$

It follows from (2.2)-(2.5) that

$$
\begin{equation*}
\min _{\bar{\Omega}_{h}} \varphi(x)=\left.\varphi(x)\right|_{\psi_{h}} \equiv e^{\lambda h} . \tag{2.6}
\end{equation*}
$$

Consider a linear PDO $A(x, D)$ of the second order with real valued coefficients in $\Omega$,

$$
\begin{equation*}
A(x, D) u=\sum_{|\alpha| \leq 2} a_{\alpha}(x) D^{\alpha} u . \tag{2.7}
\end{equation*}
$$

The principal part of the operator $A(x, D)$ is the operator $A_{0}(x, D)$,

$$
\begin{equation*}
A_{0}(x, D) u=\sum_{|\alpha|=2} a_{\alpha}(x) D^{\alpha} u \tag{2.8}
\end{equation*}
$$

We assume that coefficients of the operator $A(x, D)$ are such that

$$
\begin{equation*}
a_{\alpha} \in C^{1}(\bar{\Omega}) \quad \text { for }|\alpha|=2, \quad K:=\max _{|\alpha|=2}\left(\left\|a_{\alpha}\right\|_{C^{1}(\bar{\Omega})}\right) ; \quad a_{\alpha} \in C(\bar{\Omega}) \quad \text { for }|\alpha|=0,1 \tag{2.9}
\end{equation*}
$$

Definition 2.1.1. Let $\Omega_{h} \neq \varnothing$ and (2.7)-(2.9) hold. The operator $A_{0}(x, D)$ in (2.8) admits pointwise Carleman estimate in the domain $\Omega_{h}$ if there exist constants $\lambda_{0}\left(\Omega_{h}, K\right) \geq$ $1, C\left(\Omega_{h}, K\right)>0$ depending only on the domain $\Omega_{h}$ and the number $K$, such that the following a priori estimate holds:

$$
\begin{gather*}
\left(A_{0} u\right)^{2} \varphi^{2}(x) \geq C \lambda(\nabla u)^{2} \varphi^{2}(x)+C \lambda^{3} u^{2} \varphi_{\lambda}^{2}(x)+\operatorname{div} U,  \tag{2.10}\\
\forall \lambda \geq \lambda_{0}, \forall u \in C^{2}\left(\bar{\Omega}_{h}\right), \forall x \in \Omega_{h} . \tag{2.11}
\end{gather*}
$$

The divergence term in (2.10) should satisfy the following estimate:

$$
\begin{equation*}
|U| \leq C \lambda^{3}\left[(\nabla u)^{2}+u^{2}\right] \varphi^{2}(x) . \tag{2.12}
\end{equation*}
$$

In this case, the function $\varphi(x)$ is called the Carleman Weight Function (CWF) for the operator $A_{0}(x, D)$.

Lemma 2.1.1. Suppose that conditions (2.9)-(2.12) hold. Then conditions (2.10)-(2.12) are also valid for the operator $A(x, D)$, although with a different constant $\lambda_{0}$. In other words, the Carleman estimate depends only on the principal part of the operator.

Proof. We have

$$
\begin{equation*}
(A u)^{2} \varphi^{2}(x) \geq\left(A_{0} u\right)^{2} \varphi^{2}(x)-M\left[(\nabla u)^{2}+u^{2}\right] \varphi^{2}(x), \quad \forall x \in \Omega_{h}, \tag{2.13}
\end{equation*}
$$

where $M>0$ is a constant depending only on the maximum of norms $\left\|a_{\alpha}\right\|_{C(\bar{\Omega})},|\alpha|=$ 0,1 . Substituting (2.13) in (2.10) and taking $\lambda$ sufficiently large, we again obtain (2.10).

### 2.2 Hölder stability for ill-posed Cauchy problems

We show in this section how the Carleman estimates enable one to obtain Hölder stability estimates for ill-posed Cauchy problems for PDEs. Rather then considering a PDE, we consider now a more general case Cauchy problem for a differential inequality,

$$
\begin{align*}
\left|A_{0} u\right| & \leq B(|\nabla u|+|u|+|f|), \quad \forall x \in \Omega_{h},  \tag{2.14}\\
\left.u\right|_{\Gamma_{h}} & =g_{0}(x),\left.\quad \partial_{n} u\right|_{\Gamma_{h}}=g_{1}(x) . \tag{2.15}
\end{align*}
$$

In (2.14), $B=$ const. $>0$ and $f \in L_{2}\left(\Omega_{h}\right)$ is a function. Functions $g_{0}, g_{1}$ in (2.15) are the Cauchy data for the function $u$. In particular, equation $A u=f$ with the boundary data (2.15) can be reduced to the problem (2.14), (2.15). We assume that functions $g_{0} \in$ $H^{1}\left(\Gamma_{h}\right), g_{1} \in L_{2}\left(\Gamma_{h}\right)$. In Theorem 2.2.1, we estimate the function $u$ via functions $g_{0}, g_{1}, f$.

Theorem 2.2.1 (Hölder stability estimate). Assume that conditions (2.9) hold and that the operator $A_{0}$ satisfies the Carleman estimate of Definition 2.1.1. Let $\varepsilon>0$ be a suffciently small number such that $\Omega_{h+3 \varepsilon} \neq \varnothing$. Let $m=\max _{\bar{\Omega}_{h}} \psi(x)$. Consider the number $\beta=2 \varepsilon /(3 m+2 \varepsilon) \in(0,1)$. Assume that functions $g_{0}, g_{1}, f$ are such that $g_{0} \in H^{1}\left(\Gamma_{h}\right)$, $g_{1} \in L_{2}\left(\Gamma_{h}\right), f \in L_{2}\left(\Omega_{h}\right)$. Suppose that the function $u \in C^{2}\left(\bar{\Omega}_{h}\right)$ satisfies conditions (2.14), (2.15). Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, m, B, K, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, m, B, K, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\begin{equation*}
\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\Gamma_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\Gamma_{h}\right)} \leq \delta \tag{2.16}
\end{equation*}
$$

then the following Hölder stability estimate holds:

$$
\begin{equation*}
\|u\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right) \delta^{\beta}, \quad \forall \delta \in\left(0, \delta_{0}\right) \tag{2.17}
\end{equation*}
$$

Proof. In this proof, $C=C\left(\varepsilon, K, \Omega_{h}\right)$ and $C_{1}=C_{1}\left(\varepsilon, m, B, K, \Omega_{h}\right)$ denote different positive constants depending only on listed parameters. Since $\Omega_{h+3 \varepsilon} \subset \Omega_{h+2 \varepsilon} \subset \Omega_{h+\varepsilon} \subset \Omega_{h}$ and $\Omega_{h+3 \varepsilon} \neq \varnothing$, then $\Omega_{h+2 \varepsilon}, \Omega_{h+\varepsilon}, \Omega_{h} \neq \varnothing$. Consider a function $\chi(x)$ such that

$$
\chi \in C^{2}\left(\bar{\Omega}_{h}\right), \chi(x)= \begin{cases}1, & x \in \Omega_{h+2 \varepsilon},  \tag{2.18}\\ 0, & x \in \Omega_{h} \backslash \Omega_{h+\varepsilon}, \\ \in[0,1], & x \in \Omega_{h+\varepsilon} \backslash \Omega_{h+2 \varepsilon} .\end{cases}
$$

The existence of such functions is well known from the real analysis course. Let the function $v$ be

$$
\begin{equation*}
v=\chi u \tag{2.19}
\end{equation*}
$$

Using (2.14), (2.15), and (2.18), we obtain

$$
\begin{align*}
\left|A_{0} v\right| & \leq C_{1}\left[|\nabla v|+|v|+|\nabla \chi||\nabla u|+\left(\sum_{|\alpha|=2}\left|D^{\alpha} \chi\right|\right)|u|+|f|\right], \quad \forall x \in \Omega_{h},  \tag{2.20}\\
\left.v\right|_{\Gamma_{h}} & =\chi g_{0},\left.\quad \partial_{n} v\right|_{\Gamma_{h}}=g_{0} \partial_{n} \chi+\chi g_{1},  \tag{2.21}\\
v(x) & =0, \quad x \in \Omega_{h} \backslash \Omega_{h+\varepsilon} . \tag{2.22}
\end{align*}
$$

Square both sides of (2.20). Next, multiply by $\varphi^{2}(x)$ and apply (2.10). We obtain

$$
\begin{aligned}
& C_{1} f^{2} \varphi^{2}(x)+C_{1}|\nabla \chi|^{2}|\nabla u|^{2} \varphi^{2}(x)+C_{1}\left(\sum_{|\alpha|=2}\left|D^{\alpha} \chi\right|^{2}\right)|u|^{2} \varphi^{2}(x)-\operatorname{div} U \\
& \geq C \lambda\left(1-\frac{C_{1}}{\lambda}\right)(\nabla v)^{2} \varphi^{2}(x)+C \lambda^{3}\left(1-\frac{C_{1}}{\lambda^{3}}\right) v^{2} \varphi^{2}(x), \\
& \quad \forall \lambda>\lambda_{0}, \forall x \in \Omega_{h} .
\end{aligned}
$$

Choose $\lambda_{1} \geq \max \left(\lambda_{0}, 2 C_{1}\right)$ so large that $C_{1} / \lambda_{1}<1 / 2$. We obtain

$$
\begin{aligned}
& C_{1} f^{2} \varphi^{2}(x)+C_{1}|\nabla \chi|^{2} \varphi^{2}(x)|\nabla u|^{2}+C_{1}\left(\sum_{|\alpha|=2}\left|D^{\alpha} \chi\right|^{2}\right) \varphi^{2}(x)|u|^{2}-\operatorname{div} U \\
& \geq C \lambda(\nabla v)^{2} \varphi^{2}(x)+C \lambda^{3} v^{2} \varphi^{2}(x), \quad \forall \lambda>\lambda_{1}, \forall x \in \Omega_{h}
\end{aligned}
$$

Integrate this inequality over $\Omega_{h}$. Then the Gauss formula, (2.3), (2.6), (2.12), (2.18), (2.21), and (2.22) give

$$
\begin{align*}
& C_{1} e^{2 \lambda m} \int_{\Omega_{h}} f^{2} d x+C_{1} \lambda^{3} e^{2 \lambda m} \int_{\Gamma_{h}}\left[\left(\nabla g_{0}\right)^{2}+g_{1}^{2}\right] d S_{x} \\
& \quad+C_{1} \exp [2 \lambda(h+2 \varepsilon)] \int_{\Omega_{h+\varepsilon} \backslash \Omega_{h+2 \varepsilon}}\left(|\nabla u|^{2}+u^{2}\right) d x  \tag{2.23}\\
& \quad \geq \lambda \int_{\Omega_{h+\varepsilon}}(\nabla v)^{2} \varphi^{2} d x+\lambda^{3} \int_{\Omega_{h+\varepsilon}} v^{2} \varphi^{2} d x .
\end{align*}
$$

Since $\Omega_{h+3 \varepsilon} \subset \Omega_{h+2 \varepsilon} \subset \Omega_{h}$, then (2.23), (2.18), and (2.19) lead to

$$
\begin{aligned}
& C_{1} e^{2 \lambda m} \int_{\Omega_{h}} f^{2} d x+C_{1} \lambda^{3} e^{2 \lambda m} \int_{\Gamma_{h}}\left[\left(\nabla g_{0}\right)^{2}+g_{1}^{2}\right] d S_{x} \\
& \quad+C_{1} \exp [2 \lambda(h+2 \varepsilon)] \int_{\Omega_{h+\varepsilon} \Omega_{h+2 \varepsilon}}\left(|\nabla u|^{2}+u^{2}\right) d x \\
& \quad \geq \lambda \int_{\Omega_{h+3 \varepsilon}}(\nabla u)^{2} \varphi^{2} d x+\lambda^{3} \int_{\Omega_{h+3 \varepsilon}} u^{2} \varphi^{2} d x \\
& \quad \geq \lambda \exp [2 \lambda(h+3 \varepsilon)] \int_{\Omega_{h+3 \varepsilon}}\left[(\nabla u)^{2}+u^{2}\right] d x .
\end{aligned}
$$

Hence, we have established that

$$
\begin{aligned}
& C_{1} e^{2 \lambda m} \int_{\Omega_{h}} f^{2} d x+C_{1} \lambda^{3} e^{2 \lambda m} \int_{\Gamma_{h}}\left[\left(\nabla g_{0}\right)^{2}+g_{1}^{2}\right] d S_{x} \\
& \quad+C_{1} \exp [2 \lambda(h+2 \varepsilon)]\|u\|_{H^{1}\left(\Omega_{h}\right)}^{2} \\
& \quad \geq \lambda \exp [2 \lambda(h+3 \varepsilon)]\|u\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)}^{2} .
\end{aligned}
$$

Divide both sides of this inequality by $\lambda \exp [2 \lambda(h+3 \varepsilon)]$. Hence, there exists a number $\lambda_{2}=\lambda_{2}\left(\varepsilon, m, B, K, G_{c}\right)>\lambda_{1}$ such that

$$
\begin{align*}
& {\left[\int_{\Omega_{h}} f^{2} d x+\int_{\Gamma_{h}}\left[\left(\nabla g_{0}\right)^{2}+g_{1}^{2}\right] d S_{x}\right] C_{1} e^{3 \lambda m}+C_{1} \exp [-2 \lambda \varepsilon]\|u\|_{H^{1}\left(\Omega_{h}\right)}^{2}}  \tag{2.24}\\
& \quad \geq\|u\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right.}^{2}, \quad \forall \lambda>\lambda_{2} .
\end{align*}
$$

Using (2.16) and (2.24), we obtain

$$
\begin{equation*}
\|u\|_{H^{1}\left(\Omega_{h+3}\right)}^{2} \leq C_{1}\left(\delta^{2} e^{3 \lambda m}+e^{-2 \lambda \varepsilon}\|u\|_{H^{1}\left(\Omega_{h}\right)}^{2}\right) . \tag{2.25}
\end{equation*}
$$

The idea now is to balance two terms in the right-hand side of (2.25). To do so, we choose $\lambda=\lambda(\delta)$ such that

$$
\delta^{2} e^{3 \lambda m}=e^{-2 \lambda \varepsilon}
$$

Hence,

$$
\begin{equation*}
\lambda=\ln \left(\delta^{-2(3 m+2 \varepsilon)^{-1}}\right) \tag{2.26}
\end{equation*}
$$

Choose the number $\delta_{0}=\delta_{0}\left(\varepsilon, m, B, K, G_{c}\right)$ so small that $\ln \left(\delta_{0}^{-2(3 m+2 \varepsilon)^{-1}}\right)>\lambda_{2}$. Then (2.25) and (2.26) imply (2.17).

Theorem 2.2.2 (uniqueness). Assume that conditions of Theorem 2.2.1 are valid, in (2.15) $g_{0}(x) \equiv g_{1}(x) \equiv 0, x \in \Gamma_{h}$ and also $f(x) \equiv 0$. Then $u(x) \equiv 0$ for $x \in \Omega_{h}$.

This theorem follows immediately from Theorem 2.2.1 if setting in it $\delta=0$.
We now replace the pointwise inequality (2.14) with the following integral inequality:

$$
\begin{equation*}
\int_{\Omega_{h}}(A u)^{2} d x \leq S^{2} \tag{2.27}
\end{equation*}
$$

where $S$ is a certain number.
Theorem 2.2.3. Let the function $u \in H^{2}\left(\Omega_{h}\right)$ satisfy inequality (2.27) and $\left.u\right|_{\Gamma_{h}}=$ $\left.\partial_{n} u\right|_{\Gamma_{h}}=0$. Assume that conditions (2.9) hold and that the Carleman estimate of Definition 2.1.1 is valid. Suppose that there exists a sufficiently small number $\varepsilon>0$ such that the domain $\Omega_{h+3 \varepsilon} \neq \varnothing$. Denote $m=\max _{\bar{\Omega}_{h}} \psi(x)$. Define the number $\beta=2 \varepsilon /(3 m+2 \varepsilon) \in(0,1)$. Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, m, A, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, m, A, \Omega_{h}\right)>0$ such that if $\delta \in\left(0, \delta_{0}\right)$ and $S \in(0, \delta)$. Then the following Hölder stability estimate holds:

$$
\|u\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right) \delta^{\beta}, \quad \forall \delta \in\left(0, \delta_{0}\right)
$$

Proof. Assume first that the function $u \in C^{2}\left(\bar{\Omega}_{h}\right)$. We have

$$
S^{2} e^{2 \lambda m} \geq \int_{\Omega_{h}}(A u)^{2} \varphi^{2}(x) d x \geq \int_{\Omega_{h}}\left(A_{0} u\right)^{2} \varphi^{2}(x) d x-C_{1} \int_{\Omega_{h}}\left((\nabla u)^{2}+u^{2}\right) \varphi^{2}(x) d x
$$

This is equivalent with

$$
S^{2} e^{2 \lambda m}+C_{1} \int_{\Omega_{h}}\left((\nabla u)^{2}+u^{2}\right) \varphi^{2}(x) d x \geq \int_{\Omega_{h}}\left(A_{0} u\right)^{2} \varphi^{2}(x) d x
$$

The rest of the proof is similar with the proof of Theorem 2.2.1. To replace $u \in C^{2}\left(\bar{\Omega}_{h}\right)$ with $u \in H^{2}\left(\Omega_{h}\right)$, density arguments should be used.

### 2.3 Carleman estimate for the parabolic operator

For any $x \in \mathbb{R}^{n}$, denote $\bar{x}=\left(x_{2}, \ldots, x_{n}\right)$ and $u_{i}=\partial_{x_{i}} u$. Let numbers $\alpha, h \in(0,1)$, and $\alpha<h$. Let $X, T>0$ be two numbers. Consider the function $\psi(x, t)$,

$$
\begin{equation*}
\psi(x, t)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha . \tag{2.28}
\end{equation*}
$$

Slightly abusing notation of Section 2.1, define the domain $\Omega_{h}$ as

$$
\begin{align*}
\Omega_{h} & =\left\{(x, t): \psi(x, t)<h, x_{1}>0\right\}  \tag{2.29}\\
& =\left\{x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h, x_{1}>0\right\} .
\end{align*}
$$

Let $\lambda, v>1$ be two large parameters, which we will choose later. Consider the function $\varphi(x, t)$,

$$
\begin{equation*}
\varphi(x, t)=\exp \left(\lambda \psi^{-\nu}\right) \tag{2.30}
\end{equation*}
$$

Here, $\varphi(x, t)$ is the CWF for our parabolic operator $L$ defined below. To simplify notation, we use the notation $\varphi(x, t)$ instead of $\varphi_{\lambda, v}(x, t)$. Hence, the boundary of the domain $\Omega_{h}$ consists of a piece of the hyperplane $\left\{x_{1}=0\right\}$ and a piece of the paraboloid $\left\{\psi(x, t)=h, x_{1}>0\right\}$,

$$
\begin{align*}
& \partial \Omega_{h}=\partial_{1} \Omega_{h} \cup \partial_{2} \Omega_{h}  \tag{2.31}\\
& \partial_{1} \Omega_{h}=\left\{x_{1}=0, \frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h\right\},  \tag{2.32}\\
& \partial_{2} \Omega_{h}=\left\{x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha=h\right\} . \tag{2.33}
\end{align*}
$$

Since by Lemma 2.1.1 the Carleman estimate for a PDO depends only on the principal part of this operator, then we consider only the principal part of an arbitrary elliptic operator $L$ of the second order in the domain $\Omega_{h}$,

$$
\begin{equation*}
L u=u_{t}-L^{\mathrm{ell}} u=u_{t}-\sum_{i, j=1}^{n} a^{i j}(x, t) u_{x_{i} x_{j}} . \tag{2.34}
\end{equation*}
$$

To ensure the ellipticity of the operator $L^{\text {ell }}$ in (2.34), we assume that

$$
\begin{equation*}
a^{i j}(x, t)=a^{j i}(x, t) \tag{2.35}
\end{equation*}
$$

and also that there exist two numbers $\mu_{1}, \mu_{2}>0$ such that

$$
\begin{equation*}
\mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a^{i j}(x, t) \xi_{i} \zeta_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall(x, t) \in \bar{\Omega}_{h}, \forall \xi \in \mathbb{R}^{n} . \tag{2.36}
\end{equation*}
$$

We also assume that

$$
\begin{equation*}
a^{i j} \in C^{1}\left(\bar{\Omega}_{h}\right), \quad K_{0}=\max _{i, j}\left\|a_{i j}\right\|_{C^{1}\left(\bar{\Omega}_{h}\right)} \tag{2.37}
\end{equation*}
$$

By Definition 2.1.1, we need now to estimate $(L u)^{2} \varphi^{2}$. Below $O(1 / \lambda), O(1 / v)$ denote different $C^{1}\left(\bar{\Omega}_{h}\right)$-functions, which are independent on the function $u$, and such that

$$
\left|O\left(\frac{1}{\lambda}\right)\right| \leq \frac{C}{\lambda}, \quad\left|O\left(\frac{1}{v}\right)\right| \leq \frac{C}{v}, \quad \forall \lambda, v \geq 1 .
$$

Here and below in this section, $C=C\left(\mu_{1}, \mu_{2}, K_{0}, \Omega_{h}\right)$ denotes different positive constants depending only on listed parameters. Below in this chapter, $f_{i}=f_{x_{i}}$ for any appropriate function $f$.
Lemma 2.3.1. Suppose that conditions (2.35)-(2.37) are satisfied. Then there exist sufficiently large numbers $\lambda_{0}=\lambda_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1, v_{0}=v_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1$ depending only on listed parameters such that for every function $u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ the following estimate holds for all $\lambda \geq \lambda_{0}, v \geq v_{0},(x, t) \in \Omega_{h}$ :

$$
\begin{align*}
(L u)^{2} \psi^{v+2} \varphi^{2} & \geq-C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} \widetilde{U}+(\widetilde{V})_{t}  \tag{2.38}\\
|\widetilde{U}|+|\widetilde{V}| & \leq C \lambda^{3} v^{3} \psi^{-2 v-2}\left((\nabla u)^{2}+u^{2}\right) \varphi^{2}, \tag{2.39}
\end{align*}
$$

where the constant $C=C\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>0$ depends only on listed parameters.
Proof. Introduce the new function $v=u \varphi$ and express derivatives of the function $u$ via derivatives of the function $v$, using (2.28) and (2.30). We have $u=v \exp \left(-\lambda \psi^{-v}\right)$. Hence,

$$
\begin{aligned}
& u_{t}=\left(v_{t}+\frac{t}{T^{2}} \lambda v \psi^{-v-1} v\right) \exp \left(-\lambda \psi^{-v}\right) \\
& u_{i}=\left(v_{i}+\lambda v \psi^{-v-1} \psi_{i} v\right) \exp \left(-\lambda \psi^{-v}\right) \\
& u_{i j}=\left[v_{i j}+\lambda v \psi^{-v-1} \psi_{i} v_{j}+\lambda v \psi^{-v-1} \psi_{j} v_{i}+\lambda^{2} v^{2} \psi^{-2 v-2}\left(\psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right) v\right] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& (L u)^{2} \psi^{v+2} \varphi^{2} \\
& \quad=\left\{v_{t}-\sum_{i, j=1}^{n} a^{i j} v_{i j}-2 \lambda \nu \psi^{-v-1} \sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i}-\lambda^{2} v^{2} \psi^{-2 \nu-2} \sum_{i, j=1}^{n}\left[\psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] a^{i j} v\right\}^{2} \psi^{v+2} .
\end{aligned}
$$

Denote

$$
\begin{aligned}
& y_{1}=v_{t}, \\
& y_{2}=-\sum_{i, j=1}^{n} a^{i j} v_{i j},
\end{aligned}
$$

$$
\begin{aligned}
& y_{3}=-2 \lambda \nu \psi^{-v-1} \sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i}, \\
& y_{4}=-\lambda^{2} v^{2} \psi^{-2 \nu-2} \sum_{i, j=1}^{n}\left[\psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] a^{i j} v .
\end{aligned}
$$

Then

$$
\begin{align*}
(L u)^{2} \psi^{v+2} \varphi^{2} & =\left(y_{1}+y_{2}+y_{3}+y_{4}\right)^{2} \psi^{v+2}  \tag{2.40}\\
& \geq\left(y_{1}^{2}+y_{3}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3}\right) \psi^{v+2}+2 y_{2} y_{3} \psi^{v+2}+2 y_{3} y_{4} \psi^{v+2}+2 y_{1} y_{4} \psi^{v+2}
\end{align*}
$$

We will estimate from the below terms in the second line of (2.40) in several steps.
Step 1. Estimate $2 y_{1} y_{2} \psi^{v+2}$ below:

$$
\begin{aligned}
2 y_{1} y_{2} \psi^{v+2}= & -2 \sum_{i, j=1}^{n} a^{i j} v_{i j} v_{t} \psi^{v+2}=-\sum_{i, j=1}^{n}\left(a^{i j} v_{i j} v_{t}+a^{i j} v_{j i} v_{t}\right) \psi^{v+2} \\
= & \sum_{i, j=1}^{n}\left[\left(-a^{i j} \psi^{v+2} v_{i} v_{t}\right)_{j}+\left(-a^{i j} \psi^{v+2} v_{j} v_{t}\right)_{i}\right] \\
& +\sum_{i, j=1}^{n}\left[a^{i j} \psi^{v+2}\left(v_{i} v_{t j}+v_{j} v_{t i}\right)\right]+\sum_{i, j=1}^{n}\left[\left(a^{i j} \psi^{v+2}\right)_{j} v_{i}+\left(2 a^{i j} \psi^{v+2}\right)_{i} v_{j}\right] v_{t} \\
= & \sum_{i, j=1}^{n} a^{i j} \psi^{v+2}\left(v_{i} v_{j}\right)_{t}+\sum_{i, j=1}^{n}\left[\left(a^{i j} \psi^{v+2}\right)_{j} v_{i}+\left(2 a^{i j} \psi^{v+2}\right)_{i} v_{j}\right] v_{t}+\operatorname{div} U_{1} \\
= & \left(\sum_{i, j=1}^{n} a^{i j} \psi^{v+2} v_{i} v_{j}\right)_{t}-\sum_{i, j=1}^{n}\left(a^{i j} \psi^{v+2}\right)_{t} v_{i} v_{j} \\
& +y_{1} \sum_{i, j=1}^{n}\left[\left(a^{i j} \psi^{v+2}\right)_{j} v_{i}+\left(2 a^{i j} \psi^{v+2}\right)_{i} v_{j}\right]+\operatorname{div} U_{1} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
2 y_{1} y_{2} \psi^{v+2}= & -\sum_{i, j=1}^{n}\left(a^{i j} \psi^{v+2}\right)_{t} v_{i} v_{j}+y_{1} \sum_{i, j=1}^{n}\left[\left(a^{i j} \psi^{v+2}\right)_{j} v_{i}+\left(2 a^{i j} \psi^{v+2}\right)_{i} v_{j}\right]  \tag{2.41}\\
& +\operatorname{div} U_{1}+\left(V_{1}\right)_{t},
\end{align*}
$$

where

$$
\begin{align*}
\operatorname{div} U_{1} & =\sum_{i, j=1}^{n}\left[\left(-a^{i j} \psi^{v+2} v_{i} v_{t}\right)_{j}+\left(-a^{i j} \psi^{v+2} v_{j} v_{t}\right)_{i}\right]  \tag{2.42}\\
\left(V_{1}\right)_{t} & =\left(\sum_{i, j=1}^{n} a^{i j} \psi^{v+2} v_{i} v_{j}\right)_{t} \tag{2.43}
\end{align*}
$$

By (2.28),

$$
\begin{align*}
& \psi_{1}=1,  \tag{2.44}\\
& \psi_{i}=\frac{x_{i}}{X^{2}}, \quad \psi_{t}=\frac{t}{T^{2}} \tag{2.45}
\end{align*}
$$

Hence,

$$
-\sum_{i, j=1}^{n}\left(a^{i j} \psi^{v+2}\right)_{t} v_{i} v_{j} \geq-C v|\nabla v|^{2}
$$

Next,

$$
2 y_{1} \sum_{i, j=1}^{n}\left(a^{i j} \psi^{v+2}\right)_{j} v_{i}=2 y_{1}(v+2) \sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{v+1}+O\left(\frac{1}{v}\right)\right] v_{i}
$$

Thus,

$$
\begin{align*}
2 y_{1} y_{2} \psi^{v+2} \geq & -C v|\nabla v|^{2}+2 y_{1}(v+2) \psi^{v+2} \sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}  \tag{2.46}\\
& +\operatorname{div} U_{1}+\left(V_{1}\right)_{t} .
\end{align*}
$$

Step 2. Using (2.46), estimate $\left(y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3}+y_{3}^{2}\right) \psi^{\nu+2}$.

$$
\begin{align*}
\left(y_{1}^{2}\right. & \left.+2 y_{1} y_{2}+2 y_{1} y_{3}+y_{3}^{2}\right) \psi^{v+2} \\
\geq & \left(y_{1}^{2}+y_{3}^{2}\right) \psi^{v+2}-C v|\nabla v|^{2} \\
& +2 y_{1}(v+2) \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}+\frac{y_{3}}{v+2}\right\}  \tag{2.47}\\
& +\operatorname{div} U_{1}+\left(V_{1}\right)_{t} .
\end{align*}
$$

By the Cauchy-Schwarz inequality,

$$
\begin{align*}
& 2 y_{1}(v+2) \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}+\frac{y_{3}}{v+2}\right\} \\
& \geq-y_{1}^{2} \psi^{v+2}-(v+2)^{2} \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}+\frac{y_{3}}{v+2}\right\}^{2} \\
& =-\left(y_{1}^{2}+y_{3}^{2}\right) \psi^{v+2}-(v+2)^{2} \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}\right\}^{2} \\
& \quad-2(v+2) \psi^{v+1} y_{3} \sum_{i, j=1}^{n}\left[a^{i j} \psi_{j}+O\left(\frac{1}{v}\right)\right] v_{i} \tag{2.48}
\end{align*}
$$

$$
\begin{aligned}
= & -\left(y_{1}^{2}+y_{3}^{2}\right) \psi^{v+2}-(v+2)^{2} \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}\right\}^{2} \\
& +4 \lambda v(v+2) \sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i}\left(\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j}+O\left(\frac{1}{v}\right)\right] v_{i}\right) \\
\geq & -\left(y_{1}^{2}+y_{3}^{2}\right) \psi^{v+2}+3 \lambda v(v+2)\left(\sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i}\right)^{2}-C \lambda v(\nabla v)^{2} .
\end{aligned}
$$

We have used here the fact that $\lambda v(v+2)>(v+2)^{2}$ for sufficiently large $\lambda$. Also,

$$
4 \lambda v(v+2) \sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i} \sum_{i, j=1}^{n} O\left(\frac{1}{v}\right) v_{i} \geq-C \lambda v(\nabla v)^{2} .
$$

Thus, by (2.48), we have obtained that

$$
\begin{aligned}
& 2 y_{1}(v+2) \psi^{v+2}\left\{\sum_{i, j=1}^{n}\left[a^{i j} \psi_{j} \psi^{-1}+O\left(\frac{1}{v}\right)\right] v_{i}+\frac{y_{3}}{v+2}\right\} \\
& \quad \geq-\left(y_{1}^{2}+y_{3}^{2}\right) \psi^{v+2}+3 \lambda v(v+2)\left(\sum_{i, j=1}^{n} a^{i j} \psi_{j} v_{i}\right)^{2}-C \lambda v(\nabla v)^{2}
\end{aligned}
$$

Substituting this in (2.47), we obtain

$$
\begin{equation*}
\left(y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3}+y_{3}^{2}\right) \psi^{v+2} \geq-C \lambda v(\nabla v)^{2}+\operatorname{div} U_{1}+\left(V_{1}\right)_{t} . \tag{2.49}
\end{equation*}
$$

Step 3. Estimate $2 y_{2} y_{3} \psi^{\nu+2}$,

$$
\begin{align*}
2 y_{2} y_{3} \psi^{v+2} & =4 \lambda \nu \psi\left(\sum_{k, l=1}^{n} a^{k l} \psi_{l} v_{k}\right)\left(\sum_{i, j=1}^{n} a^{i j} v_{i j}\right) \\
& =2 \lambda \nu \psi\left(\sum_{k, l=1}^{n} a^{k l} \psi_{l} v_{k}\right)\left(\sum_{i, j=1}^{n} a^{i j}\left(v_{i j}+v_{j i}\right)\right)  \tag{2.50}\\
& =2 \lambda \nu \sum_{k, l=1}^{n} \sum_{i, j=1}^{n} a^{k l} a^{i j} \psi \psi_{l}\left(v_{i j} v_{k}+v_{j i} v_{k}\right) .
\end{align*}
$$

We have

$$
\begin{aligned}
v_{i j} v_{k}+v_{j i} v_{k} & =\left(v_{i} v_{k}\right)_{j}+\left(v_{j} v_{k}\right)_{i}-v_{i} v_{k j}-v_{k i} v_{j} \\
& =\left(v_{i} v_{k}\right)_{j}+\left(v_{j} v_{k}\right)_{i}+\left(-v_{i} v_{j}\right)_{k} .
\end{aligned}
$$

Hence, the term in the last line of (2.50) can be evaluated as

$$
\begin{aligned}
& a^{k l} a^{i j} \psi \psi_{l}\left(v_{i j} v_{k}+v_{j i} v_{k}\right) \\
& \quad=\left(a^{k l} a^{i j} \psi \psi_{l} v_{i} v_{k}\right)_{j}-\left(a^{k l} a^{i j} \psi \psi_{l}\right)_{j} v_{i} v_{k}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(a^{k l} a^{i j} \psi \psi_{l} v_{j} v_{k}\right)_{i}-\left(a^{k l} a^{i j} \psi \psi_{l}\right)_{i} v_{j} v_{k}+\left(-a^{k l} a^{i j} \psi \psi_{l} v_{i} v_{j}\right)_{k}+\left(a^{k l} a^{i j} \psi \psi_{l}\right) v_{i} v_{j} \\
\geq & -C(\nabla v)^{2}+\operatorname{div} U_{2} .
\end{aligned}
$$

Thus, (2.50) leads to

$$
\begin{align*}
2 y_{2} y_{3} \psi^{v+2} & \geq-C \lambda v(\nabla v)^{2}+\operatorname{div} U_{2},  \tag{2.51}\\
\operatorname{div} U_{2} & =2 \lambda v \sum_{k, l=1}^{n} \sum_{i, j=1}^{n}\left(\left(a^{k l} a^{i j} \psi \psi_{l} v_{i} v_{k}\right)_{j}+\left(a^{k l} a^{i j} \psi \psi_{l} v_{j} v_{k}\right)_{i}\right) . \tag{2.52}
\end{align*}
$$

Step 4. We now estimate $2 y_{3} y_{4} \psi^{\nu+2}$ in (2.40),

$$
\begin{align*}
2 y_{3} y_{4} \psi^{v+2}= & 4 \lambda^{3} v^{3} \psi^{-2 \nu-1}\left(\sum_{k, l=1}^{n} a^{k l} \psi_{l} v_{k}\right) \sum_{i, j=1}^{n}\left[a^{i j} \psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] v \\
= & \left(2 \lambda^{3} v^{3} \sum_{i, j=1}^{n}\left[a^{i j} \psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] \cdot \sum_{k, l=1}^{n} \psi^{-2 \nu-1} a^{k l} \psi_{l}\left(v^{2}\right)_{k}\right) \\
= & \sum_{k, l=1}^{n}\left(\left[2 \lambda^{3} v^{3} \sum_{i, j=1}^{n}\left[a^{i j} \psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] \cdot \psi^{-2 v-1} a^{k l} \psi_{l}\right] v^{2}\right)_{k}  \tag{2.53}\\
& +2 \lambda^{3} v^{3}(2 v+1) \psi^{-2 v-2} v^{2} \sum_{i, j=1}^{n}\left[a^{i j} \psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] \sum_{k, l=1}^{n}\left(a^{k l} \psi_{k} \psi_{l}+O\left(\frac{1}{v}\right)\right) .
\end{align*}
$$

It follows from (2.28) and (2.36) that

$$
\sum_{i, j=1}^{n} a^{i j} \psi_{i} \psi_{j} \geq \mu_{1}|\nabla \psi|^{2} \geq \mu_{1}
$$

Hence, (2.53) leads to

$$
\begin{align*}
2 y_{3} y_{4} \psi^{v+2} & \geq C \lambda^{3} v^{4} \psi^{-2 v-2} v^{2}+\operatorname{div} U_{3},  \tag{2.54}\\
\operatorname{div} U_{3} & =\sum_{k, l=1}^{n}\left(\left[2 \lambda^{3} v^{3} \sum_{i, j=1}^{n}\left(a^{i j} \psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right) \cdot \psi^{-2 v-1} a^{k l} \psi_{l}\right] v^{2}\right)_{k} \tag{2.55}
\end{align*}
$$

Step 5. Similarly, with (2.55) we obtain

$$
\begin{align*}
2 y_{1} y_{4} \psi^{v+2} & \geq-C \lambda^{2} v^{3} \psi^{-2 v-2} v^{2}+\left(V_{2}\right)_{t}  \tag{2.56}\\
V_{2} & =-2 \lambda^{2} v^{2} \psi^{-v} \sum_{i, j=1}^{n} a^{i j}\left[\psi_{i} \psi_{j}+O\left(\frac{1}{\lambda}\right)\right] v^{2} \tag{2.57}
\end{align*}
$$

Since $v \geq v_{0}\left(\mu_{1}, \mu_{2}, K_{0}, \Omega_{h}\right)>1, \lambda \geq \lambda_{0}\left(\mu_{1}, \mu_{2}, K_{0}, \Omega_{h}\right)>1$, where numbers $v_{0}$ and $\lambda_{0}$ are sufficiently large, then $v^{4}>v^{3}$ and $\lambda^{3}>\lambda^{2}$. Hence, (2.54)-(2.57) imply that

$$
\begin{equation*}
2 y_{3} y_{4} \psi^{v+2}+2 y_{1} y_{4} \psi^{v+2} \geq C \lambda^{3} v^{4} \psi^{-2 v-2} v^{2}+\operatorname{div} U_{3}+\left(V_{2}\right)_{t} . \tag{2.58}
\end{equation*}
$$

Finally, summing up (2.49) and (2.58), replacing $v$ with $u=v \varphi^{-1}$ and using (2.42), (2.43), (2.55), (2.52), and (2.57) for estimating functions under signs of div and $\partial_{t}$, we obtain (2.38) and (2.39).

Lemma 2.3.2. Suppose that conditions (2.35)-(2.37) are satisfied. Then there exist sufficiently large numbers $\lambda_{0}=\lambda_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1, v_{0}=v_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1$ depending only on listed parameters such that for every function $u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ the following estimate holds for all $\lambda \geq \lambda_{0}, v \geq v_{0},(x, t) \in \Omega_{h}$ :

$$
\begin{align*}
(L u) u \varphi^{2} & \geq \mu_{1}(\nabla u)^{2} \varphi^{2}-C \lambda^{2} v^{2} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} U_{4}+\left(V_{3}\right)_{t},  \tag{2.59}\\
\left|U_{4}\right|+\left|V_{3}\right| & \leq C \lambda v \psi^{-v-1}\left((\nabla u)^{2}+u^{2}\right), \tag{2.60}
\end{align*}
$$

Proof. We have

$$
\begin{aligned}
(L u) u \varphi^{2}= & \left(u_{t}-L^{\mathrm{ell}} u\right) u \varphi^{2}=u_{t} u \exp \left(2 \lambda \psi^{-v}\right)-\sum_{i, j=1}^{n} a^{i j} u_{i j} u \exp \left(2 \lambda \psi^{-v}\right) \\
= & \left(\frac{1}{2} u^{2} \exp \left(2 \lambda \psi^{-v}\right)\right)_{t}+\lambda v \psi_{t} \psi^{-v-1} u^{2} \varphi^{2} \\
& +\left(-\sum_{i, j=1}^{n} a^{i j} u_{i} u \exp \left(2 \lambda \psi^{-v}\right)\right)_{j}+\sum_{i, j=1}^{n} a^{i j} u_{i} u_{j} \varphi^{2} \\
& -2 \lambda v \psi^{-v-1} \sum_{i, j=1}^{n} a^{i j} u_{i} u\left(\psi_{j}+O\left(\frac{1}{\lambda}\right)\right) \exp \left(2 \lambda \psi^{-v}\right) \\
\geq & \mu_{1}|\nabla u|^{2} \varphi^{2}+\left(\frac{1}{2} u^{2} \exp \left(2 \lambda \psi^{-v}\right)\right)_{t}+\lambda v \psi_{t} \psi^{-v-1} u^{2} \varphi^{2} \\
& +\left(-\lambda v \psi^{-v-1} \sum_{i, j=1}^{n} a^{i j} u^{2}\left(\psi_{j}+O\left(\frac{1}{\lambda}\right)\right) \exp \left(2 \lambda \psi^{-v}\right)\right)_{i} \\
& -2 \lambda^{2} v^{2} \psi^{-2 v-2} \sum_{i, j=1}^{n} a^{i j} u^{2} \psi_{i}\left(\psi_{j}+O\left(\frac{1}{\lambda}\right)\right) \\
& -\lambda v \sum_{i, j=1}^{n}\left(\psi^{-v-1} a^{i j}\left(\psi_{j}+O\left(\frac{1}{\lambda}\right)\right)\right)_{i} u^{2} \\
\geq & \mu_{1}|\nabla u|^{2} \varphi^{2}-C \lambda^{2} v^{2} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} U_{4}+\left(V_{3}\right)_{t}
\end{aligned}
$$

which is (2.59). Estimates (2.60) easily follow from the above formulae.
Lemmata 2.3.1 and 2.3.2 enable us to prove Theorem 2.3.1, which is the Carleman estimate for the operator $\partial_{t}-L_{0}^{\text {ell }}$.

Theorem 2.3.1 (Carleman estimate for the parabolic operator). Suppose that conditions (2.35)-(2.37) are satisfied. Then one can choose sufficiently large numbers $\lambda_{0}=$ $\lambda_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1, v_{0}=v_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1$ such that for every function
$u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ the following pointwise Carleman estimate holds for all $\lambda \geq \lambda_{0}, v \geq v_{0}$, $(x, t) \in \Omega_{h}$ :

$$
\begin{align*}
& \left(L_{0} u\right)^{2} \varphi^{2} \geq C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} U+(V)_{t},  \tag{2.61}\\
& |U|+|V| \leq C \lambda^{3} v^{3} \psi^{-2 v-2}\left((\nabla u)^{2}+u^{2}\right) \varphi^{2}, \tag{2.62}
\end{align*}
$$

where the constant $C=C\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>0$ depends only on listed parameters.
Proof. Multiply (2.59) by $2 C / \mu_{1}$ and sum up with (2.38). We obtain

$$
\begin{align*}
& \frac{2 C}{\mu_{1}} \lambda v(L u) u \varphi^{2}+(L u)^{2} \psi^{v+2} \varphi^{2} \\
& \quad \geq C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 \nu-2} u^{2} \varphi^{2}-2 C^{2} \mu_{1}^{-1} \lambda^{3} v^{3} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} U+V_{t} \\
& \quad=C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 v-2}\left(1+O\left(\frac{1}{v}\right)\right) u^{2} \varphi^{2}+\operatorname{div} U+V_{t}  \tag{2.63}\\
& \quad \geq C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 \nu-2} u^{2} \varphi^{2}+\operatorname{div} U+V_{t} .
\end{align*}
$$

Next, since $\psi^{\nu+2}<1$, then

$$
\frac{2 C}{\mu_{1}} \lambda v(L u) u \varphi^{2}+(L u)^{2} \psi^{v+2} \varphi^{2} \leq C(L u)^{2} \varphi^{2}+\lambda^{2} v^{2} u^{2} \varphi^{2} .
$$

Comparing this with (2.63), we obtain

$$
\begin{equation*}
C\left(L_{0} u\right)^{2} \varphi^{2}+\lambda^{2} v^{2} u^{2} \varphi^{2} \geq C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 v-2} u^{2} \varphi^{2}+\operatorname{div} U+V_{t} . \tag{2.64}
\end{equation*}
$$

Since

$$
\lambda^{3} v^{4} \psi^{-2 \nu-2}-\lambda^{2} v^{2}=\lambda^{3} v^{4} \psi^{-2 \nu-2}\left(1+O\left(\frac{1}{\lambda}\right) O\left(\frac{1}{v^{2}}\right)\right) \geq \frac{1}{2} \lambda^{3} v^{4} \psi^{-2 \nu-2}
$$

then (2.64) implies (2.61). Estimate (2.62) follows from estimates (2.39) and (2.60).

### 2.4 Carleman estimate for the elliptic operator

We consider the same case as in Section 2.3 with the only difference that functions are independent on $t$ in this section.

Let numbers $\alpha, h \in(0,1), \alpha<h$ and let $X>0$ be a number. Consider the function $\psi(x)$,

$$
\psi(x)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha .
$$

The domain $\Omega_{h}$ now is

$$
\begin{equation*}
\Omega_{h}=\left\{x: \psi(x)<h, x_{1}>0\right\}=\left\{x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha<h, x_{1}>0\right\} . \tag{2.65}
\end{equation*}
$$

Again, for two large parameters $\lambda, v>1$ consider the function $\varphi(x)$,

$$
\begin{equation*}
\varphi(x)=\exp \left(\lambda \psi^{-v}\right), \tag{2.66}
\end{equation*}
$$

where $\varphi(x)$ is the CWF in the elliptic case.
Again, the boundary of the domain $\Omega_{h}$ consists of a piece of the hyperplane $\left\{x_{1}=\right.$ $0\}$ and a piece of the paraboloid $\left\{\psi(x)=h, x_{1}>0\right\}$,

$$
\begin{align*}
& \partial \Omega_{h}=\partial_{1} \Omega_{h} \cup \partial_{2} \Omega_{h},  \tag{2.67}\\
& \partial_{1} \Omega_{h}=\left\{x_{1}=0, \frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha<h\right\},  \tag{2.68}\\
& \partial_{2} \Omega_{h}=\left\{x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha=h\right\} . \tag{2.69}
\end{align*}
$$

Consider the elliptic operator $L$,

$$
\begin{align*}
L u & =\sum_{i, j=1}^{n} a^{i j}(x) u_{i j}  \tag{2.70}\\
a^{i j}(x) & =a^{i i}(x) \tag{2.71}
\end{align*}
$$

Just as in (2.36), (2.37), we assume that there exist two numbers $\mu_{1}, \mu_{2}>0$ such that

$$
\begin{equation*}
\mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a^{i j}(x) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall x \in \bar{\Omega}_{h}, \forall \xi \in \mathbb{R}^{n} \tag{2.72}
\end{equation*}
$$

and also

$$
\begin{equation*}
a^{i j} \in C^{1}\left(\bar{\Omega}_{h}\right), \quad K_{0}=\max _{i, j}\left\|a_{i j}\right\|_{C^{1}\left(\bar{\Omega}_{h}\right)} \tag{2.73}
\end{equation*}
$$

Theorem 2.4.1 (Carleman estimate for the elliptic operator). Suppose that conditions (2.70)-(2.73) are satisfied. Then there exist sufficiently large numbers $\lambda_{0}=\lambda_{0}\left(\mu_{1}, \mu_{2}, K_{0}\right.$, $\left.X, T, \Omega_{h}\right)>1$ and $v_{0}=v_{0}\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>1$ depending only on listed parameters such that for every function $u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ the following pointwise Carleman estimate holds for all $\lambda \geq \lambda_{0}, v \geq v_{0}, x \in \Omega_{h}$ :

$$
\begin{align*}
\left(L_{0}^{\text {ell } u)^{2} \varphi^{2}}\right. & \geq C \lambda v(\nabla u)^{2} \varphi^{2}+C \lambda^{3} v^{4} \psi^{-2 \nu-2} u^{2} \varphi^{2}+\operatorname{div} U,  \tag{2.74}\\
|U| & \leq C \lambda^{3} v^{3} \psi^{-2 \nu-2}\left((\nabla u)^{2}+u^{2}\right) \varphi^{2}, \tag{2.75}
\end{align*}
$$

where the constant $C=C\left(\mu_{1}, \mu_{2}, K_{0}, X, T, \Omega_{h}\right)>0$ depends only on listed parameters.
Proof. In Theorem 2.3.1, set $u_{t} \equiv 0$ and all functions to be independent on $t$. Then use (2.67)-(2.73). Then we obtain (2.74)-(2.75).

### 2.5 Carleman estimate for a hyperbolic operator

While we have derived above Carleman estimates for arbitrary parabolic and elliptic operators of the second order, in the case of a hyperbolic operator, conditions imposed on its coefficient are more restrictive; see (2.81)-(2.84). Nevertheless, a sufficiently large class of hyperbolic operators is covered.

Our derivation here is similar with the one of Section 1.10.2 of the book [22]. For simplicity, we assume here that $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$, although the case of a general convex domain also works. Let $T=$ const. $>0$. Let $x_{0} \in \Omega, \eta \in(0,1)$. Introduce the function $\psi(x, t)$ as

$$
\begin{equation*}
\psi(x, t)=\left|x-x_{0}\right|^{2}-\eta t^{2} . \tag{2.76}
\end{equation*}
$$

The Carleman Weight Function (CWF) is

$$
\begin{equation*}
\varphi(x, t)=\exp [\lambda \psi(x, t)], \tag{2.77}
\end{equation*}
$$

where $\lambda>1$ is a large parameter, which we will be specified later. For $h>0$, consider the hyperboloid

$$
\psi_{h}=\left\{\left|x-x_{0}\right|^{2}-\eta t^{2}=h\right\} .
$$

Then $\psi_{h}$ is a level surface of the function $\psi(x, t)$. Obviously, $\nabla_{x} \psi(x, t) \neq 0$ in $\bar{G}_{h}$. For $h \in\left(0, R^{2}\right)$, consider the domain $G_{h}$,

$$
\begin{equation*}
G_{h}=\left\{(x, t): x \in \Omega,\left|x-x_{0}\right|^{2}-\eta t^{2}>h\right\} . \tag{2.78}
\end{equation*}
$$

We now prove that $G_{h} \neq \varnothing$. It is sufficient to prove that

$$
\begin{equation*}
\left\{x \in \Omega:\left|x-x_{0}\right|>\sqrt{h}\right\} \neq \varnothing . \tag{2.79}
\end{equation*}
$$

Indeed, without a loss of generality, set $x_{0}=\left(x_{01}, 0, \ldots, 0\right)$, where $x_{01} \geq 0$. For a sufficiently small $\varepsilon>0$, consider the point $y=(-R+\varepsilon, 0, \ldots, 0)$. Then $y \in \Omega$. Hence, $\left|y-x_{0}\right|=R+x_{01}-\varepsilon$. Choose $\varepsilon$ so small that $R+x_{01}-\varepsilon>\sqrt{h}$. Then the point $y$ belongs to the domain (2.79). Thus,

$$
\begin{equation*}
G_{h} \neq \varnothing, \quad \forall h \in\left(0, R^{2}\right) . \tag{2.80}
\end{equation*}
$$

At this point of time, the Carleman estimate is known only for a special form of the hyperbolic operator,

$$
\begin{equation*}
L u=c(x) u_{t t}-\Delta u \tag{2.81}
\end{equation*}
$$

The Carleman estimate for the operator $L$ is established in Theorem 2.5.1.

Theorem 2.5.1. Let $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$. Let $L$ be the hyperbolic operator defined in (2.81) and $\varphi(x, t)$ be the function defined in (2.77). Assume that the coefficient $c(x)$ is such that

$$
\begin{align*}
c(x) & \in[1, \bar{c}], \quad \text { where } \bar{c}=\text { const. } \geq 1,  \tag{2.82}\\
\quad c & \in C^{1}(\bar{\Omega}) . \tag{2.83}
\end{align*}
$$

In addition, assume that there exists a point $x_{0} \in \Omega$ such that

$$
\begin{equation*}
\left(x-x_{0}, \nabla c(x)\right) \geq 0, \quad \forall x \in \bar{\Omega}, \tag{2.84}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the scalar product in $\mathbb{R}^{n}$. Then there exist a sufficiently small number $\eta_{0}=\eta_{0}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R\right) \in(0,1)$ such that for any $\eta \in\left(0, \eta_{0}\right]$ there exists a sufficiently large number $\lambda_{0}=\lambda_{0}\left(\Omega, \eta, c, x_{0}\right)>1$ and a number $C=C\left(\Omega, \eta, c, x_{0}\right)>0$ such that for all $u \in C^{2}\left(\bar{G}_{h}\right)$ and all values of the parameter $\lambda \geq \lambda_{0}$ the following pointwise Carleman estimate holds:

$$
\begin{equation*}
\left(L_{0} u\right)^{2} \varphi^{2} \geq C \lambda\left(|\nabla u|^{2}+u_{t}^{2}+\lambda^{2} u^{2}\right) \varphi^{2}+\operatorname{div} U+V_{t}, \quad \text { in } G_{h} \tag{2.85}
\end{equation*}
$$

where components of the vector function $(U, V)$ can be estimated in $G_{h}$ as

$$
\begin{align*}
& |U| \leq C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2},  \tag{2.86}\\
& |V| \leq C \lambda^{3}\left[|t|\left(u_{t}^{2}+|\nabla u|^{2}+u^{2}\right)+(|\nabla u|+|u|)\left|u_{t}\right|\right] \varphi^{2} . \tag{2.87}
\end{align*}
$$

Corollary 2.5.1. In particular, (2.87) implies that if either $u(x, 0)=0$ or $u_{t}(x, 0)=0$, then

$$
\begin{equation*}
V(x, 0)=0 . \tag{2.88}
\end{equation*}
$$

Hence, the Carleman estimate (2.85) in this case can be considered only in the domain $G_{h}^{+}=G_{h} \cap\{t>0\}$.
Corollary 2.5.2. Assume now that $n \geq 2$ and in (2.81) the operator $L u=u_{t t}-\Delta u$. Then condition (2.84) holds automatically and one can choose $\eta_{0}=1$ in Theorem 2.5.1.

Remark 2.5.1. A careful analysis of the proof of Theorem 2.5 . 1 shows that it is valid not only for the case when $x_{0} \in \Omega$ but also in the case when $x_{0} \in \mathbb{R}^{n} \backslash \Omega$.

Proof of Theorem 2.5.1. In this proof, $(x, t) \in G_{h}$ and $C$ denotes different positive constants depending on the same parameters as indicated in the conditions of this theorem. Also, just as in the previous section, $O(1 / \lambda)$ denotes different $C^{1}\left(\bar{Q}_{T}^{ \pm}\right)$-functions, such that

$$
\begin{equation*}
\left\|O\left(\frac{1}{\lambda}\right)\right\|_{C^{1}\left(\bar{Q}_{T}^{ \pm}\right)} \leq \frac{C}{\lambda}, \quad \forall \lambda>1 . \tag{2.89}
\end{equation*}
$$

Denote $v=u \cdot \varphi$. Expressing derivatives of $u$ via derivatives of $v$, we obtain

$$
u=v \cdot \exp \left[\lambda\left(\eta t^{2}-\left|x-x_{0}\right|^{2}\right)\right]
$$

$$
\begin{aligned}
& u_{t}=\left(v_{t}+2 \lambda \eta t \cdot v\right) \exp \left[\lambda\left(\eta t^{2}-\left|x-x_{0}\right|^{2}\right)\right] \\
& u_{t t}=\left(v_{t t}+4 \lambda \eta t \cdot v_{t}+4 \lambda^{2}\left(\eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v\right) \exp \left[\lambda\left(\eta t^{2}-\left|x-x_{0}\right|^{2}\right)\right], \\
& u_{i}=\left[v_{i}-2 \lambda\left(x_{i}-x_{0 i}\right) v\right] \exp \left[\lambda\left(\eta t^{2}-\left|x-x_{0}\right|^{2}\right)\right], \\
& u_{i i}=\left[v_{i i}-4 \lambda\left(x_{i}-x_{0 i}\right) v_{i}+4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}+O\left(\frac{1}{\lambda}\right)\right) v\right] \exp \left[\lambda\left(\eta t^{2}-\left|x-x_{0}\right|^{2}\right)\right] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
(L u)^{2} \varphi^{2} & =\left(c(x) u_{t t}-\Delta u\right)^{2} \varphi^{2} \\
& =\left\{\begin{array}{c}
{\left[c(x) v_{t t}-\Delta v-4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O(1 / \lambda)\right) v\right]+4 \lambda c \eta t v_{t}} \\
+4 \lambda \sum_{i=1}^{n}\left(x_{i}-x_{0 i}\right) v_{i}
\end{array}\right\} .
\end{aligned}
$$

Denote

$$
\begin{aligned}
& y_{1}=c v_{t t}-\Delta v-4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v \\
& y_{2}=4 \lambda c \eta t \cdot v_{t} \\
& y_{3}=4 \lambda \sum_{i=1}^{n}\left(x_{i}-x_{0 i}\right) v_{i}
\end{aligned}
$$

Then $(L u)^{2} \varphi^{2}=\left(y_{1}+y_{2}+y_{3}\right)^{2}$. Hence,

$$
\begin{equation*}
(L u)^{2} \varphi^{2} \geq y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3} . \tag{2.90}
\end{equation*}
$$

In the following, each term in the inequality (2.90) is estimated from the below separately. We do this in five steps.

Step 1. Estimate the term $2 y_{1} y_{2}$ in (2.90),

$$
\begin{aligned}
2 y_{1} y_{2}= & 8 \lambda c \eta t \cdot v_{t}\left[c v_{t t}-\Delta v-4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v\right] \\
= & {\left[4 \lambda c^{2} \eta t \cdot v_{t}^{2}\right]_{t}-4 \lambda c^{2} \eta v_{t}^{2} } \\
& +\sum_{i=1}^{n}\left(-8 \lambda c \eta t \cdot v_{t} v_{i}\right)_{i}+\sum_{i=1}^{n} 8 \lambda c \eta t \cdot v_{i t} v_{i} \\
& +8 \lambda \eta t \cdot v_{t} \sum_{i=1}^{n} c_{i} v_{i}+\left[-16 \lambda^{3} c \eta\left(t\left|x-x_{0}\right|^{2}-c \eta^{2} t^{3}+t O\left(\frac{1}{\lambda}\right)\right) v^{2}\right]_{t} \\
& +16 \lambda^{3} c \eta\left(\left|x-x_{0}\right|^{2}-3 c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v^{2} \\
= & -4 \lambda c^{2} \eta v_{t}^{2}+\left(4 \lambda c^{2} \eta t \cdot v_{t}^{2}+\sum_{i=1}^{n} 4 \lambda c \eta t v_{i}^{2}\right)_{t}-4 \lambda c \eta|\nabla v|^{2}+8 \lambda \eta t \cdot v_{t} \sum_{i=1}^{n} c_{i} v_{i}
\end{aligned}
$$

$$
\begin{aligned}
& +16 \lambda^{3} c \eta\left[\left|x-x_{0}\right|^{2}-3 c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2} \\
& +\operatorname{div} U_{1}+\left[4 \lambda c^{2} \eta t v_{t}^{2}-16 \lambda^{3} c \eta\left(t\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+t O\left(\frac{1}{\lambda}\right)\right) v^{2}\right]_{t}
\end{aligned}
$$

Thus, the above means that

$$
\begin{align*}
2 y_{1} y_{2}= & -4 \lambda c \eta\left(c v_{t}^{2}+|\nabla v|^{2}\right)+8 \lambda \eta t \cdot v_{t} \sum_{i=1}^{n} c_{i} v_{i}  \tag{2.91}\\
& +16 \lambda^{3} c \eta\left[\left|x-x_{0}\right|^{2}-3 c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\operatorname{div} U_{1}+\left(V_{1}\right)_{t}
\end{align*}
$$

where the following estimates hold for the vector function $\left(U_{1}, V_{1}\right)$ :

$$
\begin{align*}
& \left|U_{1}\right| \leq C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2},  \tag{2.92}\\
& \left|V_{1}\right| \leq C \lambda^{3}|t|\left(u_{t}^{2}+|\nabla u|^{2}+u^{2}\right) \varphi^{2} . \tag{2.93}
\end{align*}
$$

To include the function $u$ in the estimate for $\left|U_{1}\right|,\left|V_{1}\right|$, we have replaced in (2.91) $v$ with $u=v \cdot \varphi^{-1}$.

Step 2. Estimate the term $2 y_{1} y_{3}$ in (2.90). We have

$$
\begin{aligned}
2 y_{1} y_{3}= & 8 \lambda \sum_{i=1}^{n}\left(x_{i}-x_{0 i}\right) v_{i}\left[c v_{t t}-\Delta v-4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v\right] \\
= & \left(\sum_{i=1}^{n} 8 c \lambda\left(x_{i}-x_{0 i}\right) v_{i} v_{t}\right)_{t}-\sum_{i=1}^{n} 8 \lambda\left(x_{i}-x_{0 i}\right) c v_{i t} v_{t} \\
& -\sum_{j=1}^{n} \sum_{i=1}^{n} 8 \lambda\left(x_{i}-x_{0 i}\right) v_{i} v_{j j} \\
& +\sum_{i=1}^{n}\left[-16 \lambda^{3}\left(x_{i}-x_{0 i}\right)\left(\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v^{2}\right]_{i} \\
& +16 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-n c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2} \\
= & \sum_{i=1}^{n}\left(-4 \lambda\left(x_{i}-x_{0 i}\right) c v_{t}^{2}\right)_{i}+4 \lambda\left[n c+\left(x-x_{0}, \nabla c\right)\right] v_{t}^{2} \\
& +\sum_{j=1}^{n}\left[\sum_{i=1}^{n}\left(-8 \lambda\left(x_{i}-x_{0 i}\right) v_{i} v_{j}\right)\right]_{j}+8 \lambda|\nabla v|^{2}+\sum_{j=1}^{n} \sum_{i=1}^{n} 8 \lambda\left(x_{i}-x_{0_{i}}\right)_{i j} v_{j} \\
& +16 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-n c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\left(8 c \lambda v_{t} \sum_{i=1}^{n}\left(x_{i}-x_{0 i}\right) v_{i}\right)_{t} \\
= & 4 \lambda\left[n c+\left(x-x_{0}, \nabla c\right)\right] v_{t}^{2}+8 \lambda|\nabla v|^{2} \\
& +\sum_{i=1}^{n}\left[\sum_{j=1}^{n} 4 \lambda\left(x_{i}-x_{0_{i}}\right) v_{j}^{2}\right]_{i}-4 \lambda|\nabla v|^{2}
\end{aligned}
$$

$$
+16 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\nabla \cdot U_{2}+\left(V_{2}\right)_{t} .
$$

Here is the place where we use condition (2.84). This condition, combined with (2.82), implies that $n c+\left(x-x_{0}, \nabla c\right) \geq n c \geq n$. We obtain

$$
\begin{align*}
2 y_{1} y_{3} \geq & 4 \lambda n v_{t}^{2}+4 \lambda|\nabla v|^{2} \\
& +16 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-n c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}  \tag{2.94}\\
& +\operatorname{div} U_{2}+\left(V_{2}\right)_{t}, \\
\left|U_{2}\right| \leq & C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2},  \tag{2.95}\\
\left|V_{2}\right| \leq & C \lambda^{3}\left[|t|\left(|\nabla u|^{2}+|u|^{2}\right)+(|\nabla u|+|u|)\left|u_{t}\right|\right] \varphi^{2} . \tag{2.96}
\end{align*}
$$

Step 3. We now estimate the term $2 y_{1} y_{2}+2 y_{1} y_{3}$. By the triangle inequality,

$$
\left|x-x_{0}\right| \leq|x|+\left|x_{0}\right|<2 R, \quad \forall x \in \Omega .
$$

On the other hand, since $\left|x-x_{0}\right|^{2}-\eta t^{2}>h>0$ in $G_{h}$ and $\eta \in(0,1)$, then $\eta|t| \leq 2 R \sqrt{\eta}$ in $G_{h}$. This estimate combined with the Cauchy-Schwarz inequality leads to

$$
\begin{align*}
8 \lambda \eta t \cdot v_{t} \sum_{i=1}^{n} c_{i} v_{i} & =-8 \lambda \eta t \cdot v_{t}(\nabla c, \nabla v) \geq-8 \lambda \eta|t| \cdot\left|v_{t}\right| \cdot|\nabla v| \cdot\|\nabla c\|_{C(\bar{\Omega})}  \tag{2.97}\\
& \geq-8 \lambda \sqrt{\eta} R\|\nabla c\|_{C(\bar{\Omega})}\left(v_{t}^{2}+|\nabla v|^{2}\right) .
\end{align*}
$$

By (2.82), $c, \bar{c} \geq 1$. Hence, (2.91) and (2.97) imply that

$$
\begin{align*}
2 y_{1} y_{2} \geq & -4 \lambda \sqrt{\eta}\left(\bar{c}^{2}+2 R\|\nabla c\|_{C(\bar{\Omega})}\right)\left(v_{t}^{2}+|\nabla v|^{2}\right)  \tag{2.98}\\
& +16 \lambda^{3} \eta\left[\left|x-x_{0}\right|^{2}-3 \bar{c} \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\operatorname{div} U_{1}+\left(V_{1}\right)_{t} .
\end{align*}
$$

Denote $U_{3}=U_{1}+U_{2}, V_{3}=V_{1}+V_{2}$. Hence, using (2.94)-(2.98), we obtain

$$
\begin{align*}
2 y_{1} y_{2}+2 y_{1} y_{3} \geq & 4 \lambda\left[1-\sqrt{\eta}\left(\bar{c}^{2}+2 R\|\nabla c\|_{C(\bar{\Omega})}\right)\right]\left(v_{t}^{2}+|\nabla v|^{2}\right) \\
& +16 \lambda^{3}\left[(n+2+\eta)\left|x-x_{0}\right|^{2}-(n+3 \eta) \bar{c} \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}  \tag{2.99}\\
& +\operatorname{div} U_{3}+\left(V_{3}\right)_{t}, \\
\left|U_{3}\right| \leq & C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2},  \tag{2.100}\\
\left|V_{3}\right| \leq & C \lambda^{3}\left[|t|\left(u_{t}^{2}+|\nabla u|^{2}+u^{2}\right)+(|\nabla u|+|u|)\left|u_{t}\right|\right] \varphi^{2} . \tag{2.101}
\end{align*}
$$

For sufficiently small $\eta_{0} \in(0,1)$ and for $\eta \in\left(0, \eta_{0}\right)$,

$$
1-\sqrt{\eta}\left(\bar{c}^{2}+2 R\|\nabla c\|_{C(\bar{\Omega})}\right) \geq \frac{1}{2} .
$$

Hence, (2.99) implies for $\lambda \geq \lambda_{0}$,

$$
\begin{aligned}
2 y_{1} y_{2}+2 y_{1} y_{3} \geq & 2 \lambda\left(v_{t}^{2}+|\nabla v|^{2}\right) \\
& +8 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-(n+3 \eta) \bar{c} \eta^{2} t^{2}\right] v^{2}+\operatorname{div} U_{3}+\left(V_{3}\right)_{t} .
\end{aligned}
$$

Returning to the function $u$, we obtain (2.85)-(2.87).
Proof of Corollary 2.5.2. We now assume that $c(x) \equiv 1$ and $\eta \in(0,1)$. We estimate the term $y_{1}^{2}$ in (2.90) from the below. The equality (2.91) becomes

$$
\begin{aligned}
2 y_{1} y_{2}= & -4 \lambda \eta\left(v_{t}^{2}+|\nabla v|^{2}\right) \\
& +16 \lambda^{3} \eta\left[\left|x-x_{0}\right|^{2}-3 \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\operatorname{div} U_{1}+\left(V_{1}\right)_{t} .
\end{aligned}
$$

Next, (2.94) becomes

$$
\begin{aligned}
2 y_{1} y_{3} \geq & 4 \lambda n v_{t}^{2}+4 \lambda|\nabla v|^{2} \\
& +16 \lambda^{3}\left[(n+2)\left|x-x_{0}\right|^{2}-n \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2} \\
& +\operatorname{div} U_{2}+\left(V_{2}\right)_{t} .
\end{aligned}
$$

Hence, we now have

$$
\begin{align*}
2 y_{1} y_{2}+2 y_{1} y_{3} \geq & 4 \lambda(1-\eta)\left(v_{t}^{2}+|\nabla v|^{2}\right)  \tag{2.102}\\
& +16 \lambda^{3}\left[(n+2+\eta)\left|x-x_{0}\right|^{2}-(3 \eta+n) \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\operatorname{div} U_{3}+\left(V_{3}\right)_{t} .
\end{align*}
$$

Let $b>0$ be a number, which we will be defined later. Then

$$
\begin{aligned}
y_{1}^{2}= & {\left[v_{t t}-\Delta v-4 \lambda^{2}\left(\left|x-x_{0}\right|^{2}-\eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right) v+\lambda b v\right]^{2} } \\
= & \left(2 \lambda b v v_{t}\right)_{t}-2 \lambda b v_{t}^{2}+\sum_{i=1}^{n}\left(-2 \lambda b v v_{i}\right)_{i} \\
& +2 \lambda b|\nabla v|^{2}-8 \lambda^{3} b\left[\left|x-x_{0}\right|^{2}-c \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
y_{1}^{2} \geq & 2 \lambda b|\nabla v|^{2}-2 \lambda b v_{t}^{2} \\
& -8 \lambda^{3} b\left[\left|x-x_{0}\right|^{2}-\eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2}+\operatorname{div} U_{4}+\left(V_{4}\right)_{t},  \tag{2.103}\\
\left|U_{4}\right| \leq & C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2},  \tag{2.104}\\
\left|V_{4}\right| \leq & C \lambda^{3}\left(|t| u^{2}+\left|u_{t}\right| \cdot|u|\right) \varphi^{2} . \tag{2.105}
\end{align*}
$$

Finally, we estimate the term $y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3}$ in (2.90). Summing up (2.102) and (2.103) and taking into account (2.100), (2.101), (2.104), and (2.105), we obtain

$$
\begin{aligned}
y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3} \geq & 4 \lambda\left(1-\eta-\frac{b}{2}\right)\left(v_{t}^{2}+|\nabla v|^{2}\right) \\
& +16 \lambda^{3}\left[\left(n+2+\eta-\frac{b}{2}\right)\left|x-x_{0}\right|^{2}-\left(n+3 \eta+\frac{b}{2}\right) \eta^{2} t^{2}+O\left(\frac{1}{\lambda}\right)\right] v^{2} \\
& +\operatorname{div} U_{5}+\left(V_{5}\right)_{t}, \\
\left|U_{5}\right| \leq & C \lambda^{3}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2}, \\
\left|V_{5}\right| \leq & C \lambda^{3}\left[|t|\left(u_{t}^{2}+|\nabla u|^{2}+u^{2}\right)+(|\nabla u|+|u|)\left|u_{t}\right|\right] \varphi^{2} .
\end{aligned}
$$

Note that $n+2+\eta>n+3 \eta$ for any $\eta \in(0,1)$. Hence, for any fixed $\eta \in(0,1)$ we can choose $b>0$ so small

$$
\begin{aligned}
y_{1}^{2}+2 y_{1} y_{2}+2 y_{1} y_{3} \geq & d_{1} \lambda\left(v_{t}^{2}+|\nabla v|^{2}\right)+d_{2} \lambda^{3} v^{2} \\
& +\operatorname{div} U_{5}+\left(V_{5}\right)_{t} \quad \text { in } G_{h}, \forall \lambda \geq \lambda_{0}
\end{aligned}
$$

where $d_{1}, d_{2}>0$ are two constants.

### 2.6 Specifying Hölder stability estimates for ill-posed Cauchy problems

Using specific Carleman estimates for parabolic, elliptic and hyperbolic operators, we specify in this section Hölder stability estimates of Section 2.2 for ill-posed Cauchy problems for these operators.

### 2.6.1 The parabolic operator

Let $x=\left(x_{1}, \bar{x}\right) \in \mathbb{R}^{n}$, where $\bar{x}=\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n-1}$. Let $G \subset \mathbb{R}^{n}$ be a bounded domain with a piecewise smooth boundary $\partial G$. Let $\Gamma \subset \partial G$ and $\Gamma \in C^{2}$. For $T>0$, denote

$$
Q_{T}^{ \pm}=G \times(-T, T), \quad \Gamma_{T}^{ \pm}=\Gamma \times(-T, T) .
$$

Let $L$ be the parabolic operator (2.34) in $G_{T}^{ \pm}$.
III-posed Cauchy problem 1. Assume that the function $u \in C^{2,1}\left(\overline{Q_{T}^{ \pm}}\right)$satisfies the following conditions:

$$
\begin{align*}
L u & =f, \quad(x, t) \in Q_{T}^{ \pm},  \tag{2.106}\\
\left.u\right|_{\Gamma_{T}^{ \pm}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{\Gamma_{T}^{ \pm}}=g_{1}(x, t), \tag{2.107}
\end{align*}
$$

Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in a subdomain of the domain $G_{T}^{ \pm}$. And also determine the function $u$ in the entire domain $G_{T}^{ \pm}$.

Let $F(x)=0$ be the equation of a part of the hypersurface $\Gamma$, where $x$ belongs to a certain bounded domain and $|\nabla F| \neq 0$ in that domain. Without loss of generality, we assume that $F_{x_{1}}(x) \neq 0$ in that domain. Then equation $F(x)=0$ can be rewritten in an equivalent form as $x_{1}=\widetilde{F}(\bar{x}), \widetilde{F} \in C^{2}$. Change variables $x \Leftrightarrow x^{\prime}=\left(x_{1}^{\prime}, \bar{x}\right)$, where $x_{1}^{\prime}=x_{1}-\widetilde{F}(\bar{x})$ and keep previous notations for brevity. Then the operator $L$ is changed accordingly, although properties (2.35)-(2.37) will be kept. Hence, we have obtained that at least a part of $\Gamma$ is a part of the hyperplane $\left\{x_{1}=0\right\}$. For brevity, we assume that the entire hypersurface $\Gamma \subset\left\{x_{1}=0\right\}$,

$$
\begin{equation*}
\Gamma=\left\{x_{1}=0,|\bar{x}|<d\right\} \tag{2.108}
\end{equation*}
$$

where $d>0$ is a certain number. Choose a number $h \in(0, \min (1, d))$ and let the number $\alpha \in(0, h)$. Define the domain $\Omega_{h}$ the same way as in (2.29),

$$
\begin{align*}
\Omega_{h} & =\left\{(x, t): \psi(x, t)<h, x_{1}>0\right\}  \tag{2.109}\\
& =\left\{x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h, x_{1}>0\right\} .
\end{align*}
$$

Note that $\max _{\bar{\Omega}_{h}} \psi^{-v}(x, t)=\alpha^{-v}$. Similarly with (2.31)-(2.33)

$$
\begin{align*}
\partial \Omega_{h} & =\partial_{1} \Omega_{h} \cup \partial_{2} \Omega_{h}  \tag{2.110}\\
\partial_{1} \Omega_{h} & =\left\{x_{1}=0, \frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h\right\} \subset \Gamma_{T}^{ \pm},  \tag{2.111}\\
\partial_{2} \Omega_{h} & =\left\{x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha=h\right\} . \tag{2.112}
\end{align*}
$$

Since $\Gamma \subset \partial G$, then (2.108) and (2.109) imply that

$$
\begin{equation*}
\Omega_{h} \subset Q_{T}^{ \pm} \tag{2.113}
\end{equation*}
$$

as long as the positive number $h-\alpha$ is sufficiently small. We assume that functions

$$
\begin{equation*}
g_{0} \in H^{1}\left(\partial_{1} \Omega_{h}\right), \quad g_{1} \in L_{2}\left(\partial_{1} \Omega_{h}\right), \quad f \in L_{2}\left(\Omega_{h}\right) . \tag{2.114}
\end{equation*}
$$

Theorem 2.6.1 follows immediately from Theorem 2.2.1 and Theorem 2.3.1.
Theorem 2.6.1 (Hölder stability estimate for problem (2.106), (2.107)). Let the domain $\Omega_{h}$ be as in (2.109). Suppose that conditions (2.35)-(2.37) are satisfied. Let $\varepsilon>0$ be $a$ sufficiently small number such that $\Omega_{h-3 \varepsilon} \neq \varnothing$, i.e. $h-3 \varepsilon>\alpha$. Consider the num$\operatorname{ber} \beta=2 \varepsilon /\left(3 \alpha^{-v_{0}}+2 \varepsilon\right) \in(0,1)$, where $v_{0}=v_{0}\left(\mu_{1}, K_{0}, \Omega_{h}\right)>1$ is the number of Theorem 2.3.1. Suppose that the function $u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ satisfies conditions (2.106), (2.107), and also that conditions (2.114) are in place. Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, \mu_{1}, K, K_{1}, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, \mu_{1}, K, K_{1}, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\begin{equation*}
\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)} \leq \delta, \tag{2.115}
\end{equation*}
$$

then the following Hölder stability estimate holds:

$$
\begin{equation*}
\|u\|_{H^{1}\left(\Omega_{h-3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right) \delta^{\beta}, \quad \forall \delta \in\left(0, \delta_{0}\right) . \tag{2.116}
\end{equation*}
$$

While Theorem 2.6.1 is concerned only with a subdomain of the domain $Q_{T}^{ \pm}$, a natural question to ask here is about the uniqueness of the problem (2.106), (2.107) in the entire domain $Q_{T}^{ \pm}$. This question is positively addressed in Theorem 2.6.2. Theorem 2.6.2 is also called sometimes "unique continuation" theorem for the parabolic operator. This is because the Cauchy data $g_{0}, g_{1}$ on the boundary are "continued" in the entire domain $Q_{T}^{ \pm}$.

Theorem 2.6 .2 (uniqueness). Suppose that conditions (2.35)-(2.37) are satisfied where $\Omega_{h}$ is replaced with $Q_{T}^{ \pm}$. Then there exists at most one function $u \in C^{2,1}\left(\overline{Q_{T}^{ \pm}}\right)$satisfying conditions (2.106), (2.107).

Proof. We need to prove that if functions $g_{0}=g_{1}=0, f=0$, then $u=0$ in $G_{T}^{ \pm}$. By (2.115) and (2.116), $u=0$ in $\Omega_{h-3 \varepsilon}$. Since $\varepsilon>0$ is an arbitrary sufficiently small number, then $u=0$ in $\Omega_{h}$. Consider the domain $\widetilde{\Omega}_{h}=\Omega_{h} \cap\{t=0\} \subset \mathbb{R}^{n}$. It follows from (2.113) that $\widetilde{\Omega}_{h} \subset G$. Consider a piece $P$ of a hyperplane such that $P \subset \widetilde{\Omega}_{h}$. Rotating and moving the coordinate system in $\mathbb{R}^{n}$, we can assume, without any loss of generality, that $P \subset\left\{x_{1}=0\right\}$. Hence, we construct an analog $\Omega_{h}^{\prime}$ of the domain $\Omega_{h}$ in which $\Gamma$ is replaced with $P$. Since $u=\partial_{n} u=0$ on $\partial_{1} \Omega_{h}^{\prime}$, which is the analog of the hypersurface $\partial_{1} \Omega_{h}$ in (2.111). Then by (2.115) and (2.116) $u=0$ in $\Omega_{h}^{\prime}$. One can always choose $P$ in such a way that $\Omega_{h}^{\prime} \backslash \Omega_{h} \neq \varnothing$. It is clear, therefore, that we can cover the entire domain $G_{T}^{ \pm}$ with domains like $\Omega_{h}^{\prime}$. Thus, $u(x, t)=0$ in $Q_{T}^{ \pm}$.

Next, we formulate an analog of Theorem 2.6.1 for the case of the parabolic inequality. It was shown in Theorem 2.2.1 that it does not make much difference in this regard whether one considers equation or inequality.

III-posed Cauchy problem 2. Assume that the function $u \in C^{2,1}\left(\overline{Q_{T}^{ \pm}}\right)$satisfies the following conditions:

$$
\begin{align*}
\left|L_{0} u\right| \leq B(|\nabla u|+|u|+|f|), \quad & \forall x \in \Omega_{h},  \tag{2.117}\\
\left.u\right|_{\partial_{1} \Omega_{h}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{\partial_{1} \Omega_{h}}=g_{1}(x, t), \tag{2.118}
\end{align*}
$$

where $B>0$ is a certain constant. Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in the subdomain $\Omega_{h}$ of the domain $Q_{T}^{ \pm}$.

Theorem 2.6.3 is an analog of Theorem 2.6.1 and it follows immediately from Theorem 2.2.1 and Theorem 2.3.1.

Theorem 2.6.3 (Hölder stability estimate for the parabolic inequality). Let the domain $\Omega_{h}$ be as in (2.109). Suppose that conditions (2.35)-(2.37) are satisfied. Let $\varepsilon>0$ be a sufficiently small number such that $\Omega_{h-3 \varepsilon} \neq \varnothing$, that is, $h-3 \varepsilon>\alpha$. Consider the
number $\beta=2 \varepsilon /\left(3 \alpha^{-v_{0}}+2 \varepsilon\right) \in(0,1)$, where $v_{0}=v_{0}\left(\mu_{1}, K, \Omega_{h}\right)>1$ is the number of Theorem 2.3.1. Suppose that the function $u \in C^{2,1}\left(\bar{\Omega}_{h}\right)$ satisfies conditions (2.117), (2.118), and also that conditions (2.114) are in place. Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, \mu_{1}, K, B, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, \mu_{1}, K, B, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)} \leq \delta,
$$

then for any $\delta \in\left(0, \delta_{0}\right)$ the following Hölder stability estimate holds:

$$
\|u\|_{H^{1}\left(\Omega_{h-3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right)\left(\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)}\right)^{\beta} .
$$

### 2.6.2 The elliptic operator

Here, we keep notation of Section 2.4. As in Section 2.6.1, let $G \subset \mathbb{R}^{n}$ be a bounded domain with a piecewise smooth boundary $\partial G$. Let $\Gamma \subset \partial G$ and $\Gamma \in C^{2}$.

Ill-posed Cauchy problem 3. Assume that the function $u \in C^{2}(\bar{G})$ satisfies the following conditions:

$$
\begin{align*}
L u & =f, \quad x \in G,  \tag{2.119}\\
\left.u\right|_{\Gamma} & =g_{0}(x),\left.\quad \partial_{n} u\right|_{\Gamma}=g_{1}(x) . \tag{2.120}
\end{align*}
$$

Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in a subdomain of the domain $G$. And also determine the function $u$ in the entire domain $G$.

Just as in Section 2.6.1, we transform a part of the hypersurface $\Gamma$ in a part of the hyperplane $\left\{x_{1}=0\right\}$ and assume for brevity that the entire $\Gamma \subset\left\{x_{1}=0\right\}$. In other words, we assume the validity of (2.108). Theorem 2.6.4 follows immediately from Theorem 2.2.1 and Theorem 2.4.1.

Theorem 2.6.4 (Hölder stability estimate for problem (2.119), (2.120)). Let the domain $\Omega_{h}$ be as in (2.65). Suppose that conditions (2.70)-(2.73) are satisfied. Let $\varepsilon>0$ be a sufficiently small number such that $\Omega_{h-3 \varepsilon} \neq \varnothing$, i.e. $h-3 \varepsilon>\alpha$. Let $\partial_{1} \Omega_{h} \subset \Gamma$, where $\partial_{1} \Omega_{h}$ is defined in (2.68). Consider the number $\beta=2 \varepsilon /\left(3 \alpha^{-v_{0}}+2 \varepsilon\right) \in(0,1)$, where $v_{0}=$ $v_{0}\left(\mu_{1}, K_{0}, \Omega_{h}\right)>1$ is the number of Theorem 2.4.1. Suppose that the function $u \in C^{2}\left(\bar{\Omega}_{h}\right)$ satisfies conditions (2.119), (2.120), and also that conditions

$$
g_{0} \in H^{1}\left(\partial_{1} \Omega_{h}\right), \quad g_{1} \in L_{2}\left(\partial_{1} \Omega_{h}\right), \quad f \in L_{2}\left(\Omega_{h}\right)
$$

are in place, where the hypersurface $\partial_{1} \Omega_{h}$ is defined in (2.68). Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, \mu_{1}, K, K_{1}, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, \mu_{1}, K\right.$, $\left.K_{1}, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\begin{equation*}
\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)} \leq \delta, \tag{2.121}
\end{equation*}
$$

then the following Hölder stability estimate holds for all $\delta \in\left(0, \delta_{0}\right)$ :

$$
\begin{equation*}
\|u\|_{H^{1}\left(\Omega_{h-3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right)\left(\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)}\right)^{\beta} . \tag{2.122}
\end{equation*}
$$

The proof of the uniqueness Theorem 2.6 .5 is similar with the proof of Theorem 2.6.2. Therefore, we omit this proof.

Theorem 2.6.5 (uniqueness). Suppose that conditions (2.70)-(2.73) are satisfied. Then there exists at most one function $u \in C^{2,1}(\bar{G})$ satisfying conditions (2.119), (2.120).

We now consider the case of the elliptic inequality, which is more general than equation (2.119).

Ill-posed Cauchy problem 4. Assume the domain $\Omega_{h}$ is as in (2.67) and that the function $u \in C^{2,1}(\bar{G})$ satisfies the following conditions:

$$
\begin{align*}
\left|L_{0} u\right| & \leq B(|\nabla u|+|u|+|f|), \quad \forall x \in \Omega_{h}  \tag{2.123}\\
\left.u\right|_{\partial_{1} \Omega_{h}} & =g_{0}(x),\left.\quad \partial_{n} u\right|_{\partial_{1} \Omega_{h}}=g_{1}(x), \tag{2.124}
\end{align*}
$$

where $B>0$ is a certain constant. Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in the subdomain $\Omega_{h}$ of the domain $G$.

Theorem 2.6.6 is the Hölder stability estimate for this problem.
Theorem 2.6.6 (Hölder stability estimate for problem (2.123), (2.124)). Let the domain $\Omega_{h}$ be as in (2.67). Suppose that conditions (2.70)-(2.73) are satisfied. Let $\varepsilon>0$ be a sufficiently small number such that $\Omega_{h-3 \varepsilon} \neq \varnothing$, i.e. $h-3 \varepsilon>\alpha$. Consider the number $\beta=2 \varepsilon /\left(3 \alpha^{-v_{0}}+2 \varepsilon\right) \in(0,1)$, where $v_{0}=v_{0}\left(\mu_{1}, K_{0}, \Omega_{h}\right)>1$ is the number of Theorem 2.4.1. Suppose that the function $u \in C^{2}\left(\bar{\Omega}_{h}\right)$ satisfies conditions (2.123), (2.124). Let $\partial_{1} \Omega_{h}$ be the hypersurface defined in (2.68). Then there exists a sufficiently small number $\delta_{0}=$ $\delta_{0}\left(\varepsilon, \mu_{1}, K, B, \Omega_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, \mu_{1}, K, B, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)} \leq \delta,
$$

then the following Hölder stability estimate holds for all $\delta \in\left(0, \delta_{0}\right)$ :

$$
\|u\|_{H^{1}\left(\Omega_{h-3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(\Omega_{h}\right)}\right)\left(\|f\|_{L_{2}\left(\Omega_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} \Omega_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} \Omega_{h}\right)}\right)^{\beta} .
$$

### 2.6.3 A hyperbolic operator

A Carleman estimate for a general hyperbolic operator of the second order is unknown. All what we can do is to work with operators whose principal is the operator $L$ defined in (2.81). The function $c(x)$ also cannot be an arbitrary positive function. Rather, it should satisfy conditions (2.82)-(2.84).

In this section, the domain $\Omega=\{|x|<R\}$, the point $x_{0} \in \Omega$, the number $h \in\left(0, R^{2}\right)$, and the domain $G_{h}$ is defined in (2.78) is

$$
\begin{equation*}
G_{h}=\left\{(x, t): x \in \Omega,\left|x-x_{0}\right|^{2}-\eta t^{2}>h\right\} . \tag{2.125}
\end{equation*}
$$

By (2.80), $G_{h} \neq \varnothing$. Hence, the boundary of this domain consists of two parts:

$$
\begin{align*}
\partial G_{h} & =\partial_{1} G_{h} \cup \partial_{2} G_{h},  \tag{2.126}\\
\partial_{1} G_{h} & =\bar{G}_{h} \cap \partial \Omega=\left\{(x, t):|x|=R,\left|x-x_{0}\right|^{2}-\eta t^{2}>h\right\},  \tag{2.127}\\
\partial_{2} G_{h} & =\left\{(x, t): x \in \Omega,\left|x-x_{0}\right|^{2}-\eta t^{2}=h\right\} . \tag{2.128}
\end{align*}
$$

We consider here the hyperbolic operator of the form

$$
\begin{equation*}
L u=c(x) u_{t t}-\Delta u-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-d(x, t) u \tag{2.129}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
b^{j}, d \in C\left(\overline{G_{h}}\right), \quad K=\max \left(\|d\|_{C\left(\overline{G_{h}}\right)}, \max _{j}\left\|b^{j}\right\|_{C\left(\overline{G_{h}}\right)}\right) . \tag{2.130}
\end{equation*}
$$

Ill-posed Cauchy problem 5. Assume that the function $u \in C^{2}\left(\bar{G}_{h}\right)$ satisfies the following conditions:

$$
\begin{align*}
L u & =f, \quad x \in G_{h},  \tag{2.131}\\
\left.u\right|_{\partial_{1} G_{h}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{\partial_{1} G_{h}}=g_{1}(x, t) . \tag{2.132}
\end{align*}
$$

Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in a subdomain of the domain $G_{h}$. And also determine the function $u$ in the domain $G_{h}$.

Theorem 2.6.7 follows immediately from Lemma 2.1.1, Theorem 2.2.1, and Theorem 2.5.1.

Theorem 2.6.7. Let the domain $G_{h}$ be as in (2.78) where $h \in\left(0, R^{2}\right)$. Let $L$ be the hyperbolic operator defined in (2.129) and let conditions (2.130) be satisfied. Assume that the function $c(x)$ satisfies conditions (2.82)-(2.84). Let $\varepsilon>0$ be a sufficiently small number such that $G_{h+3 \varepsilon} \neq \varnothing$, that is, $h+3 \varepsilon<R^{2}$. Suppose that the function $u \in C^{2}\left(\bar{G}_{h}\right)$ satisfies conditions (2.131), (2.132). Let $\partial_{1} G_{h}$ be the hypersurface defined in (2.127). Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, c, K, G_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, c, K, G_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\|f\|_{L_{2}\left(G_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} G_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} G_{h}\right)} \leq \delta
$$

then the following Hölder stability estimate holds for all $\delta \in\left(0, \delta_{0}\right)$ :

$$
\begin{equation*}
\|u\|_{H^{1}\left(G_{h+3 \varepsilon}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(G_{h}\right)}\right)\left(\|f\|_{L_{2}\left(G_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} G_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} G_{h}\right)}\right)^{\beta} \tag{2.133}
\end{equation*}
$$

Theorem 2.6.8 (uniqueness). The function $u \in C^{2}\left(\overline{G_{h}}\right)$ is determined uniquely in the domain $G_{h}$ from conditions (2.131), (2.132).

Proof. Setting in (2.131), (2.132) $f=0, g_{0}=g_{1}=0$, and applying (2.133), we obtain $u=0$ in $\bar{G}_{h}$.

Remark 2.6.1. Note that uniqueness in Theorem 2.6 .7 is claimed only in the domain $G_{h}$. This is unlike parabolic and elliptic cases, where uniqueness is actually claimed in an appropriate arbitrary domain. To claim uniqueness in a whole time cylinder $\Omega \times$ $(0, T)$, we prove the Lipschitz stability estimate in the next section.

We now consider Hölder stability estimate for the case of a hyperbolic inequality, as opposed to hyperbolic equation (2.131).

Ill-posed Cauchy problem 6. Let $L_{0}$ be the principal part of the hyperbolic operator defined in (2.81), $L_{0}=c(x) \partial_{t}^{2}-\Delta$. Assume that the function $u \in C^{2}\left(\bar{G}_{h}\right)$ satisfies the following conditions:

$$
\begin{align*}
& \left|L_{0} u\right| \leq B(|\nabla u|+|u|+|f|), \quad \forall x \in G_{h},  \tag{2.134}\\
& \left.u\right|_{\partial_{1} G_{h}}=g_{0}(x, t),\left.\quad \partial_{n} u\right|_{\partial_{1} G_{h}}=g_{1}(x, t), \tag{2.135}
\end{align*}
$$

where $B>0$ is a certain constant. Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in the domain $G_{h}$.

Similarly, with the above considered parabolic and elliptic operators, this Hölder stability estimate of Theorem 2.6.9 follows immediately from Theorem 2.2.1 and Theorem 2.5.1.

Theorem 2.6.9. Let the domain $G_{h}$ be as in (2.78) where $h \in\left(0, R^{2}\right)$. Assume that the function $c(x)$ satisfies conditions (2.82)-(2.84). Let $\varepsilon>0$ be a sufficiently small number such that $G_{h+3 \varepsilon} \neq \varnothing$, that is, $h+3 \varepsilon<R^{2}$. Suppose that the function $u \in C^{2}\left(\bar{G}_{h}\right)$ satisfies conditions (2.134), (2.135). Then there exists a sufficiently small number $\delta_{0}=$ $\delta_{0}\left(\varepsilon, c, B, G_{h}\right) \in(0,1)$ and a constant $C_{1}=C_{1}\left(\varepsilon, c, B, G_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}\right)$ and

$$
\|f\|_{L_{2}\left(G_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} G_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} G_{h}\right)} \leq \delta,
$$

then the following Hölder stability estimate holds for all $\delta \in\left(0, \delta_{0}\right)$ :

$$
\|u\|_{H^{1}\left(G_{h+3}\right)} \leq C_{1}\left(1+\|u\|_{H^{1}\left(G_{h}\right)}\right)\left(\|f\|_{L_{2}\left(G_{h}\right)}+\left\|g_{0}\right\|_{H^{1}\left(\partial_{1} G_{h}\right)}+\left\|g_{1}\right\|_{L_{2}\left(\partial_{1} G_{h}\right)}\right)^{\beta} .
$$

### 2.7 Lipschitz stability estimate for an ill-posed problem for a hyperbolic equation

In this section, we follow the paper [132]. Historical notes about the result of this section can be found in the beginning of Chapter 2.

Just as in Sections 2.5 and 2.6.3, we consider the simplest case when the domain of interest $\Omega$ is a ball, $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$, where $R=$ const. $>0$. For $T=$ const. $>0$ denote, replacing in previous notation $G$ with $\Omega$,

$$
Q_{T}^{ \pm}=\Omega \times(-T, T), \quad S_{T}^{ \pm}=\partial \Omega \times(-T, T) .
$$

We consider the same operator $L$ as the one in (2.129),

$$
\begin{align*}
L u & =c(x) u_{t t}-\Delta u-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-d(x, t) u  \tag{2.136}\\
L u & =L_{0} u-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-d(x, t) u \\
L_{0} u & =c(x) u_{t t}-\Delta u . \tag{2.137}
\end{align*}
$$

Just as in (2.130), we assume that

$$
\begin{equation*}
b^{j}, d \in C\left(\overline{Q_{T}^{ \pm}}\right), \quad K_{1}=\max \left(\|d\|_{C\left(\overline{Q_{T}^{ \pm}}\right.}, \max _{j}\left\|b^{j}\right\|_{\left.C \overline{Q_{T}^{ \pm}}\right)}\right) . \tag{2.138}
\end{equation*}
$$

We consider Dirichlet and Neumann lateral boundary data at $S_{T}^{ \pm}$. These are lateral Cauchy data. However, we do not assume a knowledge of any function at any hyperplane $\{t=$ const. $\} \cap Q_{T}^{ \pm}$.

### 2.7.1 The pointwise case

Ill-posed Cauchy problem 7. Assume that the function $u \in C^{2}\left(\bar{Q}_{T}^{ \pm}\right)$satisfies the following conditions:

$$
\begin{align*}
L u & =f, \quad(x, t) \in Q_{T}^{ \pm}, \quad f \in L_{2}\left(Q_{T}^{ \pm}\right),  \tag{2.139}\\
\left.u\right|_{S_{T}^{ \pm}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{2.140}
\end{align*}
$$

Estimate the function $u$ via functions $f, g_{0}, g_{1}$ in the time cylinder $Q_{T}^{ \pm}$. And also determine the function $u$ in $Q_{T}^{ \pm}$.

Equation (2.139) can be reduced to inequality (2.141) with the constant $B$ depending on the constant $K_{1}$ in (2.138). So, the method of this section works for a more general case of a hyperbolic inequality.

Ill-posed Cauchy problem 8. Let the function $u \in C^{2}\left(\bar{Q}_{T}^{ \pm}\right)$satisfy the following conditions:

$$
\begin{align*}
\left|L_{0} u\right| & \leq B\left(|\nabla u|+\left|u_{t}\right|+|u|+|f|\right), \quad(x, t) \in Q_{T}^{ \pm},  \tag{2.141}\\
\left.u\right|_{S_{T}^{ \pm}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{2.142}
\end{align*}
$$

Estimate the function $u$ via functions $g_{0}, g_{1}, f$ in the time cylinder $Q_{T}^{ \pm}$.

Theorem 2.7.1 provides the Lipschitz stability estimate for Ill-posed Cauchy problem 8. We impose on the function $c$ the same conditions (2.82), (2.83):

$$
\begin{align*}
& c(x) \in[1, \bar{c}], \quad \text { where } \bar{c}=\text { const. } \geq 1,  \tag{2.143}\\
& \quad c \in C^{1}(\bar{\Omega}) . \tag{2.144}
\end{align*}
$$

As to the condition (2.84), we replace it with

$$
\begin{equation*}
(x, \nabla c(x)) \geq \alpha=\text { const. }>0, \quad \forall x \in \bar{\Omega}, \tag{2.145}
\end{equation*}
$$

where $(\cdot, \cdot)$ is the scalar product in $\mathbb{R}^{n}$.
Theorem 2.7.1. Let the domain $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$. Assume that conditions (2.143)(2.145) hold. Let the function $u \in H^{2}\left(\bar{Q}_{T}^{ \pm}\right)$satisfies inequality (2.141) with the lateral Cauchy data (2.142). Then there exists a constant $\eta_{0}=\eta_{0}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R\right) \in(0,1]$ depending only on listed parameters such that if

$$
\begin{equation*}
T>\frac{R}{\sqrt{\eta_{0}}} \tag{2.146}
\end{equation*}
$$

then the following Lipschitz stability estimate holds for the function $u$ :

$$
\begin{equation*}
\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)} \leq C_{1}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}\right] \tag{2.147}
\end{equation*}
$$

where the constant $C_{1}=C_{1}\left(\bar{c},\|\nabla C\|_{C(\bar{\Omega})}, R, T, B\right)>0$ depends only on listed parameters. In particular, if $c(x) \equiv 1$, then one can take $\eta_{0}=1$ and in (2.146) $T>R$.
Proof. We prove this theorem only for functions $u \in C^{2}\left(\bar{Q}_{T}^{ \pm}\right)$. The case $u \in H^{2}\left(\bar{Q}_{T}^{ \pm}\right)$can be obtained using density arguments. In this proof, $C_{1}=C_{1}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R, T\right)>0$ denotes different positive constants depending on listed parameters. Since we consider two different points $x_{0} \in\left\{\left|x_{0}\right|<\varepsilon\right\}$ in this proof, we use here the notation $G_{h}\left(x_{0}\right)$ for the domain $G_{h}$ in (2.125), and respectively for parts of its boundary in (2.126)-(2.128). So, the domain $G_{h}\left(x_{0}\right)$ is the same here as in (2.125) and the structure (2.126)-(2.128) of its boundary remains.

As in Theorem 2.5.1, we choose the number $\eta_{0}=\eta_{0}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R\right) \in(0,1)$. By (2.146), we can choose $\varepsilon \in(0,3 R / 4)>0$ so small that

$$
\frac{(R-4 \varepsilon / 3)^{2}}{T^{2}}<\eta_{0}
$$

Hence, we choose $\eta$ such that

$$
\begin{equation*}
\eta \in\left(\frac{(R-4 \varepsilon / 3)^{2}}{T^{2}}, \eta_{0}\right) \subset(0,1) \tag{2.148}
\end{equation*}
$$

We choose

$$
\begin{equation*}
h \in\left(0, \frac{\varepsilon^{2}}{9}\right) \tag{2.149}
\end{equation*}
$$

By (2.148) and (2.149),

$$
\begin{equation*}
\bar{G}_{h}\left(x_{0}\right) \subset\{|t|<T\}, \quad \forall x_{0} \in\left\{\left|x_{0}\right|<\varepsilon\right\} . \tag{2.150}
\end{equation*}
$$

By (2.149), we can choose a sufficiently small number $\delta$ such that

$$
\begin{equation*}
h+3 \delta \in\left(0, \varepsilon^{2} / 9\right) . \tag{2.151}
\end{equation*}
$$

Hence, using (2.150), we obtain for all $x_{0} \in\left\{\left|x_{0}\right|<\varepsilon\right\}$,

$$
\begin{equation*}
G_{h+3 \delta}\left(x_{0}\right) \neq \varnothing \quad \text { and } \quad G_{h+3 \delta}\left(x_{0}\right) \subset G_{h+2 \delta}\left(x_{0}\right) \subset G_{h+\delta}\left(x_{0}\right) \subset G_{h}\left(x_{0}\right) \subset\{|t|<T\} . \tag{2.152}
\end{equation*}
$$

Consider a function $\chi_{\delta}(x, t)$ such that

$$
\chi_{\delta}(x, t) \in C^{2}\left(\bar{Q}_{T}^{ \pm}\right), \quad \chi_{\delta}(x, t)= \begin{cases}1, & (x, t) \in G_{h+2 \delta}(0)  \tag{2.153}\\ 0, & (x, t) \in Q_{T}^{ \pm} \backslash G_{h+\delta}(0) \\ \text { between 0 and 1 } & \text { otherwise }\end{cases}
$$

Introduce the function $v(x, t)$ by

$$
\begin{equation*}
v(x, t)=u(x, t) \chi_{\delta}(x, t) \tag{2.154}
\end{equation*}
$$

Multiplying both sides of (2.141) by $\chi_{\delta}$ and using (2.142), (2.150), (2.153), and (2.154), we obtain for $(x, t) \in G_{h}(0)$,

$$
\begin{align*}
\left|c(x) v_{t t}-\Delta v\right| & \leq C_{1}\left(|\nabla v|+\left|v_{t}\right|+|v|+|f|\right)+C_{1}\left(1-\chi_{\delta}\right)\left(|\nabla u|+\left|u_{t}\right|+|u|\right),  \tag{2.155}\\
\left.v\right|_{S_{T}^{ \pm}} & =\chi_{\delta} g_{0},\left.\quad \partial_{n} v\right|_{S_{T}^{ \pm}}=\chi_{\delta} g_{1}+g_{0} \partial_{n} \chi_{\delta} . \tag{2.156}
\end{align*}
$$

Squaring both sides of (2.155) and using Theorem 2.5.1 for $x_{0}=0$, we obtain

$$
\begin{aligned}
& C_{1}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}+f^{2}\right) \varphi^{2}+C_{1}\left(1-\chi_{\delta}\right)\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2} \\
& \quad \geq \lambda\left(|\nabla v|^{2}+v_{t}^{2}\right) \varphi^{2}+\lambda^{3} v^{2} \varphi^{2}+\operatorname{div} U+V_{t}, \quad \text { in } G_{h}(0), \forall \lambda \geq \lambda_{0},
\end{aligned}
$$

where the vector function ( $U, V$ ) satisfies conditions (2.86), (2.87) with the replacement of $u$ by $v$. Hence, (2.153) and (2.128) imply that $U=V=0$ on $\partial_{2} G_{h}(0)$. Hence, integrating the latter inequality over $G_{h}$ and using Gauss' formula and (2.156), we obtain

$$
\begin{aligned}
& \int_{G_{h}(0)} \lambda\left(|\nabla v|^{2}+v_{t}^{2}\right) \varphi^{2} d x d t+\lambda^{3} \int_{G_{h}(0)} v^{2} \varphi^{2} d x d t \\
& \leq C_{1} \int_{G_{h}(0)}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}+g^{2}\right) \varphi^{2} d x d t \\
& \quad+C_{1} \exp [2 \lambda(h+2 \delta)]\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2}+C_{1} e^{2 \lambda R^{2}}\left(\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right) .
\end{aligned}
$$

Let $\lambda_{0}>1$ be the number of Theorem 2.5.1. There exists a number $\lambda_{1}=\lambda_{1}\left(\lambda_{0}, C_{1}\right) \geq \lambda_{0}$ such that $\lambda_{1}>C_{1} / 2$. Hence,

$$
\begin{align*}
& \lambda \int_{G_{h}(0)}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi^{2} d x d t  \tag{2.157}\\
& \quad \leq C_{1} \exp [2 \lambda(h+2 \delta)]\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2} \\
& \quad+C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right], \quad \forall \lambda>\lambda_{1} .
\end{align*}
$$

By (2.152) and (2.153),

$$
\begin{aligned}
& \lambda \int_{G_{h}(0)}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi^{2} d x d t \\
& \quad \geq \lambda \int_{G_{h+38}(0)}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi^{2} d x d t \\
& \quad=\lambda \int_{G_{h+38}(0)}\left(|\nabla u|^{2}+u_{t}^{2}+u^{2}\right) \varphi^{2} d x d t \geq \exp [2 \lambda(h+3 \delta)]\|u\|_{H^{1}\left(G_{h+38}(0)\right)}^{2} .
\end{aligned}
$$

Hence, using (2.157), we obtain

$$
\begin{align*}
\|u\|_{H^{1}\left(G_{h+3 \delta}(0)\right)}^{2} \leq & C_{1} \exp (-2 \lambda \delta)\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2}  \tag{2.158}\\
& +C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right] .
\end{align*}
$$

Note that by (2.125) and (2.151)

$$
\begin{equation*}
\left\{x:|x| \in\left(\frac{\varepsilon}{3}, R\right)\right\} \subset G_{h+3 \delta}(0) \cap\{t=0\}=\{x:|x| \in(\sqrt{h+3 \delta}, R)\} . \tag{2.159}
\end{equation*}
$$

Choose a point $x_{0}$ such that $\left|x_{0}\right|=3 \sqrt{h+3 \delta}$. Then (2.151) implies that $\left|x_{0}\right|<\varepsilon$. Hence, using (2.145), we can assume that

$$
\begin{equation*}
\left(x-x_{0}, \nabla c(x)\right) \geq \frac{\alpha}{2}, \quad \forall x \in \bar{\Omega} \tag{2.160}
\end{equation*}
$$

Consider now an arbitrary point $y \in\{|x| \leq \sqrt{h+3 \delta}\}$. Then

$$
\begin{aligned}
\left|y-x_{0}\right| & \geq\left|x_{0}\right|-|y|=3 \sqrt{h+3 \delta}-|y| \\
& \geq 3 \sqrt{h+3 \delta}-\sqrt{h+3 \delta}=2 \sqrt{h+3 \delta}>\sqrt{h+3 \delta} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\{|x| \leq \sqrt{h+3 \delta}\} \subset\left\{\left|y-x_{0}\right|>\sqrt{h+3 \delta}\right\} . \tag{2.161}
\end{equation*}
$$

It follows from (2.159) and (2.161) that there exists a sufficiently small number $\sigma=\sigma(\varepsilon)$ such that

$$
\begin{equation*}
\{t \in(0, \sigma)\} \subset\left[G_{h+3 \delta}(0) \cup G_{h+3 \delta}\left(x_{0}\right)\right] . \tag{2.162}
\end{equation*}
$$

Since $h+3 \delta \in\left(0, \varepsilon^{2} / 9\right)$ and $\left|x_{0}\right|=3 \sqrt{h+3 \delta}$, then (2.150) implies that $\bar{G}_{h}\left(x_{0}\right) \subset\{|t|<T\}$. Next, we use (2.160) and (2.162) to obtain, similarly with (2.158),

$$
\begin{aligned}
\|u\|_{H^{1}\left(G_{h+3 \delta}\left(x_{0}\right)\right)}^{2} \leq & C_{1} \exp (-2 \lambda \delta)\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2} \\
& +C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right] .
\end{aligned}
$$

Combining this with (2.158), we obtain

$$
\begin{aligned}
\|u\|_{H^{1}\left(G_{y+3 \delta}(0) \cup G_{y+3 \delta}\left(x_{0}\right)\right)}^{2} \leq & C_{1} \exp (-2 \lambda \delta)\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2} \\
& +C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right] .
\end{aligned}
$$

This, (2.162) and the mean value theorem imply that there exists a number $t_{0} \in[0, \sigma]$ such that

$$
\begin{align*}
& \left\|u\left(x, t_{0}\right)\right\|_{H^{1}(\Omega)}^{2}+\left\|u_{t}\left(x, t_{0}\right)\right\|_{L_{2}(\Omega)}^{2}  \tag{2.163}\\
& \quad \leq C_{1} \exp (-2 \lambda \delta)\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2} \\
& \quad+C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right] .
\end{align*}
$$

Let $c(x) u_{t t}-\Delta u:=Z(x, t)$. Then inequality (2.141) implies

$$
\begin{equation*}
|Z| \leq B\left(|\nabla u|+\left|u_{t}\right|+|u|+|f|\right), \quad \forall(x, t) \in Q_{T}^{ \pm} . \tag{2.164}
\end{equation*}
$$

Consider the initial boundary value problem with the reversed time

$$
\begin{aligned}
c(x) u_{t t}-\Delta u & =Z(x, t), \quad \forall(x, t) \in\left\{x \in \Omega, t \in\left(-T, t_{0}\right)\right\}, \\
u\left(x, t_{0}\right) & =u_{0}(x), \quad u_{t}\left(x, t_{0}\right)=u_{1}(x), \\
\left.u\right|_{(x, t) \in \partial \Omega \times\left(-T, t_{0}\right)} & =g_{0}(x, t) .
\end{aligned}
$$

Next, consider the same initial boundary value problem but in the time cylinder $(x, t) \in$ $\left\{x \in \Omega, t \in\left(t_{0}, T\right)\right\}$. Recall that the hyperbolic equation can be solved in both positive and negative directions of time. Hence, the standard method of energy estimates being applied to two latter problems combined with inequalities (2.163) and (2.164) leads to

$$
\begin{align*}
\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2} \leq & C_{1} \exp (-2 \lambda \delta)\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)}^{2}  \tag{2.165}\\
& +C_{1} e^{2 \lambda R^{2}}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}^{2}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}^{2}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}\right] .
\end{align*}
$$

Choosing $\lambda=\lambda\left(C_{1}, \delta\right)$ so large that $C_{1} \exp (-2 \lambda \delta) \leq 1 / 2$, we obtain from (2.165) the target estimate (2.147).

We now formulate the uniqueness result for Ill-posed Cauchy problem 7.
Theorem 2.7.2. Let $\eta_{0}=\eta_{0}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R, \varepsilon\right) \in(0,1]$ be the number of Theorem 2.7.1 and let inequality (2.146) hold. Let $L$ be the hyperbolic operator satisfying conditions (2.136)-(2.138), where the function $c(x)$ satisfies conditions (2.143)-(2.145). Then there exists at most one solution $u \in H^{2}\left(Q_{T}^{ \pm}\right)$of the problem (2.129)-(2.140).
Proof. Rewrite equation (2.139) in a more general form (2.141) where $B=K$. Set in (2.139) and (2.140) $f=0, g_{0}=g_{1}=0$. Next, apply (2.147). We obtain $u=0$ in $Q_{T}^{ \pm}$.

### 2.7.2 The integral inequality

We now replace the pointwise inequality (2.141) with an integral inequality, which is similar with (2.27),

$$
\begin{equation*}
\int_{Q_{T}^{ \pm}}(L u)^{2} d x d t \leq S^{2} \tag{2.166}
\end{equation*}
$$

where $L$ is the hyperbolic operator in (2.136) and $S>0$ is a number. We again assume that the function $u \in H^{2}\left(Q_{T}^{ \pm}\right)$satisfies boundary conditions (2.142)

$$
\begin{equation*}
\left.u\right|_{S_{T}^{ \pm}}=g_{0}(x, t),\left.\quad \partial_{n} u\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{2.167}
\end{equation*}
$$

Theorem 2.7.3 generalized Theorem 2.7.1 to the case of the following problem.
Theorem 2.7.3. Let the domain $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$. Assume that conditions (2.143)(2.145) hold. Let the function $u \in H^{2}\left(\bar{Q}_{T}^{ \pm}\right)$satisfies integral inequality (2.166) with the lateral Cauchy data (2.167). Then there exists a constant $\eta_{0}=\eta_{0}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R\right) \in(0,1]$ depending only on listed parameters such that if

$$
\begin{equation*}
T>\frac{R}{\sqrt{\eta_{0}}}, \tag{2.168}
\end{equation*}
$$

then the following Lipschitz stability estimate holds for the function $u$ :

$$
\|u\|_{H^{1}\left(Q_{T}^{ \pm}\right)} \leq C_{1}\left[\left\|g_{0}\right\|_{H^{1}\left(S_{T}^{ \pm}\right)}+\left\|g_{1}\right\|_{L_{2}\left(S_{T}^{ \pm}\right)}+S\right],
$$

where the constant $C_{1}=C_{1}\left(\bar{c},\|\nabla c\|_{C(\bar{\Omega})}, R, T, B\right)>0$ depends only on listed parameters. In particular, if $c(x) \equiv 1$, then one can take $\eta_{0}=1$ and in (2.168) $T>R$.

We omit the proof of Theorem 2.7.3 since it is quite similar with the proof of Theorem 2.7.1.

## 3 Global uniqueness for coefficient inverse problems and Lipschitz stability for a hyperbolic CIP

With the exception of Sections 3.3 and 3.6, the material of this chapter is basically republished from a part of Section 1.10 of [22]. Permission for republishing is obtained from the publisher of [22].

In this chapter, the Bukhgeim-Klibanov method (BK) [51] is presented. Historical remarks can be found in Chapter 1. In principle, this method can be formulated for a general PDE operator of the second order for which the Carleman estimate is valid, and this was done in [122, 126]. However, it is better to demonstrate how this method actually works on specific examples. So, we formulate the BK method here for Coefficient Inverse Problems (CIPs) for hyperbolic, parabolic, and elliptic PDEs. Hölder stability estimates for these CIPs can be obtained by simple combinations of the method of this chapter with the one of Chapter 2. Hence, we are not proving these estimates here. Instead, however, we prove a stronger Lipschitz stability estimate for a CIP for a hyperbolic equation. These Lipschitz stability estimates were first established by Imanuvilov and Yamamoto [95-99, 103] via a combination of the BK method with the idea of the proof of Theorem 2.7.1. The methods we use in Sections 3.3 and 3.6 are different from the one of Imanuvilov and Yamamoto.

Unless stated otherwise, everywhere in this chapter, $\Omega \subset \mathbb{R}^{n}$ is a domain with a piecewise smooth boundary $\partial \Omega$. In most cases, the domain $\Omega$ is bounded, but it is unbounded sometimes. For any $T>0$, denote

$$
Q_{T}=\Omega \times(0, T), \quad Q_{T}^{ \pm}=\Omega \times(-T, T), \quad S_{T}=\partial \Omega \times(0, T), \quad S_{T}^{ \pm}=\partial \Omega \times(T, T) .
$$

We remind that for any multiindex $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with nonnegative integer coordinates,

$$
D^{\alpha}=\frac{\partial^{|\alpha|}}{\partial^{\alpha_{n} \ldots \partial^{\alpha_{1}}}}, \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{n} .
$$

Everywhere below, we do not discuss conditions imposed on the coefficients and initial/boundary data of PDEs, which would guarantee the smoothness we need of the solutions of forward problems. These conditions are well known from the classical results of the theory of PDEs; see, for example, classical books [79, 173, 174]. Usually we require the solution of the forward problem $u \in C^{3+k}$, where the integer $k \geq 0$ depends on the unknown coefficient of our interest.

### 3.1 Estimating an integral

Lemma 3.1.1 is a very important element of the BK method; also, see a little bit more general result in Lemma 1.10.3 of [22] and Lemma 3.1.1 of [165].

Lemma 3.1.1. Let the number $a>0$. Let $\lambda>0$ be a parameter. Then for all functions $p \in L_{2}(-a, a)$,

$$
\begin{equation*}
\int_{-a}^{a}\left(\int_{0}^{t} p(\tau) d \tau\right)^{2} \exp \left[-2 \lambda t^{2}\right] d t \leq \frac{1}{4 \lambda} \int_{-a}^{a} p^{2}(t) \exp \left[-2 \lambda t^{2}\right] d t \tag{3.1}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
\int_{0}^{a}\left(\int_{0}^{t} p(\tau) d \tau\right)^{2} \exp \left(-2 \lambda t^{2}\right) d t & \leq \int_{0}^{a} \exp \left(-2 \lambda t^{2}\right) t\left(\int_{0}^{t} p^{2}(\tau) d \tau\right) d t \\
& =\frac{1}{4 \lambda} \int_{0}^{a} \frac{d}{d t}\left[-\exp \left(-2 \lambda t^{2}\right)\right]\left(\int_{0}^{t} p^{2}(\tau) d \tau\right) d t \\
& =-\frac{1}{4 \lambda} \exp \left(-2 \lambda a^{2}\right) \int_{0}^{a} p^{2}(\tau) d \tau+\frac{1}{4 \lambda} \int_{0}^{a} p^{2}(\tau) \exp \left(-2 \lambda t^{2}\right) d t \\
& \leq \frac{1}{4 \lambda} \int_{0}^{a} p^{2}(\tau) \exp \left(-2 \lambda t^{2}\right) d t
\end{aligned}
$$

Hence, we have proved that

$$
\begin{equation*}
\int_{0}^{a} \exp \left(-2 \lambda t^{2}\right)\left(\int_{0}^{t} p(\tau) d \tau\right)^{2} d t \leq \frac{1}{4 \lambda} \int_{0}^{a} p^{2}(t) \exp \left(-2 \lambda t^{2}\right) d t \tag{3.2}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\int_{-a}^{0} \exp \left(-2 \lambda t^{2}\right)\left(\int_{0}^{t} p(\tau) d \tau\right)^{2} d t \leq \frac{1}{4 \lambda} \int_{-a}^{0} p^{2}(t) \exp \left(-2 \lambda t^{2}\right) d t \tag{3.3}
\end{equation*}
$$

Summing up (3.2) and (3.3), we obtain (3.1).

### 3.2 Hyperbolic equation

In this section, $\Omega=\left\{x \in \mathbb{R}^{n}:|x|<R\right\}$. We assume that the coefficient $c(x)$ in the principal part of our hyperbolic operator satisfies conditions (2.132), (2.133) of Chapter 2, that is,

$$
\begin{align*}
& c(x) \in[1, \bar{c}], \quad \text { where } \bar{c}=\text { const. } \geq 1,  \tag{3.4}\\
& c \in C^{1}(\bar{\Omega}) \text {. } \tag{3.5}
\end{align*}
$$

In addition, we assume that $c(x)$ satisfies the following analog of condition (2.134):

$$
\begin{equation*}
(\nabla c, x) \geq 0, \quad \forall x \in \bar{\Omega} . \tag{3.6}
\end{equation*}
$$

First, we consider the forward problem. In this problem, the integer $k \geq 0$ will be specified below in Sections 3.2, 3.3, depending on the unknown coefficient of our concern.

Forward problem 3.2. Find the solution $u \in C^{2+k}\left(\overline{Q_{T}}\right)$ of the following initial boundary value problem:

$$
\begin{align*}
c(x) u_{t t} & =\Delta u+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, \quad \text { in } Q_{T},  \tag{3.7}\\
u(x, 0) & =g_{0}(x), \quad u_{t}(x, 0)=g_{1}(x),  \tag{3.8}\\
\left.u\right|_{S_{T}} & =p_{0}(x, t) . \tag{3.9}
\end{align*}
$$

Coefficient Inverse Problem 3.2 (CIP 3.2). Assume that the normal derivative of the function $u$ is known on the boundary $\partial \Omega$ of the domain $\Omega$,

$$
\begin{equation*}
\left.\frac{\partial u}{\partial n}\right|_{S_{T}}=p_{1}(x, t) \tag{3.10}
\end{equation*}
$$

Determine one of coefficients of equation (3.7).
Since only a single pair $\left(f_{0}, f_{1}\right)$ of initial conditions is known here, then the CIP 3.2 is the problem with the single measurement data, because only a single pair

Theorem 3.2.1. Let the coefficient $c(x)$ in (3.7) satisfies conditions (3.4)-(3.6). In addition, let coefficients $a_{\alpha} \in C(\bar{\Omega})$. Assume that the function $c(x)$ is unknown while coefficients $a_{\alpha}(x)$ are known. Also, suppose that

$$
\begin{equation*}
\Delta g_{0}(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g_{0}(x) \neq 0, \quad \forall x \in \bar{\Omega} \tag{3.11}
\end{equation*}
$$

Then there exists a sufficiently large number $T>0$ such that conditions (3.7)-(3.10) are satisfied for no more than one vector function $(u, c)$ with $u \in C^{5}\left(\overline{Q_{T}}\right)$.

Theorem 3.2.2. Let the coefficient $c(x)$ in (3.7) satisfies conditions (3.4)-(3.6). In addition, let all coefficients $a_{\alpha} \in C(\bar{\Omega})$. Fix an index $\alpha_{0}$ with $\left|\alpha_{0}\right| \leq 1$. Assume that the coefficient $a_{\alpha_{0}}(x)$ is unknown while all other coefficients of equation (3.7) are known. Also, let

$$
D_{x}^{\alpha_{0}} g_{0}(x) \neq 0 \quad \text { for } x \in \bar{\Omega}
$$

Then there exists a sufficiently large number $T>0$ such that conditions (3.7)-(3.10) are satisfied for no more than one vector function ( $u, a_{\alpha_{0}}$ ) with $u \in C^{3+\left|\alpha_{0}\right|}\left(\overline{Q_{T}}\right)$.

Remark 3.2.1. Suppose that the function $g_{0}(x) \equiv 0$. Then one should consider the function $\widehat{u}(x, t)=u_{t}(x, t)$ implying $\widehat{u}(x, 0)=g_{1}(x)$ and $\widehat{u}_{t}(x, 0)=0$. Hence, Theorems 3.2.1, 3.2.2 can be reformulated for this case with the replacement of $g_{0}(x)$ with $g_{1}(x)$ and the increase of the required smoothness of the function $u(x, t)$ by one.

We prove only Theorem 3.2.1 since the proof of Theorem 3.2.2 is completely similar.
Proof of Theorem 3.2.1. Unlike the proof of Theorem 2.2.1, we are not introducing a cutoff function here. Consider two possible pairs of functions ( $u_{1}, c_{1}$ ) and ( $u_{2}, c_{2}$ ). Let $v=$ $u_{1}-u_{2}, \tilde{c}=c_{1}-c_{2}$. Obviously,

$$
c_{1} u_{1 t t}-c_{2} u_{2 t t}=c_{1} u_{1 t t}-c_{1} u_{2 t t}+\left(c_{1}-c_{2}\right) u_{2 t t}=c_{1} v_{t t}+b u_{2 t t} .
$$

Using (3.7)-(3.11), we obtain

$$
\begin{align*}
M v & =c_{1}(x) v_{t t}-\Delta v-\sum_{j=1}^{n} a_{\alpha}(x) D_{x}^{\alpha} v=-b(x) f(x, t), \quad \text { in } Q_{T},  \tag{3.12}\\
v(x, 0) & =0, \quad v_{t}(x, 0)=0,  \tag{3.13}\\
\left.v\right|_{S_{T}} & =\left.\frac{\partial v}{\partial n}\right|_{S_{T}}=0,  \tag{3.14}\\
f(x, t) & :=u_{2 t t}(x, t) . \tag{3.15}
\end{align*}
$$

By (3.7) and (3.15),

$$
\begin{equation*}
f(x, t)=\frac{1}{c_{2}(x)}\left(\Delta u_{2}+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u_{2}\right) . \tag{3.16}
\end{equation*}
$$

Hence, it follows from (3.11) and (3.16) that $f(x, 0) \neq 0$ in $\bar{\Omega}$. More precisely,

$$
\begin{equation*}
f(x, 0)=\frac{1}{c_{2}(x)}\left(\Delta g_{0}(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g_{0}(x)\right) \neq 0, \quad \forall x \in \bar{\Omega} . \tag{3.17}
\end{equation*}
$$

Hence, we have for a sufficiently small $\delta>0$ :

$$
\begin{equation*}
f(x, t) \neq 0, \quad \forall(x, t) \in \overline{Q_{\delta}}=\bar{\Omega} \times[0, \delta] . \tag{3.18}
\end{equation*}
$$

The form of equation (3.12) is inconvenient since it is one equation with two unknown functions $v(x, t)$ and $b(x)$. Hence, the first step of the BK method, which is used not only in the uniqueness issue but in numerical methods as well, is to eliminate the unknown function $b(x)$ from (3.12) using the fact that $b(x)$ is independent on the variable $t$. By (3.12),

$$
b(x)=-\frac{M v}{f}(x, t), \quad \forall(x, t) \in \overline{Q_{\delta}} .
$$

Hence,

$$
\begin{equation*}
0=\partial_{t}(-b(x))=\partial_{t}\left(\frac{M v}{f}(x, t)\right) \quad \text { for }(x, t) \in \overline{Q_{\delta}} . \tag{3.19}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
M v_{t}=\left(\frac{f_{t}}{f}\right) M v \quad \text { for }(x, t) \in \overline{Q_{\delta}} \tag{3.20}
\end{equation*}
$$

Introduce the function $q(x, t)$,

$$
\begin{equation*}
q(x, t)=\frac{f_{t}}{f}(x, t) \in C^{2}\left(\overline{Q_{\delta}}\right) \tag{3.21}
\end{equation*}
$$

Consider the function $w(x, t)$,

$$
\begin{equation*}
w(x, t)=v_{t}(x, t)-q(x, t) v(x, t) . \tag{3.22}
\end{equation*}
$$

Since by (3.13) $v(x, 0)=0$, then (3.21) and (3.22) imply that

$$
\begin{align*}
v(x, t) & =\int_{0}^{t} K(x, t, \tau) w(x, \tau) d \tau,  \tag{3.23}\\
K(x, t, \tau) & =\frac{f(x, t)}{f(x, \tau)} \in C^{2}(\bar{\Omega} \times[0, \delta] \times[0, \delta]) . \tag{3.24}
\end{align*}
$$

In addition it follows from the second condition (3.13) and (3.22) that

$$
\begin{equation*}
w(x, 0)=0 \tag{3.25}
\end{equation*}
$$

We now rewrite the expression in the right-hand side of (3.20). We have

$$
\begin{align*}
q v_{t t} & =(q v)_{t t}-2 q_{t} v_{t}-q_{t t} v,  \tag{3.26}\\
q \Delta v & =\Delta(q v)-2 \nabla q \nabla v-v \Delta q,  \tag{3.27}\\
q D^{\alpha} v & =D^{\alpha}(q v)-v D^{\alpha} q, \quad|\alpha|=1 . \tag{3.28}
\end{align*}
$$

Hence,

$$
\left(\frac{f_{t}}{f}\right) M v=q M v=M(q v)+M_{1}\left(D^{\alpha} v\right), \quad|\alpha| \leq 1,
$$

where $M_{1}\left(D^{\alpha} v\right)$ is a linear operator with respect to $x, t$-derivatives of the first and zero order of the function $v$. Hence, using (3.20) and (3.22), we obtain

$$
\begin{aligned}
0 & =M v_{t}-q M v=M v_{t}-M(q v)-M_{1}(v) \\
& =M\left(v_{t}-q v\right)-M_{1}(v)=M w-M_{1}(v) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
M w=M_{1}\left(D^{\alpha} v\right), \quad|\alpha| \leq 1, \quad(x, t) \in \overline{Q_{\delta}} . \tag{3.29}
\end{equation*}
$$

Next, by (3.23) and (3.24)

$$
\begin{align*}
\partial_{x_{i}} v(x, t) & =\int_{0}^{t} \partial_{x_{i}} K(x, t, \tau) w(x, \tau) d \tau+\int_{0}^{t} K(x, t, \tau) \partial_{x_{i}} w(x, \tau) d \tau, \quad i=1, \ldots, n  \tag{3.30}\\
\partial_{t} v(x, t) & =w(x, t)+\int_{0}^{t} \partial_{t} K(x, t, \tau) w(x, \tau) d \tau \tag{3.31}
\end{align*}
$$

We saw in Section 2.2 of Chapter 2 that Carleman estimates can handle not only equations but inequalities as well. This is an important property of Carleman estimates. This property, combined with (3.30) and (3.31) enables us to rewrite equation (3.29) in a more general form as an integral differential inequality,

$$
\begin{equation*}
\left|c_{1}(x) w_{t t}-\Delta w\right| \leq A\left[|\nabla w|+\left|w_{t}\right|+|w|+\int_{0}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right], \quad(x, t) \in \overline{Q_{\delta}} . \tag{3.32}
\end{equation*}
$$

Here and below in this chapter $A=$ const. $>0$ is independent on $w, x, t$ and is used for notation of different constants. Recall that $S_{\delta}=\partial \Omega \times(0, \delta)$. Hence, using (3.14), (3.22), and (3.25), we obtain in addition to (3.11):

$$
\begin{align*}
\left.w\right|_{S_{\delta}} & =\left.\partial_{n} w\right|_{S_{\delta}}=0,  \tag{3.33}\\
w(x, 0) & =0 . \tag{3.34}
\end{align*}
$$

We now apply the Carleman estimate of Theorem 2.5.1. Consider the functions $\psi(x, t), \varphi(x, t)$,

$$
\begin{align*}
& \psi(x, t)=|x|^{2}-\xi t^{2},  \tag{3.35}\\
& \varphi(x, t)=\exp (\lambda \psi(x, t)), \tag{3.36}
\end{align*}
$$

where $\lambda>0$ is a parameter. Let $\xi_{0}=\xi_{0}\left(\bar{c}, R,\|\nabla c\|_{C(\bar{\Omega})}\right) \in(0,1)$ be the number considered in that theorem and this number depends only on listed parameters. Let the number $\xi \in\left(0, \xi_{0}\right)$. Define the domain $H_{\xi \delta^{2}}$ as

$$
\begin{equation*}
H_{\xi \delta^{2}}=\left\{(x, t):|x|^{2}-\xi t^{2}>R^{2}-\xi \delta^{2}, t>0,|x|<R\right\} . \tag{3.37}
\end{equation*}
$$

Hence, $H_{\xi \delta^{2}} \subset \overline{Q_{\delta}}$. Hence, for $\xi \in\left(0, \xi_{0}\right)$, we can apply Theorem 2.5.1. Let $\lambda_{0}=$ $\lambda_{0}\left(\Omega, \xi, \bar{c},\|\nabla c\|_{C(\bar{\Omega})}\right)>1$ be the number chosen in that theorem and let $\lambda \geq \lambda_{0}$. Then

$$
\begin{equation*}
\left(c_{1}(x) w_{t t}-\Delta w\right)^{2} \varphi^{2} \geq C \lambda\left(|\nabla w|^{2}+w_{t}^{2}+\lambda^{2} w^{2}\right) \varphi^{2}+\operatorname{div} W_{1}+\partial_{t} W_{2}, \tag{3.38}
\end{equation*}
$$

for $(x, t) \in H_{\xi_{0} \delta^{2}}$, where the vector function $\left(W_{1}, W_{2}\right)$ can be estimated as

$$
\begin{align*}
& \left|W_{1}\right| \leq C \lambda^{3}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2}  \tag{3.39}\\
& \left|W_{2}\right| \leq C \lambda^{3}\left[t\left(w_{t}^{2}+|\nabla w|^{2}+w^{2}\right)+(|\nabla w|+|w|)\left|w_{t}\right|\right] \varphi^{2} \tag{3.40}
\end{align*}
$$

Here, the constant $C=C\left(\Omega, \xi, \bar{c},\|\nabla c\|_{C(\bar{\Omega})}\right)>0$ depends only on listed parameters. Using (3.34) and (3.40), we obtain

$$
\begin{equation*}
W_{2}(x, 0)=0 . \tag{3.41}
\end{equation*}
$$

The boundary $\partial H_{\xi \delta^{2}}$ consists of three parts:

$$
\begin{align*}
\partial H_{\xi \delta^{2}} & =\partial_{1} H_{\xi_{0} \delta^{2}} \cup \partial_{2} H_{\xi_{0} \delta^{2}} \cup \partial_{3} H_{\xi_{0} \delta^{2}},  \tag{3.42}\\
\partial_{1} H_{\xi \delta^{2}} & =\{(x, t)\} \in\{|x|=R\} \cap \overline{H_{\xi_{0}} \delta^{2}},  \tag{3.43}\\
\partial_{2} H_{\xi \delta^{2}} & =\left\{|x|^{2}-\xi t^{2}=R^{2}-\xi \delta^{2}, t>0,|x|<R\right\},  \tag{3.44}\\
\partial_{3} H_{\xi \delta^{2}} & =\left\{\sqrt{R^{2}-\xi \delta^{2}}<|x|<R, t=0\right\} . \tag{3.45}
\end{align*}
$$

By (3.33) and (3.34),

$$
\begin{equation*}
\left.w\right|_{\partial_{1} H_{\xi \delta^{2}}}=\left.\partial_{n} w\right|_{\partial_{1} H_{\xi 0^{2}}}=\left.w\right|_{\partial_{3} H_{\xi \delta^{2}}}=0 . \tag{3.46}
\end{equation*}
$$

Integrate both parts of (3.38) over the domain $H_{\xi \delta^{2}}$ and use Gauss' formula as well as (3.38)-(3.46). Observe that by (3.41) and (3.46) the resulting integral over $\partial_{1} H_{\xi \delta^{2}} \cup \partial_{3} H_{\xi \delta^{2}}$ equals zero. Hence,

$$
\begin{align*}
& \int_{H_{\xi 6^{2}}}\left(c_{1}(x) w_{t t}-\Delta w\right)^{2} \varphi^{2} d x d t \\
& \quad \geq C \lambda \int_{H_{\xi 6^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}\right) \varphi^{2} d x d t+C \lambda^{3} \int_{H_{\xi 8^{2}}} w^{2} \varphi^{2} d x d t  \tag{3.47}\\
& \quad-C \lambda^{3} \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}\right)\right] \int_{\partial_{2} H_{\xi 6^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d S
\end{align*}
$$

Square both sides of (3.32). Then multiply by $\varphi^{2}$ and integrate over $H_{\xi 8^{2}}$. We obtain

$$
\begin{align*}
\int_{H_{\xi 0^{2}}}\left(c_{1}(x) w_{t t}-\Delta w\right)^{2} \varphi^{2} d x d t \leq & A \int_{H_{\xi 0^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t  \tag{3.48}\\
& +A \int_{H_{\xi 6^{2}}}\left(\int_{0}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right)^{2} \varphi^{2} d x d t .
\end{align*}
$$

Now we need to apply Lemma 3.1.1. Note that

$$
\begin{equation*}
H_{\xi \delta^{2}} \cap\{t=0\}=H_{\xi \delta^{2}}^{0}=\left\{x: \sqrt{R^{2}-\xi \delta^{2}}<|x|<R\right\} . \tag{3.49}
\end{equation*}
$$

Denote

$$
\begin{equation*}
t(x)=\frac{\sqrt{|x|^{2}-\left(R^{2}-\xi \delta^{2}\right)}}{\sqrt{\xi}} . \tag{3.50}
\end{equation*}
$$

Then applying Lemma 3.1.1, we obtain

$$
\begin{align*}
& \int_{H_{\xi 6^{2}}}\left(\int_{0}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right)^{2} \varphi^{2} d x d t \\
&=\int_{H_{\xi \delta^{2}}^{0}}\left[\int_{-t(x)}^{t(x)}\left(\int_{0}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right)^{2} \varphi^{2} d t\right] d x  \tag{3.51}\\
& \leq \frac{C}{\lambda} \int_{H_{\xi \delta^{2}}}\left(|\nabla w|^{2}+w^{2}\right) \varphi^{2} d x d t
\end{align*}
$$

Combining (3.48) and (3.51), we obtain

$$
\int_{H_{\xi 0^{2}}}\left(c_{1}(x) w_{t t}-\Delta w\right)^{2} \varphi^{2} d x d t \leq A \int_{H_{\xi 8^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t
$$

Hence, (3.47) implies that

$$
\begin{align*}
& A \int_{H_{58^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t \\
& \quad \geq C \lambda \int_{H_{50^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}\right) \varphi^{2} d x d t \\
& \quad+C \lambda^{3} \int_{H_{50^{2}}} w^{2} \varphi^{2} d x d t  \tag{3.52}\\
& \quad-C \lambda^{3} \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}\right)\right] \int_{\partial_{2} H_{50^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d S, \quad \forall \lambda \geq \lambda_{0} .
\end{align*}
$$

Choose $\lambda_{1} \geq \lambda_{0}$ so large that $C \lambda_{1}>2 A$. Then (3.52) implies that with a different con$\operatorname{stant} A$

$$
\begin{align*}
& A \lambda^{2} \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}\right)\right] \int_{\partial_{2} H_{\xi 8^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d S  \tag{3.53}\\
& \quad \geq \int_{H_{\xi 0^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t
\end{align*}
$$

Let $\varepsilon \in\left(0, \delta^{2}\right)$ be an arbitrary number. Consider a new domain $H_{\xi \delta^{2}}^{\varepsilon}$,

$$
H_{\xi \delta^{2}}^{\varepsilon}=\left\{(x, t):|x|^{2}-\xi t^{2}>R^{2}-\xi \delta^{2}+\xi \varepsilon, t>0,|x|<R\right\} .
$$

Then

$$
H_{\xi \delta^{2}}^{\varepsilon} \subset H_{\xi \delta^{2}}, \quad \varphi^{2}>\exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}+\xi \varepsilon\right)\right] \quad \text { in } H_{\xi \delta^{2}}^{\varepsilon}
$$

Hence,

$$
\begin{aligned}
\int_{H_{\xi 0^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t & \geq \int_{H_{\xi 0^{2}}^{\varepsilon}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) \varphi^{2} d x d t \\
& \geq \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}+\xi \varepsilon\right)\right] \int_{H_{\xi \delta^{2}}^{\varepsilon}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d x d t .
\end{aligned}
$$

Hence, using (3.53), we obtain

$$
\begin{aligned}
& A \lambda^{2} \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}\right)\right] \int_{\partial_{2} H_{\xi 0^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d S \\
& \quad \geq \exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}+\xi \varepsilon\right)\right] \int_{H_{\xi 0^{2}}^{\varepsilon}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d x d t
\end{aligned}
$$

Dividing this estimate by $\exp \left[2 \lambda\left(R^{2}-\xi \delta^{2}+\xi \varepsilon\right)\right]$, we obtain

$$
\begin{equation*}
\int_{H_{\xi \delta^{2}}^{\varepsilon}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d x d t \leq A \lambda^{2} \exp (-2 \lambda \xi \varepsilon) \int_{\partial_{2} H_{\xi \delta^{2}}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d S . \tag{3.54}
\end{equation*}
$$

Setting in (3.54) $\lambda \rightarrow \infty$, we obtain

$$
\int_{H_{\xi \delta^{2}}^{\varepsilon}}\left(|\nabla w|^{2}+w_{t}^{2}+w^{2}\right) d x d t=0
$$

Hence, $w(x, t)=0$ in $H_{\xi \delta^{2}}^{\varepsilon}$. Since $\varepsilon \in\left(0, \delta^{2}\right)$ and $\xi \in\left(0, \xi_{0}\right)$ are arbitrary numbers, then $w(x, t)=0$ in $H_{\xi_{0} \delta^{2}}$. Hence, (3.23) implies that

$$
\begin{equation*}
v(x, t)=0 \quad \text { in } H_{\xi_{0} \delta^{2}} . \tag{3.55}
\end{equation*}
$$

Substituting (3.55) in (3.12) and using (3.18) and (3.37), we obtain

$$
\begin{equation*}
b(x)=0 \quad \text { for } x \in\left\{\sqrt{R^{2}-\xi_{0} \delta^{2}}<|x|<R\right\} . \tag{3.56}
\end{equation*}
$$

In fact, (3.56) is the MAIN step of the proof. The rest of the proof is easier.

We now are left to prove that

$$
\begin{equation*}
b(x)=0, \quad \forall x \in \Omega=\{|x|<R\} . \tag{3.57}
\end{equation*}
$$

Consider the time cylinder $Q_{T}^{\xi_{0} \delta^{2}} \subset Q_{T}$,

$$
Q_{T}^{\xi_{0} \delta^{2}}=\left\{(x, t): \sqrt{R^{2}-\xi_{0} \delta^{2}}<|x|<R, t \in(0, T)\right\} .
$$

It follows from (3.57) that in the time cylinder $Q_{T}^{\xi_{0} \delta^{2}}$ conditions (3.12)-(3.14) become

$$
\begin{align*}
M v & =c_{1}(x) v_{t t}-\Delta v-\sum_{j=1}^{n} a_{\alpha}(x) D_{\chi}^{\alpha} v=0, \quad(x, t) \in Q_{T}^{\xi_{0}} \delta^{2}  \tag{3.58}\\
\left.v\right|_{S_{T}} & =\left.\frac{\partial v}{\partial n}\right|_{S_{T}}=0 .  \tag{3.59}\\
v(x, 0) & =0, \quad v_{t}(x, 0)=0 . \tag{3.60}
\end{align*}
$$

Consider a number $t_{0} \in(0, T-\delta)$. For $\xi \in\left(0, \xi_{0}\right)$, consider the domain $H_{\xi \delta^{2}}\left(t_{0}\right)$,

$$
H_{\xi \delta^{2}}\left(t_{0}\right)=\left\{(x, t):|x|^{2}-\xi\left(t-t_{0}\right)^{2}>R^{2}-\xi \delta^{2}, t>0,|x|<R\right\} .
$$

Since $t_{0} \in(0, T-\delta)$, then $H_{\xi \delta^{2}}\left(t_{0}\right) \subset Q_{T}^{\xi \delta^{2}}$. Hence, applying a slightly modified discussion of the above part of the proof to (3.58)-(3.60), we obtain the following analog of (3.55): $v(x, t)=0$ in $H_{\xi_{0} \delta^{2}}\left(t_{0}\right)$. In particular, the latter means that

$$
v\left(x, t_{0}\right)=0 \quad \text { for } x \in\left\{\sqrt{R^{2}-\xi_{0} \delta^{2}}<|x|<R\right\} .
$$

Hence, varying the number $t_{0}$ in the interval $t_{0} \in(0, T-\delta)$, we obtain $v(x, t)=0$ in $Q_{T-\delta}^{\xi_{0} \delta^{2}}$. In particular, this implies that

$$
v=\frac{\partial v}{\partial n}=0 \quad \text { for }(x, t) \in\left\{|x|=\sqrt{R^{2}-\xi_{0} \delta^{2}}, t \in(0, T-\delta)\right\} .
$$

Hence, we can repeat the above process now in the domain

$$
\left\{(x, t):|x|<\sqrt{R^{2}-\xi_{0} \delta^{2}}, t \in(0, T-\delta)\right\} .
$$

Since $\delta$ is a sufficiently small number, we can choose it in such a way that $m \xi_{0} \delta^{2}=$ ( $R^{2}-\sigma$ ), where $m \geq 1$ is an integer and $\sigma>0$ is an arbitrary sufficiently small number. Hence, making $m$ steps as ones above and assuming that $T>R^{2} /\left(\xi_{0} \delta\right)$, we obtain (3.57). Hence, the right- hand side of equation (3.12) equals zero for $(x, t) \in Q_{T}$. Finally, the uniqueness theorem for equation (3.12) with one of boundary conditions (3.14) and initial conditions (3.13) implies that $v(x, t)=0$ in $Q_{T}$.

### 3.3 Hyperbolic equation when one of initial conditions equals zero

A slightly inconvenient point of Theorem 3.2.1 is that the observation time $T$ is assumed to be sufficiently large. In this section, we consider the case when one of initial conditions in identically equals zero. Then the BK method can significantly relax the condition of a sufficiently large observation time $T$. This observation was made in [95-99, 103]. The proof of Theorem 3.3 partially uses arguments of [95-99, 103]. For brevity, we consider here only an analog of Theorem 3.2.1. A corresponding analog of Theorem 3.2.2 is formulated and proved similarly.

Consider slightly modified versions of the Forward problem 3.2 and CIP 3.2.
Forward problem 3.3. Find the solution $u \in C^{4}\left(\overline{Q_{T}}\right)$ of the following initial boundary value problem:

$$
\begin{align*}
c(x) u_{t t} & =\Delta u+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, \text { in } Q_{T},  \tag{3.61}\\
u(x, 0) & =g(x), \quad u_{t}(x, 0)=0,  \tag{3.62}\\
\left.u\right|_{S_{T}} & =p_{0}(x, t) . \tag{3.63}
\end{align*}
$$

Coefficient Inverse Problem 3.3 (CIP 3.3). Assume that the normal derivative of the function $u$ is known on the boundary $\partial \Omega$ of the domain $\Omega$,

$$
\begin{equation*}
\left.\frac{\partial u}{\partial n}\right|_{S_{T}}=p_{1}(x, t) . \tag{3.64}
\end{equation*}
$$

Determine the coefficient $c(x)$ of equation (3.61).
Theorem 3.3. Suppose that conditions (3.61)-(3.63) are satisfied. Let the coefficient $c(x)$ satisfy conditions (3.4)-(3.6). In addition, let coefficients $a_{\alpha} \in C(\bar{\Omega})$. Assume that the function $c(x)$ is unknown while coefficients $a_{\alpha}(x)$ are known. Also, assume that

$$
\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x) \neq 0, \quad \forall x \in \bar{\Omega}
$$

and

$$
\begin{equation*}
T>\frac{R}{\sqrt{\xi_{0}}} \tag{3.65}
\end{equation*}
$$

where $\xi_{0}=\xi_{0}\left(\bar{c}, R,\|\nabla c\|_{C(\bar{\Omega})}\right) \in(0,1)$ is the number of Theorem 2.5 .1 and it depends only on listed parameters. Then there exists at most one vector function $(u, c)$ with $u \in C^{4}\left(\overline{Q_{T}}\right)$ satisfying (3.61)-(3.64). In particular, if $c(x) \equiv 1$, then $\xi_{0}=1$ (Corollary 2.5.2) and (3.65) becomes $T>R$.

Remark 3.3. Even though we consider here only the case when $u(x, 0) \neq 0, u_{t}(x, 0)=$ 0 , the case $u(x, 0)=0, u_{t}(x, 0) \neq 0$ can be considered similarly. To do this, one needs
to differentiate equation (3.61) once with respect to $t$ and then consider the function $\widehat{u}(x, t)=u_{t}(x, t)$ instead of the function $u(x, t)$. Then $u \in C^{4}\left(\overline{Q_{T}}\right)$ in Theorem 3.3 will be replaced with $u \in C^{5}\left(\overline{Q_{T}}\right)$.

Proof. Consider two possible pairs of functions $\left(u_{1}, c_{1}\right)$ and $\left(u_{2}, c_{2}\right)$. Let $v=u_{1 t t}-u_{2 t t}$, $\tilde{c}=c_{1}-c_{2}$. Then, using (3.61)-(3.64), we obtain

$$
\begin{align*}
c_{1}(x) v_{t t}-\Delta v-\sum_{j=1}^{n} a_{\alpha}(x) D_{x}^{\alpha} v & =-\widetilde{c}(x) \partial_{t}^{4} u_{2}, \quad \text { in } Q_{T},  \tag{3.66}\\
v(x, 0) & =-\widetilde{c}(x) q(x),  \tag{3.67}\\
v_{t}(x, 0) & =0,  \tag{3.68}\\
\left.v\right|_{S_{T}} & =\left.\frac{\partial v}{\partial n}\right|_{S_{T}}=0,  \tag{3.69}\\
q(x) & =\frac{1}{c_{2}(x)}\left(\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)\right) \neq 0, \quad \forall x \in \bar{\Omega} . \tag{3.70}
\end{align*}
$$

By (3.67) and (3.70),

$$
-\widetilde{c}(x)=\frac{v(x, 0)}{q(x)}, \quad \forall x \in \bar{\Omega} .
$$

Hence,

$$
\begin{equation*}
-\widetilde{c}(x)=\frac{1}{q(x)}\left(v(x, t)-\int_{0}^{t} v_{t}(x, \tau) d \tau\right), \quad \forall(x, t) \in \bar{Q}_{T} . \tag{3.71}
\end{equation*}
$$

Substituting in (3.66) and using (3.68) and (3.69), we obtain

$$
\begin{align*}
\left|c_{1}(x) v_{t t}-\Delta v\right| & \leq M\left(|\nabla v|+|v|+\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right), \quad \forall(x, t) \in \bar{Q}_{T}  \tag{3.72}\\
v_{t}(x, 0) & =0  \tag{3.73}\\
\left.v\right|_{S_{T}} & =\left.\frac{\partial v}{\partial n}\right|_{S_{T}}=0 . \tag{3.74}
\end{align*}
$$

Here and below in this proof, $M>0$ denotes different positive constants depending only on listed parameters,

$$
\begin{equation*}
M=M\left(\min _{\bar{\Omega}}\left(\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)\right), \max _{\alpha}\left\|a_{\alpha}\right\|_{C(\bar{\Omega})},\left\|\partial_{t}^{4} u_{2}\right\|_{C\left(\bar{Q}_{T}\right)}\right)>0 \tag{3.75}
\end{equation*}
$$

Let $\varepsilon>0$ be a sufficiently small number, which we will choose later. Let the number $\xi \in\left(0, \xi_{0}\right)$. Consider the domain $D_{\xi, \varepsilon}$,

$$
\begin{equation*}
D_{\xi, \varepsilon}=\left\{(x, t):|x|^{2}-\xi t^{2}>\varepsilon,|x|<R, t>0\right\} . \tag{3.76}
\end{equation*}
$$

We need

$$
\begin{equation*}
D_{\xi, \varepsilon} \cap\{t=T\}=\varnothing . \tag{3.77}
\end{equation*}
$$

It follows from (3.65) that if we choose $\xi$ such that

$$
\xi_{0}\left(1-\frac{\varepsilon}{R^{2}}\right)<\xi<\xi_{0}
$$

then (3.77) holds. The boundary $\partial D_{\xi, \varepsilon}$ consists of three parts,

$$
\begin{align*}
\partial D_{\xi, \varepsilon} & =\partial_{1} D_{\xi, \varepsilon} \cup \partial_{2} D_{\xi, \varepsilon} \cup \partial_{3} D_{\xi, \varepsilon},  \tag{3.78}\\
\partial_{1} D_{\xi, \varepsilon} & =\{(x, t):|x|=R\} \cap \overline{\partial D_{\xi, \varepsilon}},  \tag{3.79}\\
\partial_{2} D_{\xi, \varepsilon} & =\left\{(x, t):|x|^{2}-\xi t^{2}=\varepsilon,|x|<R, t>0\right\},  \tag{3.80}\\
\partial_{3} D_{\xi, \varepsilon} & =\{(x, t): \sqrt{\varepsilon}<|x|<R, t=0\} . \tag{3.81}
\end{align*}
$$

Let $\lambda_{0}=\lambda_{0}\left(\Omega, \xi, \bar{c},\|\nabla c\|_{C(\bar{\Omega})}\right)>1$ be the number chosen in Theorem 2.5.1 and let $\lambda \geq \lambda_{0}$. Square both sides of (3.72) and multiply by the function $\varphi(x, t)$ defined in (3.35), (3.36). Then integrate the obtained inequality over the subdomain $D_{\xi, \varepsilon}$. In doing so, take into account the Carleman estimate (3.38)-(3.40) and the Gauss’ formula. We obtain

$$
\begin{align*}
& M \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v^{2}+\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2}\right) \varphi d x d t \\
& \quad \geq \int_{D_{\xi, \varepsilon}}\left(c_{1}(x) v_{t t}-\Delta v\right)^{2} \varphi d x d t \\
& \geq C \lambda \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{D_{\xi, \varepsilon}} v^{2} \varphi d x d t  \tag{3.82}\\
& \quad+\int_{\partial_{1} D_{\xi, \varepsilon}}\left(W_{1}, v_{x}\right) d S+\int_{\partial_{2} D_{\xi, \varepsilon}}\left(W_{1}, v_{x}\right) d S+\int_{\partial_{2} D_{\xi, \varepsilon}} W_{2} \cos (v, t) d S-\int_{\partial_{3} D_{\xi, \varepsilon}} W_{2}(x, 0) d x .
\end{align*}
$$

In (3.82), $v_{x}=\left(v_{x}^{1}, v_{x}^{2}, \ldots v_{x}^{n}, 0\right)$ is the unit outer normal vector at an arbitrary point ( $x, t$ ) of either $\{(x, t):|x|=R, t>0\} \cap \overline{\partial D_{\xi, \varepsilon}}$ or of $\partial_{2} D_{\xi, \varepsilon}$ and $\left(W_{1}, v_{x}\right)$ is the scalar product in $\mathbb{R}^{n}$ of these two vectors. Next, $v=\left(v_{x}, v_{t}^{n+1}\right) \in \mathbb{R}^{n+1}$ is the unit outer normal vector at an arbitrary point $(x, t) \in \partial_{2} D_{\xi, \varepsilon}$.

It follows from (3.39), (3.74), and (3.79) that

$$
\begin{equation*}
\int_{\partial_{1} D_{\xi, \varepsilon}}\left(W_{1}, v_{\chi}\right) d S=0 . \tag{3.83}
\end{equation*}
$$

Next, using (3.40), (3.68), and (3.81), we obtain $W_{2}(x, 0),(x, 0) \in \partial_{3} D_{\xi, \varepsilon}$. Hence,

$$
\begin{equation*}
\int_{\partial_{3} D_{\xi, \varepsilon}} W_{2}(x, 0) d x=0 \tag{3.84}
\end{equation*}
$$

Next, since by (3.35), (3.36), and (3.80)

$$
\varphi(x, t)=e^{2 \lambda \varepsilon}, \quad(x, t) \in \partial_{2} D_{\xi, \varepsilon},
$$

then (3.39) and (3.40) imply that

$$
\begin{align*}
& \int_{\partial_{2} D_{\xi, \varepsilon}}\left(W_{1}, v_{x}\right) d S+\int_{\partial_{2} D_{\xi, \varepsilon}} W_{2} \cos (v, t) d S  \tag{3.85}\\
& \geq C \lambda^{3} e^{2 \lambda \varepsilon} \int_{\partial_{2} D_{\xi, \varepsilon}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d S .
\end{align*}
$$

Hence, substituting (3.83)-(3.85) in (3.82), we obtain

$$
\begin{align*}
& C \lambda^{3} e^{2 \lambda \varepsilon} \int_{\partial_{2} D_{\xi, \varepsilon}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d S \\
& \quad+M \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v^{2}+\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2}\right) \varphi d x d t  \tag{3.86}\\
& \quad \geq C \lambda \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{D_{\xi, \varepsilon}} v^{2} \varphi d x d t .
\end{align*}
$$

Using (3.35) and (3.36), acting similarly with (3.49)-(3.51) and applying Lemma 3.1.1, we obtain

$$
\int_{D_{\xi, \varepsilon}}\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2} \varphi d x d t \leq \frac{1}{4 \xi \lambda} \int_{D_{\xi, \varepsilon}} v_{t}^{2} \varphi d x d t
$$

Hence, the second line of (3.86) can be estimated as

$$
\begin{align*}
& M \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v^{2}+\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2}\right) \varphi d x d t  \tag{3.87}\\
& \quad \leq M^{\prime} \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t
\end{align*}
$$

where the constant $M^{\prime}>0$ depends on the same parameter as the constant $M$ in (3.75). Choose $\lambda_{1}>\lambda_{0}$ so large that $C \lambda_{1}>2 M^{\prime}$. Then, using (3.86) and (3.87), we obtain with a new constant $M$,

$$
\begin{equation*}
M \lambda^{3} e^{2 \lambda \varepsilon} \int_{\partial_{2} D_{\xi, \varepsilon}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d S \geq \int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t, \quad \forall \lambda \geq \lambda_{1} \tag{3.88}
\end{equation*}
$$

Choose a sufficiently small number $\delta>0$ such that the domain $D_{\xi, \varepsilon+\delta} \neq \varnothing$; see (3.77). Then $\varphi(x, t) \geq e^{2 \lambda(\varepsilon+\delta)}$ in $D_{\xi, \varepsilon+\delta}$ and obviously $D_{\xi, \varepsilon+\delta} \subset D_{\xi, \varepsilon}$. Hence, $\forall \lambda \geq \lambda_{1}$,

$$
\begin{aligned}
\int_{D_{\xi, \varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t & \geq \int_{D_{\xi, \varepsilon+\delta}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t \\
& \geq e^{2 \lambda(\varepsilon+\delta)} \int_{D_{\xi, \varepsilon+\varepsilon}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) d x d t, \quad \forall \lambda \geq \lambda_{1} .
\end{aligned}
$$

Comparing this with (3.88), we obtain

$$
\begin{equation*}
M \lambda^{3} e^{-2 \lambda \delta} \int_{\partial_{2} D_{\xi, \varepsilon}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d S \geq \int_{D_{\xi, \varepsilon+\delta}}\left((\nabla v)^{2}+v_{t}^{2}+v^{2}\right) d x d t, \quad \forall \lambda \geq \lambda_{1} \tag{3.89}
\end{equation*}
$$

Setting in (3.89) $\lambda \rightarrow \infty$, we obtain $v(x, t)=0$ in $D_{\xi, \varepsilon+\delta}$. Since $\delta, \varepsilon>0$ are arbitrary sufficiently small number, then $v(x, t)=0$ in $D_{\xi, 0}$. Hence, (3.67) and (3.70) imply that $\tilde{c}(x)=0$ for $x \in \Omega$. In turn, the latter immediately implies that $u_{1}(x, t)=u_{2}(x, t)=0$ for $(x, t) \in Q_{T}$.

### 3.4 Parabolic equations

The forward problem for any parabolic equation of the second order is considered on the time interval $t \in(0, T)$ with the initial condition at $\{t=0\}$. In the CIP, the Cauchy data are given on the lateral surface of the time cylinder. However, it turns out that the BK method does not work for this case, at least directly. The reason is a technical one and it is still unknown how to handle this case.

So, BK method works in three cases of CIPs for parabolic equations:

1. Case 1. When the inverse operator of the so-called Reznickaya transform [221] is applicable to the solution of that forward problem. In this case, the CIP for the parabolic equation is reduced to a CIP for an associated hyperbolic equation. Then the methods of Section 3.3 is applicable; also see [22, 165, 184] for the Reznickaya transform. The Reznickaya transform is an analog of the Laplace transform. The inversion of the Laplace transform is a very unstable procedure. The same is true for the inversion of the Reznickaya transform.
2. Case 2. When the data are given at $\left\{t=t_{0} \in(0, T)\right\}$, instead of $\{t=0\}$.
3. Case 3. When one considers the CIP with the final over determination, that is, when the data are given at $\{t=T\}$. If, in addition, one assumes that the unknown coefficient is known in a small subdomain, then this case can be reduced to Case 2.

Therefore, we consider in this section the above cases 1-3.

### 3.4.1 Case 1: Parabolic and hyperbolic equations

Assume again that the domain $\Omega=\{|x|<R\}$, functions

$$
\begin{align*}
c(x) & \in C^{1}\left(\mathbb{R}^{n}\right), \quad a_{\alpha}(x) \in C^{\beta}\left(\mathbb{R}^{n}\right)  \tag{3.90}\\
c(x) & \in[1, \bar{c}], \quad \forall x \in \mathbb{R}^{n}, \text { where } \bar{c}=\text { const. } \geq 1,  \tag{3.91}\\
(\nabla c, x) & \geq 0, \quad \forall x \in \bar{\Omega} . \tag{3.92}
\end{align*}
$$

Here and everywhere below, $C^{k+\beta}, C^{2 k+\beta / 2}$ are Hölder spaces with integers $k \geq 0$ and $\beta \in(0,1)[80,174]$. Also, denote $D_{T}^{n+1}=\mathbb{R}^{n} \times(0, T)$.

Forward problem 3.4.1. This is the Cauchy problem:

$$
\begin{align*}
c(x) u_{t} & =\Delta u+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, \quad(x, t) \in D_{T}^{n+1},  \tag{3.93}\\
u(x, 0) & =g(x)  \tag{3.94}\\
g & \in C^{2+\beta}\left(\mathbb{R}^{n}\right) . \tag{3.95}
\end{align*}
$$

Given conditions (3.90), (3.91), the problems (3.93)-(3.95) have a unique solution [79, 174],

$$
u \in C^{2+\beta, 1+\beta / 2}\left(\bar{D}_{T}^{n+1}\right) .
$$

Coefficient Inverse Problem 3.4.1 (CIP 3.4.1). Assume that all coefficients of equation (3.93) are known, except of one. Let that coefficient be unknown inside of the domain $\Omega$ and is known in $\mathbb{R}^{n} \backslash \Omega$. Let $\Gamma \subseteq \partial \Omega$ be a part of the boundary $\partial \Omega$ of the domain $\Omega$ and let $\Gamma_{T}=\Gamma \times(0, T)$. Determine that unknown coefficient inside of $\Omega$, assuming that the following functions $p(x, t)$ and $q(x, t)$ are known:

$$
\begin{equation*}
\left.u\right|_{\Gamma_{T}}=p(x, t),\left.\quad \frac{\partial u}{\partial n}\right|_{\Gamma_{T}}=q(x, t) . \tag{3.96}
\end{equation*}
$$

Theorem 2.6.2 implies that, given functions $p(x, t)$ and $q(x, t)$ in (3.96), the function $u(x, t)$ can be uniquely determined in the domain $\left(\mathbb{R}^{n} \backslash \Omega\right) \times(0, T)$. Hence, recalling that $S_{T}=\partial \Omega \times(0, T)$, we can assume now that functions $p(x, t)$ and $q(x, t)$ are known for $(x, t) \in S_{T}$. Thus, we replace (3.96) with

$$
\begin{equation*}
\left.u\right|_{S_{T}}=p(x, t), \left.\quad \frac{\partial u}{\partial n} \right\rvert\, S_{T}=q(x, t) . \tag{3.97}
\end{equation*}
$$

Consider the Cauchy problem for a hyperbolic equation:

$$
\begin{align*}
c(x) v_{t t} & =\Delta v+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} v \quad \text { in } D_{\infty}^{n+1}=\mathbb{R}^{n} \times(0, \infty),  \tag{3.98}\\
\left.v\right|_{t=0} & =g(x),\left.\quad v_{t}\right|_{t=0}=0 \tag{3.99}
\end{align*}
$$

In addition to (3.90)-(3.92) and (3.95), we assume that the coefficients $c(x), a_{\alpha}(x)$ and the initial condition $g(x)$ are so smooth that the solution $v$ of problems (3.98), (3.99) is such that $v \in C^{4}\left(\bar{D}_{T}^{n+1}\right)$, for every $T>0$. First, we establish conditions guaranteeing this smoothness.

Theorem 3.4.1 was proved in [133] via a combination of results of Chapter 4 of the book of Ladyzhenskaya [173] with embedding theorems. Below

$$
\left[\frac{n+1}{2}\right]= \begin{cases}(n+1) / 2 & \text { if } n \text { is an odd number } \\ n / 2 & \text { if } n \text { is an even number. }\end{cases}
$$

Theorem 3.4.1 ([133]). Assume that all coefficients of the hyperbolic operator (3.98) belong to the space $C^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right)$ and the initial condition $g \in H^{[(n+1) / 2]+5}\left(\mathbb{R}^{n}\right)$. Then for every $T>0$, there exists unique solution $v \in H^{2}\left(\mathbb{R}^{n} \times(0, T)\right)$ of problems (3.98), (3.99). Furthermore,

$$
v \in H^{[(n+1) / 2]+5}\left(\mathbb{R}^{n} \times(0, T)\right) \subset C^{4}\left(\mathbb{R}^{n} \times[0, T]\right)
$$

and the following estimate holds with an arbitrary number $\rho>0$ for all $T>0$ :

$$
\|v\|_{C^{4}\left(\mathbb{R}^{n} \times[0, T]\right)} \leq B \exp \left(\rho T^{2}\right)\|g\|_{H^{(n+1) / 2]+5}\left(\mathbb{R}^{n}\right)}
$$

where the constant $B>0$ depends only on $\rho$ and on $C^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right)$-norms of coefficients of the hyperbolic operator (3.98).

Remark 3.4.1. A direct analog of Theorem 3.4.1 is valid for the hyperbolic operator $\partial^{2}-L$ with an arbitrary operator $L$, uniformly elliptic in $\mathbb{R}^{n}$, whose coefficients depend only on $x$ [133].

Consider now an interesting Laplace-like transform, which was proposed, for the first time, by Reznickaya (1973) [221]; also, see [22, 165, 184]. Assume that conditions of Theorem 3.4.1 hold. Choose an arbitrary number $\rho>0$ and let $t \in(0,1 /(4 \rho))$. Consider

$$
\begin{equation*}
(R v)(x, t)=\widehat{v}(x, t)=\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} \exp \left[-\frac{\tau^{2}}{4 t}\right] v(x, \tau) d \tau . \tag{3.100}
\end{equation*}
$$

One can directly verify that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{1}{\sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right)=\frac{\partial^{2}}{\partial \tau^{2}}\left(\frac{1}{2 \sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right) \tag{3.101}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial \tau}\left(\frac{1}{2 \sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right)(t, 0)=0 \tag{3.102}
\end{equation*}
$$

Using (3.99), (3.101), and (3.102), we obtain

$$
\begin{aligned}
\widehat{v}_{t}(x, t)= & \int_{0}^{\infty} \frac{\partial^{2}}{\partial \tau^{2}}\left(\frac{1}{\sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right) v(x, \tau) d \tau \\
= & -\frac{\partial}{\partial \tau}\left(\frac{1}{\sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right)(t, 0) v(x, 0) \\
& -\int_{0}^{\infty} \frac{\partial}{\partial \tau}\left(\frac{1}{\sqrt{\pi t}} \exp \left[-\frac{\tau^{2}}{4 t}\right]\right) v_{\tau}(x, \tau) d \tau \\
= & \frac{1}{\sqrt{\pi t}} v_{\tau}(x, 0)+\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} \exp \left[-\frac{\tau^{2}}{4 t}\right] v_{\tau \tau}(x, \tau) d \tau \\
= & \frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} \exp \left[-\frac{\tau^{2}}{4 t}\right] v_{\tau \tau}(x, \tau) d \tau .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\widehat{v}_{t}(x, t)=\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} \exp \left[-\frac{\tau^{2}}{4 t}\right] v_{\tau \tau}(x, \tau) d \tau=R\left(v_{\tau \tau}\right)(x, t) \tag{3.103}
\end{equation*}
$$

Next,

$$
\widehat{v}(x, t)=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} v(x, 2 \sqrt{t} z) e^{-z^{2}} d z
$$

Hence,

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \widehat{\widehat{ }}(x, t)=v(x, 0)=g(x) . \tag{3.104}
\end{equation*}
$$

Hence, it follows from (3.100)-(3.104) and Theorem 3.4.1 that solutions $u$ and $v$ of forward problems (3.93), (3.94) and (3.98), (3.99) are connected via

$$
\begin{equation*}
u(x, t)=(R v)(x, t)=\widehat{v}(x, t) . \tag{3.105}
\end{equation*}
$$

Changing variables in (3.100) $\tau^{2}=z, 1 /(4 t)=s$, we obtain

$$
\begin{equation*}
\hat{v}\left(x, \frac{1}{4 s}\right)=\frac{\sqrt{s}}{\sqrt{\pi}} \int_{0}^{\infty} \frac{v(x, \sqrt{z})}{\sqrt{z}} e^{-s z} d z, \quad s>\rho . \tag{3.106}
\end{equation*}
$$

Hence, (3.100) is an analog of the Laplace transform. Since this transform is one-toone for $s>\rho$, then (3.97) and (3.105) imply that functions $\bar{p}(x, t)=R^{-1}(p(x, t))$ and $\bar{q}(x, t)=R^{-1}(q(x, t))$ are known, where

$$
\begin{equation*}
\left.v\right|_{S_{\infty}}=\bar{p}(x, t),\left.\quad \frac{\partial v}{\partial n}\right|_{S_{\infty}}=\bar{q}(x, t) . \tag{3.107}
\end{equation*}
$$

Therefore, uniqueness theorem for CIP 3.4.1 is equivalent to the uniqueness theorem for the hyperbolic CIP (3.98), (3.99), (3.107). Therefore, we can now directly apply uniqueness theorems for the hyperbolic CIPs for the parabolic CIP 3.4.1. Thus, using Theorem 3.3, we arrive at Theorem 3.4.1.

Theorem 3.4.2. Assume that conditions (3.90)-(3.92) as well as conditions of Theorem 3.4.1 hold. In the case when the coefficient $c(x)$ in (3.93) is unknown, assume that

$$
\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x) \neq 0, \quad \forall x \in \bar{\Omega} .
$$

And in the case when a coefficient $a_{\alpha_{0}}(x)$ with a fixed $\alpha_{0}$ is unknown, assume that

$$
D_{x}^{\alpha_{0}} g(x) \neq 0, \quad \forall x \in \bar{\Omega} .
$$

Then CIP 3.4.1 has at most one solution.

### 3.4.2 Case 2: The data at $\left\{t=t_{0} \in(0, T)\right\}$ as well as the lateral Cauchy data

In this section, we assume that we have lateral Cauchy data for a parabolic equation as well as the data at the moment of time $\left\{t=t_{0} \in(0, T)\right\}$. These assumptions allow us to consider a general elliptic operator in the parabolic equation rather than the one in (3.93) with condition (3.92). Furthermore, combining the technique of this section with the technique of Theorem 2.6.3, one can obtain Hölder stability estimate for the CIP considered in this section, although we do not do this here. Even more: Imanuvilov and Yamamoto have obtained Lipschitz stability estimate for this problem [96, 252]. However, we do not obtain stability estimates in this section. We point out that the assumption of this section that the data are given at $\left\{t=t_{0} \in(0, T)\right\}$ are used in all works devoted to applications of the BK method to parabolic CIPs; see, for example, [32, 39, 67, 96, 252].

In this section, $\Omega \subset \mathbb{R}^{n}$ is a bounded domain, and its boundary $\partial \Omega$ is piecewise smooth, $\Gamma \in C^{2}, \Gamma \subseteq \partial \Omega$ is a part of $\partial \Omega$ and $T=$ const $>0$. Recall that $Q_{T}=\Omega \times$ $(0, T), \Gamma_{T}=\Gamma \times(0, T)$. We denote in this section $x=\left(x_{1}, y\right)=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where $y=\left(x_{2}, \ldots, x_{n}\right)$. Let $L$ be the following elliptic operator in $\Omega$ :

$$
\begin{equation*}
L u=\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i} x_{j}}+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \Omega, \tag{3.108}
\end{equation*}
$$

$$
\begin{align*}
a_{i j} & \in C^{1}(\bar{\Omega}), \quad a_{\alpha} \in C(\bar{\Omega}),  \tag{3.109}\\
\mu_{1}|\xi|^{2} & \leq \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \bar{\Omega},  \tag{3.110}\\
\mu_{1}, \mu_{2} & =\text { const. }>0, \quad \mu_{1} \leq \mu_{2} . \tag{3.111}
\end{align*}
$$

We represent the operator $L$ as

$$
\begin{aligned}
L u & =L_{0} u+L_{1} u, \\
L_{0} u & =\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i} x_{j}} \\
L_{1} u & =\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u .
\end{aligned}
$$

Thus, $L_{c}$ is the principal part of the operator $L$ and $L_{1}$ is the sum of its low order terms.
Coefficient Inverse Problem 3.4.2 (CIP 3.4.2). Let the function $u \in C^{4,2}\left(\bar{Q}_{T}\right)$ satisfies the parabolic equation

$$
\begin{equation*}
u_{t}=L u+F(x, t) \quad \text { in } Q_{T} . \tag{3.112}
\end{equation*}
$$

Let the number $t_{0} \in(0, T)$. Determine the unknown coefficient of the operator $L$ for $x \in$ $\Omega$ assuming that the function $F(x, t)$ is known in $Q_{T}$ and that the following functions $f(x), p(x, t)$, and $q(x, t)$ are known as well:

$$
\begin{align*}
u\left(x, t_{0}\right) & =f(x), \quad x \in \Omega,  \tag{3.113}\\
\left.u\right|_{\Gamma_{T}} & =p(x, t),\left.\quad \frac{\partial u}{\partial n}\right|_{\Gamma_{T}}=q(x, t) . \tag{3.114}
\end{align*}
$$

Theorem 3.4.3. Assume that conditions (3.108)-(3.114) hold. Also, assume that:

1. If that unknown coefficient is $a_{i_{0} j_{0}}(x)$, then $\partial_{x_{j_{0}} x_{i 0}}^{2} f(x) \neq 0$ in $\bar{\Omega}$.
2. If that unknown coefficient is $a_{\alpha_{0}}(x)$, then $D^{\alpha_{0}} f(x) \neq 0$ in $\bar{\Omega}$, where $\alpha_{0}$ is a fixed multiindex.

Then the CIP 3.4.2 has at most one solution.
Proof. Without loss of generality, we can assume that

$$
\Gamma=\left\{\left(x_{1}, y\right): x_{1}=g(y),|y|<r\right\},
$$

where $r>0$ is a certain number and the function $g \in C^{2}(|y| \leq r)$. Assume, for example, that the coefficient $a_{i_{0} j_{0}}(x)$ is unknown. Suppose that there exists two pairs of functions ( $a_{i_{0} j_{0}}^{1}, u_{1}$ ) and ( $a_{i_{0} j_{0}}^{2}, u_{2}$ ) satisfying conditions (3.108)-(3.114). Denote

$$
\begin{equation*}
b(x)=a_{i_{0} j_{0}}^{1}-a_{i_{0} j_{0}}^{2}, \quad \widetilde{u}(x, t)=u_{1}(x, t)-u_{2}(x, t), \quad R(x, t)=\partial_{x_{i_{0}} x_{j_{0}}}^{2} u_{2}(x, t) . \tag{3.115}
\end{equation*}
$$

Using (3.112)-(3.115), we obtain

$$
\begin{align*}
\tilde{u}_{t}-L^{(1)} \widetilde{u} & =b(x) R(x, t), \quad(x, t) \in Q_{T},  \tag{3.116}\\
\widetilde{u}\left(x, t_{0}\right) & =0, \quad x \in \Omega,  \tag{3.117}\\
\left.\widetilde{u}\right|_{\Gamma_{T}} & =\left.\frac{\partial \widetilde{u}}{\partial n}\right|_{\Gamma_{T}}=0, \tag{3.118}
\end{align*}
$$

where $L^{(1)}$ is the operator $L$ in which the coefficient $a_{i_{0} j_{0}}(x)$ is replaced with $a_{i_{0} j_{0}}^{1}(x)$. Denote $L_{0}^{(1)}$ the principal part of the operator $L^{(1)}$.

Since $\partial_{x_{j_{0}} x_{i_{0}}}^{2} f(x) \neq 0$ in $\bar{\Omega}$, then by (3.113) and (3.115) there exists a sufficiently small number $\sigma>0$ such that

$$
\begin{equation*}
R(x, t) \neq 0 \quad \text { for }(x, t) \in \bar{Q}_{t_{0}, \sigma}=\bar{\Omega} \times\left[t_{0}-\sigma, t_{0}+\sigma\right] \subset Q_{T} . \tag{3.119}
\end{equation*}
$$

Divide both sides of equation (3.116) by $R(x, t)$ and denote

$$
v(x, t)=\frac{\widetilde{u}(x, t)}{R(x, t)} .
$$

We obtain

$$
\begin{align*}
v_{t}-\widehat{L} v & =b(x), \quad(x, t) \in Q_{t_{0}, \sigma},  \tag{3.120}\\
v(x, 0) & =0,  \tag{3.121}\\
\left.v\right|_{\Gamma_{T}} & =\left.\frac{\partial v}{\partial n}\right|_{\Gamma_{T}}=0, \tag{3.122}
\end{align*}
$$

where $\hat{L}$ is another elliptic operator, whose principal part is the same as in $L_{0}^{(1)}$, although coefficients at lower order derivatives depend on both $x$ and $t$. Differentiate both sides of (3.120) with respect to $t$ and denote $w(x, t)=v_{t}(x, t)$. Then (3.121) implies

$$
\begin{equation*}
v(x, t)=\int_{0}^{t} w(x, \tau) d \tau \tag{3.123}
\end{equation*}
$$

Since $\partial_{t} b(x) \equiv 0$, then (3.120) implies $w_{t}-\partial_{t}(\widehat{L} v)=0$ in $Q_{t_{0}, \sigma}$. Hence, (3.120)-(3.123) lead to

$$
\begin{gather*}
\left|w_{t}-L_{0}^{(1)} w\right| \leq A\left(|\nabla w|+|w|+\left|\int_{t_{0}}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right|\right), \quad(x, t) \in Q_{t_{0}, \sigma}  \tag{3.124}\\
w=\frac{\partial w}{\partial n}=0, \quad(x, t) \in \Gamma \times\left(t_{0}-\sigma, t_{0}+\sigma\right) \tag{3.125}
\end{gather*}
$$

with a positive constant $A>0$ which is independent on the function $w$. Below in this section, $A>0$ denotes different positive constants independent on the function $w$ as well as on parameters of the Carleman estimate.

To apply the Carleman estimate of Theorem 2.3.1, we arrange the part $\Gamma$ of the boundary $\partial \Omega$ to be a part of the hyperplane $\left\{x_{1}=0\right\}$. To do this, we change variables as $\left(x_{1}, y\right) \Leftrightarrow\left(x_{1}^{\prime}, y\right)=\left(x_{1}-g(y), y\right)$. For brevity, we keep the same notation for new variables and the principal part $L_{c}$ of the elliptic operator: this new operator still holds properties (3.109)-(3.111). Also, we assume that a part $\Omega^{\prime \prime} \subset \Omega^{\prime}$ of the transformed domain $\Omega$ is such that $\Omega^{\prime \prime} \subset\left\{x_{1}>0,|y|<r\right\}$ and there exists a part $\partial_{1} \Omega^{\prime \prime} \subset \partial \Omega^{\prime \prime}$ of the boundary $\partial \Omega^{\prime \prime}$ such that $\partial_{1} \Omega^{\prime \prime} \subset\left\{x_{1}=0,|y|<r\right\}$. We keep the same notation

$$
Q_{t_{0}, \sigma}=(x, t) \in \Omega^{\prime \prime} \times\left(t_{0}-\sigma, t_{0}+\sigma\right) .
$$

Thus, (3.124), (3.125) become

$$
\begin{gather*}
\left|w_{t}-L_{0}^{(1)} w\right| \leq A\left(|\nabla w|+|w|+\left|\int_{t_{0}}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right|\right), \quad(x, t) \in Q_{t_{0}, \sigma},  \tag{3.126}\\
w(0, y, t)=w_{x_{1}}(0, y, t)=0, \quad(0, y) \in \partial_{1} \Omega^{\prime \prime}, t \in\left(t_{0}-\sigma, t_{0}+\sigma\right) . \tag{3.127}
\end{gather*}
$$

Consider the function $\psi(x, t)$,

$$
\begin{equation*}
\psi(x, t)=x_{1}+y^{2}+\frac{\left(t-t_{0}\right)^{2}}{\sigma^{2}}+\alpha \tag{3.128}
\end{equation*}
$$

where $\alpha>0$ is a parameter. Let $h>\alpha$ be another parameter. Denote

$$
\begin{equation*}
P_{h}=\left\{(x, t): \psi(x, t)<h, x_{1}>0\right\}=\left\{x_{1}+y^{2}+\frac{\left(t-t_{0}\right)^{2}}{\sigma^{2}}+\alpha<h, x_{1}>0\right\} . \tag{3.129}
\end{equation*}
$$

Choose parameters $\alpha$ and $h$ so small that $P_{h} \subset Q_{t_{0}, \sigma}$ and also

$$
\begin{equation*}
\left\{(x, t) \in \partial P_{h}: x_{1}=0\right\} \subset\left(\partial_{1} \Omega^{\prime \prime} \times\left(t_{0}-\sigma, t_{0}+\sigma\right)\right) . \tag{3.130}
\end{equation*}
$$

It follows from (3.129) that boundary $\partial P_{h}$ of the domain $P_{h}$ consists of two parts,

$$
\begin{aligned}
& \partial P_{h}=\partial_{1} P_{h} \cup \partial_{2} P_{h}, \\
& \partial_{1} P_{h}=\left\{x_{1}=0, y^{2}+\frac{\left(t-t_{0}\right)^{2}}{\sigma^{2}}+\alpha<h\right\}, \\
& \partial_{2} P_{h}=\left\{x_{1}+y^{2}+\frac{\left(t-t_{0}\right)^{2}}{\sigma^{2}}+\alpha=h, x_{1}>0\right\} .
\end{aligned}
$$

By (3.127) and (3.130),

$$
\begin{equation*}
w(x, t)=w_{x_{1}}(x, t)=0, \quad(x, t) \in \partial_{1} P_{h} . \tag{3.131}
\end{equation*}
$$

For parameters $\lambda, v>1$, denote

$$
\varphi(x, t)=\exp \left(2 \lambda \psi^{-v}\right)
$$

Then, using (3.128) and (3.129), we obtain

$$
\begin{equation*}
\min _{\bar{P}_{h}} \varphi(x, t)=\left.\varphi(x, t)\right|_{\partial_{2} P_{h}}=\exp \left(2 \lambda h^{-\nu}\right) . \tag{3.132}
\end{equation*}
$$

It follows from Theorem 2.3 .1 that the following Carleman estimate holds for any function $z \in C^{2,1}\left(\bar{P}_{h}\right)$ :

$$
\begin{align*}
\left(z_{t}-L_{0}^{(1)} z\right)^{2} \varphi & \geq C \lambda v(\nabla z)^{2} \varphi+C \lambda^{3} v^{4} \psi^{-2 v-2} z^{2} \varphi+\operatorname{div} U+V_{t}  \tag{3.133}\\
|U|+|V| & \leq C \lambda^{3} v^{3} \psi^{-2 v-2}\left((\nabla z)^{2}+z^{2}\right) \varphi, \tag{3.134}
\end{align*}
$$

for all $\lambda \geq \lambda_{0}>1$ and all $v \geq v_{0}>1$, where $\lambda_{0}, v_{0}$ and $C>0$ are certain numbers independent on $z$, and $C$ is also independent on $\lambda$ and $v$. Here, $(x, t) \in \bar{P}_{h}$.

Square both sides of (3.126), multiply by the function $\varphi(x, t)$ and apply (3.133) and (3.134). We obtain for $(x, t) \in \bar{P}_{h}$,

$$
\begin{align*}
& A\left(|\nabla w|^{2}+|w|^{2}+\left(\int_{t_{0}}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right)^{2}\right)  \tag{3.135}\\
& \quad \geq \lambda(\nabla w)^{2} \varphi+\lambda^{3} w^{2} \varphi+\operatorname{div} U+V_{t}, \\
& |U|+|V| \leq C \lambda^{3} v^{3} \psi^{-2 v-2}\left((\nabla w)^{2}+w^{2}\right) \varphi . \tag{3.136}
\end{align*}
$$

Integrate (3.135) over $P_{h}$ using Gauss’ formula and taking into account (3.131), (3.132), and (3.136). We obtain

$$
\begin{align*}
& C \lambda^{3} v^{3} h^{-2 \nu-2} \exp \left(2 \lambda h^{-v}\right) \int_{\partial_{2} P_{h}}\left((\nabla w)^{2}+w^{2}\right) d S \\
& \quad+A \int_{P_{h}}\left(|\nabla w|^{2}+|w|^{2}+\left(\int_{t_{0}}^{t}(|\nabla w|+|w|)(x, \tau) d \tau\right)^{2}\right) d x d t  \tag{3.137}\\
& \quad \geq \lambda \int_{P_{h}}(\nabla w)^{2} \varphi d x d t+\lambda^{3} \int_{P_{h}} w^{2} \varphi d x d t .
\end{align*}
$$

Fix a number $v \geq v_{0}$. We now use Lemma 3.1.1, similarly with (3.49)-(3.51). Choosing a sufficiently large $\lambda_{1} \geq \lambda_{0}$, we obtain from (3.137) for all $\lambda \geq \lambda_{1}$,

$$
\begin{gather*}
A \lambda^{3} v^{3} h^{-2 v-2} \exp \left(2 \lambda h^{-v}\right) \int_{\partial_{2} P_{h}}\left((\nabla w)^{2}+w^{2}\right) d S  \tag{3.138}\\
\geq \lambda \int_{P_{h}}(\nabla w)^{2} \varphi d x d t+\lambda^{3} \int_{P_{h}} w^{2} \varphi d x d t .
\end{gather*}
$$

Choose a sufficiently small number $\varepsilon>0$ such that

$$
P_{h-\varepsilon}=\left\{x_{1}+y^{2}+\frac{\left(t-t_{0}\right)^{2}}{\sigma^{2}}+\alpha<h-\varepsilon, x_{1}>0\right\} \neq \varnothing
$$

i. e. $h-\varepsilon>\alpha$. Clearly $P_{h-\varepsilon} \subset P_{h}$ and

$$
\varphi(x, t)>\exp \left(2 \lambda(h-\varepsilon)^{-v}\right)>\exp \left(2 \lambda h^{-v}\right), \quad(x, t) \in P_{h-\varepsilon} .
$$

Hence, using (3.138), we obtain

$$
\begin{aligned}
& A \lambda^{3} v^{3} h^{-2 v-2} \exp \left(2 \lambda h^{-v}\right) \int_{\partial_{2} P_{h}}\left((\nabla w)^{2}+w^{2}\right) d S \\
& \quad \geq \int_{P_{h-\varepsilon}}\left((\nabla w)^{2}+w^{2}\right) \varphi d x d t \geq \exp \left(2 \lambda(h-\varepsilon)^{-v}\right) \int_{P_{h-\varepsilon}}\left((\nabla w)^{2}+w^{2}\right) d x d t .
\end{aligned}
$$

Or

$$
\begin{align*}
& A \lambda^{3} v^{3} h^{-2 v-2} \exp \left[-2 \lambda\left((h-\varepsilon)^{-v}-h^{-v}\right)\right] \int_{\partial_{2} P_{h}}\left((\nabla w)^{2}+w^{2}\right) d S  \tag{3.139}\\
& \quad \geq \int_{P_{h-\varepsilon}}\left((\nabla w)^{2}+w^{2}\right) d x d t .
\end{align*}
$$

Setting in (3.139) $\lambda \rightarrow \infty$, we obtain

$$
\int_{P_{h-\varepsilon}}\left((\nabla w)^{2}+w^{2}\right) d x d t=0 .
$$

Hence, $w(x, t)=0$ in $P_{h-\varepsilon}$. Since $\varepsilon>0$ is an arbitrary sufficiently small number, then $w(x, t)=0$ in $P_{h}$. This, (3.120), (3.123), and (3.129) imply that

$$
b(x)=0 \quad \text { for } x \in\left\{x_{1}+y^{2}<h-\alpha, x_{1}>0\right\} .
$$

Hence, using (3.116), (3.118), and Theorem 2.6.2, we obtain

$$
\widetilde{u}(x, t)=0 \quad \text { for }(x, t) \in\left\{x_{1}+y^{2}<h-\alpha, x_{1}>0\right\} \times(0, T) .
$$

It is clear that, continuing this way, we will arrive at $b(x)=0$ in $\Omega$ and $\widetilde{u}(x, t)=0$ in $Q_{T}$.

### 3.4.3 Case 3: Final overdetermination

Let the elliptic operator $L$ have the same form as in (3.108)-(3.111), where, however, the bounded domain $\Omega$ is replaced with the entire space $\mathbb{R}^{n}$. Thus,

$$
\begin{equation*}
L u=\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i} x_{j}}+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{\chi}^{\alpha} u, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \mathbb{R}^{n}, \tag{3.140}
\end{equation*}
$$

$$
\begin{align*}
& \mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \mathbb{R}^{n},  \tag{3.141}\\
& \mu_{1}, \mu_{2}=\text { const. }>0, \quad \mu_{1} \leq \mu_{2} \tag{3.142}
\end{align*}
$$

Let the number $\beta \in(0,1)$ and let $k \geq 0$ be an integer. Following Theorem 3.4.1, we assume that in (3.140),

$$
\begin{equation*}
a_{i j}, a_{\alpha} \in C^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right) \tag{3.143}
\end{equation*}
$$

Let the number $T=$ const. $>0$. Denote $D_{T}^{n+1}=\mathbb{R}^{n} \times(0, T)$. Consider the Cauchy problem

$$
\begin{align*}
u_{t} & =L u, \quad(x, t) \in D_{T}^{n+1},  \tag{3.144}\\
\left.u\right|_{t=0} & =f(x), \tag{3.145}
\end{align*}
$$

where the function

$$
\begin{equation*}
f \in H^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right) \tag{3.146}
\end{equation*}
$$

Given conditions (3.140)-(3.143) and (3.146), the problems (3.144), (3.145) have a unique solution $u \in C^{2+\beta, 1+\beta / 2}\left(\bar{D}_{T}^{n+1}\right)$ and actually the function $u(x, t)$ has a better smoothness of course [174].

Coefficient Inverse Problem 3.4.3 (CIP 3.4.3). Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain. Suppose that one of coefficients of the operator $L$ in (3.140) is known inside of $\Omega$ and is unknown outside of $\Omega$ while all other coefficients of $L$ are known everywhere. Assume that the initial condition $f(x)$ is also unknown. Determine both that coefficient for $x \in \mathbb{R}^{n} \backslash \Omega$ and the initial condition $f(x)$ for $x \in \mathbb{R}^{n}$, assuming that the following function $F(x)$ is known:

$$
\begin{equation*}
F(x)=u(x, T), \quad x \in \mathbb{R}^{n} . \tag{3.147}
\end{equation*}
$$

Theorem 3.4.4. Assume that conditions (3.140)-(3.142), (3.146) hold. Also, assume that all coefficients of the operator $L$ are such that

$$
\begin{equation*}
a_{i j}, a_{\alpha} \in C^{\infty}(\Omega) \tag{3.148}
\end{equation*}
$$

In addition, let

$$
\frac{\partial^{2}}{\partial x_{j_{0}} \partial x_{i_{0}}} F(x) \neq 0 \quad \text { in } \mathbb{R}^{n} \backslash \Omega
$$

if the coefficient $a_{i_{0} j_{0}}(x)$ is unknown in $\mathbb{R}^{n} \backslash \Omega$ and let

$$
D^{\alpha_{0}} F(x) \neq 0 \quad \text { in } \mathbb{R}^{n} \backslash \Omega
$$

if the coefficient $a_{\alpha_{0}}(x)$ is unknown in $\mathbb{R}^{n} \backslash \Omega$, where $\alpha_{0}$ is a fixed multiindex. Then there exists at most one solution of CIP 3.4.3.

Proof. Consider the Cauchy problem for the following hyperbolic PDE:

$$
\begin{aligned}
v_{t t} & =L v \quad \text { in } D_{\infty}^{n+1} \\
v(x, 0) & =f(x), \quad v_{t}(x, 0)=0 .
\end{aligned}
$$

By Theorem 3.4.1 and Remark 3.4.1 for any number $T^{\prime}=$ const. $>0$, this problem has unique solution $v \in H^{2}\left(\mathbb{R}^{n} \times\left(0, T^{\prime}\right)\right)$. This function

$$
v \in H^{[(n+1) / 2]+5}\left(\mathbb{R}^{n} \times(0, T)\right) \subset C^{4}\left(\mathbb{R}^{n} \times[0, T]\right)
$$

and also the following estimate holds with an arbitrary number $\rho>0$ for all $T^{\prime}>0$ :

$$
\|v\|_{C^{4}\left(\mathbb{R}^{n} \times\left[0, T^{\prime}\right]\right)} \leq B \exp \left(\rho T^{2}\right)\|f\|_{H^{(n+1) / 2]+5}\left(\mathbb{R}^{n}\right)}
$$

Let $T<1 /(8 \rho)$. Hence, considering the Reznickaya transform (3.100), we obtain for $t \in(0,2 T)$,

$$
\begin{equation*}
u(x, t)=\frac{1}{\sqrt{\pi t}} \int_{0}^{\infty} \exp \left[-\frac{\tau^{2}}{4 t}\right] v(x, \tau) d \tau \tag{3.149}
\end{equation*}
$$

It follows from (3.106) with $s=1 /(4 t)$ and (3.149) that for any given point $x \in \mathbb{R}^{n}$ the function $u(x, t)$ is analytic with respect to $t \in(0,2 T)$ as the function of the real variable $t$. Also, it follows from (3.148) that the function $u \in C^{\infty}(\Omega \times(0,2 T))$ [79]. Hence, using (3.147), we obtain

$$
\begin{align*}
u_{t}(x, T) & =L(F)(x), \quad \partial_{t}^{2} u(x, T)=L^{2}(F)(x), \ldots, \partial_{t}^{k+1} u(x, T)=L^{k}(F)(x),  \tag{3.150}\\
x & \in \Omega, \quad k=2,3, \ldots \tag{3.151}
\end{align*}
$$

Since the function $u(x, t)$ is analytic with respect to $t \in(0,2 T)$, then (3.150) and (3.151) imply that the function $u(x, t)$ is uniquely determined for $(x, t) \in \Omega \times(0,2 T)$. Given this, the assertion of Theorem 3.4.4 about the unknown coefficient follows immediately from Theorem 3.4.2.

Next, since the unknown coefficient is determined uniquely, so as the function $u(x, t)$ for $(x, t) \in \Omega \times(0,2 T)$, then by Theorem 2.6.2 the function $u(x, t)$ is also uniquely determined in $Q_{2 T}$. Hence, the initial condition $f(x)=u(x, 0)$ is also determined uniquely.

Some other uniqueness theorems for parabolic CIPs with final overdetermination can be found in [100, 102].

### 3.5 A coefficient inverse problem for an elliptic equation

Consider a convex domain $\Omega \subset \mathbb{R}^{n}$ whose boundary $\partial \Omega$ is piecewise smooth. Consider a piece $\Gamma \subset \partial \Omega$ of the boundary and let $\Gamma \in C^{2}$. Let the number $T>0$. Recall that

$$
Q_{T}^{ \pm}=\Omega \times(-T, T), \quad \Gamma_{T}^{ \pm}=\Gamma \times(-T, T) .
$$

Consider the same elliptic operator $L$ in $\Omega$ as the one in Section 3.4.2,

$$
\begin{align*}
L u & =\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i} x_{j}}+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \Omega,  \tag{3.152}\\
a_{i j} & \in C^{1}(\bar{\Omega}), \quad a_{\alpha} \in C(\bar{\Omega}),  \tag{3.153}\\
\mu_{1}|\xi|^{2} & \leq \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{n}, \forall x \in \bar{\Omega},  \tag{3.154}\\
\mu_{1}, \mu_{2} & =\text { const. }>0 . \tag{3.155}
\end{align*}
$$

Coefficient Inverse Problem 3.5.1 (CIP 3.5.1). Let conditions (3.152)-(3.155) hold. Let the function $u \in C^{3}\left(\bar{Q}_{ \pm T}\right)$ satisfy the following conditions:

$$
\begin{align*}
u_{t t}+L u & =H(x, t) \quad \text { in } Q_{T}^{ \pm},  \tag{3.156}\\
u(x, 0) & =p(x) \quad \text { in } \Omega,  \tag{3.157}\\
\left.u\right|_{\Gamma_{T}^{ \pm}} & =q_{0}(x, t),\left.\quad \partial_{n} u\right|_{\Gamma_{T}^{ \pm}}=q_{1}(x, t) . \tag{3.158}
\end{align*}
$$

Assume that one of coefficients of the operator $L$ in (3.152) is unknown while all other coefficients of $L$ are known. Determine that coefficient, assuming that conditions (3.156)-(3.158) with $u \in C^{3}\left(\bar{Q}_{ \pm T}\right)$ are satisfied and functions $H(x, t), p(x), q_{0}(x, t)$, $q_{1}(x, t)$ are known.

Theorem 3.5.1. In the case when the coefficient $a_{i_{0} j_{0}}(x)$ is unknown, assume that

$$
\frac{\partial^{2}}{\partial x_{j_{0}} \partial x_{i_{0}}} p(x) \neq 0 \quad \text { in } \bar{\Omega} .
$$

And in the case when the coefficient $a_{\alpha_{0}}(x)$ is unknown, assume that $D^{\alpha_{0}} p(x) \neq 0$ in $\bar{\Omega}$, where $\alpha_{0}$ is a fixed multiindex. Then CIP 3.5.1 has at most one solution.

Proof. Recall that Theorem 2.4.1 provides the Carleman estimate for the elliptic operator. Therefore, the proof of Theorem 3.5.1 is completely similar with the proof of Theorem 3.4.2.

### 3.6 Lipschitz stability estimate of a CIP for a hyperbolic equation

In this section, we derive a Lipschitz stability estimate for an analog of the CIP 3.3. The uniqueness Theorem 3.3 was proved for the latter. It is convenient for us to work here
within the framework of Theorem 3.4.1. Hence, we consider the Cauchy problem as the forward problem rather than the initial boundary value problem of Section 3.3. More precisely, the forward problem now is

$$
\begin{array}{ll}
c(x) u_{t t}=\Delta u+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} u, & \text { in } D_{T}^{n+1}, \\
u(x, 0)=g(x), & u_{t}(x, 0)=0, \tag{3.160}
\end{array} \quad x \in \mathbb{R}^{n} . \quad .
$$

We assume that

$$
\begin{align*}
& c, a_{\alpha} \in C^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right), \quad g \in H^{[(n+1) / 2]+5}\left(\mathbb{R}^{n}\right),  \tag{3.161}\\
& \max _{\alpha}\left\|a_{\alpha}\right\|_{C^{[(n+1) / 2]+3}\left(\mathbb{R}^{n}\right)},\|c\|_{C^{[n+1) / 2]+3}\left(\mathbb{R}^{n}\right)},\|g\|_{H^{(n+1) / 2]+5}\left(\mathbb{R}^{n}\right)}<M,  \tag{3.162}\\
& c(x) \in[1, M], \quad \forall x \in \mathbb{R}^{n}, \tag{3.163}
\end{align*}
$$

where $M>0$ is a known number. Then by Theorem 3.4.1, for each $T>0$, there exists unique solution $u \in H^{2}\left(D_{T}^{n+1}\right)$ of problems (3.159)-(3.163). Furthermore,

$$
\begin{equation*}
u \in C^{4}\left(\bar{D}_{T}^{n+1}\right) \tag{3.164}
\end{equation*}
$$

and the following estimate holds for all $T>0$ :

$$
\begin{equation*}
\|u\|_{C^{4}\left(\bar{D}_{T}^{n+1}\right)} \leq B \exp \left(T^{2}\right)\|g\|_{H^{[n+1) / 2]+5}\left(\mathbb{R}^{n}\right)} \tag{3.165}
\end{equation*}
$$

In (3.165), we take $\exp \left(T^{2}\right)$ instead of $\exp \left(\rho T^{2}\right)$ with an arbitrary $\rho>0$ of Theorem 3.4.1 for the sake of convenience. In (3.165), the constant $B=B(M)>0$ depends only on $M$.

Just like in Sections 3.2, 3.3, in this section $\Omega=\left\{x \in \mathbb{R}^{n}:|x|<R\right\}$. Let the number $d>0$. Let the point $x_{0}$ be such that $x_{0} \in \mathbb{R}^{3} \backslash \bar{\Omega}$. Let the number $h>0$ be such that

$$
\begin{equation*}
\left|x_{0}\right|-R>2 \sqrt{h} . \tag{3.166}
\end{equation*}
$$

To apply the Carleman estimate of Theorem 2.5.1, we impose the following analog of condition (3.6):

$$
\begin{equation*}
\left(x-x_{0}, \nabla c\right) \geq d>0, \quad \forall x \in \bar{\Omega} . \tag{3.167}
\end{equation*}
$$

Coefficient Inverse Problem 3.6 (CIP 3.6). Let the function $u(x, t)$ be the solution of the problems (3.159)-(3.164). Assume that the coefficient $c(x)$ is unknown in the domain $\Omega$ and is known outside of it. Determine the coefficient $c(x)$ for $x \in \Omega$, assuming that the following functions $p_{0}(x, t)$ and $p_{1}(x, t)$ are known:

$$
\begin{equation*}
\left.u\right|_{S_{T}}=p_{0}(x, t),\left.\quad \frac{\partial u}{\partial n}\right|_{S_{T}}=p_{1}(x, t) . \tag{3.168}
\end{equation*}
$$

Note that in real measurements only the function $p_{0}(x, t)$ is known. To find the Neumann boundary condition $p_{1}(x, t)$, one can solve equation (3.159) in the domain $\left(\mathbb{R}^{n} \backslash \Omega\right) \times(0, T)$ with the initial conditions (3.160) and the Dirichlet boundary condition $p_{0}(x, t)$.

Theorem 3.6. Assume that conditions (3.159)-(3.163) and (3.166) hold. Suppose that there exist two functions $c_{1}(x), c_{2}(x)$ satisfying conditions (3.162), (3.163), (3.167), which generate two solutions $u_{1}(x, t), u_{2}(x, t) \quad \in \in H^{2}\left(D_{T}^{n+1}\right)$ of problems (3.159), (3.160). By (3.168), let

$$
\begin{array}{ll}
\left.u_{1}\right|_{S_{T}}=p_{0,1}(x, t), & \left.\frac{\partial u_{1}}{\partial n}\right|_{S_{T}}=p_{1,1}(x, t), \\
\left.u_{2}\right|_{S_{T}}=p_{0,2}(x, t), & \left.\frac{\partial u_{2}}{\partial n}\right|_{S_{T}}=p_{1,2}(x, t) .
\end{array}
$$

Also assume that

$$
\begin{align*}
\frac{1}{\bar{c}}\left|\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)\right| & \geq r_{0}=\text { const. }>0, \quad x \in \bar{\Omega}  \tag{3.169}\\
T & >\frac{\sqrt{\left(R+\left|x_{0}\right|\right)\left(R+\left|x_{0}\right|+h\right)}}{\sqrt{\xi_{0}}}, \tag{3.170}
\end{align*}
$$

where $r_{0}$ is a certain number, $h$ is as in (3.166), and the number $\xi_{0}=\xi_{0}\left(M, x_{0}\right) \in(0,1)$ is the number of Theorem 2.5.1. Then there exists a constant

$$
\begin{equation*}
C=C\left(M, d, r_{0}, T, x_{0}\right)>0 \tag{3.171}
\end{equation*}
$$

depending only on listed parameters such that the following Lipschitz stability estimate holds:

$$
\begin{align*}
& \left\|c_{1}-c_{2}\right\|_{L_{2}(\Omega)}  \tag{3.172}\\
& \quad \leq C\left(\left\|\partial_{t}^{2} p_{0,1}-\partial_{t}^{2} p_{0,2}\right\|_{H^{1}\left(S_{T}\right)}+\left\|\partial_{t}^{2} p_{1,1}-\partial_{t}^{2} p_{1,2}\right\|_{L_{2}\left(S_{T}\right)}\right) .
\end{align*}
$$

Proof. This proof combines ideas of proofs of Theorems 2.7.1 and 3.3. In this proof, $C>0$ denotes different constants depending only on parameters listed in (3.171).

Denote

$$
\tilde{c}=c_{1}-c_{2}, \quad \widetilde{u}=u_{1}-u_{2}, \quad \tilde{p}_{0}=p_{0,1}-p_{0,2}, \quad \tilde{p}_{1}=p_{1,1}-p_{1,2} .
$$

We obtain

$$
\begin{align*}
c_{1}(x) \widetilde{u}_{t t}-\Delta \widetilde{u}-\sum_{j=1}^{n} a_{\alpha}(x) D_{x}^{\alpha} \widetilde{u} & =-\widetilde{c}(x) u_{2 t t}, \quad \text { in } Q_{T},  \tag{3.173}\\
\widetilde{u}(x, 0) & =\widetilde{u}_{t}(x, 0)=0, \tag{3.174}
\end{align*}
$$

$$
\begin{equation*}
\left.\widetilde{u}\right|_{S_{T}}=\tilde{p}_{0},\left.\quad \frac{\partial \widetilde{u}}{\partial n}\right|_{S_{T}}=\widetilde{p}_{1} . \tag{3.175}
\end{equation*}
$$

It follows from (3.159), (3.160), (3.163), and (3.169) that

$$
\begin{equation*}
\left|u_{2 t t}(x, 0)\right| \geq \frac{1}{\bar{c}}\left|\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)\right| \geq r_{0}, \quad \forall x \in \bar{\Omega} . \tag{3.176}
\end{equation*}
$$

Differentiate (3.173) and (3.175) twice with respect to $t$ and denote

$$
\begin{equation*}
v(x, t)=\tilde{u}_{t t}(x, t) . \tag{3.177}
\end{equation*}
$$

Using (3.164) and (3.174), we obtain

$$
\begin{align*}
c_{1}(x) v_{t t}-\Delta v-\sum_{|\alpha| \leq 1} a_{\alpha}(x) D^{\alpha} v & =-\widetilde{c}(x) \partial_{t}^{4} u_{2} \quad \text { in } Q_{T},  \tag{3.178}\\
v(x, 0) & =\widetilde{c}(x) f(x),  \tag{3.179}\\
v_{t}(x, 0) & =0,  \tag{3.180}\\
\left.v\right|_{S_{T}} & =\tilde{p}_{0 t t}(x, t), \left.\quad \frac{\partial u}{\partial n} \right\rvert\, S_{T}=\tilde{p}_{1 t t}(x, t),  \tag{3.181}\\
f(x) & =-\frac{u_{2 t t}(x, 0)}{c_{1}(x)}  \tag{3.182}\\
& =-\frac{1}{c_{1}(x) c_{2}(x)}\left(\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)\right) .
\end{align*}
$$

By (3.173), (3.177), (3.179), and (3.182)

$$
\begin{align*}
-\widetilde{c}(x) & =\frac{c_{1}(x)}{u_{2 t t}(x, 0)} v(x, 0) \\
& =\frac{c_{1}(x) c_{2}(x)}{\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)}\left(v(x, t)-\int_{0}^{t} v_{t}(x, \tau) d \tau\right) . \tag{3.183}
\end{align*}
$$

Denote

$$
\begin{equation*}
P(x, t)=\frac{c_{1}(x) c_{2}(x)}{\Delta g(x)+\sum_{|\alpha| \leq 1} a_{\alpha}(x) D_{x}^{\alpha} g(x)} \partial_{t}^{4} u_{2}(x, t) . \tag{3.184}
\end{equation*}
$$

Then, using (3.162)-(3.176), we obtain

$$
\begin{equation*}
\|P\|_{C\left(\bar{Q}_{T}\right)} \leq C . \tag{3.185}
\end{equation*}
$$

Substituting (3.183) and (3.184) in (3.178), we replace (3.178)-(3.181) with

$$
\begin{equation*}
c_{1}(x) v_{t t}-\Delta v-\sum_{|\alpha| \leq 1} a_{\alpha}(x) D^{\alpha} v=P(x, t)\left(v(x, t)-\int_{0}^{t} v_{t}(x, \tau) d \tau\right), \tag{3.186}
\end{equation*}
$$

$$
\begin{align*}
v_{t}(x, 0) & =0  \tag{3.187}\\
\left.v\right|_{S_{T}} & =\widetilde{p}_{0 t t}(x, t), \left.\quad \frac{\partial v}{\partial n} \right\rvert\, s_{T}=\widetilde{p}_{1 t t}(x, t) \tag{3.188}
\end{align*}
$$

Prior applying the Carleman estimate of Theorem 2.5.1 and Corollary 2.5.1, we now figure out some subdomains of the domain $Q_{T}$. By (3.166), there exists a number $\xi_{1} \in$ $\left(0, \xi_{0}\right)$ such that

$$
\begin{equation*}
\xi T^{2}>\left(R+\left|x_{0}\right|\right)\left(R+\left|x_{0}\right|+2 \sqrt{h}\right), \quad \forall \xi \in\left(\xi_{1}, \xi_{0}\right) \tag{3.189}
\end{equation*}
$$

We now show that

$$
\begin{equation*}
\Omega \subset\left\{\left|x-x_{0}\right|>2 \sqrt{h}\right\} . \tag{3.190}
\end{equation*}
$$

Indeed, by the triangle inequality and (3.166)

$$
\left|x-x_{0}\right| \geq\left|x_{0}\right|-|x|>\left|x_{0}\right|-R>2 \sqrt{h}, \quad \forall x \in \Omega=\{|x|<R\},
$$

which proves (3.190).
Let the number $\xi \in\left(\xi_{1}, \xi_{0}\right)$. Introduce the function $\psi(x, t)$ depending on $\xi$ as on a parameter,

$$
\psi(x, t)=\left|x-x_{0}\right|^{2}-\xi t^{2} .
$$

The Carleman Weight Function (CWF) is

$$
\varphi(x, t)=\exp [2 \lambda \psi(x, t)],
$$

where $\lambda>1$ is a large parameter, which we will be specified later.
Consider the hypersurface $\psi_{h}$ in $Q_{T}$ defined as

$$
\begin{equation*}
\psi_{h}=\left\{(x, t):\left|x-x_{0}\right|^{2}-\xi t^{2}=h, x \in \Omega, t>0\right\} . \tag{3.191}
\end{equation*}
$$

Then $\psi_{h}$ is a level surface of the function $\psi(x, t)$. Also, consider the interior $G_{h}$ of that hypersurface

$$
\begin{equation*}
G_{h}=\left\{(x, t):\left|x-x_{0}\right|^{2}-\xi t^{2}>h, x \in \Omega, t>0\right\} . \tag{3.192}
\end{equation*}
$$

It follows from (3.189)-(3.192) that

$$
\begin{align*}
G_{3 h} & \subset G_{3 h} \subset G_{2 h} \subset G_{h},  \tag{3.193}\\
\overline{G_{h}} & \cap t=T\}=\varnothing,  \tag{3.194}\\
\overline{G_{4 h}} & \cap t=0\}=\Omega,  \tag{3.195}\\
\partial G_{h} & =\partial_{1} G_{h} \cup \partial_{2} G_{h}, \tag{3.196}
\end{align*}
$$

$$
\begin{align*}
& \partial_{1} G_{h}=\left\{(x, t):|x|=R,\left|x-x_{0}\right|^{2}-\xi t^{2}>h\right\},  \tag{3.197}\\
& \partial_{2} G_{h}=\left\{(x, t): x \in \Omega,\left|x-x_{0}\right|^{2}-\xi t^{2}=h\right\} . \tag{3.198}
\end{align*}
$$

Furthermore, it follows from (3.189) and (3.195) that there exists a number $\sigma>0$ such that

$$
\begin{equation*}
\{(x, t) \in \Omega \times(0, \sigma)\}=Q_{\sigma} \subset G_{4 h} . \tag{3.199}
\end{equation*}
$$

Now we are ready to apply the Carleman estimate of Theorem 2.5.1 under the condition of Corollary 2.5.1. Keeping in mind (3.193), consider the cut-off function $\chi(x, t)$,

$$
\left\{\begin{array}{l}
\chi \in C^{2}\left(\overline{G_{h}}\right),  \tag{3.200}\\
\chi(x, t)= \begin{cases}1, & (x, t) \in G_{3 h}, \\
0, & (x, t) \in G_{h}(0) \backslash G_{2 h}, \\
\text { between 0 and 1 } & \text { for }(x, t) \in G_{2 h} \backslash G_{3 h} .\end{cases}
\end{array}\right.
$$

In particular, by (3.193), (3.199), and (3.200)

$$
\begin{equation*}
\chi(x, t)=1 \quad \text { for }(x, t) \in Q_{\sigma} \subset G_{4 h} . \tag{3.201}
\end{equation*}
$$

Introduce the function $w(x, t)$ as

$$
\begin{equation*}
w(x, t)=\chi(x, t) v(x, t) . \tag{3.202}
\end{equation*}
$$

We have

$$
\begin{align*}
\chi\left(c_{1} v_{t t}-\Delta v\right)= & c_{1} w_{t t}-\Delta w  \tag{3.203}\\
& -2 c_{1} \chi_{t} v_{t}-c_{1} \nu_{t t}+2 \nabla \lambda \nabla v+v \Delta \chi .
\end{align*}
$$

Multiply both sides of equation (3.186) by the function $\chi(x, t)$. Using (3.185), (3.201), (3.202), and (3.203), we obtain

$$
\begin{align*}
\left|c_{1} w_{t t}-\Delta w\right| \leq & C(|\nabla w|+|w|)  \tag{3.204}\\
& +C \int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau+C\left(|\nabla v|+\left|v_{t}\right|+|v|\right), \quad \text { in } Q_{T}, \\
w_{t}(x, 0)= & 0,  \tag{3.205}\\
\left.w\right|_{S_{T}}= & \chi \widetilde{p}_{0 t t}(x, t), \quad \frac{\partial w}{\partial n} \left\lvert\, S_{T}=\chi \widetilde{p}_{1 t t}(x, t)+\frac{\partial \chi}{\partial n} \tilde{p}_{0 t t}(x, t) .\right. \tag{3.206}
\end{align*}
$$

Denote

$$
\begin{equation*}
m=m\left(x_{0}, R, M\right)=\max _{(x, t) \in \bar{G}_{h}} \max _{\xi \in\left[\xi_{1}, \xi_{0}\right]} \psi(x, t) . \tag{3.207}
\end{equation*}
$$

Square both sides of (3.204). Then multiply by the $\operatorname{CWF} \varphi(x, t)$ with $\xi \in\left(\xi_{1}, \xi_{0}\right)$, integrate over the subdomain $G_{h}$ of the time cylinder $Q_{T}$ and use the Carleman estimate of Theorem 2.5.1 in combination with Corollary 2.5.1. In addition, use (3.193)-(3.198) and (3.205)-(3.207). We obtain

$$
\begin{align*}
& \lambda^{3} e^{2 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) \\
& \quad+\int_{G_{h}}\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2} \varphi d x d t+\int_{G_{h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t \\
& \quad+\int_{G_{h}}\left(|\nabla w|^{2}+w^{2}\right) \varphi d x d t  \tag{3.208}\\
& \geq C \lambda \int_{G_{h}}\left(|\nabla w|^{2}+w_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{G_{h}} w^{2} \varphi d x d t, \quad \forall \lambda \geq \lambda_{0}
\end{align*}
$$

where $\lambda_{0}=\lambda_{0}\left(\Omega, \xi_{0}, x_{0}\right)>1$ is the number of Theorem 2.5.1. Similarly, with (3.51)

$$
\begin{equation*}
\int_{G_{h}}\left(\int_{0}^{t}\left|v_{t}(x, \tau)\right| d \tau\right)^{2} \varphi d x d t \leq \frac{C}{\lambda} \int_{G_{h}} v_{t}^{2} \varphi d x d t \tag{3.209}
\end{equation*}
$$

Hence, choosing a sufficiently large $\lambda_{1}=\lambda_{1}(M, d, T) \geq \lambda_{0}$ and using (3.208), we obtain for all $\lambda \geq \lambda_{0}$,

$$
\begin{align*}
& \lambda^{3} e^{2 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) \\
& \quad \quad+\int_{G_{h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t  \tag{3.210}\\
& \quad \geq C \lambda \int_{G_{h}}\left(|\nabla w|^{2}+w_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{G_{h}} w^{2} \varphi d x d t, \quad \forall \lambda \geq \lambda_{1} .
\end{align*}
$$

Next since by (3.193) $G_{3 h} \subset G_{h}$, then (3.193) and (3.210) imply that

$$
\begin{align*}
& \lambda^{3} e^{2 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) \\
& \quad+\int_{G_{h} \backslash G_{3 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t+\int_{G_{3 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t  \tag{3.211}\\
& \quad \geq C \lambda \int_{G_{3 h}}\left(|\nabla w|^{2}+w_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{G_{3 h}} w^{2} \varphi d x d t, \quad \forall \lambda \geq \lambda_{1} .
\end{align*}
$$

Since by (3.192) $\varphi(x, t) \in\left(e^{2 \lambda h}, e^{6 \lambda h}\right]$ for $(x, t) \in G_{h} \backslash G_{3 h}$ and since by (3.200) and (3.202) $w(x, t)=v(x, t)$ for $(x, t) \in G_{3 h}$, then (3.211) implies for all sufficiently large values of
$\lambda \geq \lambda_{2}=\lambda_{2}(M, d, T) \geq \lambda_{1}$,

$$
\begin{aligned}
& \lambda^{3} e^{2 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) \\
& \quad+e^{6 \lambda h} \int_{G_{h} \backslash G_{3 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) \varphi d x d t \\
& \geq C \lambda \int_{G_{3 h}}\left(|\nabla v|^{2}+v_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{G_{3 h}} v^{2} \varphi d x d t \\
& \geq \lambda^{3} e^{2 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) \\
& \quad+e^{6 \lambda h} \int_{G_{G} \backslash G_{3 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d x d t \\
& \geq C \lambda \int_{G_{4 h}}\left(|\nabla v|^{2}+v_{t}^{2}\right) \varphi d x d t+C \lambda^{3} \int_{G_{4 h}} v^{2} \varphi d x d t \\
& \geq C e^{8 \lambda h} \int_{G_{4 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d x d t .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\int_{G_{4 h}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d x d t \leq & C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \\
& +C e^{3 \lambda m}\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\widetilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right), \\
& \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, d, T) .
\end{aligned}
$$

Combining the latter estimate with (3.199), we obtain

$$
\begin{align*}
\int_{Q_{\sigma}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d x d t \leq & C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \\
& +C e^{3 \lambda m}\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right),  \tag{3.212}\\
& \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, d, T) .
\end{align*}
$$

By implying that there exists a number $t_{0} \in[0, \sigma]$ such that

$$
\int_{\Omega}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right)\left(x, t_{0}\right) d x=\frac{1}{\sigma} \int_{Q_{\sigma}}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right) d x d t
$$

Hence, using (3.212), we obtain

$$
\begin{align*}
\int_{\Omega}\left(|\nabla v|^{2}+v_{t}^{2}+v^{2}\right)\left(x, t_{0}\right) d x \leq & C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \\
& +C e^{3 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right),  \tag{3.213}\\
& \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, d, T) .
\end{align*}
$$

In addition, since $Q_{t_{0}} \subset Q_{\sigma}$, then (3.212) implies that for all $\lambda \geq \lambda_{2}$,

$$
\begin{align*}
\int_{Q_{t_{0}}}\left(\int_{0}^{t} v_{t}(x, \tau) d \tau\right)^{2} d x d t & \leq C\|v\|_{H^{1}\left(Q_{t_{0}}\right)}^{2}  \tag{3.214}\\
& \leq C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2}+C e^{3 \lambda m}\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right)
\end{align*}
$$

And, more generally,

$$
\begin{align*}
\|v\|_{H^{1}\left(Q_{t_{0}}\right)}^{2} \leq & C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \\
& +C e^{3 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right),  \tag{3.215}\\
& \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, d, T)
\end{align*}
$$

Consider now equation (3.186) with the Dirichlet boundary data of (3.188) in the time cylinder $Q_{t_{0}, T}=\Omega \times\left(t_{0}, T\right)$. We can consider the following initial boundary value problem with the initial data at $\left\{t=t_{0}\right\}$ :

$$
\begin{align*}
& c_{1}(x) v_{t t}-\Delta v-\sum_{|\alpha| \leq 1} a_{\alpha}(x) D^{\alpha} v  \tag{3.216}\\
& \quad=P(x, t)\left(v(x, t)-\int_{t_{0}}^{t} v_{t}(x, \tau) d \tau\right)+P(x, t) \int_{0}^{t_{0}} v_{t}(x, \tau) d \tau, \quad \text { in } Q_{t_{0}, T}, \\
& v\left(x, t_{0}\right)=f_{0}(x), \quad v_{t}\left(x, t_{0}\right)=f_{1}(x),  \tag{3.217}\\
& \left.v\right|_{S_{t_{0}, T}}=\tilde{p}_{0 t t}(x, t),\left.\quad \frac{\partial v}{\partial n}\right|_{S_{0}, T}=\tilde{p}_{1 t t}(x, t) \tag{3.218}
\end{align*}
$$

where $S_{t_{0}, T}=\Omega \times\left(t_{0}, T\right)$. Hence, applying the standard method of energy estimates to the problems (3.216)-(3.218) and taking into account (3.214), we obtain

$$
\begin{align*}
\|v\|_{H^{1}\left(Q_{t_{0}, T}\right)}^{2} & \leq C\left(\left\|f_{0}\right\|_{H^{1}(\Omega)}^{2}+\left\|f_{1}\right\|_{L_{2}(\Omega)}^{2}\right)  \tag{3.219}\\
& \leq C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2}+C e^{3 \lambda m}\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) .
\end{align*}
$$

Summing up (3.215) and (3.219), we obtain for all $\lambda \geq \lambda_{2}$,

$$
\begin{align*}
\|v\|_{H^{1}\left(Q_{T}\right)}^{2} & \leq C\left(\left\|f_{0}\right\|_{H^{1}(\Omega)}^{2}+\left\|f_{1}\right\|_{L_{2}(\Omega)}^{2}\right)  \tag{3.220}\\
& \leq C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2}+C e^{3 \lambda m}\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\widetilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) .
\end{align*}
$$

We now estimate from the above the term $\left\|f_{0}\right\|_{H^{1}(\Omega)}^{2}+\left\|f_{1}\right\|_{L_{2}(\Omega)}^{2}$ in (3.220). It follows from (3.213) and (3.217) that

$$
\begin{aligned}
& \left\|f_{0}\right\|_{H^{1}(\Omega)}^{2}+\left\|f_{1}\right\|_{L_{2}(\Omega)}^{2} \leq C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \\
& \quad+C e^{3 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\widetilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right), \quad \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, R, d, T) .
\end{aligned}
$$

Substituting this in (3.220), we obtain

$$
\begin{align*}
\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \leq & C e^{-2 \lambda h}\|v\|_{H^{1}\left(Q_{T}\right)}^{2}  \tag{3.221}\\
& +C e^{3 \lambda m}\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right), \quad \forall \lambda \geq \lambda_{2}=\lambda_{2}(M, R, d, T) .
\end{align*}
$$

Choose $\lambda_{3}=\lambda_{3}(M, R, d, T) \geq \lambda_{2}$ so large that $C e^{-2 \lambda_{3} h} \leq 1 / 2$. And set in (3.221) $\lambda=\lambda_{3}$. We obtain

$$
\|v\|_{H^{1}\left(Q_{T}\right)}^{2} \leq C\left(\left\|\widetilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}^{2}+\left\|\widetilde{p}_{1 t t t}\right\|_{L_{2}\left(S_{T}\right)}^{2}\right) .
$$

Hence, by the trace theorem

$$
\begin{equation*}
\|v(x, 0)\|_{L_{2}(\Omega)} \leq C\left(\left\|\tilde{p}_{0 t t}\right\|_{H^{1}\left(S_{T}\right)}+\left\|\tilde{p}_{1 t t}\right\|_{L_{2}\left(S_{T}\right)}\right) . \tag{3.222}
\end{equation*}
$$

Finally, the target estimate (3.172) of this theorem follows from estimate (3.222) combined with (3.176), (3.179), and (3.182).

## 4 The quasi-reversibility numerical method for ill-posed Cauchy problems for linear PDEs

### 4.1 Introduction

In this chapter, we republish some parts of [ $9,132,134,135,165]$, although with some deviations. Permissions for republications are obtained from the publishers.

We describe here those numerical methods for ill-posed Cauchy problems for linear PDEs, which are based on the Quasi Reversibility Method (QRM). Indeed, while Hölder stability results were obtained for these problems in Chapter 2, the next natural question is: How to solve these problems numerically? It is well known that these problems are simpler than coefficient inverse problems. In fact, there are many publications devoted to various numerical methods for ill-posed Cauchy problems for PDE. We now cite some of them and there are many more [8, 72, 74, 75, 90-92, 107, 169]. However, each of these works uses its own idea for handling the problem under study.

The QRM was first proposed in the pioneering book of French mathematicians Lattes and Lions in 1969 [182]. The first numerical results on this method were also presented in [182]. However, Lattes and Lions have in their computations the FDM for the strong formulations with equations of the fourth order with the operator $A^{*} A$. Carleman estimates were not used and convergence rates of the regularized solutions were not established in [182].

We formulate the QRM as the problem of the minimization of a Tikhonov-like functional with an unbounded partial\differential operator in it. The first step of the convergence analysis is to prove existence and uniqueness of the minimizer of this functional. In fact, this is rather easy to do if using the classical Riesz theorem. What is not trivial is the second step: to establish the convergence rate of minimizers to the exact solution as the noise level in the data tends to zero. Recall that in the theory of ill-posed problems, such minimizers are called regularized solutions; see, for example, [22, 244]. The latter proof is obtained via an application of a Carleman estimate. We demonstrate in this chapter that the QRM can be applied to a wide class of illposed Cauchy problems for linear PDEs, that is, the QRM is a universal regularization method. It works for those PDEs, for which Carleman estimates hold.

The idea of applications of Carleman estimates for establishing the convergence rate of regularized solutions of the QRM as the level of the noise in the data tends to zero was originated in 1991 in works [153, 161]. Next, this idea was explored in a number of publications; see works [57, 64, 134, 147, 148, 156, 158, 161, 166, 236]. Furthermore, it was discovered in [156] that the QRM can be applied to the inversion of the Radon transform with incomplete data. Indeed, it was shown in, for example, the book of Hasanoglu and Romanov [87] that the inversion of the Radon transform is equivalent to the solution of a linear inverse source problem for a transport equation. Thus, a new numerical method, which is based on the QRM, was developed in [156]
for the latter inverse problem. Furthermore, the data in [156] are incomplete. Next, two modifications of the method of [156] were applied to various inverse source problems with incomplete data [148, 236], including even the linearized travel time tomography problem [148]. The latter problem is considered in detail in Chapter 12.

We also draw attention of the reader to our work [152] in which the famous linear integral equation derived by Mikhail Mikhailovich Lavrent'ev in 1964 [183] is applied to solve a highly nonlinear coefficient inverse problem for the equation $c(x) u_{t t}=\Delta u$. Surprisingly, it works well. The Lavrent'ev equation is solved in [152] via applying the QRM to a system of elliptic partial differential equations. A member of the Russian Academy of Science, M. M. Lavrent'ev (1932-2010), was the thesis advisor of M. V. Klibanov in 1973-1977. Lavrent'ev was one of founders of the theory of inverse and ill-posed problems. That integral equation is actually the formula (7.18) of the book [184].

We point out that the conventional regularization theory for linear ill-posed problems uses only bounded linear operators for the Tikhonov functional; see, for example, [184]. Unlike this, the QRM uses unbounded PDE operators for this purpose. Actually, this is the underlying reason of why do we need Carleman estimates to estimate convergence rates of regularized solutions.

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain and $A(x, D)$ be a linear Partial Differential Operator (PDO) of the second order acting in $\Omega$. We assume that this operator admits a Carleman estimate, that is, conditions formulated in the beginning of Section 2.1 of Chapter 2 are in place. Therefore, results of this chapter are very general ones. Consider the Partial Differential Equation (PDE) $A(x, D) u=f, x \in \Omega$ and an ill-posed Cauchy problem for it. First, we present below the QRM below for a general operator $A(x, D)$ and establish the convergence rate of the QRM as the noise level in the data tends to zero. More precisely, we establish the convergence rate of the regularized solutions. Next, we specify our method for three main classes of ill-posed Cauchy problems: for elliptic, hyperbolic, and parabolic PDEs. Such rates were also established for the initial boundary value problem for the parabolic PDE with the reversed time [166].

The material of this chapter is a purely analytical one; also, see Chapter 12 for the QRM for a linearized coefficient inverse problem with a numerical result. Numerical studies of a variety of versions of the QRM can be found in papers of Bourgeois with his coauthors Dardé and Ponomarev [40-43, 45-47], Dardé with his coauthors Hannukainen and Hyvönen [68, 69] and Klibanov with his coauthors [57, 64, 147, 148, 156, 158, 161, 236].

Remark 4.1.1. A natural question is on how to minimize functionals of QRM numerically. The answer is as follows. First, the partial differential operator of this functional should be written in finite differences. Next, the minimization should be done with respect to the values of the unknown function at grid points. There are two ways of calculating the gradient of the functional in this case:

1. First, suppose that we have numbered grid points are $\left\{x_{j}\right\}_{j=1}^{n}$. Let $v_{j}=v\left(x_{j}\right)$ be the values of the target function $v$ at grid points. Let $J(v)=J\left(v_{1}, \ldots, v_{n}\right)$ be the func-
tional we minimizer in the QRM. Then the vector of the gradient $\nabla J(v)$ at the point $v$ is formed using

$$
\frac{\partial J(v)}{\partial v_{j}} \approx \frac{J\left(v_{1}, \ldots, v_{j-1}, v_{j}+h, v_{j+1}, \ldots, v_{n}\right)-J\left(v_{1}, \ldots, v_{j-1}, v_{j}, v_{j+1}, \ldots, v_{n}\right)}{h}
$$

where $h>0$ is an appropriate sufficiently small number.
2. Second, one could calculate the gradient via explicit, although long, formulas using the Kronecker symbol; see some details in section 6 of the work [147]. In [ $57,64,147,148,156,158,161,236]$, the second approach was used. The same is true for all works on the numerical issues of the convexification.

### 4.2 The Quasi-Reversibility Method (QRM)

### 4.2.1 The Carleman estimate

For reader's convenience, we now recall a general Carleman estimate of Section 2.1 of Chapter 2. Consider the function $\psi \in C^{2}(\bar{\Omega})$ such that $|\nabla \psi| \neq 0$ in $\bar{\Omega}$. For a number $h \geq 0$, denote

$$
\begin{equation*}
\psi_{h}=\{x \in \bar{\Omega}: \psi(x)=h\}, \quad \Omega_{h}=\{x \in \Omega: \psi(x)>h\} . \tag{4.1}
\end{equation*}
$$

Let the domain $\Omega_{h} \neq \varnothing$. Consider a part $\Gamma_{h}$ of $\partial \Omega$ defined as

$$
\begin{equation*}
\Gamma_{h}=\{x \in \partial \Omega: \psi(x)>h\} . \tag{4.2}
\end{equation*}
$$

Then the boundary $\partial \Omega_{h}$ of $\Omega_{h}$ is

$$
\begin{gather*}
\partial \Omega_{h}=\partial_{1} \Omega_{h} \cup \partial_{2} \Omega_{h},  \tag{4.3}\\
\partial_{1} \Omega_{h}=\psi_{h}, \quad \partial_{2} \Omega_{h}=\Gamma_{h} . \tag{4.4}
\end{gather*}
$$

Let $\lambda>1$ be a sufficiently large parameter, which we will specify later. Consider the function $\varphi(x)$,

$$
\begin{equation*}
\varphi(x)=\exp (\lambda \psi(x)) \tag{4.5}
\end{equation*}
$$

It follows from (4.1) and (4.5) that

$$
\begin{equation*}
\min _{\bar{\Omega}_{h}} \varphi(x)=\left.\varphi(x)\right|_{\psi_{h}} \equiv e^{\lambda h} \tag{4.6}
\end{equation*}
$$

Consider a linear partial differential operator $A(x, D)$ of the second order with real valued coefficients in $\Omega$,

$$
\begin{equation*}
A(x, D) u=\sum_{|\alpha| \leq 2} a_{\alpha}(x) D^{\alpha} u, \quad x \in \Omega . \tag{4.7}
\end{equation*}
$$

Its principal part $A_{0}(x, D)$ is

$$
\begin{equation*}
A_{0}(x, D) u=\sum_{|\alpha|=2} a_{\alpha}(x) D^{\alpha} u . \tag{4.8}
\end{equation*}
$$

We assume that coefficients $a_{\alpha}(x)$ of the operator $A(x, D)$ satisfy the following conditions:

$$
\begin{align*}
& a_{\alpha} \in C^{1}(\bar{\Omega}) \quad \text { for }|\alpha|=2,  \tag{4.9}\\
& a_{\alpha} \in C(\bar{\Omega}) \quad \text { for }|\alpha|=0,1 . \tag{4.10}
\end{align*}
$$

We now recall the Definition 2.1.1 of the pointwise Carleman estimate for the operator $A_{0}(x, D)$.

Definition 4.2.1. For the coefficients $a_{\alpha}(x)$ of the operator $A_{0}(x, D)$ in (4.8), let $K=$ $\max _{|\alpha|=2}\left\|a_{\alpha}\right\|_{C^{1}(\bar{\Omega})}$. The operator $A_{0}(x, D)$ admits pointwise Carleman estimate in the domain $\Omega_{h}$ if there exist constants $\lambda_{0}\left(\Omega_{h}, K\right)>1, C\left(\Omega_{h}, K\right)>0$ depending only on the domain $\Omega_{h}$ and the number $K$, such that the following a priori estimate holds:

$$
\begin{gather*}
\left(A_{0} u\right)^{2} \varphi^{2}(x) \geq C \lambda(\nabla u)^{2} \varphi^{2}(x)+C \lambda^{3} u^{2} \varphi_{\lambda}^{2}(x)+\operatorname{div} U,  \tag{4.11}\\
\forall \lambda \geq \lambda_{0}, \forall u \in C^{2}\left(\bar{\Omega}_{h}\right), \forall x \in \Omega_{h}, \tag{4.12}
\end{gather*}
$$

where following estimate holds for the divergence term $\operatorname{div} U$ :

$$
\begin{equation*}
|U| \leq C \lambda^{3}\left[(\nabla u)^{2}+u^{2}\right] \varphi^{2}(x) \tag{4.13}
\end{equation*}
$$

In this case, the function $\varphi(x)$ is called the Carleman Weight Function (CWF) for the operator $A(x, D)$.

We use in the last sentence $A(x, D)$ instead of $A_{0}(x, D)$ because by Lemma 2.1.1 the Carleman estimate for the operator $A(x, D)$ in (4.7) is independent on low order terms of this operator.

### 4.2.2 The Quasi-Reversibility Method (QRM)

Let the function $f \in L_{2}\left(\Omega_{h}\right)$. Assume that conditions of Section 4.2.1 hold.
Cauchy problem. Suppose that the function $u \in H^{2}\left(\Omega_{h}\right)$ solves the equation

$$
\begin{equation*}
A(x, D) u=f \quad \text { in } \Omega_{h} \tag{4.14}
\end{equation*}
$$

and satisfies the following Cauchy boundary conditions at $\Gamma_{h}$ :

$$
\begin{equation*}
\left.u\right|_{\Gamma_{h}}=p_{0}(x),\left.\quad \partial_{n} u\right|_{\Gamma_{h}}=p_{1}(x) . \tag{4.15}
\end{equation*}
$$

Find the function $u(x)$ for $x \in \Omega_{h}$.

We assume that there exists a function $F \in H^{2}\left(\Omega_{h}\right)$ satisfying Cauchy boundary conditions (4.15), that is,

$$
\begin{equation*}
\left.F\right|_{\Gamma_{h}}=p_{0}(x),\left.\quad \partial_{n} F\right|_{\Gamma_{h}}=p_{1}(x) . \tag{4.16}
\end{equation*}
$$

In fact, it is unlikely that the existence theorem holds for problem (4.14), (4.15). Thus, we find an approximate solution of this problem in the least squares sense, that is, as a minimizer of the Tikhonov functional with the regularization parameter $\alpha \in(0,1)$. This functional is

$$
\begin{equation*}
J_{\alpha}(u)=\|A(x, D) u-f\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\alpha\|u-F\|_{H^{2}\left(\Omega_{h}\right)}^{2} . \tag{4.17}
\end{equation*}
$$

Minimization problem of the QRM. Find a minimizer $u_{\alpha} \in H^{2}\left(\Omega_{h}\right)$ of the functional $J_{\alpha}(u)$ in (4.17) satisfying Cauchy boundary conditions (4.15).

For brevity, $A:=A(x, D)$ below. As stated in Section 4.1, in the regularization theory, such a minimizer is called the regularized solution. As the first step, we prove the existence and uniqueness of the regularized solution. This is rather easy to do if applying Riesz theorem.

Theorem 4.2.1 (existence and uniqueness of the minimizer). For every value of the regularization parameter $\alpha \in(0,1)$, there exists unique minimizer $u_{\alpha} \in H^{2}\left(\Omega_{h}\right)$ of the functional $J_{\alpha}(u)$. Furthermore, there exists a constant $C=C\left(\Omega_{h}, A(x, D)\right)>0$ depending only on listed parameters such that the following estimate holds:

$$
\begin{equation*}
\left\|u_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)} \leq \frac{C}{\sqrt{\alpha}}\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right) . \tag{4.18}
\end{equation*}
$$

Proof. In this proof, $C>0$ denotes different constants depending only on above listed parameters. Introduce the subspace $H_{0}^{2}\left(\Omega_{h}\right)$ of the space $H^{2}\left(\Omega_{h}\right)$ as

$$
H_{0}^{2}\left(\Omega_{h}\right)=\left\{w \in H^{2}\left(\Omega_{h}\right):\left.w\right|_{\Gamma_{h}}=\left.\partial_{n} w\right|_{\Gamma_{h}}=0\right\} .
$$

Let $w=u-F$. By (4.15) and (4.16), the function $w \in H_{0}^{2}\left(\Omega_{h}\right)$. The functional $J_{\alpha}(u)$ becomes

$$
\begin{equation*}
I_{\alpha}(w)=\|A w+(A F-f)\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\alpha\|w\|_{H^{2}\left(\Omega_{h}\right)}^{2}, \quad w \in H_{0}^{2}\left(\Omega_{h}\right) \tag{4.19}
\end{equation*}
$$

The minimization of functional (4.19) is equivalent with the minimization of functional (4.17), subject to boundary conditions (4.15). Let $w_{\alpha}$ be a minimizer of the functional $I_{\alpha}(w)$. By the variational principle, the following identity holds:

$$
\begin{equation*}
\left(A w_{\alpha}, A v\right)+\alpha\left[w_{\alpha}, v\right]=(A v, f-A F), \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) \tag{4.20}
\end{equation*}
$$

where (, ) and [, ] are scalar products in $L_{2}\left(\Omega_{h}\right)$ and $H^{2}\left(\Omega_{h}\right)$, respectively. Denote

$$
\{p, v\}_{\alpha}=(A p, A v)+\alpha[p, v], \quad \forall p, v \in H_{0}^{2}\left(\Omega_{h}\right) .
$$

Hence, $\{p, v\}_{\alpha}$ defines a new scalar product in the Hilbert space $H_{0}^{2}\left(\Omega_{h}\right)$ and the corresponding norm $\{v\}_{\alpha}=\sqrt{\{v, V\}_{\alpha}}$ satisfies

$$
\begin{equation*}
\sqrt{\alpha}\|v\|_{H^{2}\left(\Omega_{h}\right)} \leq\{v\}_{\alpha} \leq C\|v\|_{H^{2}\left(\Omega_{h}\right)}, \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.21}
\end{equation*}
$$

Thus, the new norm $\{v\}_{\alpha}$ is equivalent with the standard norm $\|v\|_{H^{2}\left(\Omega_{h}\right)}$. Hence, we rewrite (4.20) in the equivalent form,

$$
\begin{equation*}
\left\{w_{\alpha}, v\right\}_{\alpha}=(A v, f-A F), \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.22}
\end{equation*}
$$

By (4.21),

$$
\begin{equation*}
|(A v, f-A F)| \leq C\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right)\{v\}_{\alpha}, \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.23}
\end{equation*}
$$

This means that the right-hand side of (4.22) can be considered as a bounded linear functional $\Phi(v): H_{0}^{2}\left(\Omega_{h}\right) \rightarrow \mathbb{R}$. Hence, Riesz theorem implies the existence and uniqueness of a function $q_{\alpha} \in H_{0}^{2}\left(\Omega_{h}\right)$ depending on the function $f-A F, q_{\alpha}=q_{\alpha}(f-A F)$ such that

$$
\begin{equation*}
(A v, f-A F)=\left\{q_{\alpha}, v\right\}_{\alpha}, \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.24}
\end{equation*}
$$

It follows from (4.22) and (4.24) that

$$
\left\{w_{\alpha}, v\right\}_{\alpha}=\left\{q_{\alpha}, v\right\}_{\alpha}, \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) .
$$

Furthermore, since by Riesz theorem $\left\{q_{\alpha}\right\}_{\alpha}=\|\Phi\|$, then (4.23) implies that

$$
\left\{q_{\alpha}\right\}_{\alpha} \leq C\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right)
$$

Hence, the minimizer $w_{\alpha}$ exists, is unique, $w_{\alpha}=q_{\alpha}$ and

$$
\begin{equation*}
\left\{w_{\alpha}\right\}_{\alpha} \leq C\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right) \tag{4.25}
\end{equation*}
$$

It follows from (4.21) and (4.25) that

$$
\begin{equation*}
\left\|w_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)} \leq \frac{C}{\sqrt{\alpha}}\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right) . \tag{4.26}
\end{equation*}
$$

Finally, setting $u_{\alpha}=w_{\alpha}+F$, recalling that $\alpha \in(0,1)$ and using (4.26), we obtain (4.18).

A Carleman estimate was not used in the proof of Theorem 4.2.1. In fact, the proof of Theorem 4.2.1 is rather simple since it is based on the Riesz theorem. We now prove a more sophisticated result. More precisely, we establish the convergence rate of regularized solutions to the exact solution when the level of noise in the data tends to zero. By one of the fundamental concepts of the theory of ill-posed problems [22, 244],
we assume that there exists an exact solution $u^{*} \in H^{2}\left(\Omega_{h}\right)$ of Cauchy problem (4.14), (4.15) with the exact, that is, noiseless data

$$
\begin{equation*}
f^{*} \in L_{2}\left(\Omega_{h}\right),\left.\quad u^{*}\right|_{\Gamma_{h}}=p_{0}^{*} \in H^{1}\left(\Gamma_{h}\right),\left.\quad \partial_{n} u^{*}\right|_{\Gamma_{h}}=p_{1}^{*} \in L_{2}\left(\Gamma_{h}\right) . \tag{4.27}
\end{equation*}
$$

In other words, the function $u^{*}$ is an ideal solution of problem (4.14), (4.15). By Theorem 2.2.1, the exact solution $u^{*} \in H^{2}\left(\Omega_{h}\right)$ is unique.

The existence of the exact solution $u^{*} \in H^{2}\left(\Omega_{h}\right)$ implies the existence of a function $F^{*} \in H^{2}\left(\Omega_{h}\right)$ satisfying boundary conditions (4.27), that is,

$$
\begin{equation*}
\left.F^{*}\right|_{\Gamma_{h}}=p_{0}^{*},\left.\quad \partial_{n} F^{*}\right|_{\Gamma_{h}}=p_{1}^{*} \tag{4.28}
\end{equation*}
$$

We now describe an example of the function $F^{*}$. Consider the function $\chi \in C^{2}\left(\bar{\Omega}_{h}\right)$ such that $\chi(x)=1$ in a small neighborhood $N b_{\rho}\left(\Gamma_{h}\right)=\left\{x \in \Omega_{c}: \operatorname{dist}\left(x, \Gamma_{h}\right)<\rho\right\}$ and $\chi(x)=0$ for $x \in \Omega_{h} \backslash N b_{2 \rho}\left(\Gamma_{h}\right)$, where $\rho>0$ is a sufficiently small number. We set $F^{*}(x)=\chi(x) u^{*}(x)$.

Let $\delta>0$ be a sufficiently small number, which we call the level of the noise in the data. Suppose that there exists the function $F \in H^{2}\left(\Omega_{h}\right)$ satisfying boundary conditions (4.16). We assume that

$$
\begin{equation*}
\left\|f^{*}-f\right\|_{L_{2}\left(\Omega_{h}\right)},\left\|F^{*}-F\right\|_{H^{2}\left(\Omega_{h}\right)} \leq \delta \tag{4.29}
\end{equation*}
$$

Theorem 4.2.2 (convergence rate of regularized solutions). Assume that the Carleman estimate of Definition 4.2.1 is valid. Also, suppose that there exist functions $F \in$ $H^{2}\left(\Omega_{h}\right)$ and $F^{*} \in H^{2}\left(\Omega_{h}\right)$ satisfying conditions (4.16) and (4.28), respectively. In addition, assume that conditions (4.29) hold. Let the regularization parameter $\alpha=\alpha(\delta)=\delta^{2 \beta}$, where $\beta=$ const. $\in(0,1]$. Suppose that there exists a sufficiently small number $\varepsilon>0$ such that $\Omega_{h+3 \varepsilon} \neq \varnothing$ and $\Gamma_{h+3 \varepsilon} \neq \varnothing$. Let $m=\max _{\bar{\Omega}_{h}} \psi(x)$ and $\gamma=2 \varepsilon /(3 m+2 \varepsilon)$. Then there exists a sufficiently small number $\delta_{0}=\delta_{0}\left(\varepsilon, m, A, \Omega_{h}\right) \in(0,1)$ and a constant $C=C\left(\varepsilon, m, A, \Omega_{h}\right)>0$ depending only on listed parameters such that if $\delta \in\left(0, \delta_{0}^{1 / \beta}\right)$, then the following convergence rate of regularized solutions holds:

$$
\begin{equation*}
\left\|u_{\alpha(\delta)}-u^{*}\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right.} \leq C\left(1+\left\|u^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}\right) \delta^{\beta \gamma}, \quad \forall \delta \in\left(0, \delta_{0}\right) \tag{4.30}
\end{equation*}
$$

where $u_{\alpha} \in H^{2}\left(\Omega_{h}\right)$ is the minimizer of the functional $J_{\alpha}(u)$ in (4.17) satisfying Cauchy boundary conditions (4.15). The existence and uniqueness of this minimizer is guaranteed by Theorem 4.2.1.

Proof. In this proof, $C=C\left(\varepsilon, m, A, \Omega_{h}\right)>0$ denotes different positive constants depending only on listed parameters. Let $w^{*}=u^{*}-F^{*}$. Then $w^{*} \in H_{0}^{2}\left(\Omega_{h}\right)$ and $A w^{*}=$ $f^{*}-A F^{*}$. Hence,

$$
\begin{equation*}
\left(A w^{*}, A v\right)+\alpha\left[w^{*}, v\right]=\left(A v, f^{*}-A F^{*}\right)+\alpha\left[w^{*}, v\right], \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.31}
\end{equation*}
$$

Subtract identity (4.20) from (4.31). Denote $\widetilde{w}_{\alpha}=w^{*}-w_{\alpha}, \widetilde{f}=f^{*}-f, \widetilde{F}=F^{*}-F$. We obtain

$$
\begin{equation*}
\left(A \widetilde{w}_{\alpha}, A v\right)+\alpha\left[\widetilde{w}_{\alpha}, v\right]=(A v, \widetilde{f}-A \widetilde{F})+\alpha\left[w^{*}, v\right], \quad \forall v \in H_{0}^{2}\left(\Omega_{h}\right) . \tag{4.32}
\end{equation*}
$$

Set in (4.32) here $v:=\widetilde{w}_{\alpha}$. We obtain

$$
\begin{equation*}
\left\|A \widetilde{w}_{\alpha}\right\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\alpha\left\|\widetilde{w}_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2}=\left(A \widetilde{w}_{\alpha}, \tilde{f}-A \widetilde{F}\right)+\alpha\left[w^{*}, \widetilde{w}_{\alpha}\right] . \tag{4.33}
\end{equation*}
$$

Apply the Cauchy-Schwarz inequality to (4.33). We obtain

$$
\begin{aligned}
& \left\|A \widetilde{w}_{\alpha}\right\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\alpha\left\|\widetilde{w}_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2} \\
& \quad \leq \frac{1}{2}\left\|A \widetilde{w}_{\alpha}\right\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\frac{1}{2}\|\widetilde{f}-A \widetilde{F}\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\frac{\alpha}{2}\left\|w^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2}+\frac{\alpha}{2}\left\|\widetilde{w}_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2} .
\end{aligned}
$$

Hence, by (4.29)

$$
\begin{equation*}
\left\|A \widetilde{w}_{\alpha}\right\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\alpha\left\|\widetilde{w}_{\alpha}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2} \leq C \delta^{2}+\alpha\left\|w^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}^{2} . \tag{4.34}
\end{equation*}
$$

Since $\alpha=\alpha(\delta)=\delta^{2 \beta}$, where $\beta \in(0,1]$, then $\delta^{2} \leq \alpha$. Hence, it follows from (4.34) that

$$
\begin{equation*}
\left\|A \widetilde{w}_{\alpha}\right\|_{L_{2}\left(\Omega_{h}\right)}^{2} \leq C\left(1+\left\|w^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}\right) \delta^{2 \beta} . \tag{4.35}
\end{equation*}
$$

Applying Theorem 2.2.3 to (4.35), we obtain

$$
\begin{equation*}
\left\|\widetilde{w}_{\alpha}\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)} \leq C\left(1+\left\|v^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}\right) \delta^{\beta \gamma}, \quad \forall \delta \in\left(0, \delta_{0}\right) . \tag{4.36}
\end{equation*}
$$

Recall that $\widetilde{w}_{\alpha}=\left(u_{\alpha}-u^{*}\right)+\left(F^{*}-F\right)$. Also, by (4.29) $\left\|F^{*}-F\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)} \leq \delta$. Hence, using the triangle inequality, we obtain

$$
\begin{align*}
\left\|\widetilde{w}_{\alpha}\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)} & \geq\left\|u_{\alpha}-u^{*}\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)}-\left\|F^{*}-F\right\|_{H^{1}\left(\Omega_{h+3 \varepsilon}\right)}  \tag{4.37}\\
& \geq\left\|u_{\alpha}-u^{*}\right\|_{H^{1}\left(\Omega_{h+\xi \varepsilon}\right)}-\delta .
\end{align*}
$$

Since numbers $\beta, \gamma, \delta \in(0,1)$, then $\delta^{\beta \gamma}>\delta$. Thus, (4.36) and (4.37) imply the target estimate (4.30) of this theorem.

### 4.3 Elliptic equation

Let $L$ be an elliptic operator of the second order in the bounded domain $\Omega \subset \mathbb{R}^{n}$ with its principal part $L_{0}$,

$$
\begin{equation*}
L u=\sum_{i, j=1}^{n} a_{i, j}(x) u_{x_{i} x_{j}}+\sum_{j=1}^{n} b_{j}(x) u_{x_{j}}+c(x) u, \quad x \in \Omega, \tag{4.38}
\end{equation*}
$$

$$
\begin{equation*}
L_{0} u=\sum_{i, j=1}^{n} a_{i, j}(x) u_{x_{i} x_{j}}, \quad x \in \Omega, \tag{4.39}
\end{equation*}
$$

where $a_{i, j}(x)=a_{j, i}(x), \forall i, j$. Just as in (4.9) and (4.10), we assume that

$$
\begin{equation*}
a_{i, j} \in C^{1}(\bar{\Omega}) ; \quad b_{j}, c \in C(\bar{\Omega}) . \tag{4.40}
\end{equation*}
$$

To ensure the ellipticity of the operator $L_{0}$, we assume that there exist two constants $\mu_{1}, \mu_{2}>0, \mu_{1} \leq \mu_{2}$ such that

$$
\begin{equation*}
\mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a_{i, j}(x) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall x \in \bar{\Omega}, \forall \xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n} \tag{4.41}
\end{equation*}
$$

Let $Y \subset \partial \Omega$ be the part of the boundary $\partial \Omega$, where the Cauchy data are given. Let $Y^{\prime} \subset \mathbb{R}^{n-1}$ be a bounded domain. Denote $\bar{x}=\left(x_{2}, \ldots, x_{n}\right)$. We assume that

$$
Y=\left\{x \in \mathbb{R}^{n}: x_{1}=z(\bar{x}), \bar{x} \in Y^{\prime}\right\},
$$

where the function $z \in C^{2}\left(\bar{Y}^{\prime}\right)$. Change variables as $x=\left(x_{1}, \bar{x}\right) \Leftrightarrow\left(x_{1}^{\prime}, \bar{x}\right)$, where $x_{1}^{\prime}=$ $x_{1}-z(\bar{x})$. For brevity, we do not change notations. We obtain that in new variables the domain $Y$ becomes

$$
Y=\left\{x \in \mathbb{R}^{n}: x_{1}=0, \bar{x} \in Y^{\prime}\right\} .
$$

The operator $L$ still remains elliptic after this change of variables. Let $X>0$ be a number. Without loss of generality, we assume that

$$
\begin{equation*}
\Omega \subset\left\{x_{1}>0\right\}, \quad Y=\left\{x \in \mathbb{R}^{n}: x_{1}=0,|\bar{x}|<X\right\} \subset \partial \Omega . \tag{4.42}
\end{equation*}
$$

Cauchy problem for the elliptic equation. Suppose that conditions (4.38)-(4.42) hold. Find such a function $u \in H^{2}(\Omega)$ that satisfying the following conditions:

$$
\begin{align*}
L u & =f \quad \text { in } \Omega,  \tag{4.43}\\
\left.u\right|_{x \in Y} & =p_{0}(\bar{x}),\left.\quad u_{x_{1}}\right|_{x \in Y}=p_{1}(\bar{x}), \tag{4.44}
\end{align*}
$$

where functions $g_{0}, g_{1}$ are the Cauchy data and the function $f \in L_{2}(\Omega)$.
These are incomplete Cauchy data, since they are given only at a part of the boundary of the domain $\Omega$ rather than at the whole boundary. We now remind the Carleman estimate of Theorem 2.4.1. Let $\lambda>1$ and $v>1$ be two large parameters, which we will specify later. Consider two arbitrary numbers $\alpha, h=$ const. $\in(0,1)$, where $\alpha<h$. Denote

$$
\begin{equation*}
\psi(x)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha, \quad \varphi(x)=\exp \left(\lambda \psi^{-\nu}\right) \tag{4.45}
\end{equation*}
$$

The domain $\Omega_{h}$ now is similar with the one in (2.65),

$$
\begin{equation*}
\Omega_{h}=\left\{x: x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha<h\right\} . \tag{4.46}
\end{equation*}
$$

Following (4.46), we define $\Gamma_{h}$ as

$$
\begin{equation*}
\Gamma_{h}=\left\{x: x_{1}=0,|\bar{x}|<(h-\alpha)^{1 / 2} \sqrt{2} X\right\} . \tag{4.47}
\end{equation*}
$$

Let $\psi_{h}$ be the part of the level hypersurface of the level $h$ of the function $\psi$, which is contained in the half-space $\left\{x_{1}>0\right\}$,

$$
\psi_{h}=\left\{x: x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha=h\right\} .
$$

Then

$$
\partial \Omega_{h}=\Gamma_{h} \cup \psi_{h} .
$$

We assume that $\bar{\Omega}_{h} \subseteq \Omega$. For a sufficiently small number $\varepsilon>0$ and a number $v>0$ define the subdomain $\Omega_{h^{-v}+3 \varepsilon} \subset \Omega_{h}$ as

$$
\begin{equation*}
\Omega_{h^{-v}+3 \varepsilon}=\left\{x: x_{1}>0,\left(x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha\right)^{-v}>h^{-v}+3 \varepsilon\right\} \tag{4.48}
\end{equation*}
$$

and assume that $\Omega_{h^{-v}+3 \varepsilon} \neq \varnothing$, which is true if $\varepsilon$ is sufficiently small.
The Carleman estimate of Theorem 2.4.1 allows us to construct the QRM for problem (4.43), (4.44). First, we construct an example of the function $F \in H^{2}\left(\Omega_{h}\right)$ satisfying boundary conditions (4.15). Let functions

$$
\begin{equation*}
p_{0}, p_{1} \in H^{2}\left(\Gamma_{h}\right) \tag{4.49}
\end{equation*}
$$

Let the number $\sigma>0$ be sufficiently small. Consider the function $\chi\left(x_{1}\right)$ satisfying

$$
\chi \in C^{\infty}[0, h-\alpha], \quad \chi\left(x_{1}\right)= \begin{cases}1, & x_{1} \in(0, \sigma),  \tag{4.50}\\ 0, & x_{1} \in(2 \sigma, h-\alpha) .\end{cases}
$$

Set

$$
\begin{equation*}
F(x)=\chi\left(x_{1}\right) p_{0}(\bar{x})-\chi\left(x_{1}\right) x_{1} p_{1}(\bar{x}) . \tag{4.51}
\end{equation*}
$$

It follows from (4.49)-(4.51) that the function $F \in H^{2}\left(\Omega_{h}\right)$ and also that $F$ satisfies boundary conditions (4.15). Assume now that there exists the exact solution $u^{*} \in$ $H^{2}(\Omega)$ of problem (4.43), (4.44) with the exact Cauchy data $p_{0}^{*}, p_{1}^{*} \in H^{2}\left(\Gamma_{h}\right)$ and the exact function $f^{*} \in L_{2}(\Omega)$. Then, replacing $p_{0}, p_{1}$ with $p_{0}^{*}$, $p_{1}^{*}$, we construct the function $F^{*} \in H^{2}\left(\Omega_{h}\right)$ as in (4.51). We assume that

$$
\begin{equation*}
\left\|F-F^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}<\delta, \tag{4.52}
\end{equation*}
$$

where $\delta \in(0,1)$ is the level of noise in the data.

The Tikhonov functional for problem (4.43), (4.44) is

$$
\begin{equation*}
J_{\beta}(u)=\|L u-f\|_{L_{2}\left(\Omega_{h}\right)}^{2}+\beta\|u-F\|_{H^{2}\left(\Omega_{h}\right)}^{2} . \tag{4.53}
\end{equation*}
$$

Minimization problem for functional (4.53). Find a minimizer $u_{\beta} \in H^{2}\left(\Omega_{h}\right)$ of the functional $J_{\alpha}(u)$ in (4.53) satisfying boundary conditions (4.44).

Theorem 4.3.1 follows immediately from Theorems 2.4.1, 4.2.1, and 4.2.2.
Theorem 4.3.1. For $\beta \in(0,1)$ there exists unique minimizer $u_{\beta} \in H^{2}\left(\Omega_{h}\right)$ of functional (4.52) satisfying boundary conditions (4.44) and the following estimate holds with the constant $C>0$ independent on $\beta$ :

$$
\left\|u_{\beta}\right\|_{H^{2}\left(\Omega_{h}\right)} \leq \frac{C}{\sqrt{\beta}}\left(\|F\|_{H^{2}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right) .
$$

Furthermore, suppose that (4.52). Choose $\beta=\beta(\delta)=\delta^{2 \rho}$, where the number $\rho=$ const. $\epsilon$ $(0,1]$. Then there exists a number $\gamma=\gamma(\varepsilon) \in(0,1)$ and a sufficiently small number $\delta_{0} \in(0,1)$ such that if $\delta \in\left(0, \delta_{0}^{1 / \rho}\right)$, then the following convergence rate of regularized solutions $u_{\alpha(\delta)}$ holds:

$$
\left\|u_{\beta(\delta)}-u^{*}\right\|_{H^{1}\left(\Omega_{h^{-v_{0}+3 \delta}}\right)} \leq C\left(1+\left\|u^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}\right) \delta^{\beta \gamma}, \quad \forall \delta \in\left(0, \delta_{0}\right),
$$

where the subdomain $\Omega_{h^{-v_{0}}+3 \varepsilon} \neq \varnothing$ of the domain $\Omega_{h}$ is defined in (4.48) and the number $v_{0}$ is defined in Theorem 2.4.1.

### 4.4 Parabolic equation with the lateral Cauchy data

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with a piecewise smooth boundary $\partial \Omega$. As in (4.42) of the previous section, we assume that

$$
\begin{equation*}
\Omega \subset\left\{x_{1}>0\right\}, \quad Y=\left\{x \in \mathbb{R}^{n}: x_{1}=0,|\bar{x}|<\sqrt{2} X\right\} \subset \partial \Omega, \tag{4.54}
\end{equation*}
$$

where $\bar{x}=\left(x_{2}, \ldots, x_{n}\right)$. For $T>0$, denote

$$
\Omega_{T}^{ \pm}=\Omega \times(-T, T)
$$

Let numbers $\alpha, X, v, \lambda$ be the same as ones in Section 4.3. Consider functions $\psi(x, t)$ and $\varphi(x, t)$ which are similar to those defined in (2.28) and (2.30), respectively,

$$
\psi(x, t)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha, \quad \varphi(x, t)=\exp \left(\lambda \psi^{-v}\right)
$$

For a number $h \in(0,1)$, we define the domain $\Omega_{h}$ and a part of its boundary $\Gamma_{h}$ similarly with (4.46) and (4.47), respectively,

$$
\Omega_{T h}^{ \pm}=\left\{(x, t): x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h\right\},
$$

$$
\Gamma_{T h}^{ \pm}=\left\{(x, t): x_{1}=0, \frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha<h\right\} \subset \partial \Omega_{h} .
$$

Let

$$
\psi_{h}=\left\{x: x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha=h\right\} .
$$

Hence,

$$
\partial \Omega_{T h}^{ \pm}=\Gamma_{T h}^{ \pm} \cup \psi_{h} .
$$

We again assume that $\overline{\Omega_{T h}^{ \pm}} \subseteq \Omega$. Choose a sufficiently small number $\varepsilon>0$. Define the subdomain $\Omega_{T h}^{ \pm}\left(h^{-v}+3 \varepsilon\right)$ as

$$
\begin{equation*}
\Omega_{T h}^{ \pm}\left(h^{-v}+3 \varepsilon\right)=\left\{x: x_{1}>0,\left(x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha\right)^{-v}>h^{-v}+3 \varepsilon\right\} . \tag{4.55}
\end{equation*}
$$

We assume that $\varepsilon$ is so small that $\Omega_{T h}^{ \pm}\left(h^{-v}+3 \varepsilon\right) \neq \varnothing$.
Consider now the parabolic operator $L$ in $\Omega_{T}^{ \pm}$,

$$
L u=u_{t}-\sum_{i, j=1}^{n} a^{i j}(x, t) u_{x_{i} x_{j}}-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-c(x, t) u .
$$

The ellipticity of the operator $\partial_{t}-L$ means that $a^{i j}(x, t)=a^{j i}(x, t)$ and also that there exist two numbers $\mu_{1}, \mu_{2}>0$ such that

$$
\mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a^{i j}(x, t) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad \forall(x, t) \in \bar{\Omega}_{h}, \forall \xi \in \mathbb{R}^{n} .
$$

We also assume that

$$
\begin{aligned}
& a^{i j} \in C^{1}\left(\overline{\Omega_{T h}^{ \pm}}\right), K_{0}=\max _{i, j}\left\|a_{i j}\right\|_{C^{1}\left(\overline{\Omega_{T h}}\right.}, \\
&\left.b^{j}, c \in C\left(\overline{\Omega_{T h}^{ \pm}}\right), \quad K_{1}=\max \left\{\max _{j}\left\|b_{j}\right\|_{C\left(\overline{\Omega_{T h}^{ \pm}}\right.}\right)\|c\|_{C\left(\overline{\Omega_{T h}^{ \pm}}\right.}\right\} .
\end{aligned}
$$

Cauchy problem for the parabolic equation with lateral Cauchy data. Let the function $f(x, t) \in L_{2}\left(\Omega_{T h}^{ \pm}\right)$. Find the function $u \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$satisfying the following conditions:

$$
\begin{align*}
L u & =f \quad \text { in } \Omega_{T h}^{ \pm},  \tag{4.56}\\
\left.u\right|_{\Gamma_{T h}^{ \pm}} & =p_{0}(x, t),\left.\quad \partial_{n} u\right|_{\Gamma_{T h}^{ \pm}}=p_{1}(x, t), \tag{4.57}
\end{align*}
$$

where functions $f, g_{0}, g_{1}$ are given.

Assume that there exists a function $F \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$satisfying boundary conditions (4.57), that is,

$$
\begin{equation*}
\left.F\right|_{\Gamma_{T h}^{ \pm}}=p_{0}(x, t),\left.\quad \partial_{n} u\right|_{\Gamma_{T h}^{ \pm}}=p_{1}(x, t) . \tag{4.58}
\end{equation*}
$$

An example of this function can be constructed similarly with the one of Section 4.3. Assume now that there exists the exact solution $u^{*} \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$of problem (4.56), (4.57) with the exact Cauchy data $p_{0}^{*}, p_{1}^{*} \in H^{2,1}\left(\Gamma_{T h}^{ \pm}\right)$in (4.57) and the exact function $f^{*} \in L_{2}\left(\Omega_{T h}^{ \pm}\right)$in (4.56). Then there exists a function $F^{*} \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$satisfying

$$
\begin{equation*}
\left.F^{*}\right|_{\Gamma_{T h}^{ \pm}}=p_{0}^{*}(x, t),\left.\quad \partial_{n} F^{*}\right|_{\Gamma_{T h}^{ \pm}}=p_{1}^{*}(x, t) . \tag{4.59}
\end{equation*}
$$

Just as in (4.52), we assume that

$$
\begin{equation*}
\left\|F-F^{*}\right\|_{H^{2}\left(\Omega_{h}\right)}<\delta \tag{4.60}
\end{equation*}
$$

Consider the following functional of the QRM:

$$
\begin{equation*}
J_{\beta}(u)=\|L u-f\|_{L_{2}\left(\Omega_{T h}^{ \pm}\right)}^{2}+\beta\|u-F\|_{H^{2,1}\left(\Omega_{T h}^{ \pm}\right)}^{2} . \tag{4.61}
\end{equation*}
$$

Minimization problem for functional (4.61). Find a minimizer $u_{\beta} \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$of the functional $J_{\beta}(u)$ in (4.61) satisfying boundary conditions (4.57).

Theorem 4.4.1 follows immediately from Theorems 2.3.1, 4.2.1, and 4.2.2.
Theorem 4.4.1. Assume that there exists a function $F \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$satisfying boundary conditions (4.58). Let $F^{*} \in H^{2,1}\left(\Omega_{T h}^{ \pm}\right)$be a function satisfying conditions (4.59) and let (4.60) holds, where $\delta \in(0,1)$ is the level of noise. Then for any $\beta \in(0,1)$ there exists unique minimizer $u_{\alpha} \in H^{2,1}\left(\Omega_{h}\right)$ offunctional (4.61) satisfying boundary conditions (4.57) and the following estimate holds with the constant $C>0$ independent on $\beta$ :

$$
\left\|u_{\beta}\right\|_{H^{2}\left(\Omega_{h}\right)} \leq \frac{C}{\sqrt{\beta}}\left(\|F\|_{H^{2,1}\left(\Omega_{h}\right)}+\|f\|_{L_{2}\left(\Omega_{h}\right)}\right)
$$

Furthermore, choose $\beta=\beta(\delta)=\delta^{2 \rho}$, where $\beta=$ const. $\in(0,1)$. Then there exists $a$ number $\gamma=\gamma(\varepsilon) \in(0,1)$ and a sufficiently small number $\delta_{0} \in(0,1)$ such that if $\delta \in$ $\left(0, \delta_{0}^{1 / \rho}\right)$, then the following convergence rate of regularized solutions $u_{\alpha(\delta)}$ holds:

$$
\left\|u_{\beta(\delta)}-u^{*}\right\|_{H^{1,0}\left(\Omega_{T h}^{ \pm}\left(h^{-v}+3 \varepsilon\right)\right)} \leq C\left(1+\left\|u^{*}\right\|_{H^{2,1}\left(\Omega_{T h}^{ \pm}\right)}\right) \delta^{\beta \gamma}, \quad \forall \delta \in\left(0, \delta_{0}\right)
$$

where the subdomain $\Omega_{T h}^{ \pm}\left(h^{-v}+3 \varepsilon\right)$ of the domain $\Omega_{T h}^{ \pm}$is defined in (4.55) and the number $v_{0}$ is defined in Theorem 2.3.1.

### 4.5 Hyperbolic equation with lateral Cauchy data

Results of this section were originated in the work of Klibanov and Malinsky [153] and were developed further in works of Klibanov with coauthors [64, 132, 147, 158, 165]. Let $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$ and $T=$ const. $>0$. Denote

$$
Q_{T}^{ \pm}=\Omega \times(-T, T), \quad S_{T}^{ \pm}=\partial \Omega \times(-T, T) .
$$

In this section, we obtain the Lipschitz type convergence rate (Theorem 4.5.1) in the whole time cylinder $Q_{T}^{ \pm}$rather than weaker Hölder type estimates in subdomains, as in previous sections. Corresponding numerical studies of [64, 147, 158] have demonstrated a good performance.

We repeat the statement of the Cauchy problem of Section 2.7. For the reader's convenience, we copy formulas (2.136)-(2.138) of that section,

$$
\begin{align*}
L u & =c(x) u_{t t}-\Delta u-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-d(x, t) u, \quad(x, t) \in Q_{T}^{ \pm},  \tag{4.62}\\
L u & =L_{0} u-\sum_{j=1}^{n} b^{j}(x, t) u_{x_{j}}-d(x, t) u, \\
L_{0} u & =c(x) u_{t t}-\Delta u,  \tag{4.63}\\
b^{j}, d & \in C\left(\bar{Q}_{T}^{ \pm}\right), \quad K_{1}=\max \left(\|d\|_{C\left(\bar{Q}_{T}^{ \pm}\right)}, \max _{j}\left\|b^{j}\right\|_{C\left(\bar{Q}_{T}^{ \pm}\right)}\right) . \tag{4.64}
\end{align*}
$$

We impose the same condition on the function $c(x)$ as ones in (2.143)-(2.145)

$$
\begin{align*}
c(x) & \in[1, \bar{c}], \quad \text { where } \bar{c}=\text { const. } \geq 1,  \tag{4.65}\\
c & \in C^{1}(\bar{\Omega}),  \tag{4.66}\\
(x, \nabla c(x)) & \geq \alpha=\text { const. }>0, \quad \forall x \in \bar{\Omega} . \tag{4.67}
\end{align*}
$$

Cauchy problem. Let $L$ be the hyperbolic operator in (4.62) and let the function $f \in$ $L_{2}\left(Q_{T}^{ \pm}\right)$. Find the solution $u \in H^{2}\left(Q_{T}^{ \pm}\right)$of the equation

$$
\begin{equation*}
L u=f \tag{4.68}
\end{equation*}
$$

with the Cauchy data

$$
\begin{equation*}
\left.u\right|_{S_{T}^{ \pm}}=g_{0}(x, t),\left.\quad \partial_{n} u\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{4.69}
\end{equation*}
$$

Just as before, we assume that there exists a function $F \in H^{2}\left(Q_{T}^{ \pm}\right)$satisfying Cauchy boundary conditions (4.69),

$$
\begin{equation*}
\left.F\right|_{S_{T}^{ \pm}}=g_{0}(x, t),\left.\quad \partial_{n} F\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{4.70}
\end{equation*}
$$

Consider the following functional of the QRM:

$$
\begin{equation*}
J_{\beta}(u)=\|L u-f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}+\beta\|u-F\|_{H^{2}\left(Q_{T}^{ \pm}\right)}^{2} . \tag{4.71}
\end{equation*}
$$

Minimization problem for functional (4.71). Find a minimizer $u_{\beta} \in H^{2}\left(Q_{T}^{ \pm}\right)$of the functional $J_{\beta}(u)$ in (4.71) satisfying boundary conditions (4.69).

Suppose that there exists the exact solution $u^{*} \in H^{2}\left(Q_{T}^{ \pm}\right)$of problem (4.68), (4.69) with the exact Cauchy data $g_{0}^{*} \in H^{1}\left(S_{T}^{ \pm}\right), g_{1}^{*} \in L_{2}\left(S_{T}^{ \pm}\right)$in (4.69) and the exact function $f^{*} \in L_{2}\left(Q_{T}^{ \pm}\right)$in (4.68). Then there exists a function $F^{*} \in H^{2}\left(Q_{T}^{ \pm}\right)$satisfying

$$
\begin{equation*}
\left.F^{*}\right|_{S_{T}^{ \pm}}=g_{0}^{*}(x, t),\left.\quad \partial_{n} F^{*}\right|_{S_{T}^{ \pm}}=g_{1}^{*}(x, t) . \tag{4.72}
\end{equation*}
$$

Theorem 4.5.1. Suppose that conditions (4.62)-(4.67), (4.70), and (4.72) are satisfied. Then for every $\beta>0$ there exists unique minimizer $u_{\beta} \in H^{2}\left(Q_{T}^{ \pm}\right)$of the functional $J_{\beta}(u)$ in (4.71) and

$$
\begin{equation*}
\left\|u_{\beta}\right\|_{H^{2}\left(Q_{T}^{ \pm}\right)} \leq \frac{C}{\sqrt{\bar{\beta}}}\left(\|F\|_{H^{2}\left(Q_{T}^{ \pm}\right)}+\|f\|_{L_{2}\left(Q_{T}^{ \pm}\right)}\right) . \tag{4.73}
\end{equation*}
$$

Furthermore, the following convergence rate of regularized solutions holds:

$$
\begin{equation*}
\left\|u_{\beta}-u^{*}\right\|_{H^{1}\left(Q_{T}^{ \pm}\right)} \leq C\left(\left\|F-F^{*}\right\|_{H^{2}\left(Q_{T}^{ \pm}\right)}+\left\|f-f^{*}\right\|_{L_{2}\left(Q_{T}^{ \pm}\right)}+\sqrt{\beta}\left\|u^{*}\right\|_{H^{2}\left(Q_{T}^{ \pm}\right)}\right) . \tag{4.74}
\end{equation*}
$$

Proof. Existence and uniqueness of the minimizer $u_{\beta}$ as well as estimate (4.73) follow immediately from Theorem 4.2.1. Thus, we now focus on the proof of the convergence rate (4.74). Denote

$$
\begin{align*}
& w_{\beta}=u_{\beta}-F, w^{*}=u^{*}-F^{*}, \quad \widetilde{w}=w_{\beta}-w^{*}  \tag{4.75}\\
& \widetilde{F}=F-F^{*},  \tag{4.76}\\
& \widetilde{f}=f-f^{*} .
\end{align*}
$$

Let [, ] and $\{$,$\} be scalar products in L_{2}\left(Q_{T}^{ \pm}\right)$and $H^{2}\left(Q_{T}^{ \pm}\right)$, respectively. Denote

$$
H_{0}^{2}\left(Q_{T}^{ \pm}\right)=\left\{u \in H^{2}\left(Q_{T}^{ \pm}\right):\left.u\right|_{S_{T}^{ \pm}}=\left.\partial_{n} u\right|_{S_{T}^{ \pm}}=0\right\} .
$$

We obtain

$$
\begin{align*}
{\left[L w_{\beta}, L h\right]+\beta\left\{w_{\beta}, h\right\} } & =[f-L F, L h], \quad \forall h \in H_{0}^{2}\left(Q_{T}^{ \pm}\right),  \tag{4.77}\\
{\left[L w^{*}, L h\right]+\beta\left\{w^{*}, h\right\} } & =\left[f^{*}-L F^{*}, L h\right]+\beta\left\{w^{*}, h\right\}, \quad \forall h \in H_{0}^{2}\left(Q_{T}^{ \pm}\right) . \tag{4.78}
\end{align*}
$$

Subtract (4.78) from (4.77). Taking into account (4.75) and (4.76), we obtain

$$
\begin{equation*}
[L \widetilde{w}, L h]+\beta\{\widetilde{w}, h\}=[\widetilde{f}-L \widetilde{F}, L h]-\beta\left\{w^{*}, h\right\}, \quad \forall h \in H_{0}^{2}\left(Q_{T}^{ \pm}\right) . \tag{4.79}
\end{equation*}
$$

Setting in (4.79) $h=\widetilde{w}$ and using the Cauchy-Schwarz inequality, we obtain

$$
\|L \widetilde{w}\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}+\beta\|\widetilde{w}\|_{H^{2}\left(Q_{T}^{ \pm}\right)}^{2} \leq\|\widetilde{f}-L \widetilde{F}\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}+\beta\left\|w^{*}\right\|_{H^{2}\left(Q_{T}^{ \pm}\right)}^{2} .
$$

This implies that

$$
\begin{equation*}
\int_{Q_{T}^{ \pm}}(L \widetilde{W})^{2} d x d t \leq\|\widetilde{f}-L \widetilde{F}\|_{L_{2}\left(Q_{T}^{ \pm}\right)}^{2}+\beta\left\|w^{*}\right\|_{H^{2}\left(Q_{T}^{ \pm}\right)}^{2} \tag{4.80}
\end{equation*}
$$

The target estimate (4.74) follows immediately from (4.80) and Theorem 2.7.3.

## 5 Convexification for ill-posed Cauchy problems for quasi-linear PDEs

This chapter follows the work [9]. In addition, the short Subsection 5.3.2 uses the material of [132, 134, 135, 165]. Permissions for republishing are obtained from publishers.

### 5.1 Introduction

In this chapter, we start the presentation of the convexification method of Klibanov. We work in this chapter on the convexification for ill-posed Cauchy problems for quasilinear PDEs. These problems are simpler than CIPs. Many numerical methods have been developed for ill-posed Cauchy problems for linear PDEs; see, for example, the beginning of Chapter 4. However, prior to the work [135], rigorously justified numerical methods for ill-posed Cauchy problems for quasi-linear PDEs did not exist.

In the meantime, these problems have broad applications in processes involving high temperatures [4, 5]. In such a process, one can measure both the temperature and the heat flux on one side of the boundary. However, it is impossible to measure these quantities on the rest of the boundary. Still, one is required to compute the temperature in at least a part of the domain of interest. The underlying PDE, which governs the process of the propagation of this temperature, is a quasi-linear parabolic PDE. This equation is quasi-linear rather than linear because of high temperatures. Effective numerical methods for ill-posed Cauchy problems for quasi-linear parabolic equations were developed in [4, 5]. They work quite well numerically. These methods are based on the least square minimization, and the problem of local minima is not rigorously addressed in those works.

As it was pointed out in Chapter 1, conventional numerical methods for nonlinear ill-posed problems are based on the minimization procedure of the least squares cost functionals. The major drawback of this procedure, however, is that those functionals are typically nonconvex. Thus, they typically suffer from the phenomenon of local minima and ravines. This, in turn means that convergence to the exact solution of the underlying problem of any gradient-like numerical method for the minimization of such a functional can be rigorously guaranteed sometimes only if its starting point is located in an $\varepsilon$-neighborhood of the exact solution, where $\varepsilon>0$ is a sufficiently small number [10, 11]. This is local convergence; see Definition 1.4.1 in Chapter 1. The main problem with the local convergence is that it is unclear how to get a priori a point in a sufficiently small neighborhood of the exact solution. This, in turn makes locally convergent numerical methods both unstable and unreliable. See Chapter 1 for the definitions of locally and globally convergent numerical methods.

Unlike the above, the convexification has the global convergence property. As to the definition of the global convergence, see Definition 1.4.2 in Chapter 1. Initial publi-
cations about the convexification were the ones in 1995 and 1997 [127, 140] for CIPs for hyperbolic PDEs. The convexification is the main topic of follow up Chapters 6-11 of the current book. Later, however, it was noticed that the important topic of numerical solutions of ill-posed Cauchy problems for quasi-linear PDEs remained not to be investigated. Thus, in [135] the convexification is extended to this case. The current chapter discusses this topic. See Section 1.4 for a brief description of the convexification.

### 5.2 Some facts of the convex analysis

Results of this section are known and can be found in Chapters 4 and 5 of the book of Vasiliev [248]. Still, we prove below Lemmata 5.2.1, 5.2.3, and Theorem 5.2 .1 for the convenience of the reader. Even though all results of this section are formulated for a strictly convex functional, some of them are valid under less restrictive condition, which we do not list here for brevity.

Let $H$ be a Hilbert space of real valued functions. Below in this section $\|\cdot\|$ and (, ) denote the norm and the scalar product in this space, respectively. Let $B(R)=\{x \in$ $H:\|x\|<R\} \subset H$ be the ball of the radius $R$ with the center at $\{0\}$. Even though results of this section can be easily extended to the case when $B(R)$ is a convex bounded set, we are not doing this here for brevity. Let $\delta>0$ be a sufficiently small number. Let $J: B(R+\delta) \rightarrow \mathbb{R}$ be a functional, which has the Fréchet derivative $J^{\prime}(x), \forall x \in \bar{B}(R)$. Below we sometimes denote the action of the functional $J^{\prime}(x)$ at the point $x$ on any element $h \in H$ as $J^{\prime}(x)(h)$. But sometimes we also denote this action as $\left(J^{\prime}(x)\right.$, h). This difference will not lead to a misunderstanding. The Fréchet derivative $J^{\prime}(x)$ at a point $x \in\{\|x\|=R\}$ is understood as

$$
J(y)-J(x)=J^{\prime}(x)(y-x)+o(\|x-y\|), \quad\|x-y\| \rightarrow 0, y \in B(R+\delta) .
$$

We assume that this Fréchet derivative satisfies the Lipschitz continuity condition,

$$
\begin{equation*}
\left\|J^{\prime}(x)-J^{\prime}(y)\right\| \leq L\|x-y\|, \quad \forall x, y \in \bar{B}(R) \tag{5.1}
\end{equation*}
$$

with a certain constant $L>0$. In addition, we assume that the functional $J(x)$ is strictly convex on the set $\bar{B}(R)$,

$$
\begin{equation*}
J(y)-J(x)-J^{\prime}(x)(y-x) \geq x\|x-y\|^{2}, \quad \forall x, y \in \bar{B}(R), \tag{5.2}
\end{equation*}
$$

where $\varkappa=$ const. $>0$. The strict convexity of $J(x)$ on $\bar{B}(R)$ implies

$$
\begin{equation*}
\left(J^{\prime}(x)-J^{\prime}(y), x-y\right) \geq 2 x\|x-y\|^{2}, \quad \forall x, y \in \bar{B}(R) . \tag{5.3}
\end{equation*}
$$

The Weierstrass theorem implies existence of a point of a relative minimum of the functional $J(x)$ on the closed ball $\bar{B}(R)$.

Lemma 5.2.1. A point $x_{\text {min }} \in \bar{B}(R)$ is a point of a relative minimum of the functional $J(x)$ on the set $\bar{B}(R)$ if and only if

$$
\begin{equation*}
\left(J^{\prime}\left(x_{\min }\right), x_{\min }-y\right) \leq 0, \quad \forall y \in \bar{B}(R) . \tag{5.4}
\end{equation*}
$$

If a point $x_{\min } \in \bar{B}(R)$ is a point of a relative minimum of the functional $J(x)$ on the set $\bar{B}(R)$, then this point is unique and it is, therefore, the point of the unique global minimum of $J(x)$ on the set $\bar{B}(R)$.

Note that if $x_{\text {min }}$ is an interior point of $B(R)$, then in (5.4) " $\leq$ " must be replaced with " $=$ " and the assertion of this lemma becomes obvious. However, this assertion is not immediately obvious if $x_{\min }$ belongs to the boundary of the closed ball $\bar{B}(R)$.

Proof. Suppose that $x_{\min }$ is a point of a relative minimum of $J(x)$ on $\bar{B}(R)$. Assume to the contrary: that there exists a point $y \in \bar{B}(R)$ such that $\left(J^{\prime}\left(x_{\min }\right), x_{\min }-y\right)>0$. Let $h=y-x_{\text {min }}$. Then

$$
\begin{equation*}
\left(J^{\prime}\left(x_{\min }\right), \xi h\right)<0, \quad \forall \xi>0 \tag{5.5}
\end{equation*}
$$

for any number $\xi>0$. Since the set $\bar{B}(R)$ is convex, then $\left\{x_{\min }+\xi h, \xi \in[0,1]\right\} \subset \bar{B}(R)$. We have

$$
\begin{equation*}
J\left(x_{\min }+\xi h\right)=J\left(x_{\min }\right)+\xi\left[\left(J^{\prime}\left(x_{\min }\right), h\right)+o(1)\right], \quad \xi \rightarrow 0^{+} . \tag{5.6}
\end{equation*}
$$

By (5.5), $\left(J^{\prime}\left(x_{\min }\right), h\right)+o(1)<0$ for sufficiently small values of $\xi>0$. Hence, (5.6) implies that $J\left(x_{\min }+\xi h\right)<J\left(x_{\min }\right)$ for sufficiently small $\xi$. The latter contradicts the assumption that $x_{\min }$ is a point of a relative minimum of the functional $J(x)$ on the set $\bar{B}(R)$.

Assume now the reverse: that the inequality (5.4) is valid for a certain point $x_{\min } \in$ $\bar{B}(R)$. We prove below that $x_{\min }$ is a point of a relative minimum of the functional $J(x)$ on the set $\bar{B}(R)$. Indeed, let $y \in \bar{B}(R)$ be an arbitrary point and let $y \neq x$. By (5.4) $J^{\prime}\left(x_{\min }\right)(y-$ $\left.x_{\min }\right) \geq 0$. Hence, (5.2) implies that

$$
\begin{equation*}
J(y) \geq J\left(x_{\min }\right)+J^{\prime}\left(x_{\min }\right)\left(y-x_{\min }\right)+\varkappa\|x-y\|^{2}>J\left(x_{\min }\right) . \tag{5.7}
\end{equation*}
$$

Hence, the functional $J(x)$ attains its minimal value at $x=x_{\min }$. Hence, $x_{\min }$ is indeed the point of a relative minimum of the functional $J(x)$ on the set $\bar{B}(R)$.

We now prove uniqueness of the point of a relative minimum. Indeed, assume that there are two points $x_{\min }$ and $y_{\min }$ of relative minima of the functional $J(x)$ on the set $\bar{B}(R)$. We have

$$
\begin{align*}
& J\left(y_{\min }\right)-J\left(x_{\min }\right)-J^{\prime}\left(x_{\min }\right)\left(y_{\min }-x_{\min }\right) \geq x\left\|x_{\min }-y_{\min }\right\|^{2},  \tag{5.8}\\
& J\left(x_{\min }\right)-J\left(y_{\min }\right)-J^{\prime}\left(y_{\min }\right)\left(x_{\min }-y_{\min }\right) \geq x\left\|x_{\min }-y_{\min }\right\|^{2} . \tag{5.9}
\end{align*}
$$

Summing up (5.8) and (5.9), we obtain

$$
\begin{equation*}
-J^{\prime}\left(x_{\min }\right)\left(y_{\min }-x_{\min }\right)-J^{\prime}\left(y_{\min }\right)\left(x_{\min }-y_{\min }\right) \geq 2 \varkappa\left\|x_{\min }-y_{\min }\right\|^{2} \tag{5.10}
\end{equation*}
$$

However, by (5.4)

$$
-J^{\prime}\left(x_{\min }\right)\left(y_{\min }-x_{\min }\right)-J^{\prime}\left(y_{\min }\right)\left(x_{\min }-y_{\min }\right) \leq 0 .
$$

Hence, (5.10) and (5.11) imply that $x_{\text {min }}=y_{\text {min }}$.
Let $y \in H$ be an arbitrary point. The point $\bar{y}$ is called projection of the point $y$ on the set $\bar{B}(R)$ if

$$
\|y-\bar{y}\|=\inf _{v \in \bar{B}(R)}\|y-v\| .
$$

Lemma 5.2.2. Each point $y \in H$ has unique projection $\bar{y}$ on the set $\bar{B}(R)$. Furthermore, the point $\bar{y} \in \bar{B}(R)$ is the projection of the point $y$ on the set $\bar{B}(R)$ if and only if

$$
\begin{equation*}
(\bar{y}-y, v-\bar{y}) \geq 0, \quad \forall v \in \bar{B}(R) . \tag{5.12}
\end{equation*}
$$

For the proof of this lemma, we refer to Theorem 1 of Section 4 of Chapter 4 of [248]. Denote the projection operator of the space $H$ on the set $\bar{B}(R)$ as $P_{\bar{B}(R)}: H \rightarrow \bar{B}(R)$. Then (see Theorem 2 of Section 4 of Chapter 4 of [248]),

$$
\begin{equation*}
\left\|P_{\bar{B}(R)}(u)-P_{\bar{B}(R)}(v)\right\| \leq\|u-v\|, \quad \forall u, v \in H . \tag{5.13}
\end{equation*}
$$

Lemma 5.2.3. The point $x_{\min } \in \bar{B}(R)$ is the point of the unique global minimum of the functional $J(x)$ on the set $\bar{B}(R)$ if and only if there exits a number $y>0$ such that

$$
\begin{equation*}
x_{\min }=P_{\bar{B}(R)}\left(x_{\min }-\gamma J^{\prime}\left(x_{\min }\right)\right) . \tag{5.14}
\end{equation*}
$$

If (5.14) is valid for one number $y$, then it is also valid for all $y>0$.
Proof. Uniqueness of the global minimum, and the absence of other relative minima, follow from Lemma 5.2.1. By (5.4),

$$
\left(y J^{\prime}\left(x_{\min }\right), v-x_{\min }\right) \geq 0, \quad \forall v \in \bar{B}(R), \forall y>0 .
$$

This is equivalent with

$$
\begin{equation*}
\left(x_{\min }-\left(x_{\min }-\gamma J^{\prime}\left(x_{\min }\right)\right), v-x_{\min }\right) \geq 0, \quad \forall v \in \bar{B}(R), \forall y>0 . \tag{5.15}
\end{equation*}
$$

Hence, Lemma 5.2.2 and (5.15) imply (5.14).
Consider now the gradient projection method to find the minimum of the functional $J(x)$ on the set $\bar{B}(R)$. Let $x_{0} \in \bar{B}(R)$ be an arbitrary point. We construct the following sequence:

$$
\begin{equation*}
x_{n+1}=P_{\bar{B}(R)}\left(x_{n}-\gamma J^{\prime}\left(x_{n}\right)\right), \quad n=0,1,2, \ldots . \tag{5.16}
\end{equation*}
$$

Theorem 5.2.1. Assume that the functional $J(x)$ is strictly convex on the closed ball $\bar{B}(R)$ and let condition (5.1) hold. Then there exists unique point of the relative minimum $x_{\min }$ of this functional on the set $\bar{B}(R)$. Furthermore, $x_{\min }$ is the unique point of the global minimum of $J(x)$ on $\bar{B}(R)$. Let L and $y$ be numbers in (5.1) and (5.2), respectively, and let $y \in(0, L]$. Let the number $y$ in (5.16) be so small that

$$
\begin{equation*}
0<\gamma<2 x L^{-2} . \tag{5.17}
\end{equation*}
$$

Let $q(\alpha)=\left(1-2 \gamma x+\alpha^{2} L^{2}\right)^{1 / 2}$. Then the sequence (5.16) converges to the point $x_{\min }$ and

$$
\begin{equation*}
\left\|x_{n}-x_{\text {min }}\right\| \leq q^{n}(y)\left\|x_{0}-x_{\text {min }}\right\| . \tag{5.18}
\end{equation*}
$$

Proof. We note first that by (5.17) the number $q(y) \in(0,1)$. The idea of the proof is to show that the operator in the right-hand side of (5.16) is contraction mapping, as long as (5.17) holds. Denote $D(x)=P_{\bar{B}(R)}\left(x-y J^{\prime}(x)\right), x \in \bar{B}(R)$. Then the operator $D: \bar{B}(R) \rightarrow$ $\bar{B}(R)$. Let $x$ and $y$ be two arbitrary points of $\bar{B}(R)$. Using (5.13), we obtain

$$
\begin{align*}
\|D(x)-D(y)\|^{2} & \leq\left\|\left(x-y J^{\prime}(x)\right)-\left(y-y J^{\prime}(y)\right)\right\|^{2} \\
& =\left\|(x-y)-\gamma\left(J^{\prime}(x)-J^{\prime}(y)\right)\right\|^{2}  \tag{5.19}\\
& =\|x-y\|^{2}+y^{2}\left\|J^{\prime}(x)-J^{\prime}(y)\right\|^{2}-2 y\left(J^{\prime}(x)-J^{\prime}(y), x-y\right)
\end{align*}
$$

By (5.1), $\gamma^{2}\left\|J^{\prime}(x)-J^{\prime}(y)\right\|^{2} \leq \gamma^{2} L^{2}\|x-y\|^{2}$. Next, by (5.3),

$$
-2 y\left(J^{\prime}(x)-J^{\prime}(y), x-y\right) \leq-2 y x\|x-y\|^{2} .
$$

Hence, (5.19) leads to

$$
\|D(x)-D(y)\|^{2} \leq\left(1-2 y x+y^{2} L^{2}\right)\|x-y\|^{2}=q^{2}(y)\|x-y\|^{2} .
$$

Hence, the operator $D$ is a contraction mapping of the set $\bar{B}(R)$. The rest of the proof follows immediately from Lemmata 5.2.1 and 5.2.3.

### 5.3 The general scheme of the method

### 5.3.1 The Cauchy problem

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain. Let $A$ be a quasilinear Partial Differential Operator of the second order in $\Omega$ with its linear principal part $A_{0}$,

$$
\begin{align*}
& A(u)=\sum_{|\alpha|=2} a_{\alpha}(x) D^{\alpha} u+A_{1}(x, \nabla u, u),  \tag{5.20}\\
& A_{0} u=\sum_{|\alpha|=2} a_{\alpha}(x) D^{\alpha} u \tag{5.21}
\end{align*}
$$

$$
\begin{align*}
a_{\alpha} & \in C^{1}(\bar{\Omega}),  \tag{5.22}\\
A_{1}(x, y) & \in C^{3}\left\{(x, y): x \in \bar{\Omega}, y \in \mathbb{R}^{n+1}\right\} . \tag{5.23}
\end{align*}
$$

Denote $k=[n / 2]+2$, where [ $n / 2]$ is the largest integer, which does not exceed the number $n / 2$. By theembedding theorem

$$
\begin{equation*}
H^{k}(\Omega) \subset C^{1}(\bar{\Omega}) \quad \text { and } \quad\|f\|_{C^{1}(\bar{\Omega})} \leq C\|f\|_{H^{k}(\Omega)}, \quad \forall f \in H^{k}(\Omega), \tag{5.24}
\end{equation*}
$$

where the constant $C=C(\Omega)>0$ depends only on listed parameters. Let $\Gamma \subseteq \partial \Omega$, $\Gamma \in C^{\infty}$ be a part of the boundary of the domain $\Omega$. We assume that $\Gamma$ is not a part of the characteristic hypersurface of the operator $A_{0}$.

Cauchy problem 1. Consider the following Cauchy problem for the operator $A$ :

$$
\begin{align*}
A(u) & =0 \quad \text { in } \Omega,  \tag{5.25}\\
\left.u\right|_{\Gamma} & =g_{0}(x),\left.\quad \partial_{n} u\right|_{\Gamma}=g_{1}(x) . \tag{5.26}
\end{align*}
$$

Find the solution $u \in H^{k}(\Omega)$ of the problem (5.25), (5.26) either in the entire domain $\Omega$ or at least in its subdomain.

The Cauchy-Kowalewski uniqueness theorem is inapplicable here since we do not impose the analyticity assumption on coefficients $a_{\alpha}(x)$ of the principal part $A_{0}$ of the operator $A$ and also since $A$ is not a linear operator. Still, Theorem 5.3.2 guarantees uniqueness of this problem in the domain $\Omega_{c}$ defined in Subsection 5.3.1.

Suppose that there exists a function $F \in H^{k+1}(\Omega)$ such that

$$
\begin{equation*}
\left.F\right|_{\Gamma}=g_{0}(x),\left.\quad \partial_{n} F\right|_{\Gamma}=g_{1}(x) . \tag{5.27}
\end{equation*}
$$

Consider the function $v(x)=u(x)-F(x)$. Here is an example of the function $F(x)$. Suppose that $\Omega=\{|x|<1\} \subset \mathbb{R}^{3}$. Let $\Gamma=\{|x|=1\}$. Assume that functions $g_{0}, g_{1} \in$ $C^{k+1}(\Gamma)$. Let the function $\chi(x) \in C^{k+1}(\bar{\Omega})$ be such that

$$
\chi(x)= \begin{cases}1, & |x| \in[3 / 4,1] \\ \text { between } 0 \text { and } 1 & \text { for } x \in(1 / 2,3 / 4) \\ 0 & \text { for } x \in(0,1 / 2)\end{cases}
$$

The existence of such functions $\chi(x)$ is well known from the real analysis course. Then the function $F(x)$ can be constructed as $F(x)=\chi(x)\left[g_{0}(x)+(|x|-1) g_{1}(x)\right]$.

Define the subspace $H_{0}^{k}(\Omega)$ of the Hilbert space of real valued functions $H^{k}(\Omega)$ as

$$
H_{0}^{k}(\Omega)=\left\{f \in H^{k}(\Omega):\left.f\right|_{\Gamma}=0,\left.\partial_{n} f\right|_{\Gamma}=0\right\} .
$$

Hence, we come up with the following Cauchy problem.

Cauchy problem 2. Determine the function $v \in H_{0}^{k}(\Omega)$ such that

$$
\begin{equation*}
A(v+F)=0 \quad \text { in } \Omega . \tag{5.28}
\end{equation*}
$$

Note that the function $A(F) \in H^{k-1}(\Omega)$. By the embedding theorem, the latter means that $A(F) \in C(\bar{\Omega})$. In the realistic case, the Cauchy data $g_{0}(x), g_{1}(x)$ are given with a random noise. On the other hand, by (5.27) one should have at least the following smoothness $g_{0} \in H^{k}(\Gamma), g_{1} \in H^{k-1}(\Gamma)$. Hence, a data smoothing procedure might be applied to these functions in a data preprocessing procedure. A specific form of a smoothing procedure depends on a specific problem under the consideration. As a result, one would obtain the Cauchy data with a smooth error. A smoothing procedure is outside of the scope of this publication. Still, we work with noisy data in our computations; see Section 5.9.

### 5.3.2 The pointwise Carleman estimate

In this subsection, we briefly repeat our general scheme of the pointwise Carleman estimate, which was presented above in Sections 2.1 and 4.2.1. Let the function $\psi \in$ $C^{\infty}(\bar{\Omega})$ and $|\nabla \psi| \neq 0$ in $\bar{\Omega}$. For a number $\alpha>0$, denote

$$
\begin{equation*}
\psi_{\alpha}=\{x \in \bar{\Omega}: \psi(x)=\alpha\}, \quad \Omega_{\alpha}=\{x \in \Omega: \psi(x)>\alpha\} . \tag{5.29}
\end{equation*}
$$

Hence, a part of the boundary $\partial \Omega_{\alpha}$ of the domain $\Omega_{\alpha}$ is the level hypersurface $\psi_{\alpha}$ of the function $\psi$. We assume that $\Omega_{\alpha} \neq \varnothing$. Obviously, $\Omega_{\omega} \subset \Omega_{\alpha}$ if $\omega>\alpha$. Choose a sufficiently small number $\varepsilon>0$ such that $\Omega_{\alpha+2 \varepsilon} \neq \varnothing$. Denote $\Gamma_{\alpha}=\Gamma \cap \bar{\Omega}_{\alpha}$ and assume that $\Gamma_{\alpha} \neq \varnothing$. Hence, the boundary $\partial \Omega_{\alpha}$ of the domain $\Omega_{\alpha}$ is

$$
\begin{align*}
\partial \Omega_{\alpha} & =\partial_{1} \Omega_{\alpha} \cup \partial_{2} \Omega_{\alpha},  \tag{5.30}\\
\partial_{1} \Omega_{\alpha} & =\psi_{\alpha}, \quad \partial_{2} \Omega_{\alpha}=\Gamma_{\alpha} . \tag{5.31}
\end{align*}
$$

Let $\lambda>1$ be a large parameter. Consider the function $\varphi_{\lambda}(x)$,

$$
\begin{equation*}
\varphi_{\lambda}(x)=\exp [\lambda \psi(x)] \tag{5.32}
\end{equation*}
$$

Ву (5.30)-(5.32),

$$
\begin{equation*}
\min _{\bar{\Omega}_{\alpha}} \varphi_{\lambda}(x)=\left.\varphi_{\lambda}(x)\right|_{\psi_{\alpha}}=e^{\lambda \alpha} \tag{5.33}
\end{equation*}
$$

Let

$$
\begin{equation*}
m=\max _{\bar{\Omega}_{\alpha}} \psi(x) \tag{5.34}
\end{equation*}
$$

Then

$$
\begin{equation*}
\max _{\bar{\Omega}_{\alpha}} \varphi_{\lambda}(x)=e^{\lambda m} \tag{5.35}
\end{equation*}
$$

Assume that the following pointwise estimate is valid for the principal part $A_{0}$ of the operator $A$ :

$$
\begin{align*}
\left(A_{0} u\right)^{2} \varphi_{\lambda}^{2}(x) \geq & C_{1} \lambda(\nabla u)^{2} \varphi_{\lambda}^{2}(x)+C_{1} \lambda^{3} u^{2} \varphi_{\lambda}^{2}(x)+\operatorname{div} U,  \tag{5.36}\\
U= & \left(U_{1}, \ldots, U_{n}\right), \quad|U(x)| \leq C_{1} \lambda^{3}\left[(\nabla u)^{2}+u^{2}\right] \varphi_{\lambda}^{2}(x),  \tag{5.37}\\
& \forall \lambda \geq \lambda_{0}, \forall x \in \Omega_{\alpha}, \forall u \in C^{2}\left(\bar{\Omega}_{\alpha}\right), \tag{5.38}
\end{align*}
$$

where constants $\lambda_{0}=\lambda_{0}\left(A_{0}, \Omega\right)>1, C_{1}=C_{1}\left(A_{0}, \Omega\right)>0$ depend only on listed parameters. Then the estimate (5.36) together with (5.37) and (5.38) is called a pointwise Carleman estimate for the operator $A_{0}$ with the $\operatorname{CWF} \varphi_{\lambda}^{2}(x)$ in the domain $\Omega_{\alpha}$.

### 5.3.3 Theorems

Let $R>0$ be an arbitrary number. We now specify the ball $B(R)$ as

$$
\begin{equation*}
B(R)=\left\{u \in H_{0}^{k}(\Omega):\|u\|_{H^{k}(\Omega)}<R\right\} . \tag{5.39}
\end{equation*}
$$

To solve the Cauchy problem 2, we take into account (5.28) and consider the following minimization problem.

Minimization problem. Assume that the operator $A_{0}$ satisfies conditions (5.36)-(5.38). Let $\beta \in(0,1)$ be the regularization parameter. Minimize with respect to the function $v \in \bar{B}(R)$ the functional $J_{\lambda, \beta}(v, F)$, where

$$
\begin{equation*}
J_{\lambda, \beta}(v, F)=e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega}[A(v+F)]^{2} \varphi_{\lambda}^{2} d x+\beta\|v\|_{H^{k}(\Omega)}^{2} . \tag{5.40}
\end{equation*}
$$

The multiplier $e^{-2 \lambda(\alpha+\varepsilon)}$ is introduced to balance two terms in the right-hand side of (5.40). Below "the Frechét derivative $J_{\lambda, \beta}^{\prime}(v, F)$ " means the Frechét derivative of the functional $J_{\lambda, \beta}(v, F)$ with respect to $v$. Also, below [, ] denotes the scalar product in $H^{k}(\Omega)$.

Theorem 5.3.1. The functional $J_{\lambda, \beta}(v, F)$ has the Fréchet derivative $J_{\lambda, \beta}^{\prime}(v, F) \in H_{0}^{k}(\Omega)$ for $v \in B(2 R)$. This derivative satisfies the Lipschitz continuity condition

$$
\begin{equation*}
\left\|J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)-J_{\lambda, \beta}^{\prime}\left(v_{2}, F\right)\right\|_{H^{k}(\Omega)} \leq L\left\|v_{1}-v_{2}\right\|_{H^{k}(\Omega)}, \quad \forall v_{1}, v_{2} \in \bar{B}(R) \tag{5.41}
\end{equation*}
$$

where the constant $L=L(R, A, F, \Omega, \lambda, \alpha, \varepsilon, \beta)>0$ depends only on listed parameters.

As to Theorem 5.3.2, we note that since $e^{-\lambda \varepsilon} \ll 1$ for sufficiently large $\lambda$, then the requirement of this theorem $\beta \in\left[e^{-\lambda \varepsilon}, 1\right)$ enables the regularization parameter $\beta$ to change from being very small and up to the unity.

Theorem 5.3.2. Assume that the operator $A_{0}$ admits the pointwise Carleman estimates (5.36)-(5.38) in the domain $\Omega_{\alpha}$. Then there exists a sufficiently large number $\lambda_{1}=\lambda_{1}(R, A, F, \Omega)>\lambda_{0}\left(A_{0}, \Omega\right)>1$ and a number $C_{2}=C_{2}(R, A, F, \Omega)>0$, both depending only on listed parameters, such that for all $\lambda \geq \lambda_{1}$ and for every $\beta \in\left[e^{-\lambda \varepsilon}, 1\right)$ the functional $J_{\lambda, \beta}(v, F)$ is strictly convex on the ball $\bar{B}(R)$,

$$
\begin{align*}
& J_{\lambda, \beta}\left(v_{2}, F\right)-J_{\lambda, \beta}\left(v_{1}, F\right)-J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)\left(v_{2}-v_{1}\right)  \tag{5.42}\\
& \quad \geq C_{2} e^{2 \lambda \varepsilon}\left\|v_{2}-v_{1}\right\|_{H^{1}\left(\Omega_{a+2 \varepsilon}\right)}^{2}+\frac{\beta}{2}\left\|v_{2}-v_{1}\right\|_{H^{k}(\Omega)}^{2}, \quad \forall v_{1}, v_{2} \in \bar{B}(R) .
\end{align*}
$$

To minimize the functional (5.40) on the set $\bar{B}(R)$, we apply the gradient projection method. Let $P_{\bar{B}(R)}: H_{0}^{k}(\Omega) \rightarrow \bar{B}(R)$ be the projection operator of the space $H_{0}^{k}(\Omega)$ on the closed ball $\bar{B}(R)$ (Lemma 5.2.2). Let an arbitrary function $v_{0} \in \bar{B}(R)$ be our starting point for iterations of this method. Let the step size of the gradient method be $\gamma>0$. Consider the sequence $\left\{v_{n}\right\}_{n=0}^{\infty}$,

$$
\begin{equation*}
v_{n+1}=P_{\bar{B}(R)}\left(v_{n}-\gamma J_{\lambda, \beta}^{\prime}\left(v_{n}, F\right)\right), \quad n=0,1,2, \ldots \tag{5.43}
\end{equation*}
$$

For brevity, we do not indicate here the dependence of functions $v_{n}$ on parameters $\lambda$, $\beta, \gamma$.

Theorem 5.3.3. Suppose that all conditions of Theorem 5.3 .2 are satisfied. Choose a number $\lambda \geq \lambda_{1}$. Let the regularization parameter $\beta \in\left[e^{-\lambda \varepsilon}, 1\right)$. Then there exists a point $v_{\min } \in \bar{B}(R)$ of the relative minimum of the functional $J_{\lambda, \beta}(v)$ on the set $\bar{B}(R)$. Furthermore, $v_{\min }$ is also the unique point of the global minimum of this functional on $\bar{B}(R)$. Consider the sequence (5.43), where $v_{0} \in \bar{B}(R)$ is an arbitrary point of the closed ball $\bar{B}(R)$. Then there exist a sufficiently small number $\gamma=\gamma(R, A, F, \Omega, \alpha, \varepsilon, \beta, \lambda) \in(0,1)$ and a number $q(y) \in(0,1)$, both depending only on listed parameters, such that the sequence (5.43) converges to the point $v_{\min }$,

$$
\begin{equation*}
\left\|v_{n+1}-v_{\min }\right\|_{H^{k}(\Omega)} \leq q^{n}(y)\left\|v_{0}-v_{\min }\right\|_{H^{k}(\Omega)}, \quad n=0,1,2, \ldots . \tag{5.44}
\end{equation*}
$$

Following the regularization theory [22, 76, 244], the next natural question to address is whether regularized solutions converge to the exact solution (if it exists) for some values of the parameter $\lambda=\lambda(\delta)$ if the level of the error $\delta$ in the Cauchy data $g_{0}$, $g_{1}$ tends to zero. Since functions $g_{0}, g_{1}$ generate the function $F$, we consider the error only in $F$. Following one of concepts of the regularization theory, we assume now the existence of the exact solution $v^{*} \in H_{0}^{k}(\Omega)$ of the problem (5.28), which satisfies the following conditions:

$$
\begin{equation*}
A\left(v^{*}+F^{*}\right)=0, \tag{5.45}
\end{equation*}
$$

$$
\begin{equation*}
v^{*} \in B(R) \text {, } \tag{5.46}
\end{equation*}
$$

where the function $F^{*} \in H^{k+1}(\Omega)$ is generated by the exact (i. e., noiseless) Cauchy data $g_{0}^{*}(x)$ and $g_{1}^{*}(x)$. We assume that

$$
\begin{equation*}
\left\|F-F^{*}\right\|_{H^{k+1}(\Omega)} \leq \delta, \tag{5.47}
\end{equation*}
$$

where $\delta \in(0,1)$ is a sufficiently small number characterizing the level of the error in the data. The construction (5.45)-(5.47) corresponds well with the regularization theory [22, 184, 244]. First, consider the case when the data are noiseless, that is, when $\delta=0$.

Theorem 5.3.4. Suppose that all conditions of Theorem 5.3 .2 are satisfied. Choose a number $\lambda^{*}=\lambda^{*}\left(R, A, F^{*}, \Omega\right)>\lambda_{0}$ such that estimate (5.42) is valid for $J_{\lambda, \beta}\left(v, F^{*}\right)$ for all $\lambda \geq \lambda^{*}$. Let the level of the error in the data be $\delta=0$. Choose $\lambda \geq \lambda^{*}$ and $\beta=e^{-\lambda \varepsilon}$. Let $v_{\min } \in \bar{B}(R)$ be the point of the unique global minimum on $\bar{B}(R)$ of the functional $J_{\lambda, \beta}\left(v, F^{*}\right)$ (Theorem 5.3.3). Then there exists a constant $C_{3}=C_{3}\left(R, A, F^{*}, \Omega\right)>0$ depending only on listed parameters such that

$$
\begin{equation*}
\left\|v^{*}-v_{\min }\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)} \leq C_{3} \exp (-3 \lambda \varepsilon / 2) . \tag{5.48}
\end{equation*}
$$

Furthermore, let $\left\{v_{n}\right\}_{n=0}^{\infty}$ be the sequence (5.43) where the number $\gamma=\gamma\left(R, A, F^{*}, \Omega, \alpha, \varepsilon\right.$, $\beta, \lambda) \in(0,1)$ is the same as in Theorem 5.3.3. Then with the same constant $q(\gamma) \in(0,1)$ as in Theorem 5.3.3 the following estimate holds:

$$
\begin{equation*}
\left\|v^{*}-v_{n+1}\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)} \leq C_{3} \exp (-3 \lambda \varepsilon / 2)+q^{n}(y)\left\|v_{0}-v_{\min }\right\|_{H^{k}(\Omega)}, \quad n=0,1,2, \ldots \tag{5.49}
\end{equation*}
$$

Let $m$ be the number in (5.34). Denote

$$
\begin{equation*}
\theta=\min \left(\frac{\varepsilon}{4 m}, \frac{1}{2}\right) . \tag{5.50}
\end{equation*}
$$

Theorem 5.3.5 estimates the rate of convergence of minimizers $v_{\text {min }}$ to the exact solution $v^{*}$ in the norm of the space $H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)$.

Theorem 5.3.5. Let all conditions of Theorem 5.3.2 hold. Let the number $\lambda_{1}=\lambda_{1}(R, A$, $F, \Omega)>\lambda_{0}$ be the same as in Theorem 5.3.2 and let $\theta$ be the number defined in (5.50). Let the number $\delta_{0} \in(0,1)$ be so small that $\delta_{0}^{-1 /(2 m)}>e^{\lambda_{1}}$. Let $\delta \in\left(0, \delta_{0}\right)$ be the level of the error in the function $F$, that is, let (5.47) be valid. Choose $\lambda=\lambda(\delta)=\ln \left(\delta^{-1 /(2 m)}\right)>\lambda_{1}$ and $\beta=e^{-\lambda(\delta) \varepsilon}$. Let $v_{\min } \in \bar{B}(R)$ be the point of the unique global minimum on $\bar{B}(R)$ of the functional $J_{\lambda, \beta}(v, F)$ (Theorem 5.3.3). Then there exists a constant $C_{4}=C_{4}(R, A, F, \Omega)>0$ depending only on listed parameters such that

$$
\begin{equation*}
\left\|v^{*}-v_{\min }\right\|_{H^{1}\left(\Omega_{a+2 \varepsilon}\right)} \leq C_{4} \delta^{\theta} \tag{5.51}
\end{equation*}
$$

Next, let $\left\{v_{n}\right\}_{n=0}^{\infty}$ be the sequence (5.43), where the number $\gamma=\gamma(R, A, F, \Omega, \alpha, \varepsilon, \beta, \delta) \in$ $(0,1)$ is the same as in Theorem 5.3.3. Then with the same constant $q(y) \in(0,1)$ as in Theorem 5.3.3 the following estimate holds:

$$
\begin{equation*}
\left\|v^{*}-v_{n+1}\right\|_{H^{1}\left(\Omega_{a+2 \varepsilon}\right)} \leq C_{4} \delta^{\theta}+q^{n}(y)\left\|v_{0}-v_{\min }\right\|_{H^{k}(\Omega)}, \quad n=0,1,2, \ldots . \tag{5.52}
\end{equation*}
$$

Theorem 5.3.3 follows immediately from Theorems 5.2.1, 5.3.1, and 5.3.2. Hence, we do not prove Theorem 5.3.3 here.

### 5.4 Proof of Theorem 5.3.1

In this proof, $L=L(R, A, F, \Omega, \alpha, \varepsilon, \beta, \lambda)>0$ denotes different numbers depending only on listed parameters. Let $v_{1}, v_{2} \in B(2 R)$ be two arbitrary functions. Denote $h=v_{2}-v_{1}$. Hence, $h \in H_{0}^{k}(\Omega)$. Let

$$
\begin{equation*}
D=\left(A\left(v_{2}+F\right)\right)^{2}-\left(A\left(v_{1}+F\right)\right)^{2} \tag{5.53}
\end{equation*}
$$

By the Lagrange formula,

$$
\begin{equation*}
f(y+z)=f(y)+f^{\prime}(y) z+\frac{z^{2}}{2} f^{\prime \prime}(\eta), \quad \forall y, z \in \mathbb{R}, \forall f \in C^{2}(\mathbb{R}) \tag{5.54}
\end{equation*}
$$

where $\eta=\eta(y, z)$ is a number located between numbers $y$ and $y+z$. By (5.24),

$$
\begin{equation*}
\|h\|_{C^{1}(\bar{\Omega})}=\left\|v_{2}-v_{1}\right\|_{C^{1}(\bar{\Omega})} \leq 4 C R . \tag{5.55}
\end{equation*}
$$

Hence, using (5.20)-(5.23), (5.54), and (5.55), we obtain

$$
\begin{aligned}
A_{1}\left(x, \nabla\left(v_{2}+F\right), v_{2}+F\right)= & A_{1}\left(x, \nabla\left(v_{1}+F+h\right), v_{1}+F+h\right) \\
= & A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) \\
& +\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h \\
& +P\left(x, \nabla v_{1}+\nabla F, v_{1}+F, \nabla h, h\right),
\end{aligned}
$$

where the function $P$ satisfies the following estimate:

$$
\begin{equation*}
\left|P\left(x, \nabla v_{1}+\nabla F, v_{1}+F, \nabla h, h\right)\right| \leq K\left((\nabla h)^{2}+h^{2}\right), \quad \forall x \in \bar{\Omega}, \forall v_{1} \in B(2 R), \tag{5.56}
\end{equation*}
$$

where the constant $K=K(R, F, \Omega)>0$ depends only on listed parameters. Hence,

$$
\begin{aligned}
A\left(v_{2}+F\right)= & A_{0}\left(v_{1}+F+h\right)+A_{1}\left(x, \nabla\left(v_{1}+F+h\right), v_{1}+F+h\right)=A\left(v_{1}+F\right) \\
& +\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right] \\
& +P\left(x, \nabla u_{1}, u_{1}, h\right) .
\end{aligned}
$$

Hence, by (5.53),

$$
\begin{align*}
D= & 2 A\left(v_{1}+F\right) \\
& \times\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right] \tag{5.57}
\end{align*}
$$

$$
\begin{aligned}
& +\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right]^{2} \\
& +P^{2}
\end{aligned}
$$

The expression in the first two lines of (5.57) is linear with respect to $h$. We denote this expression as $Q\left(v_{1}+F\right)(h)$,

$$
\begin{align*}
Q\left(v_{1}+F\right)(h)= & 2 A\left(v_{1}+F\right)  \tag{5.58}\\
& \times\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right] .
\end{align*}
$$

Consider the linear functional acting on functions $h \in H_{0}^{k}(\Omega)$ as

$$
\begin{equation*}
\tilde{J}\left(v_{1}, F\right)(h)=\int_{\Omega} Q\left(v_{1}+F\right)(h) \varphi_{\lambda}^{2} d x+2 \beta\left[v_{1}, h\right] . \tag{5.59}
\end{equation*}
$$

Clearly, $\widetilde{J}\left(v_{1}, F\right)(h): H_{0}^{k}(\Omega) \rightarrow \mathbb{R}$ is a bounded linear functional. Hence, by the Riesz theorem, there exists a single element $M\left(v_{1}\right) \in H_{0}^{k}(\Omega)$ such that

$$
\begin{equation*}
\widetilde{J}\left(v_{1}, F\right)(h)=\left[M\left(v_{1}, F\right), h\right], \quad \forall h \in H_{0}^{k}(\Omega) . \tag{5.60}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left\|M\left(v_{1}, F\right)\right\|_{H^{k}(\Omega)}=\left\|\widetilde{J}\left(v_{1}, F\right)\right\| . \tag{5.61}
\end{equation*}
$$

Next, since by (5.24) $\|h\|_{C^{1}(\bar{\Omega})} \leq C\|h\|_{H^{k}(\Omega)}$, then (5.40), (5.53), (5.57), and (5.59) imply that

$$
\begin{equation*}
J_{\lambda, \beta}\left(v_{1}+h, F\right)-J_{\lambda, \beta}\left(v_{1}, F\right)-\widetilde{J}\left(v_{1}, F\right)(h)=O\left(\|h\|_{H^{k}(\Omega)}^{2}\right), \tag{5.62}
\end{equation*}
$$

as $\|h\|_{H^{k}(\Omega)} \rightarrow 0$. The existence of the Fréchet derivative $J_{\lambda, \beta}^{\prime}\left(v_{1}\right)$ follows from (5.58)(5.62). Also, for all $h \in H_{0}^{k}(\Omega)$ and all $v \in B(2 R)$,

$$
\begin{align*}
J_{\lambda, \beta}^{\prime}(v, F)(h) & =\widetilde{J}(v, F)(h)=\int_{\Omega} Q(v+F)(h) \varphi_{\lambda}^{2} d x+2 \beta[v, h],  \tag{5.63}\\
J_{\lambda, \beta}^{\prime}(v, F) & =M(v, F) \in H_{0}^{k}(\Omega) . \tag{5.64}
\end{align*}
$$

We now prove the Lipschitz continuity of the Fréchet derivative $J_{\lambda, \beta}^{\prime}(\nu, F)$. By (5.57), (5.58), (5.59), (5.63), and (5.64) we should analyze the following expression for all $v_{1}, v_{2} \in \bar{B}(R)$ and for all $h \in H_{0}^{k}(\Omega)$ :

$$
\begin{aligned}
& Y\left(v_{1}, h\right)-Y\left(v_{2}, h\right) \\
& \quad=2 A\left(v_{1}+F\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right]  \tag{5.65}\\
& -2 A\left(v_{2}+F\right) \\
& \times\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h\right] .
\end{align*}
$$

We have

$$
\begin{align*}
& Y\left(v_{1}, h\right)-Y\left(v_{2}, h\right) \\
&= 2\left(A\left(v_{1}+F\right)-A\left(v_{2}+F\right)\right) \\
& \quad \times\left[A_{0}(h)+\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right] \\
&+2 A\left(v_{2}+F\right)  \tag{5.66}\\
& \quad \times\left[\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h\right] \\
& \quad-2 A\left(v_{2}+F\right) \\
& \quad \times\left[\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h\right]
\end{align*}
$$

First, using (5.20) and (5.54), we obtain

$$
\begin{align*}
& 2\left(A\left(v_{1}+F\right)-A\left(v_{2}+F\right)\right) \\
& \quad=2 A_{0}\left(v_{1}-v_{2}\right)  \tag{5.67}\\
& \quad+2\left[\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right)\left(v_{1}-v_{2}\right)_{x_{i}}+\partial_{v} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right)\left(v_{1}-v_{2}\right)\right] \\
& \quad+Y_{1}\left(x, v_{1}, v_{2}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\left|Y_{1}\left(x, v_{1}, v_{2}\right)\right| \leq L\left\|v_{1}-v_{2}\right\|_{C^{1}(\bar{\Omega})}^{2} \leq L\left\|v_{1}-v_{2}\right\|_{H^{k}(\Omega)}, \quad \forall v_{1}, v_{2} \in \bar{B}(R) . \tag{5.68}
\end{equation*}
$$

Thus, (5.67) and (5.68) imply that the modulus of the expression in the first two lines of (5.66) can be estimated from the above via $Y_{2}$, where

$$
\begin{equation*}
Y_{2} \leq L\left\|v_{1}-v_{2}\right\|_{H^{k}(\Omega)}\|h\|_{H^{k}(\Omega)}, \quad \forall v_{1}, v_{2} \in \bar{B}(R), \forall h \in H_{0}^{k}(\Omega) \tag{5.69}
\end{equation*}
$$

Estimate now from the above the modulus of the expression in the line numbers $3-6$ of (5.66). By (5.54),

$$
\begin{aligned}
& \partial_{v} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h-\partial_{v} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h \\
& \quad=\partial_{v}^{2} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h\left(v_{1}-v_{2}\right)+\frac{\left(v_{1}-v_{2}\right)^{2}}{2} h \partial_{v}^{3} A_{1}\left(x, \nabla v_{2}+\nabla F, \xi(x)+F\right),
\end{aligned}
$$

where the point $\xi(x)$ is located between points $v_{1}(x)$ and $v_{2}(x)$. Similar formulas are valid of course for terms

$$
\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{1}+\nabla F, v_{1}+F\right) h_{x_{i}}-\sum_{i=1}^{n} \partial_{v_{x_{i}}} A_{1}\left(x, \nabla v_{2}+\nabla F, v_{2}+F\right) h_{x_{i}} .
$$

Hence, the modulus of the expression in line numbers 3-6 of (5.66) can be estimated from the above similarly with (5.69) via $Y_{3}$, where

$$
\begin{equation*}
Y_{3} \leq L\left\|v_{1}-v_{2}\right\|_{H^{k}(\Omega)}\|h\|_{H^{k}(\Omega)}, \quad \forall v_{1}, v_{2} \in \bar{B}(R), \forall h \in H_{0}^{k}(\Omega) . \tag{5.70}
\end{equation*}
$$

Thus, (5.58) and (5.63)-(5.70) imply that

$$
\left|J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)(h)-J_{\lambda, \beta}^{\prime}\left(v_{2}, F\right)(h)\right| \leq L\left\|v_{1}-v_{2}\right\|_{H^{k}(\Omega)}\|h\|_{H^{k}(\Omega)},
$$

for all $v_{1}, v_{2} \in \bar{B}(R)$ and for all $h \in H_{0}^{k}(\Omega)$. This in turn implies (5.41).

### 5.5 Proof of Theorem 5.3.2

In this proof, $C_{2}=C_{2}(R, A, F, \Omega)>C_{1}>0$ denotes different constants depending only on listed parameters. Here, $C_{1}=C_{1}\left(A_{0}, \Omega\right)>0$ is the constant of the pointwise Carleman estimates (5.36)-(5.38). For two arbitrary points, $v_{1}, v_{2} \in \bar{B}(R)$ let again $h=v_{2}-v_{1}$ and let $D$ be the same as in (5.53). Denote $S=D-Q\left(v_{1}+F\right)(h)$, where $Q\left(v_{1}+F\right)(h)$ is given in (5.58) and it is linear, with respect to $h$. Then, using (5.56)-(5.58) and the Cauchy-Schwarz inequality, we obtain

$$
S \geq \frac{1}{2}\left(A_{0} h\right)^{2}-C_{2}\left((\nabla h)^{2}+h^{2}\right), \quad \forall x \in \Omega .
$$

Hence, using (5.62) and (5.63), we obtain

$$
\begin{align*}
& J_{\lambda, \beta}\left(v_{1}+h, F\right)-J_{\lambda, \beta}\left(v_{1}, F\right)-J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)(h) \\
& \quad \geq \frac{1}{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega}\left(A_{0} h\right)^{2} \varphi_{\lambda}^{2} d x-C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x+\beta\|h\|_{H^{k}(\Omega)}^{2} . \tag{5.71}
\end{align*}
$$

Since $\Omega_{\alpha} \subset \Omega$, then

$$
\begin{equation*}
e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega}\left(A_{0} h\right)^{2} \varphi_{\lambda}^{2} d x \geq e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(A_{0} h\right)^{2} \varphi_{\lambda}^{2} d x . \tag{5.72}
\end{equation*}
$$

Next,

$$
\begin{align*}
-C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x= & -C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x  \tag{5.73}\\
& -C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega \backslash \Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x .
\end{align*}
$$

Since by (5.29) and (5.32) $\varphi_{\lambda}^{2}(x)<\exp (2 \lambda \alpha)$ for $x \in \Omega \backslash \Omega_{\alpha}$, then

$$
\begin{equation*}
-C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega \backslash \Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x \geq-C_{2} e^{-2 \lambda \varepsilon} \int_{\Omega \backslash \Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) d x \tag{5.74}
\end{equation*}
$$

Integrate (5.36) over the domain $\Omega_{\alpha}$, using the Gauss' formula, (5.37) and (5.38). Next, replace $u$ with $h$ in the resulting formula. Even though there is no guarantee that $h \in C^{2}\left(\bar{\Omega}_{\alpha}\right)$, still density arguments ensure that the resulting inequality remains true. Hence, taking into account (5.29)-(5.33), (5.71), and (5.72), we obtain

$$
\begin{align*}
\frac{1}{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(A_{0} h\right)^{2} \varphi_{\lambda}^{2} d x \geq & C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(\lambda(\nabla h)^{2}+\lambda^{3} h^{2}\right) \varphi_{\lambda}^{2} d x  \tag{5.75}\\
& -C_{2} \lambda^{3} e^{-2 \lambda \varepsilon} \int_{\psi_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) d S, \quad \forall \lambda \geq \lambda_{0} .
\end{align*}
$$

Since $k \geq 2$, then the trace theorem implies that

$$
\begin{equation*}
C_{2} \lambda^{3} e^{-2 \lambda \varepsilon} \int_{\psi_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) d x \leq C_{2} \lambda^{3} e^{-2 \lambda \varepsilon}\|h\|_{H^{k}(\Omega)}^{2} \tag{5.76}
\end{equation*}
$$

Also,

$$
\begin{equation*}
C_{2} e^{-2 \lambda \varepsilon} \int_{\Omega \backslash \Omega_{a}}\left((\nabla h)^{2}+h^{2}\right) d x \leq C_{2} e^{-2 \lambda \varepsilon}\|h\|_{H^{k}(\Omega)}^{2} \tag{5.77}
\end{equation*}
$$

Since $\beta \geq e^{-\lambda \varepsilon}$, then (5.76) and (5.77) imply that for sufficiently large $\lambda_{1}=\lambda_{1}(R, A, F, \Omega$, $\alpha, \varepsilon, \beta)>\lambda_{0}$ and for $\lambda \geq \lambda_{1}$,

$$
\begin{equation*}
-C_{2} \lambda^{3} e^{-2 \lambda \varepsilon} \int_{\psi_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) d x-C_{2} e^{-2 \lambda \varepsilon} \int_{\Omega \backslash \Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) d x \geq-\frac{\beta}{2}\|h\|_{H^{k}(\Omega)}^{2} . \tag{5.78}
\end{equation*}
$$

Also, for $\lambda \geq \lambda_{1}$

$$
\begin{align*}
& C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(\lambda(\nabla h)^{2}+\lambda^{3} h^{2}\right) \varphi_{\lambda}^{2} d x-C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left((\nabla h)^{2}+h^{2}\right) \varphi_{\lambda}^{2} d x  \tag{5.79}\\
& \quad \geq \frac{1}{2} C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(\lambda(\nabla h)^{2}+\lambda^{3} h^{2}\right) \varphi_{\lambda}^{2} d x .
\end{align*}
$$

Hence, using (5.71), (5.73), (5.75), (5.78), and (5.79), we obtain for $\lambda \geq \lambda_{1}$ with a new constant $C_{2}$,

$$
\begin{align*}
& J_{\lambda, \beta}\left(v_{1}+h, F\right)-J_{\lambda, \beta}\left(v_{1}, F\right)-J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)(h) \\
& \quad \geq C_{2} e^{-2 \lambda(\alpha+\varepsilon)} \int_{\Omega_{\alpha}}\left(\lambda(\nabla h)^{2}+\lambda^{3} h^{2}\right) \varphi_{\lambda}^{2} d x+\frac{\beta}{2}\|h\|_{H^{k}\left(G_{c}\right)}^{2} . \tag{5.80}
\end{align*}
$$

Next, since $\Omega_{\alpha+2 \varepsilon} \subset \Omega_{\alpha}$ and $\varphi_{\lambda}^{2}(x)>e^{2 \lambda(\alpha+2 \varepsilon)}$ for $x \in \Omega_{\alpha+2 \varepsilon}$, then (5.80) implies that for all $v_{1}, v_{2}=v_{1}+h \in \bar{B}(R)$,

$$
J_{\lambda, \beta}\left(v_{1}+h, F\right)-J_{\lambda, \beta}\left(v_{1}, F\right)-J_{\lambda, \beta}^{\prime}\left(v_{1}, F\right)(h) \geq C_{2} e^{2 \lambda \varepsilon}\|h\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)}^{2}+\frac{\beta}{2}\|h\|_{H^{k}(\Omega)}^{2} .
$$

### 5.6 Proof of Theorem 5.3.4

Recall that $\lambda \geq \lambda^{*}$. The existence and uniqueness of the point $v_{\min } \in \bar{B}(R)$ of the global minimum of the functional $J_{\lambda, \beta}\left(v, F^{*}\right)$ follows immediately from Theorems 5.2.1, 5.3.2, and 5.3.3. Since by (5.45) $A\left(v^{*}+F^{*}\right)=0$ and by (5.46) $v^{*} \in B(R)$, then, using (5.40), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(v^{*}, F^{*}\right)=\beta\left\|v^{*}\right\|_{H^{k}(\Omega)}^{2} \leq \beta R^{2} \tag{5.81}
\end{equation*}
$$

Next, by (5.4)

$$
\begin{equation*}
-J_{\lambda, \beta}^{\prime}\left(v_{\min }, F^{*}\right)\left(v^{*}-v_{\min }\right) \leq 0 . \tag{5.82}
\end{equation*}
$$

Hence, combining (5.81) and (5.82), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(v^{*}, F^{*}\right)-J_{\lambda, \beta}\left(v_{\min }, F^{*}\right)-J_{\lambda, \beta}^{\prime}\left(v_{\min }, F^{*}\right)\left(v^{*}-v_{\min }\right) \leq \beta R^{2} . \tag{5.83}
\end{equation*}
$$

Next, combining (5.83) with Theorem 5.3.2 and setting $\beta=e^{-\lambda \varepsilon}$, we obtain (5.48). Next, since

$$
\left\|v^{*}-v_{n+1}\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)} \leq\left\|v^{*}-v_{\min }\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)}+\left\|v_{\min }-v_{n+1}\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)}
$$

and $\left\|v_{\min }-v_{n+1}\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)} \leq\left\|v_{\min }-v_{n+1}\right\|_{H^{k}(\Omega)}$, then (5.49) follows from (5.48) and (5.44).

### 5.7 Proof of Theorem 5.3.5

In this proof, $C_{4}=C_{4}(R, A, F, \Omega)>0$ denotes different constants depending only on listed parameters. Since functions $F, F^{*} \in H^{k+1}(\Omega)$, then, as it was noticed in Subsection 5.3.1,

$$
\begin{equation*}
A(F), A\left(F^{*}\right) \in C(\bar{\Omega}) . \tag{5.84}
\end{equation*}
$$

It follows from (5.20), (5.45)-(5.47), (5.54)- and (5.84) that

$$
A\left(v^{*}+F\right)=A\left(v^{*}+F^{*}+\left(F-F^{*}\right)\right)=A\left(v^{*}+F^{*}\right)+\widetilde{A}\left(v^{*}, F-F^{*}\right)=\widetilde{A}\left(v^{*}, F-F^{*}\right),
$$

where $\left|\widetilde{A}\left(v^{*}, F-F^{*}\right)\right| \leq C_{4} \delta, \forall x \in \bar{\Omega}$. Hence, recalling that $v^{*} \in B(R)$ and applying (5.35) and (5.40), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(v^{*}, F\right) \leq C_{4}\left(\delta^{2} e^{2 \lambda m}+\beta\right) . \tag{5.85}
\end{equation*}
$$

Recall that $\lambda \geq \lambda_{1}$. Let $v_{\min } \in \bar{B}(R)$ be the unique point of the global minimum of the functional $J_{\lambda, \beta}(v, F)$ on the set $\bar{B}(R)$. Since (5.82) is valid, then, using Theorem 5.3.2 and (5.85), we obtain

$$
\begin{equation*}
\left\|v^{*}-v_{\min }\right\|_{H^{1}\left(\Omega_{\alpha+2 \varepsilon}\right)} \leq C_{4}\left(\delta e^{\lambda m}+\sqrt{\beta}\right) . \tag{5.86}
\end{equation*}
$$

Choose $\lambda=\lambda(\delta)$ such that $\delta \exp (\lambda(\delta) m)=\sqrt{\delta}$. This means that

$$
\begin{equation*}
\lambda(\delta)=\ln \left(\frac{1}{\delta^{1 /(2 m)}}\right) \tag{5.87}
\end{equation*}
$$

The choice (5.87) is possible since $\ln \left(\delta_{0}^{-1 /(2 m)}\right)>\lambda_{1}$ and, therefore, $\lambda(\delta)>\lambda_{1}$ for $\delta \epsilon$ $\left(0, \delta_{0}\right)$. Choose $\beta=e^{-\lambda(\delta) \varepsilon}$. Hence, taking into account (5.50), we obtain

$$
\begin{equation*}
\delta e^{\lambda(\delta) m}+e^{-\lambda(\delta) \varepsilon / 2}=\sqrt{\delta}+\delta^{\varepsilon /(4 m)} \leq 2 \delta^{\theta} . \tag{5.88}
\end{equation*}
$$

Thus, (5.86)-(5.88) imply (5.51). Next, (5.52) is established similarly with the part of the proof of Theorem 5.3.4 after (5.83).

### 5.8 Specifying equations

The scheme of Section 5.3 is a general one and it can be applied to all three main classes of partial differential equations of the second order: elliptic, parabolic, and hyperbolic ones. So, Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for all three Cauchy problems considered in this section.

### 5.8.1 Quasilinear elliptic equation

We now rewrite the operator $A$ in (5.20) as

$$
\begin{align*}
A_{\mathrm{ell}}(u) & =\sum_{i, j=1}^{n} a_{i, j}(x) u_{x_{i} x_{j}}+A_{1}(x, \nabla u, u), \quad x \in \Omega,  \tag{5.89}\\
A_{0, \mathrm{ell}}(u) & =\sum_{i, j=1}^{n} a_{i, j}(x) u_{x_{i} x_{j}},  \tag{5.90}\\
\quad a_{i, j} & \in C^{1}(\bar{\Omega}), \tag{5.91}
\end{align*}
$$

where $a_{i, j}(x)=a_{j, i}(x), \forall i, j=1, \ldots, n$ and $A_{0}$ is the principal part of the operator $A_{\text {ell }}$. Condition (5.22) becomes now condition (5.91). Also, we assume that condition (5.23) holds. The ellipticity of the operator $A_{0, \text { ell }}$ means that there exist two constants $\mu_{1}, \mu_{2}>$ $0, \mu_{1} \leq \mu_{2}$ such that

$$
\begin{equation*}
\mu_{1}|\eta|^{2} \leq \sum_{i, j=1}^{n} a_{i, j}(x) \eta_{i} \eta_{j} \leq \mu_{2}|\eta|^{2}, \quad \forall x \in \bar{\Omega}, \forall \eta=\left(\eta_{1}, \ldots \eta_{n}\right) \in \mathbb{R}^{n} . \tag{5.92}
\end{equation*}
$$

As above, let $\Gamma \subset \partial \Omega$ be the part of the boundary $\partial \Omega$, where the Cauchy data are given. Assume that the equation of $\Gamma$ is

$$
\Gamma=\left\{x \in \mathbb{R}^{n}: x_{1}=p(\bar{x}), \bar{x}=\left(x_{2}, \ldots, x_{n}\right) \in \Gamma^{\prime} \subset \mathbb{R}^{n-1}\right\}
$$

and that the function $p \in C^{2}\left(\bar{\Gamma}^{\prime}\right)$. Here $\Gamma^{\prime} \subset \mathbb{R}^{n-1}$ is a bounded domain. Changing variables $x=\left(x_{1}, \bar{x}\right) \Leftrightarrow\left(x_{1}^{\prime}, \bar{x}\right)$, where $x_{1}^{\prime}=x_{1}-p(\bar{x})$ and keeping the same notation for $x_{1}$ for brevity, we obtain that in new variables

$$
\Gamma=\left\{x \in \mathbb{R}^{n}: x_{1}=0, \bar{x} \in \Gamma^{\prime}\right\} .
$$

This change of variables does not affect the ellipticity property of the operator $A_{0, \text { ell }}$. Let $X>0$ be a certain number. Let $X>0$ be a number. Without loss of generality, we assume that, as in (4.42),

$$
\begin{equation*}
\Omega \subset\left\{x_{1}>0\right\}, \quad Y=\left\{x \in \mathbb{R}^{n}: x_{1}=0,|\bar{x}|<2 X\right\} \subset \partial \Omega . \tag{5.93}
\end{equation*}
$$

## Cauchy problem for the quasi-linear elliptic equation.

Suppose that conditions (5.89)-(5.93) hold. Let the functions $g_{0}(\bar{x})$ and $g_{1}(\bar{x})$ be known for $\bar{x} \in \Gamma$. Find such a function $u \in H^{k}(\Omega)$ that satisfies the following conditions:

$$
\begin{align*}
A_{\mathrm{ell}}(u) & =0,  \tag{5.94}\\
\left.u\right|_{\Gamma} & =g_{0}(\bar{x}),\left.\quad u_{x_{1}}\right|_{\Gamma}=g_{1}(\bar{x}) . \tag{5.95}
\end{align*}
$$

Let $h, \alpha \in(0,1)$ be some numbers and $\alpha<h$. Similarly, with Section 4.3 we define

$$
\Omega_{h}=\left\{x: x_{1}>0, x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha<h\right\},
$$

and assume that $\bar{\Omega}_{h} \subset \Omega$. Next, as in (4.45), we define the $\operatorname{CWF} \varphi_{\lambda}(x)$ for the operator $A_{0, \text { ell }}$ as

$$
\psi(x)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\alpha, \quad \varphi_{\lambda}(x)=\exp \left(\lambda \psi^{-v}\right)
$$

Here, the number $v \geq v_{0}$, where $v_{0}=v_{0}\left(\Omega, n, \rho, X, A_{0, \text { ell }}\right)>1$ is a certain number depending only on listed parameters. Then Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for problem (5.94), (5.95).

### 5.8.2 Quasilinear parabolic equation

Since in this and next subsections we work with the space $\mathbb{R}^{n+1}=\left\{(x, t), x \in \mathbb{R}^{n}, t \in \mathbb{R}\right\}$, then we replace the above number $k$ with $k_{n+1}=[(n+1) / 2]+2$. Choose an arbitrary
number $T=$ const. $>0$ and denote $Q_{T}=\Omega \times(-T, T)$. Let $L_{\mathrm{par}}$ be the quasi-linear elliptic operator of the second order in $Q_{T}$, which we define the same way as the operator $A_{\text {ell }}$ in (5.89)-(5.91) with the only difference that now its coefficients depend on both $x$ and $t$, and also the domain $\Omega$ is replaced with the domain $Q_{T}$. Let $L_{0, \text { par }}$ be the similarly defined principal part of the operator $L_{\text {par }}$; see (5.90). Next, we define the quasilinear parabolic operator as $A_{\mathrm{par}}=\partial_{t}-L_{\mathrm{par}}$. The principal part of $A_{\mathrm{par}}$ is $A_{0, \mathrm{par}}=\partial_{t}-L_{0, \mathrm{par}}$. Thus, in $Q_{T}$,

$$
\begin{align*}
L_{\mathrm{par}}(u) & =\sum_{i, j=1}^{n} a_{i, j}(x, t) u_{x_{i} x_{j}}+A_{1}(x, t, \nabla u, u),  \tag{5.96}\\
A_{\mathrm{par}}(u) & =u_{t}-L_{\mathrm{par}}(u),  \tag{5.97}\\
A_{0, \mathrm{par}}(u) & =u_{t}-L_{0, \mathrm{par}} u=u_{t}-\sum_{i, j=1}^{n} a_{i, j}(x, t) u_{x_{i} x_{j}},  \tag{5.98}\\
a_{i, j} & \in C^{1}\left(\bar{Q}_{T}\right),  \tag{5.99}\\
A_{1}(x, t, y) & \in C^{3}\left\{(x, t, y):(x, t) \in \bar{Q}_{T}, y \in \mathbb{R}^{n+1}\right\},  \tag{5.100}\\
\mu_{1}|\eta|^{2} & \leq \sum_{i, j=1}^{n} a_{i, j}(x, t) \eta_{i} \eta_{j} \leq \mu_{2}|\eta|^{2}, \quad \forall(x, t) \in \bar{Q}_{T}, \forall \eta=\left(\eta_{1}, \ldots, \eta_{n}\right) \in \mathbb{R}^{n} . \tag{5.101}
\end{align*}
$$

Let the domain $\Omega$ and the hypersurface $\Gamma \subset \partial \Omega$ be the same as in (5.93). Denote $\Gamma_{T}=$ $\Gamma \times(-T, T)$. Consider the quasi-linear parabolic equation

$$
\begin{equation*}
A_{\mathrm{par}}(u)=u_{t}-L_{\mathrm{par}}(u)=0 \quad \text { in } Q_{T} . \tag{5.102}
\end{equation*}
$$

Cauchy problem with the lateral data for the quasilinear parabolic equation.
Assume that conditions (5.96)-(5.101) hold. Find such a function $u \in H^{k_{n+1}}\left(Q_{T}\right)$, which satisfies equation (5.102) and has the following lateral Cauchy data $g_{0}, g_{1}$ at $\Gamma_{T}$ :

$$
\begin{equation*}
\left.u\right|_{\Gamma_{T}}=g_{0}(\bar{x}, t),\left.\quad u_{x_{1}}\right|_{\Gamma_{T}}=g_{1}(\bar{x}, t) . \tag{5.103}
\end{equation*}
$$

Let $X>0$ be a number. Similarly, with Section 4.4, we introduce the CWF $\varphi_{\lambda}(x, t)$ for the operator $A_{0, \text { par }}$ as

$$
\begin{equation*}
\psi(x, t)=x_{1}+\frac{|\bar{x}|^{2}}{2 X^{2}}+\frac{t^{2}}{2 T^{2}}+\alpha, \quad \varphi_{\lambda}(x, t)=\exp \left(\lambda \psi^{-v}\right) \tag{5.104}
\end{equation*}
$$

Here, the number $v \geq v_{0}$, where $v_{0}=v_{0}\left(\Omega, n, \rho, X, T, L_{0, \mathrm{par}}\right)>1$ is a certain number depending only on listed parameters. Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for problem (5.102), (5.103).

### 5.8.3 Quasilinear hyperbolic equation

Let $\Omega=\{|x|<R\} \subset \mathbb{R}^{n}$ and $T=$ const. $>0$. Denote

$$
Q_{T}^{ \pm}=\Omega \times(-T, T), \quad S_{T}^{ \pm}=\partial \Omega \times(-T, T) .
$$

Assume that the function $A_{1}$ satisfies condition (5.100), where $\bar{Q}_{T}$ is replaced with $\bar{Q}_{T}^{ \pm}$. Consider the quasi-linear hyperbolic equation in the time cylinder $Q_{T}^{ \pm}$with the lateral Cauchy data $g_{0}(x, t), g_{1}(x, t)$ at $S_{T}$,

$$
\begin{align*}
L(u) & =c(x) u_{t t}-\Delta u-A_{1}(x, t, \nabla u, u)=0 \quad \text { in } Q_{T}^{ \pm},  \tag{5.105}\\
\left.u\right|_{S_{T}^{ \pm}} & =g_{0}(x, t),\left.\quad \partial_{n} u\right|_{S_{T}^{ \pm}}=g_{1}(x, t) . \tag{5.106}
\end{align*}
$$

We impose the same condition on the function $c(x)$ as ones in (4.65) and (4.66),

$$
\begin{align*}
& c(x) \in[1, \bar{c}], \quad \text { where } \bar{c}=\text { const. } \geq 1,  \tag{5.107}\\
& c \in C^{1}(\bar{\Omega}) \text {. } \tag{5.108}
\end{align*}
$$

Let the number $d>0$. Let the point $x_{0}$ be such that $x_{0} \in \mathbb{R}^{3} \backslash \bar{\Omega}$. To apply the Carleman estimate of Theorem 2.5.1, we impose the following analog of condition (3.167):

$$
\begin{equation*}
\left(x-x_{0}, \nabla c\right) \geq d>0, \quad \forall x \in \bar{\Omega} . \tag{5.109}
\end{equation*}
$$

Cauchy problem. Find the solution $u \in H^{k_{n+1}}\left(Q_{T}^{ \pm}\right)$of equation (5.105) with the lateral Cauchy data (5.106).

Let the number $\eta \in(0,1)$. Define functions $\psi(x, t)$ and $\varphi_{\lambda}(x, t)$ as

$$
\begin{equation*}
\psi(x, t)=\left|x-x_{0}\right|^{2}-\eta t^{2}, \quad \varphi_{\lambda}(x, t)=\exp (\lambda \psi(x, t)) . \tag{5.110}
\end{equation*}
$$

Denote $L_{0, \text { hyp }}(u)=c(x) u_{t t}-\Delta u$. By Theorem 2.5.1, given conditions (5.107)-(5.109), the Carleman estimate for the operator $L_{0, \text { hyp }}$ holds with the CWF $\varphi_{\lambda}$ from (5.110). Hence, Theorems 5.2.1, 5.3.1-5.3.5 can be reformulated for this Cauchy problem.

### 5.9 Numerical study

In this section, we study numerically a 1-D analog of the ill-posed Cauchy problem (5.102), (5.103) for the parabolic equation. The numerical study of this section is similar with the one of [146]. There are important differences, however. First, we obtain zero Dirichlet and Neumann boundary conditions on one edge of the interval, where the lateral Cauchy data are given. Second, the specific formulas for the quasi-linear part $S(u)$ of the parabolic operator considered below are different from ones of [146].

### 5.9.1 The forward problem

Here, $T=1 / 2$ and

$$
Q_{1 / 2}^{ \pm}=\{(x, t): x \in(0,1), t \in(-1 / 2,1 / 2)\} .
$$

We consider the following forward problem:

$$
\begin{align*}
u_{t} & =u_{x x}+S(u)+G(x, t), \quad(x, t) \in Q_{1 / 2}^{ \pm},  \tag{5.111}\\
u(x,-1 / 2) & =f(x),  \tag{5.112}\\
u(0, t) & =g(t), \quad u(1, t)=p(t) . \tag{5.113}
\end{align*}
$$

Our specific functions in (5.111)-(5.113) are:

$$
\begin{align*}
S_{1}(u) & =10 \cos (u+x+2 t), \quad S_{2}(u)=10 \frac{u^{2}}{1+u^{2}},  \tag{5.114}\\
G(x, t) & =10 \sin \left[100\left((x-0.5)^{2}+t^{2}\right)\right],  \tag{5.115}\\
f(x) & =10\left(x-x^{2}\right),  \tag{5.116}\\
g(t) & =10 \sin [10(t-0.5)(t+0.5)], \quad p(t)=\sin [10(t+0.5)] . \tag{5.117}
\end{align*}
$$

Thus, due to the presence of the multiplier 10 in (5.114), the influence of the nonlinear term $S(u)$ on the solution $u$ of the problems (5.111)-(5.113) is significant.

We use the FDM to solve the forward problems (5.111)-(5.113) numerically. Introduce the uniform mesh in the domain $\Omega_{T}$,

$$
\bar{M}=\left\{\left(x_{i}, t_{j}\right): x_{i}=i h, t_{j}=-\frac{1}{2}+j \tau, i \in[0, N), j \in[0, M)\right\}
$$

where $h=1 / N$ and $\tau=1 / M$ are grid step sizes in $x$ and $t$ directions, respectively. For generic functions $f^{(1)}(x, t), f^{(2)}(x), f^{(3)}(t)$ denote $f_{i j}^{(1)}=f^{(1)}\left(x_{i}, t_{j}\right), f_{i}^{(2)}=f^{(2)}\left(x_{i}\right)$, $f_{j}^{(3)}=f^{(3)}\left(t_{j}\right)$. Let $\varphi_{i j}=S\left(u_{i j}\right)+G_{i j}$. We have solved the forward problem (5.111)-(5.113) using the implicit finite difference scheme,

$$
\begin{aligned}
\frac{u_{i j+1}-u_{i j}}{\tau} & =\frac{1}{h^{2}}\left(u_{i-1 j+1}-2 u_{i j+1}+u_{i+1 j+1}\right)+\varphi_{i j}, \quad i \in[1, N-1), j \in[0, M-1), \\
u_{i 0} & =f_{i}, \quad u_{0 j}=g_{j}, \quad u_{N j}=p_{j}, \quad i \in[0, N), j \in[0, M)
\end{aligned}
$$

In all our numerical tests, we have used $M=32, N=128$. Even though these numbers are the same both for the solution of the forward and inverse problems, the "inverse crime" was not committed since we have used noisy data and since we have used the minimization of a functional rather than solving a forward problem again.

Thus, solving the forward problem (5.111)-(5.113) with the input functions (5.114)(5.117), we have computed the function $q_{\text {comp }}(t)$,

$$
\begin{equation*}
u_{x}(1, t)=q_{\text {comp }}(t), \quad t \in\left(-\frac{1}{2}, \frac{1}{2}\right) \tag{5.118}
\end{equation*}
$$

### 5.9.2 The ill-posed Cauchy problem and noisy data

Our interest in this section is to solve numerically the following Cauchy problem:
1-D problem with lateral Cauchy data. Suppose that in (5.111)-(5.113) functions $f(x)$ and $g(t)$ are unknown whereas the functions $G(x, t), p(t)$, and $S(u)$ are known. Let in the data simulation process functions $F, S, f, g, p$ are the same as in (5.114)-(5.117). Determine the function $u(x, t)$ in at least a subdomain of the time cylinder $Q_{1 / 2}^{ \pm}$, assuming that the function $q_{\text {comp }}(t)$ in (5.118) is known.

We have introduced $5 \%$ level of random noise in the data. Let $\sigma \in[-1,1]$ be the random variable representing the white noise. Let $p^{(m)}=\max _{j}\left|p_{j}\right|$ and $q^{(m)}=$ $\max _{j}\left|q_{\text {comp, } j}\right|$. Then the noisy data, which we have used, were

$$
\begin{equation*}
\widetilde{u}_{N-1 j}=p_{j}+0.05 p^{(m)} \sigma_{j}, \quad \tilde{u}_{N-2 j}=p_{j}-h\left(q_{\mathrm{comp}, j}+0.05 q^{(m)} \sigma_{j}\right) \tag{5.119}
\end{equation*}
$$

Below we use functions $p^{\prime}(t)$ and $q^{\prime}(t)$. We have calculated derivatives $p^{\prime}(t), q^{\prime}(t)$ of noisy functions via finite differences. Even though the differentiation of noisy functions is an ill-posed problem, we have not observed instabilities in our case. A more detailed study of this topic is outside of the scope of the current publication.

### 5.9.3 Specifying the functional $J_{\lambda, \beta}$

We introduce the function $F(x, t)$ as

$$
F(x, t)=p(t)+(x-1) q(t) .
$$

Let $v=u-F$. Then $v(1, t)=v_{x}(1, t)=0$ and

$$
A(v+F)=v_{t}-v_{x x}-S(v+F)-G(x, t)+\left[p^{\prime}(t)+(x-1) q^{\prime}(t)\right] .
$$

By (5.40), the functional $J_{\lambda, \beta}(v, F)$ becomes

$$
\begin{equation*}
J_{\lambda, \beta}(v, F)=\int_{-1 / 2}^{1 / 2} \int_{0}^{1}[A(v+F)]^{2} \varphi_{\lambda}^{2} d x d t+\beta\|v\|_{H^{2}\left(Q_{1 / 2}^{ \pm}\right)}^{2} . \tag{5.120}
\end{equation*}
$$

Here, we use the same the CWF as the one in [146]

$$
\begin{equation*}
\varphi_{\lambda}(x, t)=\exp \left[\lambda\left(x^{2}-t^{2}\right)\right] . \tag{5.121}
\end{equation*}
$$

The Carleman estimate for the operator $A_{0}=c(x, t) \partial_{t}-\partial_{x}^{2}$ with an appropriate strictly positive function $c(x, t)$ is proven in [146] and, in a more general form, in Theorem 9.4.1 in Section 9.4. The reason of the replacement of the CWF (5.104) with the CWF (5.121)
this is that the rate of change of the CWF (5.104) is too large due to the presence of two large parameters $\lambda$ and $v$ in (5.104). We have observed in our computations that the accuracy of results does not change much for $\beta$ varying in a large interval. In all our numerical experiments below, $\beta=0.00063$. The norm $\|v\|_{H^{2}\left(Q_{1 / 2}^{ \pm}\right)}$is taken instead of $\|v\|_{H^{3}\left(Q_{1 / 2}^{ \pm}\right)}$due to the convenience of computations. Note that since we do not use too many grid points when discretizing the functional $J_{\lambda, \beta}(\nu, F)$, then these two norms are basically equivalent in our computations, since all norms are equivalent in a finite dimensional space.

### 5.9.4 Minimization of $J_{\lambda, \beta}(v, F)$

To minimize the functional (5.120), we have attempted first to use the gradient projection method, as it was done in the above theoretical part. However, we have observed in our computations that just the conjugate gradient method (GCM) with the starting point $v_{0} \equiv 0$ works well and much more rapidly. The latter is true for all our numerical studies of the convexification method. So, our results below are obtained via the GCM. We have written the functional $J_{\lambda, \beta}(v, F)$ in the discrete form $\bar{J}_{\lambda, \beta}(v, F)$ using finite differences. Next, we have minimized the functional $\bar{J}_{\lambda, \beta}(v, F)$ with respect to the values $v_{i j}$ of the discrete function $v$ at the grid points. Hence, we have calculated derivatives $\partial_{v_{i j}} \bar{J}_{\lambda, \beta}(v, F)$ via explicit formulas. The method of the calculation of these derivatives is described in [146].

Normally, for a quadratic functional the GCM reaches the minimum of this functional after $M \cdot N$ gradient steps with the automatic step choice. However, our computational experience tells us that we can obtain a better accuracy if using a small constant step in the GCM and a large number of iterations. Thus, we have used the step size $\gamma=10^{-8}$ and 10,000 iterations of the GCM. It took 0.5 minutes of CPU Intel Core i7 to do these iterations.

### 5.9.5 Results

Let $v(x, t)$ be the numerical solution of the forward problem (5.111)-(5.113). Let $v_{\lambda \beta}(x, t)$ be the minimizer of the functional $\bar{J}_{\lambda, \beta}(v, F)$, which we have found via the GCM. Of course, $v(x, t)$ and $v_{\lambda \beta}(x, t)$ here are discrete functions defined on the above grid and norms used below are discrete norms. Recall that $u(x, t)=v(x, t)+F(x, t)$. Hence, denote $u_{\lambda \beta}(x, t)=v_{\lambda \beta}(x, t)+F(x, t)$. For each $x$ of our grid, we define the "line error" $E(x)$ as

$$
\begin{equation*}
E(x)=\frac{\left\|u_{\lambda \beta}(x, t)-u(x, t)\right\|_{L_{2}(-1 / 2,1 / 2)}}{\|u(x, t)\|_{L_{2}(-1 / 2,1 / 2)}} \tag{5.122}
\end{equation*}
$$

We evaluate how the line error changes with the change of $x$, that is, how the computational error changes when the point $x$ moves away from the edge $x=1$ where the lateral Cauchy data are given. Naturally, it is anticipated that the function $E(x)$ should be decreasing.

Remark 5.9.1. It is clear, intuitively at least, that the further a point $x \in(0,1)$ is from the point $x=1$ where the lateral Cauchy data are given, the less accuracy of solution at this point one should anticipate. So, we observe in graphs of line errors on Figures 5.1(a)-5.4(a) that the accuracy of the calculated solutions for $x \in(0,0.6)$ is not as good as this accuracy for $x \in[0.6,1]$. This is why we graph below only line errors and functions $u_{\lambda \beta}(0.6, t)$, superimposed with $u(0.6, t)$.

In the case of Figures 5.1 and 5.2, the starting function for iterations of the GCM was $v_{0} \equiv 0$. We have tested three values of the parameter $\lambda: \lambda=0,1,3$ in (5.120). We


Figure 5.1: Distribution of error along the $x$-axis. (a) $\lambda=0,1,3$ and $S(u)=\cos (u+x+2 t)$. (b) $\lambda=0,1,3$ and $S(u)=u^{2} /\left(1+u^{2}\right)$. Thus, the presence of the CWF in the functional (5.120) significantly improves the accuracy of the solution. One can observe that a rather accurate reconstruction is obtained on the interval [0.6, 1]; also, see Remark 5.9.1.


Figure 5.2: Superimposed graphs of functions $u_{0 \beta}(0.6, t), u_{1 \beta}(0.6, t), u_{3 \beta}(0.6, t)$, and $u(0.6, t)$.
(a) $S(u)=\cos (u+x+2 t)$. (b) $S(u)=u^{2} /\left(1+u^{2}\right)$. Observe that the presence of the CWF with $\lambda=3$ significantly improves the accuracy of the solution.
have found that $\lambda=3$ is the best choice for those problems which we have studied. This is also clear from Figures 5.1. Note that the case $\lambda=0$ provides a poor accuracy.

As one can see on Figures 5.1, the line error at $x=0.6$ is between about $6 \%$ and $10 \%$ for $\lambda=3$. Thus, we superimpose graphs of functions $u_{\lambda \beta}(0.6, t)$ with graphs of functions $u(0.6, t)$ (see Remark 5.9.1). Corresponding graphs are displayed on Figures 5.2. One can observe again that the computational accuracy with $\lambda=3$ is the best and that the accuracy with $\lambda=0$ is poor. Thus, we observe again that the presence of the CWF in the functional (5.120) significantly improves the accuracy of the solution. On the other hand, the accuracy at $t \approx \pm 1 / 2$ is not good on Figures 5.2. We explain this by the fact that Theorem 5.3 .5 guarantees a good accuracy only in a subdomain $\Omega_{\alpha+2 \varepsilon}$ of the domain $\Omega$ rather than in the entire domain $\Omega$. The latter can be reformulated for our specific domain $Q_{1 / 2}$ [146].

To see how the starting function of the GCM affects the accuracy of our results, we took $S(u)=S_{1}(u)$ and have tested three starting functions for the GCM: $v_{0}(x, t)=0$,


Figure 5.3: The influence of the choice of the starting function $v_{0}$ of the GCM. We have tested three starting functions: $v_{0}=0, v_{0}=(x-1)^{2}(t+1)$ and $v_{0}=(\sin (1-x))^{2} t^{2}$ We took $\lambda=3, S(u)=$ $10 \cos (u+x+2 t)$. (a) Superimposed line errors. (b) Superimposed functions $u(0.6, t)$ and $u_{3 \beta}(0.6, t)$. These tests demonstrate that for $x \in[0.6,1]$ our solution depends only very insignificantly from the choice of the starting function $v_{0}$ of the GCM: just as it was predicted by Theorems 5.3.3 and 5.3.5.
$v_{0}(x, t)=(x-1)^{2}(t+1)$ and $v_{0}(x, t)=(\sin (x-1))^{2} t^{2}$. Hence, for any of these three functions $v_{0}(x, t)$ we have $v_{0}(1, t)=\partial_{x} v_{0}(1, t)=0$. Graphs of Figure 5.3(a) displays superimposed line errors and Figure 5.3(b) displays functions $u_{3 \beta}(0.6, t)$ and $u(0.6, t)$ for these three cases (see Remark 5.9.1). One can see that for $x \in[0.6,1]$ results depend only very insignificantly on the starting point of the GCM: just as it was predicted by Theorems 5.3.3 and 5.3.5; also, see Remark 5.9.1.

It is interesting to see how the presence of the CWF affects the linear case. In this case, the above method with $\lambda=0$ becomes the quasi-reversibility method; see Chapter 4. So, we have tested the case when $S(u) \equiv 0$ in (5.111), while functions $G(x, t)$, $f(x), g(t)$ and $p(t)$ are the same as in (5.115)-(5.117). Results for $\lambda=0,1,3$ are presented on Figures 5.4. One can observe that even in the linear case the presence of the CWF significantly improves the computational accuracy for $x \in[0.6,1]$.


Figure 5.4: The linear case: when $S(u) \equiv 0$ in (5.111). (a) Line errors. (b) Functions $u(0.6, t)$ and $u_{3 \beta}(0.6, t)$. One can observe that the presence of the CWF significantly improves the accuracy of the solution for $x \in[0.6,1]$ even in the linear case.

### 5.10 Summary

In this chapter, we have presented some facts of the convex analysis in Section 5.2. Next, using, as an example, a general ill-posed Cauchy problem for a quasi-linear PDE of the second order, we have shown that these facts ensure the existence of the minimizer of our weighted Tikhonov-like functional with the CWF in it on any closed ball in a reasonable Hilbert space. This functional is strictly convex on that ball. The strict convexity is due to the presence of the CWF. Next, we have specified PDEs of the second order for which this construction works.

In addition, we have presented some numerical results for the side Cauchy problem for a 1-D quasilinear parabolic PDE. These results indicate that the presence of the CWF significantly improves the accuracy of the solution. Furthermore, this is also true even in the linear case. It was also demonstrated numerically that for $x \in[0.6,1]$ our
resulting solution depends on the starting function for the GCM only very insignificantly: just as it is predicted by our theory.

# 6 A special orthonormal basis in $L_{2}(a, b)$ for the convexification for CIPs without the initial conditions-restricted Dirichlet-to-Neumann map 

In this chapter, we follow the work of Klibanov [136]. In addition, the Subsection 6.2.1 uses the material of $[9,132,134,135,165]$. Permissions for republishing are obtained from publishers.

### 6.1 Introduction

A special orthonormal basis in the $L_{2}(a, b)$ space introduced in this chapter plays the pivotal role in the convexification method for those CIPs, for which initial conditions are not given. Some important examples include electrical impedance tomography (Chapter 7 and [149]), CIP for the Helmholtz equation with the moving source (Chapter 10 and [115-117]), CIPs for the Helmholtz equation with a single source and varying frequency [145], travel time tomography problem (Chapter 11 and [137, 138, 148]) inversion of the Radon transform with incomplete data [156], numerical solution of the Lavrent'ev linear integral equation [152], and the inverse source problem for the full radiative transfer equation [236].

The conventional Dirichlet-to-Neumann map (DN) data for a Coefficient Inverse Problem (CIP) can be generated, at least sometimes, by the point source running along a hypersurface; see pages 10-14 in [165] for DN and [89] for the Neumann-to-Dirichlet map data. We define "restricted DN data" for a CIP as the ones, in which Dirichlet and Neumann boundary data are generated by a point source running along an interval of a straight line. These data are non-overdetermined in the $n$-D case with $n \geq 2$. On the other hand, the conventional DN data are overdetermined for $n \geq 3$; see Definition 1.2.2.

We show in this chapter how to construct the convexification for the restricted DN using that special orthonormal basis. The convexification is a globally convergent numerical method; see Chapter 1 for the definitions of locally and globally convergent numerical methods. In fact, we present here a general concept of constructing of the convexification for CIPs with restricted DN data. This concept also covers both Hölder stability and uniqueness results for the CIPs we consider. Our construction is independent on a specific PDE operator: It is the same for those PDEs of the second order, which admit Carleman estimates. In particular, it works for three main types of PDEs of the second order: elliptic, parabolic, and hyperbolic ones. The Dirichlet and Neumann data in elliptic and parabolic cases can be given on a part of the boundary.

The price we pay for our concept is a well acceptable one in the numerical analysis: We truncate a Fourier-like series with respect to that orthonormal basis. Next, to find spatially dependent coefficients of that truncated series, we construct a weighted
globally strictly convex Tikhonov-like functional with the Carleman Weight Function (CWF) in it. This is the function, which is involved in the Carleman estimate for the corresponding PDE operator. Also, just as in Theorem 5.3.4, we establish the global convergence of the gradient projection method to the exact solution under the natural condition that the noise in the data tends to zero.

As to the DN data, a very substantial number of works have been published. Since this book is not a survey of DN, we refer to only a very few of them for brevity, and the reader can find other references in these publications. Global uniqueness theorems for the elliptic case, that is, for the Calderon problem, were obtained in [203, 211, 241]. Some reconstruction procedures can be found in [175, 203, 211-213]. In the reconstruction procedure of [213], a certain infinite matrix is truncated, which is philosophically close to our truncation of that Fourier-like series. We refer to, for example, $[2,85,86$, 106] for some numerical studies of DN. In [26] and [111], reconstruction procedures for DN for hyperbolic PDEs were developed, and they were computationally tested in [27] and [71].

We point out that since our goal here is to present a new numerical concept for brevity, we are not concerned in this chapter with some issues related to solutions of forward problems, since they can be discussed in later publications. These issues are: the minimal smoothness assumptions, existence and uniqueness of the solutions of the forward problems under considerations, the positivity of those solutions, and also the continuous differentiability of those solutions with respect to the position of the point source.

### 6.2 A CIP with the restricted DN data

### 6.2.1 The Carleman estimate

Below all functions are real valued, unless stated otherwise. The material of Section 6.2.1 is a somewhat modified material of Section 2.1.2 of [165]. Below $x=\left(x_{1}, \ldots\right.$, $\left.x_{n}\right) \in \mathbb{R}^{n}$. Also, below $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is the multiindex with integer coordinates $\alpha_{i} \geq 0$ and with $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$. Consider a general partial differential operator of the second order

$$
\begin{gather*}
A(x, u)=\sum_{|\alpha| \leq 2} a_{\alpha}(x) D_{x}^{\alpha} u=A_{0}(x, u)+A_{1}(x, u), \quad x \in \mathbb{R}^{n},  \tag{6.1}\\
A_{0}(x, u)=\sum_{|\alpha|=2} a_{\alpha}(x) D_{x}^{\alpha} u, \quad A_{1}(x, u)=\sum_{|\alpha|=1} a_{\alpha}(x) D_{x}^{\alpha} u+a_{0}(x) u . \tag{6.2}
\end{gather*}
$$

Thus, $A_{0}(x, u)$ is the principal part of the operator $A(x, u)$ and the operator $A_{1}(x, u)$ contains lower order terms. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with a piecewise smooth boundary. Let $Z>0$ be a given number. We assume that coefficients

$$
\begin{equation*}
a_{\alpha}(x)=\widehat{a}_{\alpha}=\text { const. } \quad \text { for } x \notin \Omega \text { and for all } \alpha \text { with }|\alpha| \leq 2, \tag{6.3}
\end{equation*}
$$

$$
\begin{align*}
& a_{\alpha} \in C^{1}\left(\mathbb{R}^{n}\right) \quad \text { for }|\alpha| \leq 2,  \tag{6.4}\\
&\left\|a_{\alpha}\right\|_{C^{1}(\bar{\Omega})} \leq Z \quad \text { for }|\alpha| \leq 1 \tag{6.5}
\end{align*}
$$

Let $\Gamma \in C^{2}, \Gamma \subseteq \partial \Omega$ be a part of the boundary of the domain $\Omega$. We assume that any part of $\Gamma$ is not a characteristic surface of the operator $A_{0}(x, u)$. Let the function $\xi \in C^{\infty}(\bar{\Omega})$ and $|\nabla \xi| \neq 0$ in $\bar{\Omega}$. For a number $d>0$, denote

$$
\begin{equation*}
\xi_{d}=\{x \in \Omega: \xi(x)=d\}, \quad \Omega_{d}=\{x \in \Omega: \xi(x)>d\} . \tag{6.6}
\end{equation*}
$$

We assume below that $\Omega_{d} \neq \varnothing$ and that $\left(\bar{\Omega}_{d} \cap \partial \Omega\right)=\Gamma_{d} \subseteq \Gamma$. Hence,

$$
\begin{equation*}
\Gamma_{d}=\{x \in \Gamma: \xi(x)>d\} . \tag{6.7}
\end{equation*}
$$

Hence, the boundary of the domain $\Omega_{d}$ consists of two parts,

$$
\begin{equation*}
\partial \Omega_{d}=\partial_{1} \Omega_{d} \cup \partial_{2} \Omega_{d}, \quad \partial_{1} \Omega_{d}=\xi_{d}, \partial_{2} \Omega_{d}=\Gamma_{d} . \tag{6.8}
\end{equation*}
$$

We assume below that $\partial \Omega_{d}$ is piecewise smooth. Below $C_{1}=C_{1}\left(A_{0}, \Omega_{d}\right)>0$ denotes different constants depending only on the operator $A_{0}$ and the domain $\Omega$. Let $\lambda>1$ be a large parameter. Consider the function $\varphi_{\lambda}(x)$,

$$
\begin{equation*}
\varphi_{\lambda}(x)=\exp (\lambda \xi(x)) \tag{6.9}
\end{equation*}
$$

It follows from (6.6)-(6.8) that

$$
\begin{align*}
\min _{\overline{\Omega_{d}}} \varphi_{\lambda}(x) & =\left.\varphi_{\lambda}(x)\right|_{\xi_{d}}
\end{aligned}=e^{\lambda d}, \quad \begin{aligned}
\overline{\Omega_{d}} & \xi(x) \Rightarrow \max _{\overline{\Omega_{d}}} \varphi_{\lambda}(x)=e^{\lambda m} . \tag{6.10}
\end{align*}
$$

Definition 6.2.1. We say that the operator $A_{0}$ with its coefficients $a_{\alpha}(x)$ satisfying conditions (6.2), (6.4) admits the pointwise Carleman estimate in the domain $\Omega_{d}$ with the $\operatorname{CWF} \varphi_{\lambda}(x)$ if there exist constants $\lambda_{0}=\lambda_{0}\left(A_{0}, \Omega_{d}\right)>1, C_{1}=C_{1}\left(A_{0}, \Omega_{d}\right)>0$, depending only on listed parameters, such that the following estimates hold:

$$
\begin{gather*}
\left(A_{0} u\right)^{2} \varphi_{\lambda}^{2}(x) \geq C_{1} \lambda(\nabla u)^{2} \varphi_{\lambda}^{2}(x)+C_{1} \lambda^{3} u^{2} \varphi_{\lambda}^{2}(x)+\operatorname{div} U,  \tag{6.12}\\
|U(x)| \leq C_{1} \lambda^{3}\left[(\nabla u)^{2}+u^{2}\right] \varphi_{\lambda}^{2}(x),  \tag{6.13}\\
\forall \lambda \geq \lambda_{0}, \forall x \in \overline{\Omega_{d}}, \forall u \in C^{2}\left(\overline{\Omega_{d}}\right) . \tag{6.14}
\end{gather*}
$$

### 6.2.2 Statement of the problem

Denote $\bar{x}=\left(x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n-1}$. Below $\bar{x}^{0} \in \mathbb{R}^{n-1}$ is a fixed point of $\mathbb{R}^{n-1}$ and $x_{0} \in[0,1]$ is a varying parameter. Consider an interval $I$ of a straight line such that

$$
\begin{equation*}
I=\left\{x=\left(x_{0}, \bar{x}^{0}\right): x_{0} \in(0,1)\right\}, \tag{6.15}
\end{equation*}
$$

$$
\begin{equation*}
I \cap \bar{\Omega}=\varnothing . \tag{6.16}
\end{equation*}
$$

Consider the following equation:

$$
\begin{equation*}
A(u)=-\delta\left(x_{1}-x_{0}, \bar{x}-\bar{x}^{0}\right), \quad x \in \mathbb{R}^{n}, \forall x_{0} \in[0,1], \tag{6.17}
\end{equation*}
$$

where $u=u\left(x, x_{0}\right)$ is a distribution with respect to $x$. Since we do not impose any condition at the infinity on the distribution $u$, equation (6.17) might have many solutions or even none. Suppose that it has a solution, which we still denote as $u\left(x, x_{0}\right)$. We assume that the following conditions are valid for this solution:

Condition 1. For each $x_{0} \in[0,1]$, the function $u\left(x, x_{0}\right) \in C^{2}(\bar{\Omega})$.
Condition 2. For each $x \in \bar{\Omega}$, the functions $D_{\underline{x}}^{\alpha} u\left(x, x_{0}\right)$, are differentiable with respect to $x_{0} \in(0,1)$ and functions $\partial_{x_{0}}^{k} D_{x}^{\alpha} u\left(x, x_{0}\right) \in C(\bar{\Omega} \times[0,1])$ for $k=0,1 ;|\alpha| \leq 2$.

Condition 3. $u\left(x, x_{0}\right) \geq \beta=$ const. $>0, \forall\left(x, x_{0}\right) \in \bar{\Omega} \times[0,1]$; see Remark 6.2.1.
Condition 4. The following Dirichlet and Neumann boundary conditions are given for the function $u\left(x, x_{0}\right)$ :

$$
\begin{equation*}
\left.u\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]}=g_{0}\left(x, x_{0}\right),\left.\quad \partial_{n} u\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]}=g_{1}\left(x, x_{0}\right), \tag{6.18}
\end{equation*}
$$

where $g_{0}\left(x, x_{0}\right)$ and $g_{1}\left(x, x_{0}\right)$ are two given functions of $\left(x, x_{0}\right) \in \Gamma \times[0,1]$.
We call the Dirichlet and Neumann boundary data (6.18) "restricted DN data."
Coefficient Inverse Problem 1 (CIP 1). Suppose that for each value $x_{0} \in[0,1]$ of the parameter $x_{0}$ there exists a distribution $u\left(x, x_{0}\right)$ satisfying equation (6.17) and Conditions 1-4. Determine the coefficient $a_{0}(x)$ in (6.2) from functions $g_{0}\left(x, x_{0}\right)$ and $g_{1}\left(x, x_{0}\right)$ in (6.18).

Remark 6.2.1. Thus, (6.17) and (6.18) mean that the source ( $x_{0}, \bar{x}^{0}$ ) runs along the interval I. In the cases of elliptic and parabolic PDEs Condition 3 can often be established via the maximum principle [79, 80].

Sometimes it is hard to prove the validity of Conditions $1-3$ in the case when the fundamental solution (6.17) of the operator $A$ is considered. Hence, to avoid dealing with singularities, we replace the $\delta$-function in (6.17) with a delta-like function. Let $\varepsilon>0$ be a sufficiently small number. Let the functions $f \in C^{\infty}(\mathbb{R})$ and $\chi(\bar{x}) \in C^{\infty}\left(\mathbb{R}^{n-1}\right)$ be such that $f(0) \chi(0) \neq 0$ and also $f(z)=0$ for $|z|>\varepsilon$ as well as $\chi(y)=0$ for $y \in\{|y|>\varepsilon\}$. Let

$$
I_{\varepsilon}=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, I)<\varepsilon\right\},
$$

where $\operatorname{dist}(x, I)$ is the Hausdorff distance between the point $x$ and the interval $I$. Let $G \subset$ $\mathbb{R}^{n}$ be a bounded domain with its boundary $\partial G \in C^{1}$ and such that $\Omega \subset G, \partial \Omega \cap \partial G=\varnothing$. We assume that $I_{\varepsilon} \subset(G \backslash \bar{\Omega})$.

We now replace (6.17) with

$$
\begin{align*}
A(u) & =f\left(x_{1}-x_{0}\right) \chi\left(\bar{x}-\bar{x}^{0}\right), \quad \forall x_{0} \in[0,1],  \tag{6.19}\\
\left.\widetilde{u}\right|_{x \in \partial G} & =0, \quad \forall x_{0} \in[0,1] . \tag{6.20}
\end{align*}
$$

Coefficient Inverse Problem 2 (CIP 2). Assume that the function $u\left(x, x_{0}\right)$ satisfies Conditions $1-4$, (6.19) and (6.20). Determine the coefficient $a_{0}(x)$ in (6.2) from functions $g_{0}\left(x, x_{0}\right)$ and $g_{1}\left(x, x_{0}\right)$ in (6.18).

Both CIP 1 and CIP 2 are non-overdetermined. Indeed the number $n$ of free variables in the data (6.18) coincides with the number of free variables in the unknown coefficient. Since our method of the numerical solution of CIP 2 is exactly the same as the one of CIP 1, we consider below CIP 1 in most cases.

### 6.2.3 A special orthonormal basis in $L_{\mathbf{2}}(\mathbf{0}, 1)$

We need to construct such an orthonormal basis in the space $L_{2}(0,1)$ of functions depending on $x_{0}$ that the first derivative with respect to $x_{0}$ of any element of this basis is not identically zero. In addition, this derivative should be a linear combination of a finite number of elements of this basis. Neither the basis of trigonometric functions nor the basis of standard orthonormal polynomials are not suitable for this goal. Therefore, we construct a new basis. Our basis is similar with Laguerre functions, which, however, form an orthonormal basis in $L_{2}(0, \infty)$ rather than in $L_{2}(0,1)$.

For $x_{0} \in(0,1)$, consider the set of functions $\left\{x_{0}^{k} e^{x_{0}}\right\}_{k=0}^{\infty}$. Clearly, these functions are linearly independent and form a complete set in $L_{2}(0,1)$. We apply the classical GramSchmidt orthonormalization procedure to this set. We start from $e^{x_{0}}$. Then we take $x_{0} e^{x_{0}}$, then $x_{0}^{2} e^{x_{0}}$, etc. As a result, we obtain an orthonormal basis in $L_{2}(0,1)$, which consists of functions $\left\{P_{m}\left(x_{0}\right) e^{x_{0}}\right\}_{m=0}^{\infty}=\left\{\psi_{m}\left(x_{0}\right)\right\}_{m=0}^{\infty}$, where $P_{m}\left(x_{0}\right)$ is a polynomial of the degree $m$. Denote [, ] the scalar product in $L_{2}(0,1)$. Let $Q_{s}\left(x_{0}\right)$ be an arbitrary polynomial of the degree $s \geq 0$. By the construction of functions $\psi_{m}\left(x_{0}\right)$, there exists numbers $b_{j}=b_{j}\left(Q_{s}\right)$ such that

$$
\begin{equation*}
Q_{s}\left(x_{0}\right)=\sum_{j=0}^{s} b_{j}\left(Q_{s}\right) P_{j}\left(x_{0}\right) . \tag{6.21}
\end{equation*}
$$

Theorem 6.2.1. We have

$$
a_{m k}=\left[\psi_{k}^{\prime}, \psi_{m}\right]= \begin{cases}1 & \text { if } k=m,  \tag{6.22}\\ 0 & \text { if } k<m .\end{cases}
$$

Let $N>1$ be an integer. Consider the $N \times N$ matrix $M_{N}=\left(a_{m k}\right)_{(k, m)=(0,0)}^{(N-1, N-1)}$. Then (6.22) implies that $\operatorname{det}\left(M_{N}\right)=1$, which means that there exists the inverse matrix $M_{N}^{-1}$.

Proof. We have $\psi_{k}^{\prime}\left(x_{0}\right)=P_{k}\left(x_{0}\right) e^{x_{0}}+P_{k}^{\prime}\left(x_{0}\right) e^{x_{0}}=\psi_{k}\left(x_{0}\right)+P_{k}^{\prime}\left(x_{0}\right) e^{x_{0}}$. Since the degree of the polynomial $P_{k}^{\prime}\left(x_{0}\right)$ is less than $k$, then (6.21) implies that the function $P_{k}^{\prime}\left(x_{0}\right) e^{x_{0}}$ is a linear combination of functions $\psi_{j}\left(x_{0}\right)$ with $j \leq k-1$. Hence,

$$
\begin{equation*}
\psi_{k}^{\prime}\left(x_{0}\right)=\psi_{k}\left(x_{0}\right)+\sum_{j=0}^{k-1} b_{j k} \psi_{j}\left(x_{0}\right) . \tag{6.23}
\end{equation*}
$$

First, let $m=k$. Since $\left[\psi_{j}, \psi_{m}\right]=0$ for $j<m$, then (6.23) implies that $\left[\psi_{m}^{\prime}\left(x_{0}\right), \psi_{m}\left(x_{0}\right)\right]=$ 1. Consider now the case $m>k$. Then we obtain similarly from (6.23) that $\left[\psi_{k}^{\prime}\left(x_{0}\right), \psi_{m}\left(x_{0}\right)\right]=0$. Thus, (6.22) is established.

### 6.3 An ill-posed problem for a coupled system of quasilinear PDEs

If we say below that a certain vector function belongs to a functional space, then this means that each component of this function belongs to this space. The norm of that vector function in that space is defined as the square root of the sum of squares of norms of its components.

It follows from Condition 3 of Section 6.2.2 that we can consider the function $v\left(x, x_{0}\right)=\ln u\left(x, x_{0}\right)$ for $x \in \bar{\Omega}$. Substituting $u=e^{v}$ in (6.19) for $x \in \Omega$ and using (6.1)-(6.5), (6.15), (6.16), and (6.18), we obtain

$$
\begin{align*}
A_{0}(x, v)+F_{1}(x, \nabla v) & =-a_{0}(x), \quad x \in \Omega, x_{0} \in[0,1],  \tag{6.24}\\
\left.v\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]} & =\widetilde{g}_{0}\left(x, x_{0}\right),\left.\quad \partial_{n} v\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]}=\widetilde{g}_{1}\left(x, x_{0}\right),  \tag{6.25}\\
\widetilde{g}_{0}\left(x, x_{0}\right) & =\ln g_{0}\left(x, x_{0}\right), \quad \widetilde{g}_{1}\left(x, x_{0}\right)=g_{1}\left(x, x_{0}\right) / g_{0}\left(x, x_{0}\right),
\end{align*}
$$

where the function $F_{1} \in C^{1}\left(\mathbb{R}^{2 n}\right)$, and it is quadratic with respect to derivatives $\partial_{x_{k}} v$. Denote $v_{x_{0}}\left(x, x_{0}\right)=\partial_{x_{0}} v\left(x, x_{0}\right)$. Differentiate both sides of (6.24) with respect to $x_{0}$. Since $\partial_{x_{0}}\left(a_{0}(x)\right) \equiv 0$, then using (6.25), we obtain

$$
\begin{align*}
A_{0}\left(x, v_{x_{0}}\right)+F_{2}\left(x, \nabla v, \nabla v_{x_{0}}\right) & =0, \quad x \in \Omega, x_{0} \in[0,1],  \tag{6.26}\\
\left.v_{x_{0}}\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]} & =\partial_{x_{0}} \widetilde{g}_{0}\left(x, x_{0}\right),\left.\quad \partial_{n} v_{x_{0}}\left(x, x_{0}\right)\right|_{x \in \Gamma, x_{0} \in[0,1]}=\partial_{x_{0}} \widetilde{g}_{1}\left(x, x_{0}\right), \tag{6.27}
\end{align*}
$$

where the function $F_{2} \in C^{1}\left(\mathbb{R}^{3 n}\right)$ is quadratic with respect to derivatives $\partial_{x_{k}} v, \partial_{x_{k}} v_{x_{0}}$.
It follows from Conditions 1-3 of Section 6.2.2 that, for each $x \in \bar{\Omega}$, the function $v\left(x, x_{0}\right)$ can be represented as a Fourier-like series with respect to the orthonormal basis $\left\{\psi_{m}\left(x_{0}\right)\right\}_{m=0}^{\infty}$. Coefficients of this series depend on $x$. We, however, assume that the function $v\left(x, x_{0}\right)$ can be represented as a truncated series,

$$
\begin{equation*}
v\left(x, x_{0}\right)=\sum_{k=0}^{N-1} v_{k}(x) \psi_{k}\left(x_{0}\right), \quad \forall x \in \bar{\Omega}, \forall x_{0} \in[0,1], \tag{6.28}
\end{equation*}
$$

where coefficients $v_{k}(x) \in C^{2}(\bar{\Omega})$ and $N \geq 2$ is an integer of ones choice. Substituting (6.28) in (6.26), we obtain

$$
\begin{equation*}
\sum_{k=0}^{N-1} A_{0}\left(x, v_{k}\right) \psi_{k}^{\prime}\left(x_{0}\right)+F_{2}\left(x, \sum_{m=0}^{N-1} \nabla v_{m}(x) \psi_{m}\left(x_{0}\right), \sum_{k=0}^{N-1} \nabla v_{k}(x) \psi_{k}^{\prime}\left(x_{0}\right)\right)=0 \tag{6.29}
\end{equation*}
$$

where $x \in \Omega, x_{0} \in[0,1]$. Let the integer $m \in[0, N-1]$. Multiply both sides of (6.29) by the function $\psi_{m}\left(x_{0}\right)$ and integrate with respect to $x_{0} \in(0,1)$. We obtain

$$
\begin{align*}
& \sum_{k=0}^{N-1} A_{0}\left(x, v_{k}\right)\left[\psi_{k}^{\prime}\left(x_{0}\right), \psi_{m}\left(x_{0}\right)\right] \\
& \quad=-\left[F_{2}\left(x, \sum_{k=0}^{N-1} \nabla v_{k}(x) \psi_{k}\left(x_{0}\right), \sum_{k=0}^{N-1} \nabla v_{k}(x) \psi_{k}^{\prime}\left(x_{0}\right)\right), \psi_{m}\left(x_{0}\right)\right] \tag{6.30}
\end{align*}
$$

where $x \in \Omega, m \in[0, N-1]$. Denote

$$
\begin{equation*}
V(x)=\left(v_{0}(x), \ldots, v_{N-1}(x)\right)^{T}, \quad A_{0}(x, V)=\left(A_{0}\left(x, v_{0}\right), \ldots, A_{0}\left(x, v_{N-1}\right)\right)^{T} . \tag{6.31}
\end{equation*}
$$

Also, let $F(x, \nabla V)=\left(F_{2,0}(x, \nabla V), \ldots, F_{2, N-1}(x, \nabla V)\right)^{T}$ be the vector of right-hand sides of equations (6.30). Then (6.30) can be rewritten as

$$
\begin{equation*}
M_{N} A_{0}(x, V)=F(x, \nabla V) \tag{6.32}
\end{equation*}
$$

where $M_{N}$ is the matrix of Theorem 6.2.1. Applying Theorem 6.2.1 to (6.32) and denoting $P(x, \nabla V)=M_{N}^{-1} F(x, \nabla V)$, we obtain

$$
\begin{align*}
A_{0}(x, V)-P(x, \nabla V) & =0,  \tag{6.33}\\
\left.V\right|_{\Gamma} & =p_{0}(x),\left.\quad \partial_{n} V\right|_{\Gamma}=p_{1}(x) \tag{6.34}
\end{align*}
$$

where vector functions $p_{0}(x)$ and $p_{1}(x)$ are obtained from functions $\partial_{x_{0}} \widetilde{\sigma}_{0}\left(x, x_{0}\right)$ and $\partial_{x_{0}} \widetilde{g}_{1}\left(x, x_{0}\right)$ of (6.27) in an obviously similar manner, the $N$-dimensional vector function $P \in C^{1}\left(\mathbb{R}^{s_{1}}\right), s_{1}=n(N+1)$, and each component of $P$ is a quadratic function of the first derivatives $\partial_{x_{k}} v_{i}(x)$, where $k=1, \ldots, n$, and $i=0, \ldots, N-1$.

Remark 6.3. In fact, the truncated series (6.28) represents our approximate mathematical model; see Remarks 7.3 for more details.

Equalities (6.33), (6.34) form an ill-posed problem for the coupled system of quasilinear equations. A similar problem was considered in Chapter 5 for the case of a single quasi-linear PDE. Thus, we proceed below similarly with Chapter 5. It follows from (6.24), (6.28), and (6.31) that, given the vector function $V(x)$, we can find the unknown coefficient $a_{0}(x)$. However, since only $u$ and $\nabla u$ are involved in the Carleman estimate (6.12), while the second derivatives $u_{x_{i} x_{j}}$ are not involved, we formulate all theorems
below in terms of the vector functions $V, \nabla V$ rather than in terms of the unknown coefficient $a_{0}(x)$. At the same time, it is well known that in the case of parabolic and elliptic operators (unlike hyperbolic ones) derivatives involved in their principal parts can be incorporated in corresponding Carleman estimates; see, for example, Theorem 2.5 in [132]. Hence, the Hölder stability result of Theorem 6.3 .1 as well as the global convergence result (Theorem 6.4.4 below) can be reformulated in terms of $a_{0}(x)$ in these cases. We are not doing this here for brevity.

Theorem 6.3.1 (Hölder stability and uniqueness). Suppose that there exist two vector functions $V^{(1)}, V^{(2)} \in C^{2}(\bar{\Omega})$ satisfying equation (6.33) and with two pairs of boundary conditions (6.34), $\left.V^{(i)}\right|_{\Gamma}=p_{0}^{(i)}(x)$ and $\left.\partial_{n} V^{(i)}\right|_{\Gamma}=p_{1}^{(i)}(x), i=1$, 2. Let $K>0$ be such a number that $\left\|V^{(i)}\right\|_{C^{1}(\bar{\Omega})} \leq K$. Let $Z>0$ be the number defined in (6.5). Let $\sigma \in(0,1)$ be the level of the error in the data (6.34), that is,

$$
\begin{equation*}
\left\|p_{0}^{(1)}-p_{0}^{(2)}\right\|_{H^{1}(\Gamma)} \leq \sigma, \quad\left\|p_{1}^{(1)}-p_{1}^{(2)}\right\|_{L_{2}(\mathrm{\Gamma})} \leq \sigma \tag{6.35}
\end{equation*}
$$

Choose a number $c>0$ such that $\Omega_{d+c} \neq \varnothing$. Then there exists a sufficiently small constant $\sigma_{0}=\sigma_{0}(\Omega, K, Z, \xi, m, c) \in(0,1)$ and a constant $C_{2}=C_{2}(\Omega, K, Z, \xi, m, c)>0$, both depending only on listed parameters, such that for all $\sigma \in\left(0, \sigma_{0}\right)$ the following Hölder stability estimate is valid:

$$
\begin{equation*}
\left\|V^{(1)}-V^{(2)}\right\|_{H^{1}\left(\Omega_{d+c}\right)} \leq C_{2}\left(1+\left\|V^{(1)}-V^{(2)}\right\|_{H^{2}(\Omega)}\right) \sigma^{\rho}, \quad \rho=c /(m+c) . \tag{6.36}
\end{equation*}
$$

In particular, if $p_{0}^{(1)}=p_{0}^{(2)}$ and $p_{1}^{(1)}=p_{1}^{(2)}$, that is, if $\sigma=0$, then $V^{(1)}(x)=V^{(2)}(x)$ in $\Omega_{d}$, which means that uniqueness of the problem (6.33), (6.34) holds in the domain $\Omega_{d}$.

Proof. Uniqueness in the domain $\Omega_{d}$ follows from (3.13) immediately. In this proof, $C_{2}=C_{2}(\Omega, K, Z, \xi, m, c)>0$ denotes different positive constants depending only on listed parameters. Consider the set of vector functions $Y=Y(K)=\left\{V \in C^{2}(\bar{\Omega})\right.$ : $\left.\|V\|_{C^{1}(\bar{\Omega})} \leq K\right\}$. Denote $\widetilde{V}(x)=V^{(1)}(x)-V^{(2)}(x)$. Then $\widetilde{V}(x)=\left(\widetilde{v}_{0}(x), \ldots, \widetilde{v}_{N-1}(x)\right)^{T}$. Since each component of the vector function $P(x, \nabla V)$ is a quadratic function with respect to the first derivatives $\partial_{x_{k}} v_{i}(x)$, then

$$
\begin{equation*}
P\left(x, \nabla V^{(1)}\right)-P\left(x, \nabla V^{(2)}\right)=\widehat{P}\left(x, \nabla V^{(1)}, \nabla V^{(2)}\right) \nabla \widetilde{V}(x), \tag{6.37}
\end{equation*}
$$

where the matrix $\widehat{P}\left(x, \nabla V^{(1)}, \nabla V^{(2)}\right)$ is such that

$$
\begin{equation*}
\max _{V^{(1)}, V^{(2)} \in Y}\left\|\widehat{P}\left(x, \nabla V^{(1)}, \nabla V^{(2)}\right)\right\|_{C(\bar{\Omega})} \leq C_{2} . \tag{6.38}
\end{equation*}
$$

We obtain from (6.33), (6.34), (6.37), and (6.38)

$$
\begin{align*}
\left|A_{0}(x, \widetilde{V})\right| & \leq C_{2}|\nabla \widetilde{V}(x)|, \quad \forall x \in \Omega  \tag{6.39}\\
\left.\widetilde{V}\right|_{\Gamma} & =\widetilde{p}_{0}(x),\left.\quad \partial_{n} \widetilde{V}\right|_{\Gamma}=\widetilde{p}_{1}(x), \tag{6.40}
\end{align*}
$$

where $\tilde{p}_{0}(x)=\left(p_{0}^{(1)}-p_{0}^{(2)}\right)(x)$, and $\tilde{p}_{1}(x)=\left(p_{1}^{(1)}-p_{1}^{(2)}\right)(x)$. Square both sides of (6.39), sum up with respect to $i=0, \ldots, N-1$, multiply by the function $\varphi_{\lambda}^{2}(x)$ defined in (6.9), integrate over the domain $\Omega_{d}$, and then apply (6.8), (6.12)-(6.14) as well as the Gauss' formula. Also, use (6.10), (6.11) and (6.35). Since $\|\widetilde{V}\|_{L_{2}\left(\xi_{d}\right)},\|\nabla \widetilde{V}\|_{L_{2}\left(\xi_{d}\right)} \leq C_{1}\|\widetilde{V}\|_{H^{2}(\Omega)}$, then we obtain for $\lambda \geq \lambda_{0}$,

$$
\begin{align*}
& C_{1} \lambda \int_{\Omega_{d}}|\nabla \widetilde{V}(x)|^{2} \varphi_{\lambda}^{2} d x+C_{1} \lambda^{3} \int_{\Omega_{d}}|\widetilde{V}(x)|^{2} \varphi_{\lambda}^{2} d x  \tag{6.41}\\
& \quad \leq C_{1} \lambda^{3} e^{2 \lambda m} \sigma^{2}+C_{1} \lambda^{3} e^{2 \lambda d}\|\widetilde{V}\|_{H^{2}(\Omega)}^{2}+C_{2} \int_{\Omega_{d}}|\nabla \widetilde{V}(x)|^{2} \varphi_{\lambda}^{2} d x .
\end{align*}
$$

Choose $\lambda_{1}=\lambda_{1}(\Omega, K, Z, c) \geq \lambda_{0}$ so large that $C_{2}<C_{1} \lambda_{1} / 2$. Then we obtain from (6.41) for $\lambda \geq \lambda_{1}$,

$$
\begin{equation*}
\lambda \int_{\Omega_{d}}|\nabla \widetilde{V}(x)|^{2} \varphi_{\lambda}^{2} d x+\lambda^{3} \int_{\Omega_{d}}|\widetilde{V}(x)|^{2} \varphi_{\lambda}^{2} d x \leq C_{1} \lambda^{3} e^{2 \lambda m} \sigma^{2}+C_{1} \lambda^{3} e^{2 \lambda d}\|\widetilde{V}\|_{H^{2}(\Omega)}^{2} \tag{6.42}
\end{equation*}
$$

Since $\Omega_{d+c} \subset \Omega_{d}, \Omega_{d+c} \neq \varnothing$ and also since

$$
\begin{equation*}
\varphi_{\lambda}^{2}(x)>e^{2 \lambda(d+c)} \quad \text { for } x \in \Omega_{d+c}, \tag{6.43}
\end{equation*}
$$

we obtain from (6.42)

$$
\begin{equation*}
\|\widetilde{V}\|_{H^{1}\left(\Omega_{d+c}\right)}^{2} \leq C_{2} e^{2 \lambda m} \sigma^{2}+C_{2} e^{-2 \lambda c}\|\widetilde{V}\|_{H^{2}(\Omega)}^{2}, \quad \forall \lambda \geq \lambda_{1} . \tag{6.44}
\end{equation*}
$$

Choose $\lambda=\lambda(\sigma, m, c)$ such that $e^{2 \lambda m} \sigma^{2}=e^{-2 \lambda c}$. Hence, $\lambda=\ln \sigma^{-1 /(m+c)}$. We assume that the number $\sigma_{0}$ is so small that $\ln \sigma_{0}^{-1 /(m+c)}>\lambda_{1}$. Hence, by (6.44) for $\sigma \in\left(0, \sigma_{0}\right)$

$$
\begin{equation*}
\|\widetilde{V}\|_{H^{1}\left(\Omega_{d+c}\right)}^{2} \leq C_{2}\left(1+\|\widetilde{V}\|_{H^{2}(\Omega)}^{2}\right) \sigma^{2 \rho}, \quad \rho=c /(m+c) \tag{6.45}
\end{equation*}
$$

### 6.4 Convexification

### 6.4.1 Weighted Tikhonov-like functional

Assume that there exists a vector function $p \in C^{2}(\bar{\Omega})$ such that

$$
\begin{equation*}
\left.p\right|_{\Gamma}=p_{0}(x),\left.\quad \partial_{n} p\right|_{\Gamma}=p_{1}(x), \tag{6.46}
\end{equation*}
$$

where functions $p_{0}, p_{1}$ are defined in (6.34). Consider the vector function $W(x)$,

$$
\begin{equation*}
W(x)=\left(w_{0}, w_{1}, \ldots, w_{N-1}\right)^{T}(x)=V(x)-p(x) . \tag{6.47}
\end{equation*}
$$

Then the problem (6.33), (6.34) becomes

$$
\begin{align*}
L(x, p, W) & :=A_{0} W-Q(x, \nabla p, \nabla W)+A_{0} p=0,  \tag{6.48}\\
\left.W\right|_{\Gamma} & =\left.\partial_{n} W\right|_{\Gamma}=0, \tag{6.49}
\end{align*}
$$

where the $N$-Dimensional vector function $Q \in C^{1}\left(\mathbb{R}^{s_{2}}\right), s_{2}=n(2 N+1)$ and each component of $Q$ is a quadratic function with respect to first derivatives $\partial_{x_{k}} w_{i}(x), \partial_{x_{k}} p_{i}(x)$, where $k=1, \ldots, n$ and $i=0, \ldots, N-1$.

Let $s=[n / 2]+2$, where $[n / 2]$ is the largest integer, which does not exceed $n / 2$. Consider the space $H^{s}(\Omega)$. By the embedding theorem $H^{s}(\Omega) \subset C^{1}(\bar{\Omega})$ and with a generic constant $C>0$,

$$
\begin{equation*}
\|f\|_{C^{1}(\bar{\Omega})} \leq C\|f\|_{H^{s}(\Omega)}, \quad \forall f \in H^{s}(\Omega) \tag{6.50}
\end{equation*}
$$

Introduce the space $H_{0, \Gamma}^{S}(\Omega)$ of $N$-dimensional vector functions $W(x)$ as

$$
H_{0, \Gamma}^{s}(\Omega)=\left\{W \in H^{s}(\Omega):\left.W\right|_{\Gamma}=\left.\partial_{n} W\right|_{\Gamma}=0\right\} .
$$

Let $R>0$ be an arbitrary number. Denote

$$
B(R)=\left\{W \in H_{0, \Gamma}^{s}(\Omega):\|W\|_{H^{s}(\Omega)}<R\right\} .
$$

As in Theorem 6.3.1, choose a number $c>0$ such that $\Omega_{d+c} \neq \varnothing$. Obviously, $\Omega_{d+c} c$ $\Omega_{d}$. To solve the problem (6.48), (6.49) numerically, consider the following weighted Tikhonov-like functional with the $\operatorname{CWF} \varphi_{\lambda}^{2}(x)$ in it:

$$
\begin{equation*}
J_{\lambda, \gamma}(W)=e^{-2 \lambda(d+c)} \int_{\Omega}[L(x, p, W)]^{2} \varphi_{\lambda}^{2}(x) d x+\gamma\|W\|_{H^{s}(\Omega)}^{2} \tag{6.51}
\end{equation*}
$$

where $y>0$ is the regularization parameter and the multiplier $e^{-2 \lambda(d+c)}$ is introduced here in order to balance first and second terms in the right-hand side of (6.51).

Minimization problem. Minimize the functional $J_{\lambda, y}(W)$ on the closed ball $\overline{B(R)}$.
The second term in the right-hand side of (6.51) is taken in the norm of the space $H^{s}(\Omega)$ in order to make sure that the iterative terms of the gradient projection method applied to the functional $J_{\lambda, \gamma}(W)$ belong to the space $C^{1}(\bar{\Omega})$; see (6.50).

Theorem 6.4.1. The functional $J_{\lambda, y}(W)$ has the Frechét derivative $J_{\lambda, y}^{\prime}(W)$ at every point $W \in H_{0, \Gamma}^{S}(\Omega)$. This derivative satisfies the Lipschitz condition in $\overline{B(R)}$, that is, there exists a constant $\operatorname{Lip}=\operatorname{Lip}(\lambda, \gamma, Z, R)>0$ depending only on listed parameters such that for all $\lambda, \gamma>0$,

$$
\left\|J_{\lambda, y}^{\prime}\left(W_{1}\right)-J_{\lambda, y}^{\prime}\left(W_{2}\right)\right\|_{H^{s}(\Omega)} \leq \operatorname{Lip}\left\|W_{1}-W_{2}\right\|_{H^{s}(\Omega)}, \quad \forall W_{1}, W_{2} \in \overline{B(R)}
$$

Theorem 6.4.2 (global strict convexity). Choose a number $D>0$ such that $\|p\|_{C^{2}(\bar{\Omega})} \leq D$. There exists a sufficiently large number $\lambda_{2}=\lambda_{2}(\Omega, R, Z, d, \xi, c) \geq 1$ depending only on listed parameters such that for all $\lambda \geq \lambda_{2}$ and for $\gamma \in\left[e^{-\lambda c}, 1\right)$ the functional $J_{\lambda, \gamma}(W)$ is strictly convex on $B(R)$, that is,

$$
\begin{align*}
& J_{\lambda, \gamma}\left(W_{2}\right)-J_{\lambda, \gamma}\left(W_{1}\right)-J_{\lambda, \gamma}^{\prime}\left(W_{1}\right)\left(W_{2}-W_{1}\right)  \tag{6.52}\\
& \quad \geq C_{1}\left\|W_{2}-W_{1}\right\|_{H^{1}\left(\Omega_{d+c}\right)}^{2}+\frac{\gamma}{2}\left\|W_{2}-W_{1}\right\|_{H^{s}(\Omega)}^{2}, \quad \forall W_{1}, W_{2} \in \overline{B(R)} .
\end{align*}
$$

Remark 6.4.1. Since the regularization parameter $y \in\left(e^{-\lambda c}, 1\right)$, then this allows values of $y$ to be small. Also, the presence of the first term in the right-hand side of (6.52) indicates that the stable reconstruction should be expected in the subdomain $\Omega_{d+c}$ rather than in the whole domain $\Omega$. Theorem 6.4.4 confirms the latter.

Let $P_{\overline{B(R)}}: H_{0, \Gamma}^{s}(\Omega) \rightarrow \overline{B(R)}$ be the projection operator of the Hilbert space $H_{0, \Gamma}^{s}(\Omega)$ on the closed ball $\overline{B(R)}$. Let $\rho \in(0,1)$ be a number, which we will choose later. Let $W_{0} \in B(R)$ be an arbitrary point. The gradient projection method of the minimization of the functional $J_{\lambda, y}(W)$ on the set $\overline{B(R)}$ is defined by the following sequence:

$$
\begin{equation*}
W_{n}=P_{\overline{B(R)}}\left(W_{n-1}-\rho J_{\lambda, y}^{\prime}\left(W_{n-1}\right)\right), \quad n=1,2, \ldots \tag{6.53}
\end{equation*}
$$

Theorem 6.4.3. Let $\lambda_{2}=\lambda_{2}(\Omega, R, Z, d, \xi)$ be the number introduced in Theorem 6.4.2. Fix a number $\lambda \geq \lambda_{2}$ and let the regularization parameter $y \in\left[e^{-\lambda c}, 1\right)$. Then there exists unique minimizer $W_{\min } \in \overline{B(R)}$ of the functional $J_{\lambda, y}(W)$ on the set $\overline{B(R)}$. Furthermore, there exists a sufficiently small number $\rho_{0}=\rho_{0}(\Omega, R, Z, d, \xi, \lambda, c) \in(0,1)$ depending only on listed parameters such that for every $\rho \in\left(0, \rho_{0}\right)$ there exists a number $q=q(\rho) \in(0,1)$ such that the sequence (6.53) converges to $W_{\text {min }}$,

$$
\left\|W_{n}-W_{\min }\right\|_{H^{s}(\Omega)} \leq q^{n}\left\|W_{0}-W_{\min }\right\|_{H^{s}(\Omega)}, \quad n=1,2, \ldots
$$

Consider now the question of the convergence of the sequence (6.53) to the exact solution $W^{*}$ of the problem (6.48), (6.49).

Theorem 6.4.4. Assume that there exists exact solution $W^{*} \in B(R)$ of the problem (6.48), (6.49) with the exact data $p^{*} \in C^{2}(\bar{\Omega})$. Let $p \in C^{2}(\bar{\Omega})$ be the noisy data. Assume that $\left\|p-p^{*}\right\|_{C^{2}(\bar{\Omega})} \leq \sigma$, where $\sigma \in(0,1)$ is the level of the error in the data. Also, assume that the $C^{2}(\bar{\Omega})$-norm of the exact data $p^{*}$ is bounded by an a priori given constant $M^{*}$, that is, $\left\|p^{*}\right\|_{C^{2}(\bar{\Omega})} \leq M^{*}$ (then $\left.\|p\|_{C^{2}(\bar{\Omega})} \leq M^{*}+1\right)$. Let $\lambda_{2}=\lambda_{2}(\Omega, R, Z, d, \xi)$ be the number of Theorem 6.4.2. Then there exists a number $\lambda_{3}=\lambda_{3}\left(\Omega, R, Z, d, \xi, c, M^{*}\right)>\lambda_{2}$, a sufficiently small number $\sigma_{1}=\sigma_{1}\left(\Omega, R, Z, c, d, \xi, M^{*}\right) \in(0,1)$ and a number $\theta=c /(8 m) \in(0,1)$, all depending only on listed parameters, such that if $\ln \sigma_{1}^{-2 \theta / c}>\lambda_{3}$, then if for any $\sigma \in\left(0, \sigma_{1}\right)$ one chooses $\lambda=\ln \sigma^{-2 \theta / c}$ and $y=e^{-\lambda c}=\sigma^{2 \theta}$, then the following convergence estimate holds for the sequence (6.53):

$$
\begin{equation*}
\left\|W^{*}-W_{n}\right\|_{H^{1}\left(\Omega_{d+c}\right)} \leq C_{4} \sigma^{\theta}+q^{n}\left\|W_{0}-W_{\min }\right\|_{H^{s}(\Omega)}, \quad n=1,2, \ldots, \tag{6.54}
\end{equation*}
$$

where the number $q=q(\rho) \in(0,1)$ and $\rho \in\left(0, \rho_{1}\right)$, where $\rho_{1}=\rho_{1}\left(\Omega, R, Z, c, d, \xi, M^{*}\right) \in$ $(0,1)$ is a sufficiently small number. In (6.54), $C_{4}=C_{4}\left(\Omega, R, Z, D, c, d, \xi, M^{*}\right)=$ const. $>0$. All numbers here depend only on listed parameters.

Theorem 6.4.2 is the central one among Theorems 6.4.1-6.4.4. Thus, we prove Theorem 6.4.2 below. As to the rest of theorems of this section, we omit their proofs referring the reader to proofs of similar theorems in Chapter 5 for the case of a single quasilinear PDE.

Remark 6.4.2. Unlike (6.54), in the case of nonconvex functionals, there is no guarantee that a gradient-like method converges to the exact solution starting from an arbitrary point. Since the starting point $W_{0} \in B(R)$ of the iterative process, (6.53) is an arbitrary one and since smallness restrictions on the radius $R$ are not imposed. Then convergence estimate (6.54) means the global convergence in the space $H^{1}\left(\Omega_{d+c}\right)$; see Definition 1.4.2.

Proof of Theorem 6.4.2. In this proof, $C_{3}=C_{3}(\Omega, R, Z, D, c, d, \xi)>0$ denotes different constants depending only on listed parameters. Let $W_{1}, W_{2} \in \overline{B(R)}$ be two arbitrary functions. Denote $W_{2}-W_{1}=h=\left(h_{0}(x), \ldots, h_{N-1}(x)\right)^{T}$. Since each component of the vector function $Q(x, \nabla p, \nabla W)$ in (6.48) is a quadratic function with respect to first derivatives $\partial_{x_{k}} w_{i}(x), \partial_{x_{k}} p_{i}(x)$, we have

$$
\begin{align*}
& Q\left(x, \nabla p, \nabla W_{1}+\nabla h\right)  \tag{6.55}\\
& \quad=Q\left(x, \nabla p, \nabla W_{1}\right)+Q^{(1)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)+Q^{(2)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right) .
\end{align*}
$$

Here, each component of the vector function $Q^{(1)}$ is linear with respect to derivatives $\partial_{x_{k}} h_{i}$ and each component of the vector function $Q^{(2)}$ contains only quadratic terms $\left(\partial_{x_{k}} h_{i}\right) \cdot\left(\partial_{x_{l}} h_{j}\right)$. Hence, the following estimates hold for all $x \in \bar{\Omega}$ :

$$
\begin{equation*}
\left|Q^{(1)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)\right| \leq C_{3}|\nabla h|, \quad\left|Q^{(2)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)\right| \leq C_{3}|\nabla h|^{2} . \tag{6.56}
\end{equation*}
$$

By (6.48) and (6.55),

$$
\begin{align*}
& {\left[L\left(x, p, W_{1}+h\right)\right]^{2}-\left[L\left(x, p, W_{1}+h\right)\right]^{2}} \\
& \quad=\operatorname{Lin}(x, p, h) \\
& \quad+\left(A_{0}(h)\right)^{2}+2 A_{0}(h)\left[Q^{(1)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)+Q^{(2)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)\right]  \tag{6.57}\\
& \quad+\left[Q^{(1)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)+Q^{(2)}\left(x, \nabla p, \nabla W_{1}, \nabla h\right)\right]^{2},
\end{align*}
$$

where the functional $\operatorname{Lin}(x, p, h)$ depends linearly on $h$. Combining (6.57) with the Cauchy-Schwarz inequality and as well as with (6.56), we obtain

$$
\begin{equation*}
\left[L\left(x, p, W_{1}+h\right)\right]^{2}-\left[L\left(x, p, W_{1}+h\right)\right]^{2}-\operatorname{Lin}(x, p, h) \geq \frac{1}{2}\left(A_{0}(h)\right)^{2}-C_{3}(\nabla h)^{2} . \tag{6.58}
\end{equation*}
$$

Let $\{$,$\} be the scalar product in the space of such real valued N$-dimensional vector functions whose components belong to $H^{S}(\Omega)$. Then (6.51) and (6.58) imply that

$$
\begin{align*}
& J_{\lambda, \gamma}\left(W_{1}+h\right)-J_{\lambda, y}\left(W_{1}\right)-e^{-2 \lambda(d+c)} \int_{\Omega} \operatorname{Lin}(x, p, h) \varphi_{\lambda}^{2} d x-2 \gamma\{W, h\} \\
& \geq \frac{1}{2} \int_{\Omega}\left(A_{0}(h)\right)^{2} \varphi_{\lambda}^{2} d x-C_{3} \int_{\Omega}(\nabla h)^{2} \varphi_{\lambda}^{2} d x+\gamma\|h\|_{H^{s}(\Omega)}^{2} \tag{6.59}
\end{align*}
$$

It easily follows from the proof of Theorem 3.1 of [9], which is a close analog of Theorem 6.4.1, that

$$
\begin{equation*}
J_{\lambda, \gamma}^{\prime}\left(W_{1}\right)(h)=e^{-2 \lambda(d+c)} \int_{\Omega} \operatorname{Lin}(x, p, h) \varphi_{\lambda}^{2} d x+2 \gamma\{W, h\} . \tag{6.60}
\end{equation*}
$$

Applying the Carleman estimate (6.12)-(6.14) to the right-hand side of (6.59), we obtain for $\lambda \geq \lambda_{0}$ :

$$
\begin{align*}
& \frac{e^{-2 \lambda(d+c)}}{2} \int_{\Omega}\left(A_{0}(h)\right)^{2} \varphi_{\lambda}^{2} d x-C_{3} e^{-2 \lambda(d+c)} \int_{\Omega}(\nabla h)^{2} \varphi_{\lambda}^{2} d x+\gamma\|h\|_{H^{s}(\Omega)}^{2} \\
& \geq \frac{e^{-2 \lambda(d+c)}}{2} \int_{\Omega_{d}}\left(A_{0}(h)\right)^{2} \varphi_{\lambda}^{2} d x-C_{3} e^{-2 \lambda(d+c)} \int_{\Omega_{d}}(\nabla h)^{2} \varphi_{\lambda}^{2} d x \\
& \quad-C_{3} \int_{\Omega \backslash \Omega_{d}}(\nabla h)^{2} \varphi_{\lambda}^{2} d x+\gamma\|h\|_{H^{s}(\Omega)}^{2} \\
& \geq C_{1} e^{-2 \lambda(d+c)} \lambda \int_{\Omega_{d}}(\nabla h)^{2} \varphi_{\lambda}^{2} d x+C_{1} e^{-2 \lambda(d+c)} \lambda^{3} \int_{\Omega_{d}} h^{2} \varphi_{\lambda}^{2} d x-C_{3} e^{-2 \lambda(d+c)} \int_{\Omega_{d}}(\nabla h)^{2} \varphi_{\lambda}^{2} d x \\
& \quad-C_{3} e^{-2 \lambda(d+c)} \int_{\Omega \backslash \Omega_{d}}(\nabla h)^{2} \varphi_{\lambda}^{2} d x-C_{1} \lambda^{3} e^{-2 \lambda c} \int_{\xi_{d}}\left((\nabla h)^{2}+h^{2}\right) d S+\gamma\|h\|_{H^{s}(\Omega)}^{2} \tag{6.61}
\end{align*}
$$

Choose $\lambda_{2}=\lambda_{2}(\Omega, R, Z, D, d, \xi) \geq \lambda_{0}$ so large that $C_{1} \lambda_{2} / 2>C_{3}$. Also, observe that

$$
\varphi_{\lambda}^{2}(x) \leq e^{2 \lambda d}, \quad \forall x \in \Omega \backslash \Omega_{d} \quad \text { and } \quad\|\nabla h\|_{L_{2}\left(\xi_{d}\right)}^{2}+\|h\|_{L_{2}\left(\xi_{d}\right)}^{2} \leq C_{3}\|h\|_{H^{s}(\Omega)}^{2}
$$

Hence, taking into account (6.43), we obtain from (6.61),

$$
\begin{align*}
& \frac{e^{-2 \lambda(d+c)}}{2} \int_{\Omega}\left(A_{0}(h)\right)^{2} \varphi_{\lambda}^{2} d x-C_{3} e^{-2 \lambda(d+c)} \int_{\Omega}(\nabla h)^{2} \varphi_{\lambda}^{2} d x+\gamma\|h\|_{H^{s}(\Omega)}^{2}  \tag{6.62}\\
& \geq C_{1}\|h\|_{H^{1}\left(\Omega_{d+c}\right)}^{2}+\left(\gamma-C_{3} e^{-2 \lambda c}\right)\|h\|_{H^{s}(\Omega)}^{2}, \quad \forall \lambda \geq \lambda_{2}
\end{align*}
$$

Since $y \in\left[e^{-\lambda c}, 1\right.$ ), then (6.59), (6.60), and (6.62) imply (6.52).

### 6.4.2 Numerical scheme

The numerical scheme for the above technique is as follows:
Step 1. Using the Gram-Schmidt orthonormalization procedure in $L_{2}(0,1)$, obtain functions $\left\{\psi_{m}\left(x_{0}\right)\right\}_{m=0}^{N-1}, x_{0} \in(0,1)$ from functions $\left\{x_{0}^{m} e^{x_{0}}\right\}_{m=0}^{N-1}$ for a reasonable integer $N \geq 2$.

Step 2. Sequentially obtain problems (6.26), (6.27), then (6.33), (6.34), and then (6.48), (6.49) for the specific operator $A$.

Step 3. Minimize the functional (6.51) on the set $\overline{B(R)}$ using the gradient projection method.

Step 4. Let $W_{\min }(x)$ be the minimizer of the functional (6.51) on the set $\overline{B(R)}$ (Theorem 6.4.3). Set $V_{\min }(x)=W_{\min }(x)+p(x)$. Next, use the first formula (6.31), then use (6.28) and finally use (6.24).

### 6.5 Two specific examples

The goal of Section 6.5 is to provide some specific examples of CIPs for parabolic and hyperbolic equations for which the above technique works. The case of CIPs for elliptic PDEs is considered in Chapters 7 and 10. In Chapters 11 and 12, we consider the travel time tomography problem. In these chapters, the case of a moving source is considered. In fact, however, in the case of Helmholtz equation, the source can be fixed while the frequency can be varied, and still the technique of this chapter works; see references in the beginning of this chapter. Basically, it does not really matter for the method of this chapter which parameter is varied: source position, frequency, angle of the incident plane wave, etc. The only important factor is that the unknown coefficient should not depend on this parameter.

### 6.5.1 Parabolic equation

Let $T>1$ be an arbitrary number. Denote $D_{T}^{n+1}=\mathbb{R}^{n} \times(0, T)$. Consider the parabolic operator in $D_{T}^{n+1}$,

$$
\begin{align*}
A u & =u_{t}-\sum_{i, j=1}^{n} a_{i, j}(x, t) u_{x_{i} x_{j}}-\sum_{j=1}^{n} b_{j}(x, t) u_{x_{j}}+a_{0}(x, t) u,  \tag{6.63}\\
A_{0} u & =u_{t}-\sum_{i, j=1}^{n} a_{i, j}(x, t) u_{x_{i} x_{j}} \tag{6.64}
\end{align*}
$$

where $a_{0}(x, t)$ is the unknown coefficient and $a_{i, j}(x, t)=a_{j, i}(x, t), \forall i, j$. We assume that all coefficients of the operator (6.63) belong to $C^{1}\left(\overline{D_{T}^{n+1}}\right)$ and also that the obvious ana-
$\log$ of the ellipticity condition holds,

$$
\mu_{1}|\xi|^{2} \leq \sum_{i, j=1}^{n} a_{i, j}(x, t) \xi_{i} \xi_{j} \leq \mu_{2}|\xi|^{2}, \quad(\xi, x, t) \in \mathbb{R}^{n} \times \overline{D_{T}^{n+1}}
$$

where $\mu_{1}, \mu_{2}=$ const., $0<\mu_{1}<\mu_{2}$.
Let $\bar{x}^{0}=(0, \ldots, 0,-1)$ and let the domain $\Omega_{1} \subset\left\{x_{n}>0\right\}$. We assume that $A u=$ $u_{t}-\Delta u$ for $x \in \mathbb{R}^{n} \backslash \Omega_{1}$. In the case of the parabolic equation, the point source runs over $I_{1}=I \times\{t=0\}$, where the interval $I$ is defined in (6.15). Consider the fundamental solution $u\left(x, t, x_{0}\right)$ of the operator $A$,

$$
\begin{align*}
A u & =\delta\left(x_{1}-x_{0}, \bar{x}-\bar{x}^{0}, t\right), \quad(x, t) \in D_{T}^{n+1},  \tag{6.65}\\
u\left(x, 0, x_{0}\right) & =0, \quad \forall x_{0} \in[0,1] . \tag{6.66}
\end{align*}
$$

It is well known that there exists unique solution $u\left(x, t, x_{0}\right) \in C^{2+\alpha, 1+\alpha / 2}\left(\overline{D_{T}^{n+1}} \backslash I_{1 \varepsilon}\right), \forall \varepsilon>$ $0, \forall x_{0} \in[0,1]$ of the problem (6.65), (6.66); see Chapter 4 of [173]. Here, $I_{1 \varepsilon} \subset \overline{D_{T}^{n+1}}$ is defined similarly with $I_{\varepsilon}$ in Section 6.2.2. Furthermore, $u\left(x, t, x_{0}\right)>0$ for $t>0$; see Theorem 11 in Chapter 2 of [79]. Hence (see Condition 3 in Section 6.2.2), we define $\Omega=\Omega_{1} \times(\zeta, T)$, where $\zeta \in(0,(T-1) / 2)$ is a sufficiently small number.

Choose a number $\omega>1$ and set

$$
\begin{align*}
\Gamma_{0} & =\left\{x \in \mathbb{R}^{n}: x_{n}=0,\left(x_{1}-1 / 2\right)^{2} / \omega^{2}+\sum_{k=2}^{n-1} x_{k}^{2}<1 / 4\right\}, \quad \Gamma=\Gamma_{0} \times(\zeta, T), \\
\xi(x, t) & =\left[x_{n}+\left(x_{1}-1 / 2\right)^{2} / \omega^{2}+\sum_{k=2}^{n-1} x_{k}^{2}+(t-T / 2)^{2}+1 / 4\right]^{-v}, \tag{6.67}
\end{align*}
$$

and $\varphi_{\lambda}(x, t)=\exp (\lambda \xi(x, t))$, where $v=v(\omega)>1$ is a parameter depending on $\omega$. We assume that $\Gamma_{0} \subset \partial \Omega_{1}$. Hence, $\Gamma \subset \partial \Omega$. In addition, we assume that the domain

$$
\left\{\xi(x, t)>2^{v}, x_{n}>0\right\}=\Omega_{2^{v}} \subset \Omega .
$$

Note that

$$
\Gamma_{2^{v}}=\left\{x_{n}=0,\left(x_{1}-1 / 2\right)^{2} / \omega^{2}+\sum_{k=2}^{n-1} x_{k}^{2}+(t-T / 2)^{2}<1 / 4\right\} \subset \Gamma .
$$

Let the restricted DN data be given on $\Gamma$,

$$
\begin{equation*}
u\left(x, t, x_{0}\right)=g_{0}\left(x, t, x_{0}\right), \quad \partial_{n} u\left(x, t, x_{0}\right)=g_{1}\left(x, t, x_{0}\right), \quad \forall\left(x, t, x_{0}\right) \in \Gamma \times[0,1] . \tag{6.68}
\end{equation*}
$$

A direct analog of the Carleman estimate of Theorem 2.3.1 (6.12)-(6.14) is valid for the operator $A_{0}$ in (6.64). Hence, the above construction works in this case. The unknown coefficient $a_{0}(x, t)$ can be Hölder-stable reconstructed numerically by the above method in the domain $\Omega_{2^{v}+c}$ for any $c>0$ such that $\Omega_{2^{v}+c} \neq \varnothing$. Uniqueness, of the corresponding CIP holds for the entire domain $\Omega_{1} \times(0, T)$.

### 6.5.2 Hyperbolic equation

Let the domains $\Omega_{k} \subset \mathbb{R}^{3}$ be defined as $\Omega_{k}=\{|x|<k\}, k=1,2,3$. Let $I_{\varepsilon}$ be the set defined in Section 6.2.2. We assume that

$$
\begin{equation*}
I_{\varepsilon} \subset\left(\Omega_{3} \backslash \Omega_{2}\right) . \tag{6.69}
\end{equation*}
$$

Let the function $a(x, t) \in C\left(\overline{D_{T}^{4}}\right)$ be such that

$$
\begin{equation*}
a(x, t) \geq 0 \quad \text { in } D_{T}^{4}, \quad a(x, t)=0 \quad \text { for } x \in \mathbb{R}^{3} \backslash \Omega_{2} . \tag{6.70}
\end{equation*}
$$

Let $f(z), z \in \mathbb{R}$ and $\chi(\bar{x}), \bar{x} \in \mathbb{R}^{n-1}$ be functions defined in Section 6.2.2. Recall that $f(0) \chi(0) \neq 0$. We assume that

$$
\begin{equation*}
f(z) \geq 0, \quad \forall z \in \mathbb{R} \quad \text { and } \quad \chi(\bar{x}) \geq 0, \quad \forall \bar{x} \in \mathbb{R}^{n-1} \tag{6.71}
\end{equation*}
$$

Consider the following Cauchy problem for the function $u\left(x, t, x_{0}\right)$ :

$$
\begin{align*}
u_{t t} & =\Delta u+a(x, t) u+f\left(x_{1}-x_{0}\right) \chi(\bar{x}), \quad(x, t) \in D_{T}^{4},  \tag{6.72}\\
u\left(x, 0, x_{0}\right) & =u_{t}\left(x, 0, x_{0}\right)=0, \tag{6.73}
\end{align*}
$$

where $x_{0} \in[0,1]$ is a parameter. Then the problem (6.72), (6.73) is equivalent with

$$
\begin{equation*}
u\left(x, t, x_{0}\right)=\int_{|x-\eta|<t} \frac{f\left(\eta_{1}-x_{0}\right) x\left(\bar{\eta}-\bar{x}^{0}\right)}{4 \pi|x-\eta|} d \eta+\int_{|x-\eta|<t} \frac{(a u)(\eta, t-|x-\eta|)}{4 \pi|x-\eta|} d \eta . \tag{6.74}
\end{equation*}
$$

On can prove (see [184] for a similar result) that the integral equation (6.74) can be rewritten as Volterra integral equation, whose solution can be represented as a series, which converges absolutely and uniformly in any subdomain $(G \times(0, T)) \subset D_{T}^{4}$ and for any $x_{0} \in[0,1]$, where $G \subset \mathbb{R}^{3}$ is an arbitrary bounded domain. This series is

$$
\begin{align*}
& u=\sum_{n=0}^{\infty} u_{n}, \\
& u_{0}=\int_{|x-\eta|<t} \frac{f\left(\eta_{1}-x_{0}\right) \chi(\bar{\eta})}{4 \pi|x-\eta|} d \eta, \quad \eta=\left(\eta_{1}, \bar{\eta}\right),  \tag{6.75}\\
& u_{n}=\int_{|x-\eta|<t} \frac{\left(a u_{n-1}\right)(\eta, t-|x-\eta|)}{4 \pi|x-\eta|} d \eta, \quad n \geq 1 . \tag{6.76}
\end{align*}
$$

We now prove that

$$
\begin{equation*}
u\left(x, t, x_{0}\right) \geq C_{5} T, \quad \forall x \in \Omega_{1}, \forall x_{0} \in[0,1], \forall t \in(T / 4, T), \forall T>20, \tag{6.77}
\end{equation*}
$$

where the constant $C_{5}=C_{5}\left(I_{\varepsilon}, f, \chi\right)>0$ depends only on listed parameters and is independent on $T$.

Indeed, let $x \in \Omega_{1}$ and $\eta \in \Omega_{3}$ be two arbitrary points. Let $t \in(T / 4, T)$ and $T>20$. Then

$$
\begin{equation*}
|x-\eta| \leq|x|+|\eta|<4<t . \tag{6.78}
\end{equation*}
$$

Since by (6.71) $f(0) \chi(0)>0$, then (6.77) follows from (6.69)-(6.71), (6.75), (6.76), and (6.78).

We now set $\Omega=\Omega_{1} \times(T / 4, T)$, where $T>20$. Next, let the point $y \in \mathbb{R}^{3}$ be such that $|y|>3$. Define the Carleman weight function $\varphi_{\lambda}(x, t)$ as

$$
\begin{equation*}
\varphi_{\lambda}(x, t)=\exp (\lambda \xi(x, t)), \quad \xi(x, t)=|x-y|^{2}-\varrho^{2}(t-T / 2)^{2} . \tag{6.79}
\end{equation*}
$$

Choose any number $d \in(0,1)$. Next, choose $\varrho \in(4 \sqrt{1-d} / T, 1)$. Let $\Omega_{d}=\left\{(x, t): x \in \Omega_{1}\right.$, $\xi(x, t)>d\}$. Then

$$
\begin{equation*}
\Omega_{d} \subset \Omega, \quad \Omega_{d} \cap\{t=T / 4\}=\Omega_{d} \cap\{t=T\}=\varnothing . \tag{6.80}
\end{equation*}
$$

Hence, we define $\Gamma$ and $\Gamma_{d}$ as

$$
\begin{equation*}
\Gamma=\{(x, t):|x|=1, t \in(T / 4, T)\}, \quad \Gamma_{d}=\{(x, t):|x|=1, \xi(x, t)>d\} . \tag{6.81}
\end{equation*}
$$

It follows from (6.79)-(6.81) that $\Gamma_{d} \subset \Gamma$.
Similarly, with (6.18) we define the CIP in this case as the problem of determining the unknown coefficient $a(x, t) \in C\left(\overline{D_{T}^{4}}\right)$ satisfying conditions (6.70), given functions $g_{0}\left(x, t, x_{0}\right), g_{1}\left(x, t, x_{0}\right)$, where

$$
u\left(x, t, x_{0}\right)=g_{0}\left(x, t, x_{0}\right), \quad \partial_{n} u\left(x, t, x_{0}\right)=g_{1}\left(x, t, x_{0}\right), \quad \forall\left(x, t, x_{0}\right) \in \Gamma \times[0,1] .
$$

By Theorem 2.5.1, the Carleman estimate is valid for the operator $\partial_{t}^{2}-\Delta$ with the CWF $\varphi_{\lambda}(x, t)$ given in (6.79). Therefore, the above construction works for this CIP. The function $a(x, t)$ can be reconstructed numerically by the above method in $\Omega_{d+c}$ for any $c \in(0,1-d)$.

# 7 Convexification of electrical impedance tomography with restricted Dirichlet-to-Neumann map data 

In this chapter, we follow [149]. Permission for republication has been obtained from the publisher.

### 7.1 Introduction

We use in this chapter the idea of Chapter 6 to develop a globally convergent numerical method of the reconstruction of the internal electrical conductivity in the inverse problem of electrical impedance tomography (EIT). We "convexify" the problem. More precisely, we construct a weighted least squares Tikhonov-like functional. The weight of this functional is the CWF. Its presence is the key element of that functional. The CWF is the function, which is involved in the Carleman estimate for the Laplace operator. The presence of the CWF ensures the strict convexity of this functional on any a priori chosen ball of an arbitrary radius $R>0$ in an appropriate Hilbert space. The latter guarantees the global convergence of the gradient projection method of the minimization of this functional to the exact solution of the original inverse EIT problem. We remind (see Definition 1.4.2) that we call a numerical method for a coefficient inverse problem (CIP) globally convergent if there is a theorem, which guarantees that this method delivers at least one point in a sufficiently small neighborhood of the exact solution of that CIP without any advanced knowledge of this neighborhood. We point out that the numerical method of this paper converges globally.

EIT is a noninvasive and diffusive imaging method to recover the electrical conductivity distribution inside an object of interest by using the DtN map on the boundary. This modality is safe, portable, and also has many clinical imaging applications. There is a vast number of research papers discussing EIT. It has been analytically proven that the interior electrical conducting is uniquely determined by the Dirichlet-to-Neumann map on the boundary [56, 203, 241].

In the past three decades, there were numerous studies on the EIT imaging method with quite many publications. We now provide a far incomplete list of references on this topic; also see references cited therein: $[6,7,38,89,105,106,200,231$, 232, 235]. Harrach [85, 86] has developed two globally convergent numerical methods for EIT.

In a typical EIT experiment, constant electrical currents are applied to the electrodes on the boundary of the object to image. Then the electrical potentials are measured on the boundary. This gives the DtN map data. The EIT problem is to recover the internal electric conductivity from these DtN measurements. This problem is essentially ill posed.

The key element of our method is the construction of a weighted Tikhonov-like functional which is strictly convex on any a priori chosen ball of an arbitrary radius $R>0$ in an appropriate Hilbert space. In other words, we "convexify" the problem. The main ingredient of that Tikhonov-like functional is the presence of the CWF in it. If the exact solution belongs to that ball (as it should be assumed in the framework of the regularization theory $[22,76,244]$ ), then the convergence of the gradient projection method to the exact solution is guaranteed if starting from an arbitrary point of this ball. Hence, this is global convergence. On the other hand, recall that convergence of any gradient-like method to the exact solution for a nonconvex functional might be guaranteed only if its starting point is located in a small neighborhood of this solution.

To minimize the above mentioned weighted Tikhonov-like functional, we propose a multi-level method, which is somewhat similar with the adaptivity method; see, for example, [22] for a detailed theory of the adaptivity. However, we do not extend to our case the theory of the adaptivity presented in [22], that is, we restrict our attention only to the numerical aspect of the adaptivity. Thus, we minimize that functional on a coarse mesh first and use the solution achieved on the coarse mesh (first level) as the starting point for a finer mesh (second level). We repeat this process until we get a solution on $K_{\text {th }}$ level. We have found that we get a rough image on the coarse mesh (e. g., support, shape) of the internal conductivity much faster than on a finer mesh, while on the finer mesh with the starting point from the solution on the coarse mesh, the solution is corrected in details (e. g., amplitude and shape).

### 7.2 EIT with restricted Dirichlet-to-Neumann (DtN) data

### 7.2.1 The mathematical model

In this section, we formulate the restricted DtN for the inverse EIT problem. First, we recall the traditional DtN for EIT. Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}(d=2,3)$ to be imaged with a smooth boundary $\partial \Omega$. The EIT forward problem is formulated as: For any given input, current

$$
g_{1} \in L_{0}^{2}(\partial \Omega):=\left\{g \in L^{2}(\Omega): \int_{\partial \Omega} g d s=0\right\}
$$

and the conductivity distribution $\sigma(x)$, find the function $u(x) \in H^{1}(\Omega)$ such that

$$
\begin{cases}\nabla \cdot(\sigma(x) \nabla u(x))=0 & \text { in } \Omega,  \tag{7.1}\\ \sigma(x) \frac{\partial u}{\partial v}=g_{1}(x) & \text { on } \partial \Omega, \\ \int_{\partial \Omega} u(x) d s=0, & \end{cases}
$$

where $v$ is the outward unit normal vector on $\partial \Omega$. Denote $g_{0}(x)=\left.u\right|_{\partial \Omega}$. Then the inverse EIT problem is to recover the internal conductivity function $\sigma(x)$ from the DtN map $\Lambda: g_{0} \rightarrow g_{1}$.

We consider the EIT problem with the source outside the domain of interest and the restricted DtN data measured on the boundary of the domain of interest, as described below.

To avoid working with singularities and also to simplify the presentation, we model the point source here by a $\delta$-like function instead of the $\delta$-function. Let $\varepsilon>0$ be a sufficiently small number. Let the source function $f(x)$ be such that

$$
\begin{equation*}
f(x) \in C^{\infty}\left(\mathbb{R}^{n}\right), \quad f(0) \neq 0, \quad f(x) \geq 0, \quad \forall x \in \mathbb{R}^{d}, \quad f(x)=0 \quad \text { for }|x|>\varepsilon . \tag{7.2}
\end{equation*}
$$

Let $G \subset \mathbb{R}^{n}$ be a bounded domain with its boundary $\partial G \in C^{1}, \Omega \subset G$, and $\partial \Omega \cap \partial G=\varnothing$. Let $\bar{x} \in \mathbb{R}^{d-1}$ be a fixed point. For $s \in[0,1]$, denote $x_{s}=\left(x_{1 s}, \bar{x}\right)$ the position of the point source. Let $I=\left\{x_{s}=\left(x_{1 s}, \bar{x}\right): s \in[0,1]\right\}$ be the interval of the straight line $\left\{x=\left(x_{1}, \bar{x}\right), x_{1} \in \mathbb{R}\right\}$. Let $I_{\varepsilon}=\left\{x \in \mathbb{R}^{d}: \operatorname{dist}(x, I)<\varepsilon\right\}$, where $\operatorname{dist}(x, I)$ is the Hausdorff distance between the point $x$ and the set $I$. We also assume that $I_{\varepsilon} \subset(G \backslash \bar{\Omega})$, which means that the support of the source function is outside of the domain $\Omega$.

Let the function

$$
\begin{equation*}
\sigma(x) \in C^{2+\alpha}(\bar{G}), \quad \sigma(x)=1 \quad \text { for } x \in G \backslash \Omega \quad \text { and } \quad \sigma(x) \geq \sigma_{0}=\text { const. }>0 . \tag{7.3}
\end{equation*}
$$

Here, $\alpha=$ const. $\in(0,1)$ and $C^{k+\alpha}(\bar{G})$ be the Hölder space, where $k \geq 0$ is an integer. Assume first that $\sigma(x)$ is known. For each source position $x_{s} \in I$, we define the forward boundary value problem for EIT as the problem of finding the function $u(x, s)$ such that

$$
\begin{cases}\nabla \cdot(\sigma(x) \nabla u(x, s))=-f\left(x-x_{s}\right), & x \in G, \forall x_{s} \in \bar{I},  \tag{7.4}\\ \left.u(x, s)\right|_{x \in \partial G}=0, & \forall x_{s} \in \bar{I} .\end{cases}
$$

It is well known that for each $x_{s} \in I$ the problem (7.4) has a unique solution

$$
\begin{equation*}
u(x, s) \in C^{3+\alpha}(\bar{G}), \quad \forall x_{s} \in \bar{I} \tag{7.5}
\end{equation*}
$$

see, for example, [80]. We measure both Dirichlet and Neumann boundary conditions of the function $u$ on a part $\Gamma \subseteq \partial \Omega$ of the boundary $\partial \Omega$,

$$
\begin{equation*}
\left.u(x, s)\right|_{x \in \Gamma, x_{s} \in \bar{I}}=g_{0}(x, s) \quad \text { and }\left.\quad \partial_{\nu} u(x, s)\right|_{x \in \Gamma, x_{s} \in \bar{I}}=g_{1}(x, s) . \tag{7.6}
\end{equation*}
$$

We call the Dirichlet and Neumann boundary data (7.6) "restricted DtN data".
If the coefficient $\sigma(x)$ is known, then having the solution of the forward problem (7.4), one can easily compute functions $g_{0}(x, s)$ and $g_{1}(x, s)$. Suppose now that the function $\sigma(x)$ is unknown. Then we arrive at the following inverse problem.

Coefficient Inverse Problem (CIP). Assume that the function $\sigma(x)$ is unknown for $x \in$ $\Omega$ and also that conditions (7.2), (7.3) hold. Also, assume that functions $g_{0}(x, s)$ and $g_{1}(x, s)$ in (7.6) are known for all $x \in \Gamma, x_{s} \in \bar{I}$. Determine the function $\sigma(x)$.

Note that in this CIP the number $d$ of free variables in the data equals the number of free variables in the unknown coefficient.

### 7.2.2 An equivalent problem

In this subsection, we transform the above CIP to an inverse problem for a quasilinear PDE. First, introduce the well-known change of variables

$$
\begin{equation*}
u_{1}=\sqrt{\sigma} u, \tag{7.7}
\end{equation*}
$$

where $u(x, s)$ is the solution of problem (7.4). Then

$$
\begin{cases}\Delta u_{1}(x, s)+a_{0}(x) u_{1}(x, s)=-f\left(x-x_{s}\right), & \forall x_{s} \in \bar{I},  \tag{7.8}\\ \left.u_{1}(x, s)\right|_{x \in \partial G}=0, & \forall x_{s} \in \bar{I}\end{cases}
$$

where

$$
a_{0}(x)=-\frac{\Delta(\sqrt{\sigma(x)})}{\sqrt{\sigma(x)}} .
$$

Recalling that $\sigma=1$ on $\partial \Omega$, we obtain from (7.6),

$$
\begin{equation*}
\left.u_{1}(x, s)\right|_{x \in \Gamma, s \in[0,1]}=g_{0}(x, s) \quad \text { and }\left.\quad \partial_{n} u_{1}(x, s)\right|_{x \in \Gamma, s \in[0,1]}=g_{1}(x, s) . \tag{7.10}
\end{equation*}
$$

If we would recover the function $a_{0}(x)$ for $x \in \Omega$ from the conditions (7.8) and (7.10), then assuming that 0 is not an eigenvalue of the elliptic operator $\Delta+a_{0}(x)$ with the Dirichlet boundary condition either on $\partial \Omega$ or on $\partial G$, we would recover the function $\sigma(x)$ via solving the elliptic equation (7.9) either in the domain $\Omega$ with the Dirichlet boundary condition $\left.\sigma\right|_{\partial \Omega}=1$, or in the domain $G$ with the Dirichlet boundary condition $\left.\sigma\right|_{\partial G}=1$. Hence, we focus below on the recovery of the function $a_{0}(x)$ for $x \in \Omega$ from conditions (7.8), (7.10).

It follows from (7.2), (7.4), (7.7), and the maximum principle for elliptic equations [80] that $u_{1}(x, s)>0$ for all $x \in \bar{\Omega}$ and all $s \in[0,1]$. Hence, we can consider the function $v(x, s)$,

$$
\begin{equation*}
v(x, s)=\ln u_{1}(x, s) . \tag{7.11}
\end{equation*}
$$

Then $u_{1}(x, s)=e^{v(x, s)}$ and (7.8) imply that

$$
\begin{equation*}
\Delta v(x, s)+(\nabla v(x, s))^{2}=-a_{0}(x), \quad x \in \Omega, \forall s \in[0,1] . \tag{7.12}
\end{equation*}
$$

Here, we use (7.2) and the fact that $I_{\varepsilon} \subset(G \backslash \bar{\Omega})$. In addition, using (7.10), we obtain

$$
\begin{equation*}
\left.v(x, s)\right|_{x \in \Gamma, s \in[0,1]}=\tilde{g}_{0}(x, s) \quad \text { and }\left.\quad \partial_{v} v(x, s)\right|_{x \in \Gamma, s \in[0,1]}=\tilde{g}_{1}(x, s), \tag{7.13}
\end{equation*}
$$

where

$$
\tilde{g}_{0}(x, s)=\ln g_{0}(x, s) \quad \text { and } \quad \tilde{g}_{1}(x, s)=\frac{g_{1}(x, s)}{g_{0}(x, s)} .
$$

Differentiating equation (7.12) with respect to $s$ and noting that the function $a_{0}(x)$ is independent on $s$, we obtain

$$
\begin{equation*}
\Delta v_{s}+2 \nabla v_{s} \cdot \nabla v=0, \quad x \in \Omega, \forall s \in[0,1] . \tag{7.14}
\end{equation*}
$$

Now the above CIP is reduced to the following problem.
Reduced problem. Recover the function $v(x, s)$ from the equation (7.14), given the boundary measurements $\tilde{g}_{0}(x, s)$ and $\tilde{g}_{1}(x, s)$ in (7.13).

If the function $v(x, s)$ is approximated, then the approximate coefficient $a_{0}(x)$ can be found via (7.12). Thus, our focus below is on the solution of the reduced problem.

### 7.3 Cauchy problem for a system of coupled quasilinear elliptic equations

To solve the above reduced problem, we obtain in this section the Cauchy problem for a system of coupled quasi-linear elliptic equations.

### 7.3.1 The orthonormal basis of Section 6.2.3

Let [ , ] denotes the scalar product in $L_{2}(0,1)$. We use the orthonormal basis in $L_{2}(0,1)$ of real valued functions $\left\{\psi_{n}(s)\right\}_{n=0}^{\infty}$ which was constructed in Section 6.2.3. Recall that the function $\psi_{n}(s)$ has the form $\psi_{n}(s)=P_{n}(s) e^{s}$, where $P_{n}(s)$ is the polynomial of the degree $n$. Let $a_{m n}=\left[\psi_{n}^{\prime}, \psi_{m}\right]$. Consider the $N \times N$ matrix $M_{N}=\left(a_{m k}\right)_{(k, m)=(0,0)}^{(N-1, N-1)}$. Theorem 6.2.1 claims that this matrix is invertible, that is, there exists the matrix $M_{N}^{-1}$.

### 7.3.2 Cauchy problem for a system of coupled quasilinear elliptic equations

Fix an integer $N \geq 1$. Denote $\Psi(N)=\left\{\psi_{n}(s)\right\}_{n=0}^{N-1}$. We approximate the function $v(x, s)$ in (7.11) via the truncated Fourier-like series with respect to the orthonormal basis of functions $\psi_{n}(s)$,

$$
\begin{equation*}
v(x, s)=\sum_{n=0}^{N-1} v_{n}(x) \psi_{n}(s), \quad x \in \Omega, \forall s \in[0,1] . \tag{7.15}
\end{equation*}
$$

Here and below, we use " $=$ " instead of " $\approx$ " for convenience. Note that the functions $v_{n}(x)$ are unknown and should be determined and they are targets of our considerations below.

## Remarks 7.3.

1. We assume that the approximation (7.15) of the true function $v(x, s)$ satisfies equation (7.12). This is our approximate mathematical model mentioned in item 1 of Section 7.1. Once again: we can use this model since we work with a numerical method. The number $N$ terms in (7.15) should be chosen in numerical experiments; see Section 7.6.1. Due to the ill posedness of the inverse EIT problem, the proof of convergence of our solutions to the exact one as $N \rightarrow \infty$ is a very challenging one and is, therefore, omitted here. In fact, it is well known that proofs of such results are quite challenging ones for many ill-posed problems. On the other hand, it is also well known that numerical methods developed for the cases of truncated Fourier-like series usually work quite well computationally; see, for example, publications [84, 108-112, 256].
2. The same as in item 1, is true for the approximate mathematical model (6.28) of Chapter 6, for approximate mathematical models of Chapters 11 and 12 as well as for [115-117, 145, 150, 152, 156, 236].
3. We refer to publications [117, 150] for more detailed discussions of the issue of approximate mathematical models.

The derivative $v_{s}(x, s)$ of the function $v(x, s)$ in (7.15) is

$$
\begin{equation*}
v_{s}(x, s)=\sum_{n=0}^{N \_1} v_{n}(x) \psi_{n}^{\prime}(s), \quad x \in \Omega, \forall s \in[0,1] . \tag{7.16}
\end{equation*}
$$

By (7.3), (7.5), and (7.7) it is reasonable to assume that the functions

$$
\begin{equation*}
v_{n} \in C^{3}(\bar{\Omega}), \quad n=0, \ldots, N-1 . \tag{7.17}
\end{equation*}
$$

It is likely that (7.17) can be proven using the classical theory of elliptic PDEs [80]. However, we are not doing this here for brevity.

Substituting (7.15) and (7.16) in (7.14), we obtain

$$
\begin{equation*}
\sum_{n=0}^{N-1} \Delta v_{n}(x) \psi_{n}^{\prime}(s)+\sum_{n, k=0}^{N-1} \nabla v_{n}(x) \nabla v_{k}(x) \psi_{n}^{\prime}(s) \psi_{k}(s)=0, \quad x \in \Omega, \forall s \in[0,1] . \tag{7.18}
\end{equation*}
$$

Consider the vector function of unknown coefficient $v_{n}(x)$ in the expansion (7.15),

$$
\begin{equation*}
V(x)=\left(v_{0}(x), \ldots, v_{N-1}(x)\right)^{T} . \tag{7.19}
\end{equation*}
$$

For $m=0, \ldots, N-1$ multiply both sides of (7.18) by the function $\psi_{m}(s)$ and then integrate with respect to $s \in(0,1)$. Using (7.17) and (7.19), we obtain

$$
\begin{equation*}
M_{N} \Delta V-\widetilde{F}(\nabla V)=0, \quad x \in \Omega, V \in C^{3}(\bar{\Omega}) \tag{7.20}
\end{equation*}
$$

where the $N$-dimensional vector function $\widetilde{F}$ is quadratic with respect to the first derivatives $\partial_{x_{j}} v_{k}(x), j=1, \ldots, d ; k=0, \ldots, N-1$. Multiplying both sides of (7.20) by the inverse
matrix $M_{N}^{-1}$ (Theorem 6.2.1), we obtain a system of coupled quasilinear elliptic equations,

$$
\begin{align*}
\Delta V-F(\nabla V) & =0, \quad x \in \Omega, V \in C^{3}(\bar{\Omega})  \tag{7.21}\\
F(\nabla V) & =M_{N}^{-1} \widetilde{F}(\nabla V) \tag{7.22}
\end{align*}
$$

Since the vector function $\widetilde{F}$ is quadratic with respect to the first derivatives $\partial_{x_{j}} v_{k}(x)$, then (7.22) implies that the vector function $F$ is also quadratic. In addition, using (7.13), we obtain Cauchy data for the vector function $V(x)$ on $\Gamma$,

$$
\begin{equation*}
\left.V(x)\right|_{\Gamma}=p_{0}(x),\left.\quad \partial_{\nu} V(x)\right|_{\Gamma}=p_{1}(x) . \tag{7.23}
\end{equation*}
$$

If we would solve the Cauchy problem (7.21), (7.23), then we would find the coefficients $v_{n}(x)$ in (7.15). Next, we would substitute (7.15) in (7.12) and obtain the following approximate formula for the function $a_{0}(x)$ :

$$
\begin{equation*}
a_{0}(x)=-\sum_{n=0}^{N-1} \Delta v_{n}(x) \psi_{n}(s)+\left(\sum_{n=0}^{N-1} \nabla v_{n}(x) \psi_{n}(s)\right)^{2}, \quad x \in \Omega, s \in(0,1) . \tag{7.24}
\end{equation*}
$$

As to the value of the parameter $s$ for which the function $a_{0}(x)$ should be calculated in (7.24), it should be chosen numerically. Hence, we develop below a numerical method for solving problem (7.21), (7.23).

### 7.3.3 Two new Carleman estimates

Since in our numerical examples the domain $\Omega \subset \mathbb{R}^{2}$ is a disk, we prove in this subsection a new Carleman estimate for the Laplace operator, which is specifically used for the disk in the 2D case and for the ball in the 3D case. We work with the case when $\Gamma=\partial \Omega$ since this is done in our numerical experiments. In principle, Carleman estimates are known for this kind of domains; see, for example, [127]. However, the CWF in [127] has a rather complicated form and changes too rapidly. On the other hand, our extensive numerical experience with the convexification for CIPs [115-117, 142$146,150,151,164]$ tells us that one should use a CWF of the simplest possible form. This is the reason of presenting here two new Carleman estimates with a simple CWF.

## The 3D case

We derive in this section a new Carleman estimate for the 3D case when the domain $\Omega$ is a ball of the radius $\rho$,

$$
\begin{equation*}
\Omega=\left\{x \in \mathbb{R}^{3}:|x|<\rho\right\} . \tag{7.25}
\end{equation*}
$$

Let $\mu \in(0, \rho)$ be a number. Define the domain $\Omega_{\mu}$ as

$$
\begin{equation*}
\Omega_{\mu}=\left\{x \in \mathbb{R}^{3}: \mu<|x|<\rho\right\} \subset \Omega . \tag{7.26}
\end{equation*}
$$

Consider spherical coordinates

$$
\begin{aligned}
r & =|x| \in(\mu, \rho), \quad \varphi \in(0,2 \pi), \quad \theta \in(0, \pi), \\
x_{1} & =r \cos \varphi \sin \theta, \quad x_{2}=r \sin \varphi \sin \theta, \quad x_{3}=r \cos \theta .
\end{aligned}
$$

Also, denote

$$
S_{\rho}=\{r=\rho\}, \quad S_{\mu}=\{r=\mu\} .
$$

The Laplace operator in the spherical coordinates is

$$
\begin{align*}
& \Delta_{\mathrm{sp}} w=w_{r r}+\frac{1}{r^{2} \sin ^{2} \theta} w_{\varphi \varphi}+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta w_{\theta}\right)+\frac{2}{r} w_{r}=\widehat{\Delta}_{\mathrm{sp}} w+\frac{2}{r} w_{r},  \tag{7.27}\\
& \widehat{\Delta}_{\mathrm{sp}} w=w_{r r}+\frac{1}{r^{2} \sin ^{2} \theta} w_{\varphi \varphi}+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta w_{\theta}\right), \tag{7.28}
\end{align*}
$$

for an arbitrary function $w \in C^{2}\left(\bar{\Omega}_{\mu}\right)$. We single out the operator $\widehat{\Delta}_{\mathrm{sp}}$ in (7.27), (7.28) since any Carleman estimate is independent on the low order derivatives of an operator, and also since we work in $\Omega_{\mu}$ where $r>\mu>0$. Everywhere below $C=C\left(\Omega_{\mu}\right)>0$ denotes different constants depending only on the domain $\Omega_{\mu}$. Let

$$
\nabla w=\left(w_{x_{1}}, w_{x_{2}}, w_{x_{3}}\right)^{T} \quad \text { and } \quad \nabla_{\mathrm{sp}} w=\left(w_{r}, \frac{w_{\varphi}}{r \sin \theta}, \frac{w_{\theta}}{r}\right)^{T} .
$$

Note that since $w_{\varphi}=-w_{x_{1}} \sin \varphi \sin \theta+w_{x_{2}} \cos \varphi \sin \theta$, then the function $w_{\varphi} / \sin \theta$ does not have a singularity. It is well known that

$$
\begin{align*}
|\nabla w| & \leq C\left|\nabla_{\mathrm{sp}} w\right| \quad \text { in } \bar{\Omega}_{\mu},  \tag{7.29}\\
\left|\nabla_{\mathrm{sp}} w\right| & \leq C|\nabla w| \quad \text { in } \bar{\Omega}_{\mu} . \tag{7.30}
\end{align*}
$$

Introduce the subspace $H_{0}^{m}\left(\Omega_{\mu}\right)$ of the Hilbert space $H^{m}\left(\Omega_{\mu}\right)$ as

$$
H_{0}^{m}\left(\Omega_{\mu}\right)=\left\{u \in H^{m}\left(\Omega_{\mu}\right):\left.u\right|_{S_{\rho}}=\left.u_{r}\right|_{S_{\rho}}=0\right\}, \quad m=2,3 .
$$

We include the term with $(\Delta w)^{2}$ in the right-hand side of the Carleman estimate (7.31) since we will need to estimate not only the convergence for the vector function $W(x)$ (Theorem 7.5.4), but also to estimate the convergence for the target coefficient $a_{0}(x)$ (Theorem 7.5.5). For this purpose, we will need to use equation (7.12) in which the Laplace operator is involved.

Theorem 7.3.1 (Carleman estimate). There exists a number $\lambda_{0}=\lambda_{0}\left(\Omega_{\mu}\right) \geq 1$ and a number $C=C\left(\Omega_{\mu}\right)>0$, both depending only on the domain $\Omega_{\mu}$, such that for any function $w \in H^{2}\left(\Omega_{\mu}\right)$ and for all $\lambda \geq \lambda_{0}$ the following Carleman estimate with the CWF $e^{2 \lambda r}$ holds:

$$
\begin{align*}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \geq & \frac{1}{2} \int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x+C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x  \tag{7.31}\\
& -C \lambda e^{2 \lambda \rho} \int_{S_{\rho}} w_{r}^{2} d S-C \lambda^{3} e^{2 \lambda \rho} \int_{S_{\rho}} w^{2} d S-C \lambda^{3} e^{2 \lambda \mu}\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

In particular, if $w \in H_{0}^{2}\left(\Omega_{\mu}\right)$, then

$$
\begin{align*}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \geq & \frac{1}{2} \int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x+C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x  \tag{7.32}\\
& -C \lambda^{3} e^{2 \lambda \mu}\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

Proof. We assume that $w \in C^{2}\left(\bar{\Omega}_{\mu}\right)$ since the case $w \in H^{2}\left(\Omega_{\mu}\right)$ can be handled automatically later via density arguments. Introduce the new function $q=w e^{\lambda r}$. Then

$$
w=q e^{-\lambda r}, \quad w_{r r}=\left(q_{r r}-2 \lambda q_{r}+\lambda^{2} q\right) e^{-\lambda r} .
$$

By (7.28),

$$
\begin{aligned}
&\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2} e^{2 \lambda r} r \sin \theta \\
&= {\left[\left(\widehat{\Delta}_{\mathrm{sp}} q+\lambda^{2} q\right)-2 \lambda q_{r}\right]^{2} r \sin \theta } \\
& \geq-4 \lambda q_{r}\left(r \sin \theta q_{r r}+\frac{1}{r \sin \theta} q_{\varphi \varphi}+\frac{1}{r} \frac{\partial}{\partial \theta}\left(\sin \theta q_{\theta}\right)+\lambda^{2} r \sin \theta q\right) \\
&= \partial_{r}\left(-2 \lambda r \sin \theta q_{r}^{2}\right)+2 \lambda \sin \theta q_{r}^{2}+\partial_{\varphi}\left(-4 \lambda \frac{q_{r} q_{\varphi}}{r \sin \theta}\right)+4 \lambda \frac{1}{r \sin \theta} q_{r \varphi} q_{\varphi} \\
&+\partial_{\theta}\left(-4 \lambda \sin \theta \frac{q_{r} q_{\theta}}{r}\right)+4 \lambda \sin \theta \frac{q_{r \theta} q_{\theta}}{r}+\partial_{r}\left(-2 \lambda^{3} r \sin \theta q^{2}\right)+2 \lambda^{3} r \sin \theta q^{2} \\
&= \partial_{r}\left(-2 \lambda r \sin \theta q_{r}^{2}-2 \lambda^{3} r \sin \theta q^{2}+2 \lambda \frac{1}{r \sin \theta} q_{\varphi}^{2}+2 \lambda \frac{\sin \theta}{r} q_{\theta}^{2}\right) \\
&+\partial_{\varphi}\left(-4 \lambda \frac{q_{r} q_{\varphi}}{r \sin \theta}\right)+\partial_{\theta}\left(-4 \lambda \sin \theta \frac{q_{r} q_{\theta}}{r}\right) \\
&+2 \lambda\left(\sin \theta q_{r}^{2}+\frac{q_{\varphi}^{2}}{\sin \theta r^{2}}+\sin \theta \frac{q_{\theta}^{2}}{r^{2}}\right)+\lambda^{3} r \sin \theta q^{2} .
\end{aligned}
$$

Hence, we have proven that

$$
\begin{aligned}
& \left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2} e^{2 \lambda r} r \sin \theta \\
& \quad \geq 2 \lambda\left(\sin \theta q_{r}^{2}+\frac{q_{\varphi}^{2}}{\sin \theta r^{2}}+\sin \theta \frac{q_{\theta}^{2}}{r^{2}}\right)+2 \lambda^{3} r \sin \theta q^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\partial_{r}\left(-2 \lambda r \sin \theta q_{r}^{2}-2 \lambda^{3} r \sin \theta q^{2}+2 \lambda \frac{1}{r \sin \theta} q_{\varphi}^{2}+2 \lambda \frac{\sin \theta}{r} q_{\theta}^{2}\right) \\
& +\partial_{\varphi}\left(-4 \lambda \frac{q_{r} q_{\varphi}}{r \sin \theta}\right)+\partial_{\theta}\left(-4 \lambda \sin \theta \frac{q_{r} q_{\theta}}{r}\right) .
\end{aligned}
$$

Integrate this inequality over $\Omega_{\mu}$ while keeping in mind that the function $q(r, \varphi, \theta)$ is periodic with respect to $\varphi$ with the period $2 \pi$ and that $\sin 0=\sin \pi=0$ and also that $d x=r^{2} \sin \theta d r d \varphi d \theta$. We obtain

$$
\begin{align*}
& \int_{\Omega_{\mu}}\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2} e^{2 \lambda r} d x \\
& \quad \geq C \int_{\Omega_{\mu}}\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2} \frac{e^{2 \lambda r}}{r} d x=\int_{\Omega_{\mu}}\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2} e^{2 \lambda r} r \sin \theta d r d \varphi d \theta \\
& \geq 2 \lambda \int_{\Omega_{\mu}}\left(q_{r}^{2}+\frac{q_{\varphi}^{2}}{\sin ^{2} \theta r^{2}}+\frac{q_{\theta}^{2}}{r^{2}}\right) \sin \theta d r d \varphi d \theta+2 \lambda^{3} \int_{\Omega_{\mu}} q^{2} r \sin \theta d r d \varphi d \theta  \tag{7.33}\\
& \quad-\int_{S_{\rho}}\left(2 \lambda q_{r}^{2}+2 \lambda^{3} q^{2}\right) d S-C \lambda e^{2 \lambda \mu} \int_{S_{\mu}}(\nabla w)^{2} d S .
\end{align*}
$$

Change variables back from $q$ to $w$. Since $q=w e^{\lambda r}$, then

$$
\begin{aligned}
q_{r}^{2} & =\left(w_{r}+\lambda w\right)^{2} e^{2 \lambda r}=w_{r}^{2} e^{2 \lambda r}+2 \lambda w_{r} w e^{2 \lambda r}+\lambda^{2} w^{2} e^{2 \lambda r} \\
& =w_{r}^{2} e^{2 \lambda r}+\partial_{r}\left(\lambda w^{2} e^{2 \lambda r}\right)-2 \lambda^{2} w^{2} e^{2 \lambda r}+\lambda^{2} w^{2} e^{2 \lambda r} \\
& =w_{r}^{2} e^{2 \lambda r}-\lambda^{2} w^{2} e^{2 \lambda r}+\partial_{r}\left(\lambda w^{2} e^{2 \lambda r}\right) .
\end{aligned}
$$

Let the number $a=\min (\mu / 2,1)$. Then in the first line of (7.33),

$$
\begin{align*}
2 \lambda q_{r}^{2}+2 \lambda^{3} q^{2} r & \geq 2 \lambda a q_{r}^{2}+2 \lambda^{3} q^{2} \mu \\
& \geq 2 \lambda a w_{r}^{2} e^{2 \lambda r}+2 \lambda^{3}\left(\mu-\frac{\mu}{2}\right) w^{2} e^{2 \lambda r}+\partial_{r}\left(2 \lambda^{2} a w^{2} e^{2 \lambda r}\right)  \tag{7.34}\\
& \geq C \lambda w_{r}^{2} e^{2 \lambda r}+C \lambda^{3} w^{2} e^{2 \lambda r}+\partial_{r}\left(2 \lambda^{2} a w^{2} e^{2 \lambda r}\right) .
\end{align*}
$$

Hence, using (7.29), (7.33), and (7.34), we obtain

$$
\begin{align*}
\int_{\Omega_{\mu}}\left(\widehat{\Delta s p}_{\mathrm{sp}} w\right)^{2} e^{2 \lambda r} d x \geq & C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x  \tag{7.35}\\
& -C \lambda e^{2 \lambda \rho} \int_{S_{\rho}} w_{r}^{2} d S-C \lambda^{3} e^{2 \lambda \rho} \int_{S_{\rho}} w^{2} d S-C \lambda^{3} e^{2 \lambda \mu} \int_{S_{\mu}}\left((\nabla w)^{2}+w^{2}\right) d S .
\end{align*}
$$

Noticing that by (7.27), we have

$$
(\Delta w)^{2}=\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2}+4\left(\widehat{\Delta}_{\mathrm{sp}} w\right) \frac{w_{r}}{r}+4\left(\frac{w_{r}}{r}\right)^{2} \geq \frac{1}{2}\left(\widehat{\Delta}_{\mathrm{sp}} w\right)^{2}-C w_{r}^{2},
$$

and also that

$$
\left.\int_{S_{\mu}}\left((\nabla w)^{2}+w^{2}\right) d S \leq C\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2}\right)
$$

and then using (7.35), we obtain

$$
\begin{align*}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \geq & C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x  \tag{7.36}\\
& \left.-C \lambda e^{2 \lambda \rho} \int_{S_{\rho}} w_{r}^{2} d S-C \lambda^{3} e^{2 \lambda \rho} \int_{S_{\rho}} w^{2} d S-C \lambda^{3} e^{2 \lambda \mu}\|w\|_{H^{2}\left(\Omega_{\mu}\right.}^{2}\right)
\end{align*}
$$

Obviously,

$$
\begin{equation*}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x=\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \tag{7.37}
\end{equation*}
$$

Summing up (7.36) with (7.37) and then dividing the resulting estimate by 2, we obtain (7.31).

## The 2D case

In this case we keep the same notations for the domains $\Omega, \Omega_{\mu}$ as those in Subsection 7.3.3. We assume that they are the domains in $\mathbb{R}^{2}$. Polar coordinates are

$$
\begin{aligned}
r & =|x| \in(\mu, \rho), \quad \varphi \in(0,2 \pi), \\
x_{1} & =r \cos \varphi, \quad x_{2}=r \sin \varphi .
\end{aligned}
$$

The Laplace operator in polar coordinates is

$$
\Delta_{p} w=w_{r r}+\frac{1}{r^{2}} w_{\varphi \varphi}+\frac{1}{r} w_{r}=\widehat{\Delta}_{p} w+\frac{1}{r} w_{r} .
$$

Theorem 7.3.2 (Carleman estimate). There exists a number $\lambda_{0}=\lambda_{0}\left(\Omega_{\mu}\right) \geq 1$ depending only on the domain $\Omega_{\mu}$ such that for any function $w \in H^{2}\left(\Omega_{\mu}\right)$ and for all $\lambda \geq \lambda_{0}$ the following Carleman estimate holds:

$$
\begin{aligned}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \geq & \frac{1}{2} \int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x+C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x \\
& -C \lambda e^{2 \lambda \rho} \int_{S_{\rho}} w_{r}^{2} d S-C \lambda^{3} e^{2 \lambda \rho} \int_{S_{\rho}} w^{2} d S-C \lambda e^{2 \lambda \mu}\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2}
\end{aligned}
$$

In particular, if $w \in H_{0}^{2}\left(\Omega_{\mu}\right)$, then

$$
\begin{aligned}
\int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x \geq & \frac{1}{2} \int_{\Omega_{\mu}}(\Delta w)^{2} e^{2 \lambda r} d x+C \lambda \int_{\Omega_{\mu}}(\nabla w)^{2} e^{2 \lambda r} d x+C \lambda^{3} \int_{\Omega_{\mu}} w^{2} e^{2 \lambda r} d x \\
& -C \lambda^{3} e^{2 \lambda \mu}\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2} .
\end{aligned}
$$

The proof of this theorem is omitted since it is very similar with the proof of Theorem 7.3.1.

### 7.3.4 Hölder stability and uniqueness of the Cauchy problem (7.21), (7.23)

We establish in this subsection the Hölder stability estimate for problem (7.21), (7.23). Uniqueness follows immediately from this estimate. We work here only with the 3D case. Theorem 7.3.2 implies that the 2D case can be handled almost exactly the same way. Thus, in this subsection the domain $\Omega$ is as in (7.25), and in (7.23) $\Gamma=\partial \Omega=\{r=\rho\}$. Everywhere below we often work with $N$-dimensional vector functions, like, for example, $V(x)$. Norms in standard functional spaces of such vector functions are defined in the natural well-known way via corresponding norms of their components. The same about scalar products. It is always clear from the context whether we work with regular functions or with those N -dimensional vector functions.

Suppose that there exist two solutions of problem (7.21), (7.23), $V_{1}, V_{2} \in H^{2}(\Omega) \cap$ $C^{1}(\bar{\Omega})$ such that

$$
\begin{equation*}
\left.V_{1}\right|_{S_{\rho}}=p_{0},\left.\quad V_{2}\right|_{S_{\rho}}=p_{0, \delta},\left.\quad V_{1, r}\right|_{S_{\rho}}=p_{1},\left.\quad V_{2, r}\right|_{S_{\rho}}=p_{1, \delta}, \tag{7.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|p_{0, \delta}-p_{0}\right\|_{H^{1}\left(S_{\rho}\right)} \leq \delta, \quad\left\|p_{1, \delta}-p_{1}\right\|_{L^{2}\left(S_{\rho}\right)} \leq \delta \tag{7.39}
\end{equation*}
$$

where $\delta \in(0,1)$ is a sufficiently small number which is interpreted as the level of the noise in the data. Denote

$$
\begin{equation*}
\widetilde{V}=V_{1}-V_{2}, \quad \tilde{p}=p_{0}-p_{0, \delta}, \quad \tilde{p}_{1}=p_{1}-p_{1, \delta} . \tag{7.40}
\end{equation*}
$$

Recalling that the function $F$ in (7.21) is quadratic with respect to the derivatives $\partial_{x_{j}} v_{k}(x)$, we obtain from (7.21), (7.23), and (7.38)-(7.40),

$$
\begin{align*}
\Delta \widetilde{V} & =Q\left(\nabla V_{1}, \nabla V_{2}\right) \nabla \widetilde{V}, \quad x \in \Omega, \widetilde{V} \in H^{2}(\Omega) \cap C^{1}(\bar{\Omega}),  \tag{7.41}\\
\left.\widetilde{V}\right|_{S_{\rho}} & =\widetilde{p}_{0},\left.\quad \widetilde{V}_{r}\right|_{S_{\rho}}=\widetilde{p}_{1},  \tag{7.42}\\
\left\|\widetilde{p}_{0}\right\|_{H^{1}\left(S_{\rho}\right)} & \leq \delta, \quad\left\|\widetilde{p}_{1}\right\|_{L^{2}\left(S_{\rho}\right)} \leq \delta, \tag{7.43}
\end{align*}
$$

where the vector function $Q\left(\nabla V_{1}, \nabla V_{2}\right)$ is linear with respect to components of the vector functions $\nabla V_{1}, \nabla V_{2}$.

Theorem 7.3.3 (Hölder stability estimate). For any two vector functions

$$
V_{1}, V_{2} \in H^{2}(\Omega) \cap C^{1}(\bar{\Omega})
$$

introduced in this section, let $\left\|V_{1}\right\|_{C^{1}(\bar{\Omega})},\left\|V_{2}\right\|_{C^{1}(\bar{\Omega})} \leq A$, where $A=$ const. $>0$. Let (7.38)-(7.40) hold. Choose a number $\eta \in(0, \rho-\mu)$ and let $\Omega_{\mu+\eta}=\{x: \mu+\eta<|x|<\rho\} \subset \Omega_{\mu}$.

Then there exists a number $C_{1}=C_{1}\left(\Omega_{\mu}, \eta, F, \Psi(N), A\right)>0$ and a sufficiently small number $\delta_{0}=\delta_{0}\left(\Omega_{\mu}, \eta, F, \Psi(N), A\right) \in(0,1)$ such that, for all $\delta \in\left(0, \delta_{0}\right)$ the following Hölder stability estimate holds:

$$
\begin{equation*}
\|\widetilde{V}\|_{H^{1}\left(\Omega_{\mu+\eta}\right)} \leq C_{1} \delta^{y}, \quad \text { where } \gamma=\eta /(4 \rho) \tag{7.44}
\end{equation*}
$$

Proof. In this proof, $C_{1}=C_{1}\left(\Omega_{\mu}, \eta, F, \Psi(N), A\right)>0$ denotes different positive constants depending only on listed parameters. A careful analysis of the proof of Theorem 7.3.1, more precisely of the last term in the second line of (7.35), shows that the term $\|w\|_{H^{2}\left(\Omega_{\mu}\right)}^{2}$ in (7.31) can be replaced with the term $\|w\|_{C^{1}\left(S_{\mu}\right)}^{2}$. Note that $\left|Q\left(\nabla V_{1}, \nabla V_{2}\right)\right| \leq C_{1}$. Hence, squaring both sides of (7.41), replacing the equality with the inequality, we obtain

$$
\begin{equation*}
(\Delta \widetilde{V})^{2} \leq C_{1}(\nabla \widetilde{V})^{2}, \quad x \in \Omega_{\mu} \tag{7.45}
\end{equation*}
$$

The rest of the proof uses (7.42), (7.43), (7.45), the Carleman estimate of Theorem 7.3.1 in the way and proceeds very similarly with proofs of the Hölder stability estimates in Sections 2.2, 2.6.2, and 6.3. Thus, we omit the rest of the proof for brevity.

### 7.4 Convexification

To solve the Cauchy problem (7.21), (7.23) numerically, we construct in this section a weighted Tikhonov-like functional with the CWF $e^{2 \lambda r}$ in it and prove necessary theorems. For brevity, we construct the Tikhonov-like functional only for the 3D case. So, in Sections 7.4 and 7.5 we work only with the 3D case. The 2D case is completely similar and direct analogs of Theorems 7.5.1-7.5.4 (below) are valid in 2D.

We assume that in (7.23)

$$
\begin{equation*}
\Gamma=\partial \Omega=S_{\rho} ; \quad p_{0}, p_{1} \in C^{3}\left(S_{\rho}\right) \tag{7.46}
\end{equation*}
$$

We now arrange zero Dirichlet and Neumann boundary conditions for a new vector function $W$, which is associated with the vector function $V$. We are doing so since we use below some theorems of [9], which are applicable only in the case of zero boundary conditions.

Denote

$$
\begin{align*}
P(r, \varphi, \theta) & =p_{0}(r, \varphi, \theta)+(r-\rho) p_{1}(r, \varphi, \theta)  \tag{7.47}\\
W(r, \varphi, \theta) & =V(r, \varphi, \theta)-P(r, \varphi, \theta) ; \quad W(r, \varphi, \theta)=\left(W_{0}, \ldots, W_{N-1}\right)^{T}(r, \varphi, \theta) . \tag{7.48}
\end{align*}
$$

Then by (7.46) $P \in C^{3}\left(\bar{\Omega}_{\mu}\right)$. Hence, (7.21), (7.23), (7.47), and (7.48) imply that

$$
\begin{align*}
\Delta W+\Delta P-F(\nabla W+\nabla P) & =0,  \tag{7.49}\\
W & \in H_{0}^{3}\left(\Omega_{\mu}\right) . \tag{7.50}
\end{align*}
$$

Note that by the embedding theorem

$$
\begin{equation*}
H^{3}\left(\Omega_{\mu}\right) \subset C^{1}\left(\bar{\Omega}_{\mu}\right), \quad\|f\|_{C^{1}\left(\bar{\Omega}_{\mu}\right)} \leq C\|f\|_{H^{3}\left(\Omega_{\mu}\right)} \tag{7.51}
\end{equation*}
$$

Let $\eta \in(0, \rho-\mu)$ be the number which was chosen in Theorem 7.3.3. Our weighted Tikhonov-like functional is

$$
\begin{align*}
& J_{\lambda, \beta}(W)  \tag{7.52}\\
& \quad=e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}[\Delta W+\Delta P-F(\nabla W+\nabla P)]^{2} e^{2 \lambda r} d x+\beta\|W+P\|_{H^{3}\left(\Omega_{\mu}\right)}^{2}
\end{align*}
$$

Here, $\beta \in(0,1)$ is the regularization parameter and the multiplier $e^{-2 \lambda(\mu+\eta)}$ is introduced to balance two terms in the right-hand side of (7.52). Let $R>0$ be an arbitrary number. Let $B(R) \subset H_{0}^{3}\left(\Omega_{\mu}\right)$ be the ball of the radius $R$ with the center at $\{0\}$,

$$
\begin{equation*}
B(R)=\left\{W \in H_{0}^{3}\left(\Omega_{\mu}\right):\|W\|_{H^{3}\left(\Omega_{\mu}\right)}<R\right\} . \tag{7.53}
\end{equation*}
$$

We consider the following minimization problem:
Minimization problem. Minimize the functional $J_{\lambda, \beta}(W)$ on the closed ball $\overline{B(R)}$.

### 7.5 Theorems

In this section, we formulate and prove some theorems about the above minimization problem.

### 7.5.1 Formulations of theorems

The central analytical result of this chapter is Theorem 7.5.1.
Theorem 7.5.1. The functional $J_{\lambda, \beta}(W)$ has the Frechét derivative $J_{\lambda, \beta}^{\prime}(W)$ at every point $W \in H_{0}^{3}\left(\Omega_{\mu}\right)$. Furthermore, there exist numbers $\lambda_{2}=\lambda_{2}(\mu, \eta, F, \Psi(N), P, R) \geq \lambda_{0}>0$ and $C_{2}=C_{2}(\mu, \eta, F, \Psi(N), P, R)>0$ depending only on listed parameters such that $2 e^{-\lambda_{2} \eta}<1$ and for all $\lambda \geq \lambda_{2}$ the functional $J_{\lambda, \beta}(W)$ is strictly convex on $\overline{B(R)}$ for the choice of $\beta$ as

$$
\begin{equation*}
\beta \in\left(2 e^{-\lambda \eta}, 1\right) \tag{7.54}
\end{equation*}
$$

More precisely, the following inequality holds:

$$
\begin{align*}
& J_{\lambda, \beta}\left(W_{2}\right)-J_{\lambda, \beta}\left(W_{1}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)\left(W_{2}-W_{1}\right) \\
& \quad \geq C_{2}\left\|\Delta\left(W_{2}-W_{1}\right)\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)}+C_{2}\left\|W_{2}-W_{1}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)}^{2}+\frac{\beta}{2}\left\|W_{2}-W_{1}\right\|_{H^{3}\left(\Omega_{\mu}\right)}^{2}  \tag{7.55}\\
& \quad \forall W_{1}, W_{2} \in \overline{B(R)} .
\end{align*}
$$

Note that, allowing the regularization parameter $\beta \in\left(2 e^{-\lambda \eta}, 1\right)$, we actually allow $\beta$ to be sufficiently small. We now formulate the theorem about the Lipschitz continuity condition of the Frechét derivative $J_{\lambda, \beta}^{\prime}(W)$.

Theorem 7.5.2. For any numbers $\widetilde{R}, \lambda>0, \beta \in(0,1)$ the Frechét derivative $J_{\lambda, \beta}^{\prime}(W)$ of the functional $J_{\lambda, \beta}(W)$ satisfies the Lipschitz continuity condition in the ball $B(\widetilde{R})$. In other words, there exists a number $Z=Z\left(\Omega_{\mu}, F, \Psi(N), \widetilde{R}, \lambda\right)>0$ depending only on the listed parameters such that

$$
\left|J_{\lambda, \beta}^{\prime}\left(W_{2}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)\right| \leq Z\left\|W_{2}-W_{1}\right\|_{H^{3}\left(\Omega_{\mu}\right)}, \quad \forall W_{1}, W_{2} \in B(\widetilde{R}) .
$$

Consider now the gradient projection method of the minimization of the functional $J_{\lambda, \beta}$ on the closed ball $\overline{B(R)}$. Let $P_{B}: H_{0}^{3}\left(\Omega_{\mu}\right) \rightarrow \overline{B(R)}$ be the projection operator of the space $H_{0}^{3}\left(\Omega_{\mu}\right)$ onto the closed ball $\overline{B(R)} \subset H_{0}^{3}\left(\Omega_{\mu}\right)$. Let $W_{0} \in B(R)$ be an arbitrary point. The sequence $\left\{W_{n}\right\}_{n=1}^{\infty}$ of the gradient projection method is defined as

$$
\begin{equation*}
W_{n}=P_{B}\left(W_{n-1}-\zeta_{\lambda, \beta}^{\prime}\left(W_{n-1}\right)\right), \quad n=1,2, \ldots, \tag{7.56}
\end{equation*}
$$

where $\zeta \in(0,1)$ is a sufficiently small number. Below $[, \cdot$,$] denotes the scalar product$ in the space of real valued $N$-D vector functions $H^{3}\left(\Omega_{\mu}\right)$.

Theorem 7.5.3. Let $\lambda_{2}=\lambda_{2}(\mu, \eta, F, N, P, R) \geq \lambda_{0}>0$ be the number of Theorem 7.5.1 and let the regularization parameter $\beta \in\left(2 e^{-\lambda \eta}, 1\right)$. Then for every $\lambda \geq \lambda_{2}$ there exists a unique minimizer $W_{\min , \lambda, \beta} \in \overline{B(R)}$ of the functional $J_{\lambda, \beta}(W)$ on the closed ball $\overline{B(R)}$. Furthermore, the following inequality holds:

$$
\begin{equation*}
\left[J_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta}\right), W-W_{\min , \lambda, \beta}\right] \geq 0, \quad \forall W \in \overline{B(R)} \tag{7.57}
\end{equation*}
$$

In addition, there exists a sufficiently small number $\zeta_{0}=\zeta_{0}(\mu, \eta, F, \Psi(N), P, R, \lambda, \beta) \in$ $(0,1)$ depending only on listed parameters such that for every $\zeta \in\left(0, \zeta_{0}\right)$ the sequence (7.56) converges to the minimizer $W_{\text {min, } \lambda, \beta}$ and the following estimate of the convergence rate holds:

$$
\begin{equation*}
\left\|W_{n}-W_{\min , \lambda, \beta}\right\|_{H^{3}(\Omega)} \leq \omega^{n}\left\|W_{0}-W_{\min , \lambda, \beta}\right\|_{H^{3}(\Omega)}, \quad n=1,2, \ldots, \tag{7.58}
\end{equation*}
$$

where the number $\omega=\omega(\zeta) \in(0,1)$ depends only on the parameter $\zeta$.
Even though Theorem 7.5 .3 guarantees the convergence of the gradient projection method to the unique minimizer of the functional (7.52), it is not yet clear how far this minimizer is from the exact solution. To address this question, we assume, as it is commonly accepted in the theory of ill-posed problems [244], that there exists an exact solution $W^{*} \in B(R)$ of the problem (7.49), (7.50), that is, solution with the noiseless data.

Let $\delta \in(0,1)$ be a sufficiently small number characterizing the level of the noise in the data. Let $W^{*}$ be the exact solution of problem (7.49), (7.50) with the noiseless data $P^{*} \in C^{3}\left(\bar{\Omega}_{\mu}\right)$,

$$
\begin{align*}
\Delta W^{*}+\Delta P^{*}-F\left(\nabla W^{*}+\nabla P^{*}\right) & =0,  \tag{7.59}\\
W^{*} & \in H_{0}^{3}\left(\Omega_{\mu}\right) . \tag{7.60}
\end{align*}
$$

Let $P \in C^{3}\left(\bar{\Omega}_{\mu}\right)$ be the noisy data. Denote $\widetilde{P}=P-P^{*}$. We assume that

$$
\begin{equation*}
\|\widetilde{P}\|_{H^{3}\left(\bar{\Omega}_{\mu}\right)} \leq \delta . \tag{7.61}
\end{equation*}
$$

Theorem 7.5.4. Let $\lambda_{2} \geq \lambda_{0}>0$ and $C_{2}>0$ be numbers of Theorem 7.5.1. Choose the number $\delta_{1}>0$ so small that $\delta_{1}<\min \left(e^{-4 \rho \lambda_{2}}, 3^{-4 \rho / \eta}\right)$ and let $\delta \in\left(0, \delta_{1}\right)$. Set $\lambda=\lambda(\delta)=$ $\ln \delta^{-1 /(4 \rho)}, \beta=\beta(\delta)=3 \delta^{\eta /(4 \rho)}$. Let (7.61) be true. Also, assume that the vector function $W^{*} \in B(R)$. Let $W_{\min , \lambda(\delta), \beta(\delta)} \in \overline{B(R)}$ be the minimizer of the functional (7.52), which is guaranteed by Theorem 7.5.3. Also, let the number $\zeta \in\left(0, \zeta_{0}\right)$ in (7.56) be the same as in Theorem 7.5.3, so as the number $\omega \in(0,1)$. Then the following estimates hold:

$$
\begin{array}{rlr}
\left\|W^{*}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)}, \\
\left\|\Delta W^{*}-\Delta W_{n}\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)} \\
\left\|W^{*}-W_{n}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)} \\
& +\omega^{n}\left\|W_{0}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{3}(\Omega)}, \quad n=1,2, \ldots, \\
\left\|\Delta W^{*}-\Delta W_{n}\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)} \\
& +\omega^{n}\left\|W_{0}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{3}(\Omega)}, \quad n=1,2, \ldots \tag{7.65}
\end{array}
$$

In the case of noiseless data with $\delta=0$ one should replace in (7.62) and (7.64) $\delta^{\eta /(8 \rho)}$ with $\sqrt{\beta}$, where $\beta=3 e^{-\lambda \eta}$ and $\lambda \geq \lambda_{2}$.

While (7.62)-(7.65) are convergence estimates for the vector function $W^{*}(x)$, we still need to obtain a convergence estimate for our target coefficient $a_{0}(x)$ in equation (7.12). This is done in Theorem 7.5.5. Let $V^{*}(x)=W^{*}(x)+P^{*}(x)$. Then $V^{*}(x)=\left(v_{0}^{*}(x), \ldots, v_{N-1}^{*}(x)\right)^{T}$. Let $a_{0}^{*}(x)$ be the exact coefficient $a_{0}(x)$ which corresponds to $V^{*}(x)$ via (7.24), that is,

$$
\begin{equation*}
a_{0}^{*}(x)=-\sum_{k=0}^{N-1} \Delta v_{k}^{*}(x) \psi_{k}(s)+\left(\sum_{k=0}^{N-1} \nabla v_{k}^{*}(x) \psi_{k}(s)\right)^{2}, \quad x \in \Omega, s \in(0,1) . \tag{7.66}
\end{equation*}
$$

Next, let

$$
V_{\min , \lambda(\delta), \beta(\delta)}(x)=W_{\min , \lambda(\delta), \beta(\delta)}(x)+P(x)=\left(v_{0, \min , \lambda(\delta), \beta(\delta)}(x), \ldots, v_{N-1, \min , \lambda(\delta), \beta(\delta)}(x)\right)^{T}
$$

and let

$$
\begin{align*}
a_{0, \min , \lambda(\delta), \beta(\delta)}(x)= & -\sum_{k=0}^{N-1} \Delta v_{k, \min , \lambda(\delta), \beta(\delta)}(x) \psi_{k}(\bar{s})  \tag{7.67}\\
& +\left(\sum_{k=0}^{N-1} \nabla v_{k, \min , \lambda(\delta), \beta(\delta)}(x) \psi_{k}(\bar{s})\right)^{2}, \quad x \in \Omega, \bar{s} \in(0,1) .
\end{align*}
$$

Let $V_{n}(x)=W_{n}(x)+P(x)$, where the sequence $\left\{W_{n}\right\}_{n=0}^{\infty}$ is defined in (7.56). Then $V_{n}(x)=$ $\left(v_{0}^{(n)}(x), \ldots, v_{N-1}^{(n)}(x)\right)^{T}$. Define the function $a_{0, n}(x)$ as

$$
\begin{equation*}
a_{0, n}(x)=-\sum_{k=0}^{N-1} \Delta v_{k}^{(n)}(x) \psi_{k}(\bar{s})+\left(\sum_{k=0}^{N-1} \nabla v_{k}^{(n)}(x) \psi_{k}(\bar{s})\right)^{2}, \quad x \in \Omega, \bar{s} \in(0,1), \tag{7.68}
\end{equation*}
$$

where $\bar{s}$ is a certain fixed number.
Theorem 7.5.5. Assume that the conditions of Theorem 7.5 .4 hold. Then the following analogs of estimates (7.62)-(7.65) are in place:

$$
\begin{align*}
\left\|a_{0}^{*}-a_{0, \min , \lambda(\delta), \beta(\delta)}\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)}  \tag{7.69}\\
\left\|a_{0}^{*}-a_{0, n}\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)} \leq & C_{2} \delta^{\eta /(8 \rho)} \\
& +\omega^{n}\left\|W_{0}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{3}(\Omega)}, \quad n=1,2, \ldots \tag{7.70}
\end{align*}
$$

where the functions $a_{0}^{*}, a_{0, \min , \lambda(\delta), \beta(\delta)}$ and $a_{0, n}$ are defined in (7.66)-(7.68).

## Remarks 7.5.

1. Theorems 7.5 .4 and 7.5 .5 guarantee that a sufficiently small neighborhood of the exact solution is reached if the gradient projection method starts from an arbitrary point of the ball $B(R)$. Since the radius $R$ of this ball is an arbitrary one, then this is the global convergence; see Definition 1.4.2.
2. The proof of Theorem 7.5 .2 is quite similar with the proof of Theorem 5.3.1. Theorem 7.5.3 follows immediately from a combination of Theorems 7.5.1 and 7.5.2 with Lemma 5.2.1 and Theorem 5.2.1. Thus, we omit proofs of Theorems 7.5.2 and 7.5.3 and focus only on Theorems 7.5.1, 7.5.4, and 7.5.5. In the proofs below, $C_{2}=$ $C_{2}(\mu, \eta, F, \Psi(N), P, R)>0$ denotes different constants depending only on the listed parameters.

### 7.5.2 Proof of Theorem 7.5.1

Let $W_{1}, W_{2} \in \overline{B(R)}$ be two arbitrary points. Denote $h=W_{2}-W_{1}$. Hence, $W_{2}=W_{1}+h$. By the triangle inequality and (7.53)

$$
\begin{equation*}
\|h\|_{H^{3}\left(\Omega_{\mu}\right)} \leq 2 R \tag{7.71}
\end{equation*}
$$

We have

$$
\begin{align*}
& {\left[\Delta W_{1}+\Delta h-F\left(\nabla W_{1}+\nabla P+\nabla h\right)+\Delta P\right]^{2}-\left[\Delta W_{1}-F\left(\nabla W_{1}+\nabla P\right)+\Delta P\right]^{2}} \\
& \quad=\left[\Delta h-\left(F\left(\nabla W_{1}+\nabla P+\nabla h\right)-F\left(\nabla W_{1}+\nabla P\right)\right)\right]  \tag{7.72}\\
& \quad \times\left[\Delta h+2 \Delta W_{1}-F\left(\nabla W_{1}+\nabla P+\nabla h\right)-F\left(\nabla W_{1}+\nabla P\right)+2 \Delta P\right] .
\end{align*}
$$

Recall that the vector function $F(\nabla W+\nabla P)$ is quadratic with respect to the derivatives $\partial_{x_{j}} W_{k}(x), j=1,2,3 ; k=0, \ldots, N-1$. Hence, (7.72) implies that

$$
\begin{align*}
& {\left[\Delta W_{2}-F\left(\nabla W_{2}+\nabla P\right)+\Delta P\right]^{2}-\left[\Delta W_{1}-F\left(\nabla W_{1}+\nabla P\right)+\Delta P\right]^{2}} \\
& \quad=\Delta h\left[Q_{1}\left(\nabla W_{1}+\nabla P\right)+2\left(\Delta W_{1}+\Delta P\right)\right]+\nabla h\left[Q_{2}\left(\nabla W_{1}+\nabla P, \Delta W_{1}+\Delta P\right)\right]  \tag{7.73}\\
& \quad+(\Delta h)^{2}+\Delta h D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right)+D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right) .
\end{align*}
$$

In (7.73), vector functions $Q_{1}, Q_{2}, D_{1}, D_{2}$ are continuous with respect to their indicated variables. In addition, (7.51) and (7.71) imply that the following estimates are valid for vector functions $D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right), D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right)$ :

$$
\begin{align*}
& \left|D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right)\right| \leq C_{2}\left(|\nabla h|+|\nabla h|^{2}\right),  \tag{7.74}\\
& \left|D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right)\right| \leq C_{2}|\nabla h|^{2}, \quad j=1,2 . \tag{7.75}
\end{align*}
$$

In the second line of (7.73), we single out the part which is linear with respect to $h$. On the other hand, using (7.51), (7.74), (7.75), and the Cauchy-Schwarz inequality, we obtain the following estimate for the expression in the third line of (7.73):

$$
\begin{equation*}
(\Delta h)^{2}+\Delta h D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right)+D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right) \geq \frac{1}{2}(\Delta h)^{2}-C_{2}(\nabla h)^{2} . \tag{7.76}
\end{equation*}
$$

In addition, the following estimate from the above follows from (7.51), (7.73), (7.74), and (7.75):

$$
\begin{align*}
& \left|(\Delta h)^{2}+\Delta h D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right)+D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right)\right|  \tag{7.77}\\
& \quad \leq C_{2}\left[(\Delta h)^{2}+(\nabla h)^{2}\right] .
\end{align*}
$$

Thus, (7.52) and (7.73) imply that

$$
\begin{align*}
& J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right) \\
&= e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left\{\Delta h\left[Q_{1}\left(\nabla W_{1}+\nabla P\right)+2 \Delta P\right]+\nabla h\left[Q_{2}\left(\nabla W_{1}+\nabla P, \Delta P\right)\right]\right\} e^{2 \lambda r} d x \\
&+2 \beta\left[h, W_{1}\right]  \tag{7.78}\\
&+e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left[(\Delta h)^{2}+\Delta h D_{1}\left(\nabla W_{1}+\nabla P, \nabla h\right)+D_{2}\left(\nabla W_{1}+\nabla P, \nabla h\right)\right] e^{2 \lambda r} d x \\
&+\beta\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

The expression in the second line of (7.78) is generated by the second line of (7.73), and it is linear with respect to $h$. Actually, the sum of the second and third lines of (7.78) is a linear functional with respect to $h$, and we denote it $\operatorname{Lin}\left(W_{1}\right)(h)$. In addition, the following estimate holds:

$$
\left|\operatorname{Lin}\left(W_{1}\right)(h)\right| \leq C_{2} \exp (2 \lambda(\rho-\mu-\eta))\|h\|_{H^{3}\left(\Omega_{\mu}\right)} .
$$

Hence, $\operatorname{Lin}\left(W_{1}\right)(h): H_{0}^{3}\left(\Omega_{\mu}\right) \rightarrow \mathbb{R}$ is a bounded linear functional with respect to $h$. Hence, by Riesz theorem there exists a vector function $Y(x) \in H_{0}^{3}\left(\Omega_{\mu}\right)$ such that

$$
\begin{equation*}
\operatorname{Lin}\left(W_{1}\right)(h)=[Y, h] . \tag{7.79}
\end{equation*}
$$

Also, it follows from (7.74) and (7.78) that if $\|h\|_{H^{3}\left(\Omega_{\mu}\right)}<1$, then the following estimate holds:

$$
\begin{equation*}
\left|J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right)-\operatorname{Lin}\left(W_{1}\right)(h)\right| \leq C_{2} \exp (2 \lambda(\rho-\mu-\eta))\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} . \tag{7.80}
\end{equation*}
$$

Thus, using (7.79) and (7.80), we obtain that the Frechét derivative $J_{\lambda, \beta}^{\prime}\left(W_{1}\right)$ of the functional $J_{\lambda, \beta}(W)$ exists at the point $W_{1}$ and $J_{\lambda, \beta}^{\prime}\left(W_{1}\right)=Y(x)$. Even though the existence of the Frechét derivative $J_{\lambda, \beta}^{\prime}\left(W_{1}\right)$ is proved here only for the case when $W_{1}$ is an interior point of the ball $B(R)$, still since $R>0$ is an arbitrary number, then actually this existence is proved for an arbitrary point $W_{1} \in H_{0}^{3}\left(\Omega_{\mu}\right)$.

We now need to prove the strict convexity estimate (7.55). To do this, we will use the Carleman estimate of Theorem 7.3.1. Using (7.76) and (7.78), we obtain

$$
\begin{align*}
& J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)(h)  \tag{7.81}\\
& \quad \geq \frac{1}{2} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\Delta h)^{2} e^{2 \lambda r} d x-C_{2} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\nabla h)^{2} e^{2 \lambda r} d x+\beta\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

Next, using (7.32), we obtain from (7.81)

$$
\begin{align*}
& J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)(h) \\
& \quad \geq \frac{1}{4} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\Delta h)^{2} e^{2 \lambda r} d x+C \lambda e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\nabla h)^{2} e^{2 \lambda r} d x  \tag{7.82}\\
& \quad-C_{2} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\nabla h)^{2} e^{2 \lambda r} d x+C \lambda^{3} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}} h^{2} e^{2 \lambda r} d x \\
& \quad-C \lambda^{3} e^{-2 \lambda \eta}\|h\|_{H^{2}\left(\Omega_{\mu}\right)}^{2}+\beta\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

Choose $\lambda_{2}=\lambda_{2}(\mu, \eta, F, N, P, R) \geq \lambda_{0}>0$ so large that $C \lambda_{2}>2 C_{2}$ and also that $C \lambda^{3} e^{-2 \lambda \eta}<$ $e^{-\lambda \eta}, \forall \lambda \geq \lambda_{2}$. Recalling (7.54) and using $\Omega_{\mu+\eta} \subset \Omega_{\mu}$, we obtain from (7.82)

$$
\begin{gathered}
J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)(h) \\
\geq \frac{1}{4} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\Delta h)^{2} e^{2 \lambda r} d x
\end{gathered}
$$

$$
\begin{align*}
& +C_{2} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\nabla h)^{2} e^{2 \lambda r} d x+C \lambda^{3} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}} h^{2} e^{2 \lambda r} d x+\frac{\beta}{2}\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2}  \tag{7.83}\\
\geq & \frac{1}{4} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\Delta h)^{2} e^{2 \lambda r} d x+C_{2} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu+\eta}}\left[(\nabla h)^{2}+h^{2}\right] e^{2 \lambda r} d x+\frac{\beta}{2}\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

Next, $e^{2 \lambda r} \geq e^{2 \lambda(\mu+\eta)}$ for $x \in \Omega_{\mu+\eta}$. Hence,

$$
\begin{align*}
& \frac{1}{4} e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}(\Delta h)^{2} e^{2 \lambda r} d x+e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu+\eta}}\left[(\nabla h)^{2}+h^{2}\right] e^{2 \lambda r} d x  \tag{7.84}\\
& \quad \geq \frac{1}{4} \int_{\Omega_{\mu+\eta}}(\Delta h)^{2} d x+\int_{\Omega_{\mu+\eta}}\left[(\nabla h)^{2}+h^{2}\right] d x .
\end{align*}
$$

Thus, (7.83) and (7.84) imply that

$$
\begin{align*}
& J_{\lambda, \beta}\left(W_{1}+h\right)-J_{\lambda, \beta}\left(W_{1}\right)-J_{\lambda, \beta}^{\prime}\left(W_{1}\right)(h)  \tag{7.85}\\
& \quad \geq \frac{1}{4} \int_{\Omega_{\mu+\eta}}(\Delta h)^{2} d x+C_{2} \int_{\Omega_{\mu+\eta}}\left[(\nabla h)^{2}+h^{2}\right] d x+\frac{\beta}{2}\|h\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

### 7.5.3 Proof of Theorem 7.5.4

Temporary change notation for the functional (7.52) as

$$
\begin{align*}
J_{\lambda(\delta), \beta(\delta)}(W+P)= & e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}[\Delta W+\Delta P-F(\nabla W+\nabla P)]^{2} e^{2 \lambda r} d x  \tag{7.86}\\
& +\beta\|W+P\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} .
\end{align*}
$$

Obviously

$$
e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left[\Delta W^{*}+\Delta P^{*}-F\left(\nabla W^{*}+\nabla P^{*}\right)\right]^{2} e^{2 \lambda r} d x=0
$$

Hence, by (7.61) and (7.86)

$$
\begin{equation*}
J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P^{*}\right)=\beta(\delta)\left\|W^{*}+P^{*}\right\|_{H^{3}\left(\Omega_{\mu}\right)}^{2} \leq C_{2} \beta(\delta) . \tag{7.87}
\end{equation*}
$$

By (7.86),

$$
\begin{align*}
& J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P\right)-J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P^{*}\right) \\
& \quad=e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left[\Delta W^{*}+\Delta P^{*}+\Delta \widetilde{P}-F\left(\nabla W^{*}+\nabla P^{*}+\nabla \widetilde{P}\right)\right]^{2} e^{2 \lambda r} d x \tag{7.88}
\end{align*}
$$

$$
\begin{aligned}
& -e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left[\Delta W^{*}+\Delta P^{*}-F\left(\nabla W^{*}+\nabla P^{*}\right)\right]^{2} e^{2 \lambda r} d x \\
& +\beta\left[\widetilde{P}, 2 W^{*}+P+P^{*}\right] .
\end{aligned}
$$

Recall that $F(\nabla V)$ is a quadratic vector function with respect to the derivatives $\partial_{x_{j}} v_{k}(x)$. Hence, (7.61) and (7.88) imply that

$$
\begin{equation*}
\left|J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P\right)-J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P^{*}\right)\right| \leq C_{2} \delta e^{2 \lambda \rho}+C_{2} \delta \beta . \tag{7.89}
\end{equation*}
$$

Next,

$$
\left|J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P\right)-J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P^{*}\right)\right| \geq J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P\right)-J_{\lambda(\delta), \beta(\delta)}\left(W^{*}, P^{*}\right) .
$$

Hence, using (7.87) and (7.89) and keeping in mind that $C_{2} \delta \beta<C_{2} \beta$, we obtain

$$
\begin{equation*}
J_{\lambda(\delta), \beta(\delta)}\left(W^{*}+P\right) \leq C_{2} \delta e^{2 \lambda \rho}+C_{2} \beta \tag{7.90}
\end{equation*}
$$

Since $\lambda(\delta)=\ln \delta^{-1 /(4 \rho)}$ and $\delta<\delta_{1}<\min \left(e^{-4 \rho \lambda_{2}}, 3^{-4 \rho / \eta}\right)$, then $\lambda(\delta)>\lambda_{2}$ and also $\delta e^{2 \lambda \rho}=$ $\sqrt{\delta}$. Next, since $\beta=3 \delta^{\eta /(4 \rho)}$, then condition (7.54) is fulfilled. Also, since $3 \delta^{\eta /(4 \rho)}>\sqrt{\delta}$, then $\delta e^{2 \lambda \rho}+\beta \leq 2 \delta^{\eta /(4 \rho)}$.

Hence, using (7.90), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(W^{*}+P\right) \leq C_{2} \delta^{\eta /(4 \rho)} . \tag{7.91}
\end{equation*}
$$

Since by $(7.57)\left[J_{\lambda(\delta), \beta(\delta)}^{\prime}\left(W_{\min , \lambda(\delta), \beta(\delta)}\right), W^{*}-W_{\min , \lambda(\delta), \beta(\delta)}\right] \geq 0$, then using (7.91), we obtain
$J_{\lambda(\delta), \beta(\delta)}\left(W^{*}\right)-J_{\lambda(\delta), \beta(\delta)}\left(W_{\min , \lambda(\delta), \beta(\delta)}\right)-J_{\lambda(\delta), \beta(\delta)}^{\prime}\left(W_{\min , \lambda(\delta), \beta(\delta)}\right)\left(W^{*}-W_{\min , \lambda}\right) \leq C_{2} \delta^{\eta /(4 \rho)}$.
Hence, by (7.55)

$$
\left\|\Delta W^{*}-\Delta W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{L^{2}\left(\Omega_{\mu+\eta}\right)}^{2}+\left\|W^{*}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)}^{2} \leq C_{2} \delta^{\eta /(4 \rho)}
$$

from which (7.62) and (7.63) follow.
We now prove (7.64). Using triangle inequality (7.58) and (7.62), we obtain for $n \geq 1$,

$$
\begin{aligned}
\left\|W^{*}-W_{n}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)} & \leq\left\|W^{*}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)}+\left\|W_{\min , \lambda(\delta), \beta(\delta)}-W_{n}\right\|_{H^{1}\left(\Omega_{\mu+\eta}\right)} \\
& \leq C_{2} \delta^{\eta /(8 \rho)}+\omega^{n}\left\|W_{0}-W_{\min , \lambda(\delta), \beta(\delta)}\right\|_{H^{3}(\Omega)},
\end{aligned}
$$

which proves (7.64). The proof of (7.65) is completely similar.

### 7.5.4 Proof of Theorem 7.5.5

Subtracting (7.67) from (7.66), we obtain

$$
\begin{align*}
& \left|a_{0}^{*}(x)-a_{0, \min , \lambda(\delta), \beta(\delta)}(x)\right| \\
& \leq  \tag{7.92}\\
& \quad C_{2} \sum_{k=0}^{N-1}\left|\Delta v_{k}^{*}(x)-\Delta v_{k, \min , \lambda(\delta), \beta(\delta)}(x)\right| \\
& \quad+C_{2} \sum_{k=0}^{N-1}\left|\nabla v_{k}^{*}(x)-\nabla v_{k, \min , \lambda(\delta), \beta(\delta)}(x)\right|\left|\nabla v_{k}^{*}(x)+\nabla v_{k, \min , \lambda(\delta), \beta(\delta)}(x)\right| .
\end{align*}
$$

Since vector functions $W_{\min , \lambda(\delta), \beta(\delta)}, W^{*} \in \overline{B(R)}$, then (7.53) implies that $\mid \nabla v_{k}^{*}(x)+$ $\nabla v_{k, \min , \lambda(\delta), \beta(\delta)}(x) \mid \leq C_{2}$. Hence, (7.69) follows from (7.62), (7.63), and (7.92). The proof of (7.70) is completely similar.

### 7.6 Numerical studies

We have applied the above technique to numerical studies of the inverse EIT problem in the 2D case. Recall that even though Theorems 7.5.1-7.5.4 are formulated only in the 3D case, their direct analogs are also valid in the 2D case due to the Carleman estimate of Theorem 7.3.2; see the beginning of Section 7.4. In this section, we describe our numerical results. Hence, in this section

$$
\Omega=\{r \in(0, \rho)\} \subset \mathbb{R}^{2}, \quad \Omega_{\mu}=\{r \in(\mu, \rho)\} \subset \Omega .
$$

We have found in our computations that the influence of the regularization parameter $\beta$ in (7.52) is not essential. Hence, we set $\beta:=0$ in our computational examples.

### 7.6.1 Some details of the numerical implementation

In all our numerical examples,

$$
G=\left\{x_{1}^{2}+x_{2}^{2}<5\right\}, \quad \Omega=\left\{x_{1}^{2}+x_{2}^{2} \leq 1\right\} \quad \text { and } \quad \Omega_{\mu}=\{r \in(0.01,1)\} \subset \Omega .
$$

We measure the data on the whole boundary $\partial \Omega=S_{1}$. The source runs over the circle $C^{(s)}=\left\{x_{1}^{2}+x_{2}^{2}=4\right\}$. In other words, in polar coordinates

$$
\begin{equation*}
x_{s}=(r, s)=(2, s), \quad s=\varphi \in(0,2 \pi), \quad x_{s} \in C^{(s)} . \tag{7.93}
\end{equation*}
$$

However, when constructing the required orthonormal basis $\left\{\psi_{n}(s)\right\}_{n=0}^{\infty}$, we still have used functions $\left\{s^{n} e^{s}\right\}_{n=0}^{\infty}$, that is, we did not impose the periodicity condition on


Figure 7.1: A schematic diagram of domains $G, \Omega$, sources, and detectors.
this basis. The source function $f(x)$ in our case is the bump function below:

$$
f\left(x-x^{(s)}\right)= \begin{cases}\frac{1}{\varepsilon} \exp \left(-\frac{1}{1-\left|x-x_{s}\right|^{2} / \varepsilon}\right), & \text { if }\left(x-x_{s}\right)^{2}<\varepsilon \\ 0, & \text { otherwise }\end{cases}
$$

We have chosen $\varepsilon=0.01$.
We use 32 sources and 32 detectors, see Figure 7.1. In Tests 1-5, both sources and detectors are uniformly distributed over the whole circle $\left\{x_{1}^{2}+x_{2}^{2}=4\right\}$ and the whole circle $S_{1}=\left\{x_{1}^{2}+x_{2}^{2}=1\right\}$, respectively. However, this changes in Test 6 (see below).

To solve the forward problem (7.4), we have used the standard FEM. However, to minimize functional (7.52), we have written the differential operators in it via finite differences. Thus, we have not committed "inverse crime." To use the finite differences, we have discretized the domain $\Omega_{\mu}$ in polar coordinates using the uniform finite difference mesh. Next, we have used the gradient descent method to minimize functional (7.52) with respect to the values of the vector function $W(r, \varphi)$ at grid points. As the basis $\psi_{k}$ is not periodic over [ $0,2 \pi$ ], we treat numerically $s=0$ and $s=2 \pi$ as two different discrete points.

As to the choice of the parameter $\lambda$, even though the above theory works only for sufficiently large values of $\lambda$, we have established in our computational experiments that the choice

$$
\begin{equation*}
\lambda=1 \tag{7.94}
\end{equation*}
$$

is sufficient for all six numerical tests we have performed. We have also tested three different values of the number $N$ terms in the series (7.15):

$$
\begin{equation*}
N=4,6,8 . \tag{7.95}
\end{equation*}
$$

Our computational results indicate that $N=8$ is the best choice out of these three.
Remark 7.6.1. The choice (7.94) of the parameter $\lambda$ corresponds well with the observations of all publications on numerical studies of the convexification method [9, 115117, 142-145, 145, 146, 150, 151, 164]. This observation is that not large values of $\lambda$ can be chosen in computations; also, see Section 5.9.5.

### 7.6.2 A multilevel method of the minimization of functional (7.52)

We have found in our computational experiments that the gradient descent method for our weighted Tikhonov-like functional (7.52) converges rapidly on a coarse mesh. This provides us with a rough image. Hence, we have implemented a multilevel method [189]. Let $M_{h_{1}} \subset M_{h_{2}} \subset \cdots \subset M_{h_{K}}$ be nested finite difference meshes, that is, $M_{h_{k}}$ is a refinement of $M_{h_{k-1}}$ for $k \leq K$. Let $P_{h_{k}}$ be the corresponding finite difference functional space. One the first level $M_{h_{1}}$, we solve the discrete optimization problem. In other words, let $V_{h_{1}, \min }$ be the minimizer of the following functional, which is found via the gradient descent method:

$$
\begin{equation*}
J_{\lambda}^{\left(h_{1}\right)}\left(W_{h_{1}}\right)=e^{-2 \lambda(\mu+\eta)} \int_{\Omega_{\mu}}\left[\Delta W_{h_{1}}+\Delta P-F\left(\nabla W_{h_{1}}+\nabla P\right)\right]^{2} e^{2 \lambda r} d x \tag{7.96}
\end{equation*}
$$

where the integral is understood in the discrete sense. Then we interpolate the minimizer $W_{h_{1}, \min , \lambda}$ on the finer mesh $M_{h_{2}}$ and take the resulting vector function $W_{h_{2}, \text { int }}$ as the starting point of the gradient descent method of the optimization of the direct ana$\log$ of functional (7.86) in which $h_{1}$ is replaced with $h_{2}$ and $W_{h_{1}}$ is replaced with $W_{h_{2}}$. This process was repeated until we got the minimizer $W_{h_{K}, \min }$ on the $K_{\text {th }}$ level on the $\operatorname{mesh} M_{h_{K}}$.

Since $(r, \varphi) \in(0,1) \times(0,2 \pi)$, then our first level $M_{h_{1}}$ is set to be the uniform mesh with the mesh size in the $r$ direction to be $1 / 4$ and the mesh size in the $\varphi$ direction to be $2 \pi / 8$. For each mesh refinement, we will refine the mesh in both $r$ direction and $\varphi$ direction in a way that we set the mesh size of the refined mesh in both directions to be $1 / 2$ of the previous mesh sizes. On each level $M_{h_{k}}$, as soon as we see that $\left\|\nabla J_{\lambda}^{\left(h_{k}\right)}\left(W_{h_{k}}\right)\right\|<$ $2 \times 10^{-2}$, we refine the mesh and compute the solution on the next level $M_{h_{k+1}}$. In the end, we compute $a_{0}(x)$ using the relation (7.12) with $s=0$.

Our starting point $W^{(0)}(r, \varphi)$ for the vector function $W(r, \varphi)$ for the gradient descent method on the coarse mesh $M_{h_{1}}$ is set to be the background solution $W^{(0)}(r, \varphi, 1)$ which corresponds to the solution of the problem (7.4) with $\sigma(x) \equiv 1$. Hence, our starting point is not located in a small neighborhood of the exact solution.

### 7.6.3 Numerical testing

In the tests of this section, we demonstrate the efficiency of our numerical method for imaging of small inclusions as well as for imaging of a smoothly varying function $\sigma(x)$, that is, a "stretched" inclusion with a wide range of change of the conductivity inside of it. In particular, we test the case of a rather high contrast 5:1 of the inclusion. In all tests, the background value of the conductivity is $\sigma_{\text {bkgr }}=1$. In addition, we test the influence of the number $N$ in (7.95). We also test the effects of both: the data given only on a part of the boundary and the source running only along a part of the circle
$\{r=2\}$. In Tests 1-6, we have stopped on the 3rd mesh refinement for all three values of $N$ listed in (7.95) (except for Test 4 where $N=8$ ). The reason of stopping on the 3rd mesh refinement is that images were changing very insignificantly when on the 3rd mesh refinement, as compared with the second.

All necessary derivatives of the data were calculated using finite differences, just as in previous above cited publications about the convexification [9, 115-117, 142-145, $145,146,150,151,164]$, including even the ones with noisy experimental data [115-117, 143-145]; also see Chapter 10. Just as in those works, we have not observed instabilities due to the differentiation, most likely because the step sizes of finite differences were not too small.

Test 1. First, we test the reconstruction by our method of a single inclusion depicted on Figure 7.2(a). Here, $\sigma=2$ inside of this inclusion and $\sigma=1$ outside. Hence, the


Figure 7.2: Results of Test 1. Imaging of one inclusion with $\sigma=2$ in it and $\sigma=1$ outside. Hence, the inclusion/background contrast is 2:1. We have stopped at the 3rd mesh refinement for all three values of $N$ listed in (7.95). (a) Correct image. (b) Computed image for $N=4$. (c) Computed image for $N=6$. (d) Computed image for $N=8$. Both the correct contrast and correct location are achieved at $N=8$.


Figure 7.3: Results of Test 2. Imaging of two inclusions. Here, $\sigma=2$ in the left inclusion, $\sigma=0.5$ in the right inclusion and $\sigma=1$ otherwise. Hence, the inclusion/background contrast is $2: 1$ in the left inclusion and is 0.5:1 in the right inclusion. This means that the electric conductivity of the left inclusion is higher than the one of the background and it is lower of the right inclusion. We have stopped on the 3rd mesh refinement for all three values of $N$ listed in (7.95). (a) Correct image. (b) Computed image for $N=4$. (c) Computed image for $N=6$. (d) Computed image for $N=8$, which is the best one out of three.
inclusion/background contrast is 2:1. The best result is achieved at $N=8$; see Figures 7.2.

Test 2. We test now the performance of our method for imaging of two inclusions depicted on Figure 7.3(a): $\sigma=2$ inside of each inclusion and $\sigma=1$ outside of these inclusions. See Figures 7.3 for results.

Test 3. In this example, we test the reconstruction method for a single inclusion with a rather high inclusion/background contrast 5:1. The results are shown on Figure 7.4.

Test 4. We now test our method for the case when the function $\sigma(x)$ is smoothly varying within an abnormality and with a wide range of variations between 0.4 and 1.6. The results are shown in Figure 7.5. Again $N=8$ is the best value out of three listed in (7.95).


Figure 7.4: Results of Test 3. Imaging of a single inclusion with a high inclusion/background contrast 5:1. Here, $\sigma=5$ inside the inclusion and $\sigma=1$ outside. (a) Correct image. (b) Computed image for $N=4$. (c) Computed image for $N=6$. (d) Computed image for $N=8$, the best one out of three.

Thus, our method can accurately image not only "sharp" inclusions as in Tests 1-3, but smoothly varying functions as well.

Test 5. Here, we give a test for the case when the function $\sigma(x)$ is in the form of void shape. The results are shown in Figure 7.6. $N=8$ is the best value out of three listed in (7.95).

Test 6. In this example, we test the stability of the algorithm with respect to the random noise in the data. We test the most challenging case among ones above: the case of the function $\sigma(x)$ of test 4 . We set $N=8$. The noise is added for $x \in S_{1}$ and for the source $s$ as in (7.93), $s \in[0,2 \pi]$ :

$$
g_{0, \text { noise }}(x, s)=g_{0}(x, s)\left(1+\epsilon \xi_{s}\right) \quad \text { and } \quad g_{1, \text { noise }}(x, s)=g_{1}(x, s)\left(1+\epsilon \xi_{s}\right),
$$

where $\varepsilon$ is the noise level and $\xi_{s}$ is the independent random variable depending only on the source position $s$ and uniformly distributed on $[-1,1]$. The computational results are displayed on Figure 7.7 for the levels of noise of $1 \%$ and $10 \%$.


Figure 7.5: Results of Test 4. We now test imaging of a smoothly varying conductivity rather than of inclusions above. The values of $(x)$ inside of the inhomogeneity vary in a wide range $\sigma_{\min } \approx 0.3$ and $\sigma_{\max } \approx 1.7$. And $\sigma=1$ in the homogeneous part of this disk. Here, we have stopped on the 3rd mesh refinement. (a) Correct 2D image. (b) 3D presentation of (a). (c) Computed image for $N=4$. (d) Computed image for $N=6$. (e) Computed 2D image for $N=8$. (f) 3 D presentation of (e). Thus, we can accurately image not only "sharp" inclusions but smoothly varying functions as well.


Figure 7.6: Results of Test 5 . We test imaging of conductivity with void shape. Here, we have stopped on the 3rd mesh refinement. (a) Correct 2D image. (b) 3D presentation of (a). (c) Computed image for $N=4$. (d) Computed image for $N=6$. (e) Computed 2D image for $N=8$. (f) 3D presentation of (e).


Figure 7.7: Results of Test 6. In this test, we have introduced random noise in the data of test 4. Here, $N=8$. (a) Computed image with $1 \%$ noise. (b) Computed image with $10 \%$ noise.

This example indicates that our method is quite stable with respect to the noise in the measured data.

Test 7. In all the above Tests 1-6, we have used the Dirichlet and Neumann data on the entire boundary $S_{1}$ of our disk $\Omega$. Also, the source was running along the entire circle $C^{(s)}$ as in (7.93). In this test, however, we study the case of incomplete data. First, we work with the case when the source runs over the entire circle (7.93) while the data $g_{0}(x, s)$ and $g_{0}(x, s)$ are measured only on a part of the circle $S_{1}$. Next, we study the case when the source runs only along a part of the circle $C^{(s)}$ in (7.93) while the data are measured on the entire circle $S_{1}$. We again use $N=8$ and the same function $\sigma(x)$ as in Test 4. We also test the robustness against the noise for the second case. The noise is added as we did in Test 6. The computational results are displayed on Figure 7.8 for the levels of noise of $1 \%$.

Figures 7.8 display results of Test 7. Comparing with the correct image of Figure 7.5, one can observe that, using $50 \%$ of the measured boundary data, one loses about $50 \%$ of the internal information. On the other hand, using $50 \%$ of the positions of the source, one can still recover the internal conductivity with a rather good accuracy. Hence, it seems to be more important to measure at the entire boundary than to use the entire circle $C^{(s)}$ for the positions of the source.

(a) $50 \%$ of the boundary data

(c) $25 \%$ of the position of the source

(e) $25 \%$ of the source with $1 \%$ noise

(b) $75 \%$ of the boundary data

(d) $50 \%$ of the position of the source

(f) $50 \%$ of the source with $1 \%$ noise

Figure 7.8: Results of Test 7. While the structure to be imaged is the same as the one of Figure 7.4(a), a lesser amount of data is used here. In (a) and (b), we use incomplete boundary data on the circle $S_{1}=\{r=1\}$, while the source is still running as in (7.93): $s \in(0,2 \pi)$, that is, over the entire circle $C^{(s)}=\{r=4\}$. On the other hand, in (c) and (d) the boundary data are measured at the entire circle $S_{1}=\{r=1\}$, while the source is running over only a part of the circle $C^{(s)}=\{r=4\}$. In (a) and (b), * indicates the part of the circle $S_{1}=\{r=1\}$ where the data are measured. In (c) and (d), $\times$ indicates the part of the circle $\{r=4\}$ where the source runs. The part with $\times$ is depicted on $\{r=1\}$ rather than on $\{r=4\}$ only for the convenience of the presentation. (e) and (f) show the recovery results with $1 \%$ noise level for incomplete source case, the noise is added as we did in Test 6.

# 8 Convexification for a coefficient inverse problem for a hyperbolic equation with a single location of the point source 

In this chapter, we follow our publication [150]. Permission for republishing is obtained from the publisher.

### 8.1 Introduction

In this chapter, we develop analytically and test numerically a version of the convexification numerical method for a Coefficient Inverse Problem (CIP) for the hyperbolic equation:

$$
\begin{align*}
& c(\mathbf{x}) u_{t t}=\Delta u, \quad \mathbf{x} \in \mathbb{R}^{3}, t>0  \tag{8.1}\\
& u(\mathbf{x}, 0)=0, \quad u_{t}(\mathbf{x}, 0)=\delta\left(\mathbf{x}-\mathbf{x}_{0}\right) \tag{8.2}
\end{align*}
$$

with a single position of the point source $\mathbf{x}_{0}$. We consider the case of transmitted data. This CIP has applications in, for example, problem of the noninvasive inspections of buildings using measurements of the propagated electric field [162, 206]. In this case, $c(\mathbf{x})$ is the spatially distributed dielectric constant. In addition, this CIP has applications in acoustical testing of the medium, in which case $1 / \sqrt{c(\mathbf{x})}$ is the speed of sound. Just as in Chapters 6 and 7, we use a truncated Fourier series here with $N$ terms. But we do not prove convergence of our method as $N \rightarrow \infty$. In other words, we work within a framework of an approximate mathematical model. We refer to Remarks 7.3 and 10.3.1 as well as to [117, 150] for further discussions of this issue.

In the case of a nonvanishing initial condition, a different version of the convexification was recently proposed in [16] for the PDE $u_{t t}=\Delta u+a(x) u$ with the unknown coefficient $a(x)$. Next, this method was extended in [17] to the case of equation (8.1). The case of a nonvanishing initial condition is less challenging one than our case of the $\delta$-function in the initial condition. Publications [16, 17] work exactly within the framework of the Bukhgeim-Klibanov method. We, however, go beyond this method, since our initial conditions (8.2) vanishing. The idea of [16] was explored further in [185] to develop globally convergent numerical methods for some inverse problems for quasi-linear parabolic PDEs.

While we consider here only the case when the unknown coefficient of a hyperbolic PDE depends only on spatial variables, various cases of its dependence on both spatial variables in time were considered in works of [118, 119]; also see some follow up works of these authors.

### 8.2 Statement of the inverse problem

Below $\mathbf{x}=(x, y, z)=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$. Let $A>0$ be a number. Since the domain of interest $\Omega$ is a cube in our computations, then it is convenient to set $\Omega \subset \mathbb{R}^{3}$ as

$$
\begin{equation*}
\Omega=\{\mathbf{x}=(x, y, z):-A / 2<x, y<A / 2, z \in(0, A)\} . \tag{8.3}
\end{equation*}
$$

Let the number $a>0$. We set the single point source we use as $\mathbf{x}_{0}=(0,0,-a)$. Hence, this source is located below the domain $\Omega$. Let $\Gamma_{0}$ be the upper boundary of $\Omega$ and $\Gamma_{1}$ be the rest of this boundary,

$$
\begin{equation*}
\Gamma_{0}=\{\mathbf{x}=(x, y, z):-A / 2<x, y<A / 2, z=A\}, \quad \Gamma_{1}=\partial \Omega \backslash \Gamma_{0} . \tag{8.4}
\end{equation*}
$$

Thus, $\Gamma_{0}$ is the "transmitted" side of $\Omega$. Let the function $c(\mathbf{x})$ be such that

$$
\begin{align*}
c & \in C^{13}\left(\mathbb{R}^{3}\right),  \tag{8.5}\\
c(\mathbf{x}) & \geq c_{0}=\text { const. }>0 \quad \text { in } \bar{\Omega},  \tag{8.6}\\
c(\mathbf{x}) & =1, \quad \forall \mathbf{x} \in \mathbb{R}^{3} \backslash \Omega . \tag{8.7}
\end{align*}
$$

Remark 8.2.1. We assume in (8.3) the $C^{13}$-smoothness of the function $c(\mathbf{x})$ since the representation (8.13) of the solution of the Cauchy problem (8.11), (8.12) works only under this assumption. Indeed, this smoothness was carefully calculated in Theorem 4.1 of the book [224].

The physical meaning of the function $c(\mathbf{x})$ is that $1 / \sqrt{c(\mathbf{x})}$ is the speed of sound. Consider the conformal Riemannian metric generated by the function $c(\mathbf{x})$,

$$
\begin{equation*}
d \tau=\sqrt{c(\mathbf{x})} \sqrt{(d x)^{2}+(d y)^{2}+(d z)^{2}} \tag{8.8}
\end{equation*}
$$

The metric (8.8) generates geodesic lines $\Gamma\left(\mathbf{x}, \mathbf{x}_{0}\right), \mathbf{x} \in \mathbb{R}^{3}$. Let $\tau(\mathbf{x})$ is the travel time along the geodesic line $\Gamma\left(\mathbf{x}, \mathbf{x}_{0}\right)$. Then [224] the function $\tau(\mathbf{x})$ is the solution of the eikonal equation

$$
\begin{equation*}
|\nabla \tau(\mathbf{x})|^{2}=c(\mathbf{x}) \tag{8.9}
\end{equation*}
$$

with the condition $\tau(\mathbf{x})=O\left(\left|\mathbf{x}-\mathbf{x}_{0}\right|\right)$ as $\left|\mathbf{x}-\mathbf{x}_{0}\right| \rightarrow 0$. Furthermore,

$$
\tau(\mathbf{x})=\int_{\Gamma\left(\mathbf{x}, \mathbf{x}_{0}\right)} \sqrt{c(\mathbf{y})} d \sigma
$$

Everywhere below we rely on the following assumption without further comments [224].

Regularity assumption. For the above specific point source $\mathbf{x}_{0}$, geodesic lines generated by the function $c(\mathbf{x})$ are regular. In other words, for any points $\mathbf{x} \in \mathbb{R}^{3}$ there exists unique geodesic line $\Gamma\left(\mathbf{x}, \mathbf{x}_{0}\right)$ connecting points $\mathbf{x}$ and $\mathbf{x}_{0}$.

A sufficient condition of the regularity of geodesic lines was derived in [225]. This condition is

$$
\begin{equation*}
\sum_{i, j=1}^{3} \frac{\partial^{2} \ln c(\mathbf{x})}{\partial x_{i} \partial x_{j}} \xi_{i} \xi_{j} \geq 0, \quad \forall \mathbf{x}, \boldsymbol{\xi} \in \mathbb{R}^{3} \tag{8.10}
\end{equation*}
$$

As the forward problem, we consider the following Cauchy problem for the acoustic equation [66] of the hyperbolic type for the function $u\left(\mathbf{x}, \mathbf{x}_{0}, t\right)$ :

$$
\begin{align*}
& c(\mathbf{x}) u_{t t}=\Delta u, \quad \mathbf{x} \in \mathbb{R}^{3}, t>0  \tag{8.11}\\
& u(\mathbf{x}, 0)=0, \quad u_{t}(\mathbf{x}, 0)=\delta\left(\mathbf{x}-\mathbf{x}_{0}\right) . \tag{8.12}
\end{align*}
$$

It was proven in Theorem 4.1 of [224] that, given the above conditions (8.5)-(8.7) as well as the regularity assumption, the solution of problem (8.11), (8.12) is a sum of the singular part and the regular part. The singular part is $A(\mathbf{x}) \delta(t-\tau(\mathbf{x}))$, The regular part equals zero for $t<\tau(\mathbf{x})$. And, with a certain function $\widehat{u}(\mathbf{x}, t) \in C^{2}(t \geq \tau(\mathbf{x}))$, the regular part is $H(t-\tau(\mathbf{x})) \widehat{u}(\mathbf{x}, t)$. To summarize, the solution $u(\mathbf{x}, t)$ of problem (8.11), (8.12) has the form:

$$
\begin{equation*}
u(\mathbf{x}, t)=A(\mathbf{x}) \delta(t-\tau(\mathbf{x}))+H(t-\tau(\mathbf{x})) \widehat{u}(\mathbf{x}, t) . \tag{8.13}
\end{equation*}
$$

In (8.13), functions $\tau(\mathbf{x}), A(\mathbf{x}) \in C^{12}\left(\mathbb{R}^{3}\right)$, the function $A(\mathbf{x})>0, \forall \mathbf{x} \in \mathbb{R}^{3}$, and $H(z)$ is the Heaviside function,

$$
H(z)= \begin{cases}1, & z>0 \\ 0, & z<0\end{cases}
$$

Let the number $T>0$. Denote $S_{T}=\partial \Omega \times(0, T)$ and $\Gamma_{0, T}=\Gamma_{0} \times(0, T)$. Since we work with only a single position $\mathbf{x}_{0}$ of the point source, we will omit below indications of dependencies on $\mathbf{x}_{0}$.

Coefficient Inverse Problem (CIP). Let the domain $\Omega$ be as in (8.3). Suppose that the following two functions are given:

$$
\begin{equation*}
\left.u(\mathbf{x}, t)\right|_{(\mathbf{x}, t) \in S_{T}}=f_{0}(\mathbf{x}, t),\left.\quad \partial_{z} u(\mathbf{x}, t)\right|_{(\mathbf{x}, t) \in \Gamma_{0, T}}=f_{1}(\mathbf{x}, t) . \tag{8.14}
\end{equation*}
$$

Determine the function $c(\mathbf{x})$ for $\mathbf{x} \in \Omega$.
We now explain how to obtain the normal derivative

$$
\begin{equation*}
\left.\partial_{z} u(\mathbf{x}, t)\right|_{(\mathbf{x}, t) \in \Gamma_{0, T}}=\partial_{z} u(x, y, A, t)=f_{1}(\mathbf{x}, t), \quad t \in(0, T), \tag{8.15}
\end{equation*}
$$

in (8.14). Suppose that measurements $\varphi(x, y, t)$ of the amplitude $u(\mathbf{x}, t)$ of acoustic waves are conducted on the surface $\Gamma_{1}=\partial \Omega \backslash\{z=A\}$ as well as on the full plane $\{z=A\}$. Using (8.7), (8.11), and (8.12), we obtain in the half-space $\{z>A\}$ :

$$
\begin{equation*}
u_{t t}=\Delta u \quad \text { in }\{(\mathbf{x}, t)=(x, y, z, t): z>A, t \in(0, T)\}, \tag{8.16}
\end{equation*}
$$

$$
\begin{align*}
u(\mathbf{x}, 0) & =u_{t}(\mathbf{x}, 0)=0  \tag{8.17}\\
u(x, y, A, t) & =\varphi(x, y, t), \quad(x, y, t) \in \mathbb{R}^{2} \times(0, T) \tag{8.18}
\end{align*}
$$

Solving initial boundary value problem (8.16)-(8.18) in the domain indicated in (8.16), one can uniquely obtain the function $u(x, y, z, t)$ in that domain. Hence, the normal derivative $\partial_{z} u(x, y, A, t)$ in (8.15) can be calculated using the knowledge of the function $u(x, y, z, t)$ for $z>A$.

### 8.3 A system of coupled quasi-linear elliptic equations

In this section, we reduce the CIP (8.11)-(8.14) to the Cauchy problem for a system of coupled elliptic PDEs.

### 8.3.1 The function $w(x, t)$

Integrate equation (8.11) twice with respect to $t$ for points $\mathbf{x} \in \Omega$. Hence, we consider the function $p(\mathbf{x}, t)$,

$$
\begin{equation*}
p(\mathbf{x}, t)=\int_{0}^{t} d y \int_{0}^{y} u(\mathbf{x}, s) d s, \quad \mathbf{x} \in \Omega \tag{8.19}
\end{equation*}
$$

Hence, $p_{t t}(\mathbf{x}, t)=u(\mathbf{x}, t)$ for $\mathbf{x} \in \Omega$. Since $\mathbf{x}_{0} \notin \bar{\Omega}$, then $\delta\left(\mathbf{x}-\mathbf{x}_{0}\right)=0$ for $\mathbf{x} \in \Omega$. Hence, by (8.12)

$$
\begin{equation*}
\int_{0}^{t} d y \int_{0}^{y} u_{t t}(\mathbf{x}, s) d s=\int_{0}^{t}\left(u_{t}(\mathbf{x}, y)-u_{t}(\mathbf{x}, 0)\right) d y=u(\mathbf{x}, t)=p_{t t}(\mathbf{x}, t), \quad \mathbf{x} \in \Omega \tag{8.20}
\end{equation*}
$$

Next, by (8.11) and (8.19),

$$
\begin{equation*}
c(\mathbf{x}) \int_{0}^{t} d y \int_{0}^{y} u_{t t}(\mathbf{x}, s) d s=\int_{0}^{t} d y \int_{0}^{y} \Delta u(\mathbf{x}, s) d s=\Delta p(\mathbf{x}, t), \quad \mathbf{x} \in \Omega \tag{8.21}
\end{equation*}
$$

Comparing (8.20) and (8.21), we obtain

$$
\begin{equation*}
c(\mathbf{x}) p_{t t}(\mathbf{x}, t)=\Delta p(\mathbf{x}, t) \quad \text { for }(\mathbf{x}, t) \in \Omega \times(0, T) \tag{8.22}
\end{equation*}
$$

Next, by (8.13) and (8.19),

$$
\begin{equation*}
p(\mathbf{x}, t)=A(\mathbf{x})(t-\tau(\mathbf{x})) H(t-\tau(\mathbf{x}))+O\left((t-\tau(\mathbf{x}))^{2}\right) H\left(t-\tau^{0}(\mathbf{x})\right) \tag{8.23}
\end{equation*}
$$

where

$$
\begin{align*}
\left|O\left((t-\tau(\mathbf{x}))^{2}\right)\right| \leq B(t-\tau(\mathbf{x}))^{2} \quad \text { as } t \rightarrow \tau^{+}(\mathbf{x}),  \tag{8.24}\\
\left|\partial_{t} O\left((t-\tau(\mathbf{x}))^{2}\right)\right| \leq B(t-\tau(\mathbf{x})) \quad \text { as } t \rightarrow \tau^{+}(\mathbf{x}) \tag{8.25}
\end{align*}
$$

with a certain constant $B>0$ independent on ( $\mathbf{x}, t) \in \Omega \times(0, T)$. In (8.24), (8.25) " $t \rightarrow$ $\tau^{+}(\mathbf{x})$ " means that $t$ approaches $\tau(\mathbf{x})$ from the right.

Consider the function $w(\mathbf{x}, t)$ defined as

$$
\begin{equation*}
w(\mathbf{x}, t)=p(\mathbf{x}, t+\tau(\mathbf{x})), \quad \text { for }(\mathbf{x}, t) \in \Omega \times(0, T) . \tag{8.26}
\end{equation*}
$$

Then it follows from the above that $w \in C^{2}(\bar{\Omega} \times[0, T])$ and by (8.23)-(8.25),

$$
\begin{align*}
w(\mathbf{x}, 0) & =0  \tag{8.27}\\
w_{t}(\mathbf{x}, 0) & =A(\mathbf{x})>0 . \tag{8.28}
\end{align*}
$$

We now want to derive a PDE for the function $w$. By (8.26),

$$
\begin{aligned}
w_{t} & =p_{t}, w_{t t}=p_{t t}, \quad w_{x_{i}}=p_{x_{i}}+p_{t} \tau_{x_{i}} \\
w_{x_{i} t} & =p_{x_{i} t}+p_{t t} \tau_{x_{i}} .
\end{aligned}
$$

Hence, $2 p_{x_{i}} \tau_{x_{i}}=2 w_{x_{i} t} \tau_{x_{i}}-2 p_{t t} \tau_{x_{i}}^{2}$. Hence,

$$
\begin{aligned}
w_{x_{i} x_{i}} & =p_{x_{i} x_{i}}+2 p_{x_{i}} \tau_{x_{i}}+p_{t t} \tau_{x_{i}}^{2}+p_{t} \tau_{x_{i} x_{i}} \\
& =p_{x_{i} x_{i}}+2 w_{x_{i}} \tau_{x_{i}}-p_{t t} \tau_{x_{i}}^{2}+w_{t} \tau_{x_{i} x_{i}} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\Delta w-2 \sum_{i=1}^{3} w_{x_{i}} \tau_{x_{i}}-w_{t} \Delta \tau=\Delta p-p_{t t}(\nabla \tau)^{2} \tag{8.29}
\end{equation*}
$$

Next, by (8.9) $|\nabla \tau(\mathbf{x})|^{2}=c(\mathbf{x})$. Hence, using (8.22), we obtain $\Delta p-p_{t t}(\nabla \tau)^{2}=0$. Hence, (8.29) implies that the following equation is valid for the function $w(\mathbf{x}, t)$ defined in (8.26):

$$
\begin{align*}
\Delta w-2 \sum_{i=1}^{3} w_{x_{i}} \tau \tau_{x_{i}}-w_{t} \Delta \tau & =0, \quad \mathbf{x} \in \Omega, t \in\left(0, T_{1}\right),  \tag{8.30}\\
T_{1} & =T-\max _{\bar{\Omega}} \tau(\mathbf{x}) . \tag{8.31}
\end{align*}
$$

To explain (8.31), we note that since in the data (8.14) $t \in(0, T)$, then (8.26) implies that we should consider the function $w(\mathbf{x}, t)$ only for such values of $t>0$ that $t+\tau(\mathbf{x})<T$. Hence, to have a uniform with respect to $x \in \bar{\Omega}$ upper bound for $t$, we should have $t+\max _{\bar{\Omega}} \tau(\mathbf{x})<T$, which explains (8.31).

Denote $\widetilde{f}_{0}(\mathbf{x}, t)=f_{0}(\mathbf{x}, t+\tau(\mathbf{x}))$ and $\widetilde{f}_{1}(\mathbf{x}, t)=f_{1}(\mathbf{x}, t+\tau(\mathbf{x}))$. Then by (8.14)

$$
\begin{equation*}
\left.w(\mathbf{x}, t)\right|_{(\mathbf{x}, t) \in S_{T_{1}}}=\tilde{f}_{0}(\mathbf{x}, t),\left.\quad \partial_{z} w(\mathbf{x}, t)\right|_{(\mathbf{x}, t) \in \Gamma_{0, T_{1}}}=\tilde{f}_{1}(\mathbf{x}, t) \tag{8.32}
\end{equation*}
$$

Thus, our goal below is to construct a numerical method, which would approximately find the functions $w(\mathbf{x}, t), \tau(\mathbf{x})$ for $\mathbf{x} \in \Omega, t \in\left(0, T_{1}\right)$ from conditions (8.27)-(8.32). Suppose that these two functions are approximated. Then the corresponding approximation for the target coefficient $c(\mathbf{x})$ can be easily found via the backwards calculation,

$$
\begin{equation*}
c(\mathbf{x})=|\nabla \tau(\mathbf{x})|^{2} \tag{8.33}
\end{equation*}
$$

### 8.3.2 The system of coupled quasi-linear elliptic PDEs

Lemma 8.3.1. Consider the set of functions

$$
\begin{equation*}
\left\{t, t^{2}, \ldots, t^{n}, \ldots\right\}=\left\{t^{n}\right\}_{n=1}^{\infty} . \tag{8.34}
\end{equation*}
$$

The set (8.34) is complete in $L_{2}\left(0, T_{1}\right)$.
Proof. Let a function $f(t) \in L_{2}\left(0, T_{1}\right)$ be such that

$$
\int_{0}^{T_{1}} f(t) t^{n} d t=0, \quad n=1,2, \ldots
$$

Consider the function $\tilde{f}(t)=f(t) t$. Then

$$
\begin{equation*}
\int_{0}^{T_{1}} \tilde{f}(t) t^{m} d t=0, \quad m=0,1,2, \ldots \tag{8.35}
\end{equation*}
$$

It is well known that (8.35) implies that $\tilde{f}(t) \equiv 0$.
Orthonormalize the set (8.34) using the Gram-Schmidt orthonormalization procedure. Then Lemma 8.3.1 implies that we obtain a basis $\left\{P_{n}(t)\right\}_{n=1}^{\infty}$ of orthonormal polynomials in $L_{2}\left(0, T_{1}\right)$ such that

$$
\begin{equation*}
P_{n}(0)=0, \quad \forall n=1,2, \ldots . \tag{8.36}
\end{equation*}
$$

By (8.36), this is not a set of standard orthonormal polynomials.
Let the integer $N \geq 1$. Approximate the function $w(\mathbf{x}, t)$ as

$$
\begin{equation*}
w(\mathbf{x}, t)=\sum_{n=1}^{N} w_{n}(\mathbf{x}) P_{n}(t) . \tag{8.37}
\end{equation*}
$$

Here and below, we use " $=$ " instead of " $\approx$ " for convenience. Substitute (8.37) in the left- hand side of (8.30) and assume that the resulting left-hand side equals zero.

We obtain for $\mathbf{x} \in \Omega$ :

$$
\begin{align*}
& \sum_{n=1}^{N} \Delta w_{n}(\mathbf{x}) P_{n}(t)-2 \sum_{i=1}^{3} \tau_{x_{i}}(\mathbf{x}) \sum_{n=1}^{N} P_{n}^{\prime}(t) \partial_{x_{i}} w_{n}(\mathbf{x})  \tag{8.38}\\
& \quad-\Delta \tau(\mathbf{x}) \sum_{n=1}^{N} P_{n}^{\prime}(t) w_{n}(x)=0
\end{align*}
$$

By (8.28) and (8.37), we can assume that

$$
\begin{equation*}
\sum_{n=1}^{N} P_{n}^{\prime}(0) w_{n}(\mathbf{x})=A(\mathbf{x})>0, \quad \forall \mathbf{x} \in \bar{\Omega} \tag{8.39}
\end{equation*}
$$

Set in (8.38) $t=0$. Hence, we obtain the first elliptic equation,

$$
\Delta \tau(\mathbf{x})+2\left[\sum_{i=1}^{3} \tau_{x_{i}} \sum_{n=1}^{N} P_{n}^{\prime}(0) \partial_{x_{i}} w_{n}(\mathbf{x})\right]\left[\sum_{n=1}^{N} P_{n}^{\prime}(0) w_{n}(\mathbf{x})\right]^{-1}=0, \quad \mathbf{x} \in \Omega
$$

We rewrite this equation as

$$
\begin{equation*}
\Delta \tau=F_{1}(\nabla \tau, \nabla \widetilde{W}, \widetilde{W}), \quad \mathbf{x} \in \Omega, \tag{8.40}
\end{equation*}
$$

where $\widetilde{W}(x)=\left(w_{1}(\mathbf{x}), \ldots, w_{N}(\mathbf{x})\right)^{T}$. Next, for $n=1, \ldots, N$ multiply both sides of (8.38) by $P_{n}(t)$ and integrate with respect to $t \in\left(0, T_{1}\right)$. Replace in the resulting equation $\Delta \tau$ with the right-hand side of (8.40). We obtain

$$
\begin{equation*}
\Delta \widetilde{W}=F_{2}(\nabla \tau, \nabla \widetilde{W}, \widetilde{W}), \quad \mathbf{x} \in \Omega \tag{8.41}
\end{equation*}
$$

Consider the $(N+1)$-dimensional vector function

$$
\begin{equation*}
W(\mathbf{x})=(\tau(\mathbf{x}), \widetilde{W}(\mathbf{x}))^{T} \tag{8.42}
\end{equation*}
$$

Thus, (8.32), (8.40), (8.41), and (8.42) lead to the following Cauchy problem for a system of coupled quasi-linear elliptic equations:

$$
\begin{align*}
\Delta W+F(\nabla W, W) & =0, \quad \mathbf{x} \in \Omega,  \tag{8.43}\\
\left.W\right|_{\partial \Omega} & =q^{0}(\mathbf{x}),\left.\quad \partial_{z} W\right|_{\Gamma_{0}}=q^{1}(\mathbf{x}),  \tag{8.44}\\
q^{0}(\mathbf{x}) & =\left(\tau(\mathbf{x}), q_{1}^{0}(\mathbf{x}), \ldots, q_{N}^{0}(\mathbf{x})\right)^{T}, \\
q_{n}^{0}(\mathbf{x}) & =\int_{0}^{T_{1}} \widetilde{f}_{0}(\mathbf{x}, t) P_{n}(t) d t, \quad \mathbf{x} \in \partial \Omega, \tag{8.45}
\end{align*}
$$

$$
\begin{align*}
& q^{1}(\mathbf{x})=\left(\partial_{z} \tau(\mathbf{x}), q_{1}^{1}(\mathbf{x}), \ldots, q_{N}^{1}(\mathbf{x})\right)^{T} \\
& q_{n}^{1}(\mathbf{x})=\int_{0}^{T_{1}} \widetilde{f}_{1}(\mathbf{x}, t) P_{n}(t) d t, \quad \mathbf{x} \in \Gamma_{0} . \tag{8.46}
\end{align*}
$$

In (8.45) and (8.46), $n=1, \ldots, N$. In (8.43) the ( $N+1$ )-dimensional vector function $F \in C^{1}\left(\mathbb{R}^{3 N+5}\right)$. Thus, we have obtained the system (8.43) of coupled quasi-linear elliptic PDEs with the Cauchy data (8.44)-(8.46). Unknowns in this problem are the function $\tau(\mathbf{x})$ and Fourier coefficients $w_{n}(\mathbf{x})$ of the function $w(\mathbf{x}, t)$ in (8.37). Therefore, we solve below the problem (8.43)-(8.46) of finding the ( $N+1$ )-dimensional vector function $W \in C^{2}(\bar{\Omega})$. In fact, however, we find below $W \in H^{3}(\Omega)$.

### 8.4 Globally strictly convex Tikhonov-like functional

### 8.4.1 The functional

All Banach spaces considered below are spaces of real valued functions. If we say below that a vector function belongs to a certain Banach space, then this means that all its components belong to this space, and the norm of this function in that space is defined as the square root of the sum of squares of norms of its components.

To arrange a certain orthogonal projection operator for the gradient projection method below, the best way is to have zero Cauchy data. Hence, we assume that there exists an $(N+1)$-dimensional vector function $G=\left(g_{0}(\mathbf{x}), \ldots, g_{N}(\mathbf{x})\right)^{T} \in H^{3}(\Omega)$ satisfying boundary conditions (8.44), that is, such that

$$
\begin{equation*}
\left.G\right|_{\partial \Omega}=q^{0}(\mathbf{x}),\left.\quad \partial_{z} G\right|_{\Gamma_{0}}=q^{1}(\mathbf{x}) . \tag{8.47}
\end{equation*}
$$

Let

$$
\begin{equation*}
W-G=Q \in H^{3}(\Omega), \quad Q(\mathbf{x})=\left(q_{0}(\mathbf{x}), \ldots, q_{N}(\mathbf{x})\right)^{T} . \tag{8.48}
\end{equation*}
$$

Then (8.43), (8.44), and (8.47) imply that

$$
\begin{align*}
\Delta Q+\Delta G+F(Q+G, \nabla(Q+G)) & =0, & & \mathbf{x} \in \Omega,  \tag{8.49}\\
\left.Q\right|_{\partial \Omega} & =0, & & \left.\partial_{z} Q\right|_{\Gamma_{0}}=0 . \tag{8.50}
\end{align*}
$$

Let $H_{0}^{3}(\Omega)$ be the subspace of the space $H^{3}(\Omega)$ defined as

$$
H_{0}^{3}(\Omega)=\left\{v \in H^{3}(\Omega):\left.v\right|_{\partial \Omega}=0,\left.\partial_{z} v\right|_{\Gamma_{0}}=0\right\} .
$$

Choose an arbitrary number $R>0$ and also choose another number $m \in(0, R)$, which is independent on $R$. Consider the set $B(m, R)$ of $(N+1)$-dimensional vector functions
$Z(\mathbf{x})=\left(z_{0}(\mathbf{x}), \ldots, z_{N}(\mathbf{x})\right)^{T}$ such that

$$
B(m, R)=\left\{\begin{array}{l}
Z \in H_{0}^{3}(\Omega), \quad\|Z\|_{H^{3}(\Omega)}<R,  \tag{8.51}\\
\sum_{n=1}^{N} P_{n}^{\prime}(0)\left(z_{n}(\mathbf{x})+g_{n}(\mathbf{x})\right)>m, \quad \forall \mathbf{x} \in \bar{\Omega} .
\end{array}\right.
$$

The second condition (8.51) is generated by (8.39). By embedding theorem $H^{3}(\Omega) \subset$ $C^{1}(\bar{\Omega})$. This implies that $\overline{B(m, R)} \subset C^{1}(\bar{\Omega})$ and also that there exist numbers $D_{1}(R)>0$ and $D_{2}(G)>0$ depending only on listed parameters such that

$$
\begin{align*}
& \|Z\|_{C^{1}(\bar{\Omega})} \leq D_{1}(R), \quad \forall Z \in \overline{B(m, R)},  \tag{8.52}\\
& \|G\|_{C^{1}(\bar{\Omega})} \leq D_{2}(G) . \tag{8.53}
\end{align*}
$$

Temporarily replace the vector functions $Q(\mathbf{x})=\left(q_{0}(\mathbf{x}), \ldots, q_{N}(\mathbf{x})\right)^{T}$ and $\nabla Q(\mathbf{x})=$ $\left(\nabla q_{0}(\mathbf{x}), \ldots, \nabla q_{N}(\mathbf{x})\right)^{T}$ with the vector of real variables $\left(y_{0}, y_{1}, \ldots, y_{4 N+3}\right)^{T}=y \in \mathbb{R}^{4 N+4}$. Consider the set $Y \subset \mathbb{R}^{4 N+4}$,

$$
Y=\left\{y \in \mathbb{R}^{4 N+4}: \sum_{n=1}^{N} P_{n}^{\prime}(0)\left(y_{n}+g_{n-1}(\mathbf{x})\right)>m, \forall \mathbf{x} \in \bar{\Omega}\right\}
$$

Obviously, $Y$ is an open set in $\mathbb{R}^{4 N+4}$. Denote $p_{1}=\left(y_{0}, \ldots, y_{N}\right), p_{2}=\left(y_{0,1}, y_{0,2}, y_{0,3}, y_{1,1}\right.$, $\left.\ldots, y_{N, 3}\right)$. Then $y=\left(p_{1}, p_{2}\right)^{T} \in \mathbb{R}^{4 N+4}$. It follows from (8.40)-(8.43) that, as the function of $y$,

$$
\begin{equation*}
F\left(p_{1}+G(\mathbf{x}), p_{2}+\nabla G(\mathbf{x})\right) \in C^{2}(\bar{Y}), \quad \forall \mathbf{x} \in \bar{\Omega} \tag{8.54}
\end{equation*}
$$

Lemma 8.4.1. The set $B(m, R)$ is convex.
Proof. Let the number $\alpha \in(0,1)$ and vector functions $Z, Y \in B(m, R)$. Consider the function $\alpha Z+(1-\alpha) Y$. Then

$$
\|\alpha Z+(1-\alpha) Y\|_{H^{3}(\Omega)} \leq \alpha\|Z\|_{H^{3}(\Omega)}+(1-\alpha)\|Y\|_{H^{3}(\Omega)}<\alpha R+(1-\alpha) R=R .
$$

Next, let $Z(\mathbf{x})=\left(\tau_{1}(\mathbf{x}), z_{1}(\mathbf{x}), \ldots, z_{N}(\mathbf{x})\right)^{T}, Y(\mathbf{x})=\left(\tau_{2}(\mathbf{x}), y_{1}(\mathbf{x}), \ldots, y_{N}(\mathbf{x})\right)^{T}$. Then

$$
\alpha \sum_{n=1}^{N} P_{n}^{\prime}(0) z_{n}(\mathbf{x})+(1-\alpha) \sum_{n=1}^{N} P_{n}^{\prime}(0) y_{n}(\mathbf{x})>\alpha m+(1-\alpha) m=m .
$$

Our weighted Tikhonov-like cost functional is

$$
\begin{align*}
J_{\lambda, \beta}(Q+G)= & e^{-2 \lambda b^{2}} \int_{\Omega}(\Delta Q+\Delta G+F(\nabla(Q+G), Q+G))^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}  \tag{8.55}\\
& +\beta\|Q+G\|_{H^{3}(\Omega)}^{2}
\end{align*}
$$

In (8.55), the numbers $\lambda \geq 1, b>0, \beta \in(0,1)$. Here, $\lambda$ is the parameter of our CWF $e^{2 \lambda(z+b)^{2}}$ and $\beta$ is the regularization parameter. The multiplier $e^{-2 \lambda b^{2}}$ is introduced to balance two terms in the right-hand side of (8.55). Indeed, by (8.3),

$$
\begin{equation*}
\min _{\mathbf{x} \in \bar{\Omega}}\left(e^{-2 \lambda b^{2}} e^{2 \lambda(z+b)^{2}}\right)=1 \tag{8.56}
\end{equation*}
$$

Remark 8.4.1. The CWF $e^{2 \lambda(z+b)^{2}}$ is simpler than the CWF of Theorem 2.4.1, since the function $e^{2 \lambda(z+b)^{2}}$ depends on one large parameter $\lambda$, whereas the CWF of Theorem 2.4.1 depends on two large parameters $\lambda$ and $v$. The main reason of such a simplification is our numerical observation that one should use the simplest possible CWFs in numerical implementations of the convexification.

Minimization problem. Minimize the functional $J_{\lambda, \beta}(Q)$ in (8.55) on the set $B(m, R)$ defined in (8.51).

### 8.4.2 Theorems

Theorem 8.4.1. There exists a sufficiently large number $\lambda_{0}=\lambda_{0}(\Omega, b) \geq 1$ and a constant $C_{1}=C_{1}(\Omega, b)>0$, both depending only on $\Omega$ and $b$, such that for all $\lambda \geq \lambda_{0}$ and for all functions $u \in H^{2}(\Omega)$ such that $\left.u\right|_{\partial \Omega}=\left.u_{z}\right|_{\Gamma_{0}}=0$ the following Carleman estimate holds:

$$
\begin{align*}
\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \geq & \frac{C_{1}}{\lambda} \sum_{i, j=1}^{3} \int_{\Omega} u_{x_{i} x_{j}}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}  \tag{8.57}\\
& +C_{1} \lambda \int_{\Omega}\left((\nabla u)^{2}+\lambda^{2} u^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x} .
\end{align*}
$$

Below $C_{2}=C_{2}\left(F,\|G\|_{H^{3}(\Omega)}, m, R, \Omega, b\right)>0$ denotes different constants depending only on listed parameters.

Theorem 8.4.2 (global strict convexity). For all $Q \in B(m, 2 R), \lambda, \beta>0$ there exists the Fréchet derivative $J_{\lambda, \beta}^{\prime}(Q+G) \in H_{0}^{3}(\Omega)$. Let $\lambda_{0}$ be the number of Theorem 8.4.1. There exists a number $\lambda_{1}=\lambda_{1}\left(F,\|G\|_{H^{3}(\Omega)}, m, R, \Omega, b\right) \geq \lambda_{0}$ depending only on listed parameters such that for any $\lambda \geq \lambda_{1}$ and any $\beta>0$ the functional $J_{\lambda, \beta}(Q)$ is strictly convex on $B(m, R)$, that is, the following estimate holds for all $Q_{1}, Q_{2} \in B(m, R)$ :

$$
\begin{align*}
& J_{\lambda, \beta}\left(Q_{2}+G\right)-J_{\lambda, \beta}\left(Q_{1}+G\right)-J_{\lambda, \beta}^{\prime}\left(Q_{1}+G\right)\left(Q_{2}-Q_{1}\right) \\
& \quad \geq \frac{C_{2}}{\lambda} \sum_{i, j=1}^{3}\left\|\left(Q_{2}-Q_{1}\right)_{x_{i} x_{j}}\right\|_{L_{2}(\Omega)}^{2}+C_{2} \lambda\left\|Q_{2}-Q_{1}\right\|_{H^{1}(\Omega)}^{2}+\beta\left\|Q_{2}-Q_{1}\right\|_{H^{3}(\Omega)}^{2} . \tag{8.58}
\end{align*}
$$

Theorem 8.4.3. The Fréchet derivative $J_{\lambda, \beta}^{\prime}(Q+G) \in H_{0}^{3}(\Omega)$ of the functional $J_{\lambda, \beta}(Q)$ satisfies the Lipschitz continuity condition in $B(m, 2 R)$ for all $\lambda, \beta>0$. In other words, there exists a number $L=L\left(F,\|G\|_{H^{3}(\Omega)}, m, R, \Omega, b, \lambda, \beta\right)$ depending only on listed parameters such that

$$
\left\|J_{\lambda, \beta}^{\prime}\left(Q_{2}+G\right)-J_{\lambda, \beta}^{\prime}\left(Q_{1}+G\right)\right\|_{H^{3}(\Omega)} \leq L\left\|Q_{2}-Q_{1}\right\|_{H^{3}(\Omega)}, \quad \forall Q_{1}, Q_{2} \in B(m, 2 R)
$$

Theorem 8.4.4. For each pair $\lambda \geq \lambda_{1}, \beta>0$ there exists unique minimizer $Q_{\min , \lambda, \beta} \in$ $\overline{B(m, R)}$ of the functional $J_{\lambda, \beta}(Q)$ on the set $\overline{B(m, R)}$. Furthermore,

$$
\begin{equation*}
J_{\lambda, \beta}^{\prime}\left(Q_{\min , \lambda, \beta}+G\right)\left(Q_{\min , \lambda, \beta}-p\right) \leq 0, \quad \forall p \in H_{0}^{3}(\Omega) . \tag{8.59}
\end{equation*}
$$

We now arrange the gradient projection method of the minimization of the functional $J_{\lambda, \beta}(Q+G)$ on the set $\overline{B(m, R)}$. Let the number $y \in(0,1)$. Let $P_{\bar{B}}: H_{0}^{3}(\Omega) \rightarrow \overline{B(m, R)}$ be the projection operator of the space $H_{0}^{3}$ on the set $\overline{B(m, R)}$. Let $Q_{0} \in B(m, R)$ be an arbitrary point of this set. The gradient projection method amounts to the following sequence:

$$
\begin{equation*}
Q_{n}=P_{\bar{B}}\left(Q_{n-1}-\gamma J_{\lambda, \beta}^{\prime}\left(Q_{n-1}+G\right)\right), \quad n=1,2, \ldots \tag{8.60}
\end{equation*}
$$

Theorem 8.4.5. Let $\lambda_{1}$ and $\beta$ be parameters of Theorem 8.4.2. Choose a number $\lambda \geq \lambda_{1}$. Let $Q_{\min , \lambda, \beta} \in \overline{B(m, R)}$ be the unique minimizer of the functional $J_{\lambda, \beta}(Q)$ on the set $\overline{B(m, R)}$ (Theorem 8.4.3). Then there exists a sufficiently small number $\gamma_{0}=\gamma_{0}\left(F,\|G\|_{H^{3}(\Omega)}, m, R\right.$, $\Omega, b, \beta) \in(0,1)$ depending only on listed parameters such that the sequence (8.60) converges to $Q_{\min , \lambda, \beta}$ in the space $H^{3}(\Omega)$. More precisely, there exists a number $\theta=$ $\theta\left(F,\|G\|_{H^{3}(\Omega)}, m, R, \Omega, b, \beta\right) \in(0,1)$ such that the following estimate holds:

$$
\begin{equation*}
\left\|Q_{n}-Q_{\min , \lambda, \beta}\right\|_{H^{3}(\Omega)} \leq \theta^{n}\left\|Q_{\min , \lambda, \beta}-Q_{0}\right\|_{H^{3}(\Omega)} \tag{8.61}
\end{equation*}
$$

Following the Tikhonov concept for ill-posed problems [22, 244], we now assume the existence of the exact solution $Q^{*}(\mathbf{x})=\left(q_{0}^{*}(\mathbf{x}), \ldots, q_{N}^{*}(\mathbf{x})\right)^{T} \in B(m, R)$ of the problem (8.49), (8.50) with the noiseless data $G^{*}(\mathbf{x})=\left(g_{0}^{*}(\mathbf{x}), \ldots, g_{N}^{*}(\mathbf{x})\right)^{T} \in H^{3}(\Omega)$. In particular, this means that

$$
\sum_{n=1}^{N} P_{n}^{\prime}(0)\left(q_{n}^{*}(\mathbf{x})+g_{n}^{*}(\mathbf{x})\right)>m, \quad \forall \mathbf{x} \in \bar{\Omega}
$$

Also, let the number $\delta \in(0,1)$ be the level of the error in the data $G$, that is,

$$
\begin{equation*}
\left\|G-G^{*}\right\|_{H^{3}(\Omega)}<\delta \tag{8.62}
\end{equation*}
$$

Since $\delta \in(0,1)$, then (8.62) implies that we can regard in Theorem 8.4.6 that constants $\lambda_{1}, C_{2}, \gamma_{0}$, $\theta$ introduced above depend on $\left\|G^{*}\right\|_{H^{3}(\Omega)}$ rather than on $\|G\|_{H^{3}(\Omega)}$. We are doing so both in the formulation and in the proof of Theorem 8.4.6.

Theorem 8.4.6 (error estimates and global convergence). Let $\lambda_{1}=\lambda_{1}\left(F,\|G\|_{H^{3}(\Omega)}, m\right.$, $R, \Omega, b)$ be the number of Theorem 8.4.2. Define the number $\eta$ as $\eta=\left[4(A+b)^{2}\right]^{-1}$. Choose a sufficiently small number $\delta_{0} \in(0,1)$ such that $\ln \delta_{0}^{-\eta} \geq \lambda_{1}$. Let in (8.62) $\delta \in\left(0, \delta_{0}\right)$. Choose $\lambda=\lambda(\delta)=\ln \delta^{-\eta}>\lambda_{1}$ implying that $\exp \left[2 \lambda(\delta)(A+b)^{2}\right]=1 / \sqrt{\delta}$. Let $Q_{\min , \lambda, \beta} \in \overline{B(m, R)}$ be the unique minimizer of the functional $J_{\lambda, \beta}(Q)$ on the set $\overline{B(m, R)}$, the existence of which is guaranteed by Theorem 8.4.4. Let $\left\{Q_{n}\right\}_{n=0}^{\infty} \subset \overline{B(m, R)}$ be the sequence of the gradient projection method (8.60) with an arbitrary starting point $Q_{0} \in \overline{B(m, R)}$. Then the following estimates hold for all $\beta \in(0,1)$ :

$$
\begin{equation*}
\left\|Q^{*}-Q_{\min , \lambda, \beta}\right\|_{H^{1}(\Omega)} \leq C_{2}\left(\delta^{\eta / 2+1 / 4}+\sqrt{\beta} \delta^{\eta / 2}\right) \tag{8.63}
\end{equation*}
$$

$$
\begin{align*}
&\left\|Q^{*}-Q_{\min , \lambda, \beta}\right\|_{H^{2}(\Omega)} \leq C_{2}\left(\delta^{1 / 4}+\sqrt{\beta}\right) \sqrt{\ln \delta^{-\eta}}  \tag{8.64}\\
&\left\|Q^{*}-Q_{n}\right\|_{H^{1}(\Omega)} \leq C_{2}\left(\delta^{\eta / 2+1 / 4}+\sqrt{\beta} \delta^{\eta / 2}\right)+\theta^{n}\left\|Q_{\min , \lambda, \beta}-Q_{0}\right\|_{H^{3}(\Omega)}  \tag{8.65}\\
&\left\|Q^{*}-Q_{n}\right\|_{H^{2}(\Omega)} \leq C_{2}\left(\delta^{1 / 4}+\sqrt{\beta}\right) \sqrt{\ln \delta^{-\eta}}+\theta^{n}\left\|Q_{\min , \lambda, \beta}-Q_{0}\right\|_{H^{3}(\Omega)}  \tag{8.66}\\
&\left\|c^{*}-c_{n}\right\|_{L_{2}(\Omega)} \leq C_{2}\left(\delta^{1 / 4}+\sqrt{\beta}\right) \sqrt{\ln \delta^{-\eta}}+\theta^{n}\left\|Q_{\min , \lambda, \beta}-Q_{0}\right\|_{H^{3}(\Omega)} \tag{8.67}
\end{align*}
$$

In particular, if the regularization parameter $\beta=\sqrt{\delta}$, as required by the regularization theory [244], then estimates (8.63)-(8.66) become

$$
\begin{aligned}
\left\|Q^{*}-Q_{\min , \lambda, \beta}\right\|_{H^{1}(\Omega)} & \leq C_{2} \delta^{\eta / 2+1 / 4}, \\
\left\|Q^{*}-Q_{\min , \lambda, \beta}\right\|_{H^{2}(\Omega)} & \leq C_{2} \delta^{1 / 4} \sqrt{\ln \delta^{-\eta}}, \\
\left\|Q^{*}-Q_{n}\right\|_{H^{1}(\Omega)} & \leq C_{2} \delta^{\eta / 2+1 / 4}+\theta^{n}\left\|Q_{\min , \lambda, \sqrt{\delta}}-Q_{0}\right\|_{H^{3}(\Omega)}, \\
\left\|Q^{*}-Q_{n}\right\|_{H^{2}(\Omega)} & \leq C_{2} \delta^{1 / 4} \sqrt{\ln \delta^{-\eta}}+\theta^{n}\left\|Q_{\min , \lambda, \sqrt{\delta}}-Q_{0}\right\|_{H^{3}(\Omega)} \\
\left\|c^{*}-c_{n}\right\|_{L_{2}(\Omega)} & \leq C_{2} \delta^{1 / 4} \sqrt{\ln \delta^{-\eta}}+\theta^{n}\left\|Q_{\min , \lambda, \sqrt{\delta}}-Q_{0}\right\|_{H^{3}(\Omega)} .
\end{aligned}
$$

Here, $c_{n}(\mathbf{x})$ is defined via (8.48) with $Q=Q_{n}$, next (8.42), and next (8.33). Further, $c^{*}(\mathbf{x})$ is defined as the exact target coefficient, which corresponds to the noiseless data $G^{*}$ with $Q^{*}$ and $W^{*}=Q^{*}+G^{*}$ in (8.48), and next similarly as for $c_{n}(\mathbf{x})$.

The presence of the regularization term $\beta\|Q+G\|_{H^{3}(\Omega)}^{2}$ in the functional $J_{\lambda, \beta}(Q+G)$ is important since this term ensures that in the gradient projection method (8.60) all functions $Q_{n} \in H_{0}^{3}(\Omega)$. Since $H^{3}(\Omega) \subset C^{1}(\bar{\Omega})$, and since we use estimates of $C^{1}(\bar{\Omega})$-norms of some functions in the proof of Theorem 8.4.2, then we indeed need $Q_{n} \in H_{0}^{3}(\Omega)$.

Remark 8.4.2. Since $Q_{0} \in B(m, R)$ is an arbitrary point and $R>0$ is an arbitrary number, then Theorem 8.4.6 implies the global convergence of the gradient projection method (8.60); see Definition 1.4.2.

### 8.5 Proofs

The proof of Theorem 8.4.3 is very similar with the proof of Theorem 5.3.1. As soon as Theorems 8.4.2 and 8.4.3 are proven, the proof of Theorem 8.4.4 is quite similar with the proof of Lemma 5.2.1. Next, as soon as Theorems 8.4.2 and 8.4.4 are proven, the proof of Theorem 8.4.5 is again quite similar with the proof of Theorem 5.2.1. Hence, we prove here only Theorems 8.4.1, 8.4.2, and 8.4.6.

### 8.5.1 Proof of Theorem 8.4.1

In this proof, the function $u \in C^{3}(\bar{\Omega})$. The case $u \in H^{2}(\Omega)$ follows from density arguments. Consider the function $v=u e^{\lambda(z+b)^{2}}$. Then $u=v e^{-\lambda(z+b)^{2}}$. Hence, $u_{x x}=$

$$
\begin{aligned}
v_{x x} e^{-\lambda(z+b)^{2}}, u_{y y} & =v_{y y} e^{-\lambda(z+b)^{2}} \\
u_{z z} & =\left(v_{z z}-2 \lambda(z+b) v_{z}+4 \lambda^{2}(z+b)^{2}(1+O(1 / \lambda)) v\right) e^{-\lambda(z+b)^{2}}
\end{aligned}
$$

In this proof, $C_{1}=C_{1}(\Omega, b)>0$ denotes different constants depending only on $\Omega$ and $b$ and $O(1 / \lambda)$ denotes different $z$-dependent functions satisfying $|O(1 / \lambda)|,|\nabla O(1 / \lambda)| \leq$ $C_{1} / \lambda$, Hence,

$$
\begin{aligned}
(\Delta u)^{2} e^{2 \lambda(z+b)^{2}}= & {\left[\left(v_{x x}+v_{y y}+v_{z z}+4 \lambda^{2}(z+b)^{2}(1+O(1 / \lambda)) v\right)-2 \lambda(z+b) v_{z}\right]^{2} } \\
\geq & -4 \lambda(z+b) v_{z}\left(v_{x x}+v_{y y}+v_{z z}+4 \lambda^{2}(z+b)^{2}(1+O(1 / \lambda)) v\right) \\
= & \left(-4 \lambda(z+b) v_{z} v_{x}\right)_{x}+4 \lambda(z+b) v_{z x} v_{x}+\left(-4 \lambda(z+b) v_{z} v_{y}\right)_{y}+4 \lambda(z+b) v_{z y} v_{y} \\
& +\left(-2 \lambda(z+b) v_{z}^{2}\right)_{z}+2 \lambda v_{z}^{2}+\left(-8 \lambda^{3}(z+b)^{3}(1+O(1 / \lambda)) v^{2}\right)_{z} \\
& +24 \lambda^{3}(z+b)^{2}(1+O(1 / \lambda)) v^{2} \\
= & -2 \lambda\left(v_{x}^{2}+v_{y}^{2}\right)+2 \lambda v_{z}^{2}+24 \lambda^{3}(z+b)^{2}(1+O(1 / \lambda)) v^{2} \\
& +\left(-2 \lambda(z+b) v_{z}^{2}+2 \lambda(z+b) v_{x}^{2}+2 \lambda(z+b) v_{y}^{2}-8 \lambda^{3}(z+b)^{3}(1+O(1 / \lambda)) v^{2}\right)_{z} \\
& +\left(-4 \lambda(z+b) v_{z} v_{x}\right)_{x}+\left(-2 \lambda(z+b) v_{z} v_{y}\right)_{y} .
\end{aligned}
$$

Since $\left.v\right|_{\partial \Omega}=\left.v_{z}\right|_{\Gamma_{0}}=0$ and $2 \lambda v_{z}^{2} \geq 0$, then integrating the above over $\Omega$, going back from $v$ to $u$ and using Gauss' formula, we obtain for sufficiently large $\lambda \geq C_{1}$,

$$
\begin{equation*}
\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \geq-2 \lambda \int_{\Omega}\left(u_{x}^{2}+u_{y}^{2}\right)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}+23 \lambda^{3} \int_{\Omega} u^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} . \tag{8.68}
\end{equation*}
$$

Next,

$$
\begin{aligned}
-u \Delta u e^{2 \lambda(z+b)^{2}}= & \left(-u_{x} u e^{2 \lambda(z+b)^{2}}\right)_{x}+u_{x}^{2} e^{2 \lambda(z+b)^{2}}+\left(-u_{y} u e^{2 \lambda(z+b)^{2}}\right)_{y}+u_{y}^{2} e^{2 \lambda(z+b)^{2}} \\
& +\left(-u_{z} u e^{2 \lambda(z+b)^{2}}\right)_{z}+u_{z}^{2} e^{2 \lambda(z+b)^{2}}+4 \lambda(z+b) u_{z} u e^{2 \lambda(z+b)^{2}} \\
= & \left(u_{x}^{2}+u_{y}^{2}+u_{z}^{2}\right) e^{2 \lambda(z+b)^{2}}+\left(2 \lambda(z+b) u^{2} e^{2 \lambda(z+b)^{2}}\right)_{z} \\
& -8 \lambda^{2}(z+b)^{2}(1+O(1 / \lambda)) u^{2} e^{2 \lambda(z+b)^{2}} \\
& +\left(-u_{x} u e^{2 \lambda(z+b)^{2}}\right)_{x}+\left(-u_{y} u e^{2 \lambda(z+b)^{2}}\right)_{y} .
\end{aligned}
$$

Integrating this over $\Omega$ and using Gauss' formula, we obtain for sufficiently large $\lambda \geq$ $C_{1}$,

$$
\begin{align*}
-\int_{\Omega} u \Delta u e^{2 \lambda(z+b)^{2}} d \mathbf{x}= & \int_{\Omega}\left(u_{x}^{2}+u_{y}^{2}+u_{z}^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}  \tag{8.69}\\
& -9 \lambda^{2} \int_{\Omega}(z+b)^{2} u^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} .
\end{align*}
$$

Multiply (8.69) by $5 \lambda / 2$ and sum up with (8.68). Since $23 \lambda^{3}-(9 \cdot 5 / 2) \lambda^{3}=3 \lambda^{3} / 2$, then

$$
\begin{align*}
& -\frac{5}{2} \lambda \int_{\Omega} u \Delta u e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \\
& \quad \geq \frac{1}{2} \lambda \int_{\Omega}\left(u_{x}^{2}+u_{y}^{2}+u_{z}^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\frac{3}{2} \lambda^{3} \int_{\Omega} u^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} . \tag{8.70}
\end{align*}
$$

Next, applying Cauchy-Schwarz inequality, we obtain

$$
-\frac{5}{2} \lambda \int_{\Omega} u \Delta u e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \leq \frac{25}{4} \lambda^{2} \int_{\Omega} u^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\frac{1}{2} \int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} .
$$

Combining this with (8.70), we obtain for sufficiently large $\lambda_{0}=\lambda_{0}(\Omega, b)>0$ and for $\lambda \geq \lambda_{0}$,

$$
\begin{equation*}
\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \geq C_{1} \lambda \int_{\Omega}\left((\nabla u)^{2}+\lambda^{2} u^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x} \tag{8.71}
\end{equation*}
$$

The next step is to incorporate the term with second derivatives in (8.57). We have

$$
\begin{align*}
(\Delta u)^{2} e^{2 \lambda(z+b)^{2}}= & \left(u_{x x}+u_{y y}+u_{z z}\right)^{2} e^{2 \lambda(z+b)^{2}} \\
= & \left(u_{x x}^{2}+u_{y y}^{2}+u_{z z}^{2}\right) e^{2 \lambda(z+b)^{2}}  \tag{8.72}\\
& +2\left(u_{x x} u_{y y}+u_{x x} u_{z z}+u_{y y} u_{z z}\right) e^{2 \lambda(z+b)^{2}} .
\end{align*}
$$

The second line of (8.57) gives:

$$
\begin{align*}
&\left(2 u_{x x}\right.\left.u_{y y}+2 u_{x x} u_{z z}+2 u_{y y} u_{z z}\right) e^{2 \lambda(z+b)^{2}} \\
& \quad=\left(2 u_{x x} u_{y} e^{2 \lambda(z+b)^{2}}\right)_{y}-2 u_{x x y} u_{y} e^{2 \lambda(z+b)^{2}} \\
& \quad+\left(2 u_{x x} u_{z} e^{2 \lambda(z+b)^{2}}\right)_{z}-2 u_{x x z} u_{z} e^{2 \lambda(z+b)^{2}}-8 \lambda(z+b) u_{x x} u_{z} e^{2 \lambda(z+b)^{2}} \\
& \quad+\left(2 u_{y y} u_{z} e^{2 \lambda(z+b)^{2}}\right)_{z}-2 u_{y y z} u_{z} e^{2 \lambda(z+b)^{2}}-8 \lambda(z+b) u_{y y} u_{z} e^{2 \lambda(z+b)^{2}}  \tag{8.73}\\
&= 2\left(u_{x y}^{2}+u_{x z}^{2}+u_{y z}^{2}\right) e^{2 \lambda(z+b)^{2}}+\left[2\left(u_{x y} u_{y}-u_{x z} u_{z}\right) e^{2 \lambda(z+b)^{2}}\right]_{x} \\
& \quad+\left[2\left(u_{x x} u_{y}-u_{x z} u_{z}\right) e^{2 \lambda(z+b)^{2}}\right]_{y}-8 \lambda(z+b) u_{x x} u_{z} e^{2 \lambda(z+b)^{2}}-8 \lambda(z+b) u_{y y} u_{z} e^{2 \lambda(z+b)^{2}} .
\end{align*}
$$

Using the Cauchy-Schwarz inequality, we estimate from the below the last line of (8.73) as

$$
\begin{align*}
& -8 \lambda(z+b) u_{x x} u_{z} e^{2 \lambda(z+b)^{2}}-8 \lambda(z+b) u_{y y} u_{z} e^{2 \lambda(z+b)^{2}}  \tag{8.74}\\
& \quad \geq-\frac{1}{2}\left(u_{x x}^{2}+u_{y y}^{2}\right) e^{2 \lambda(z+b)^{2}}-64 \lambda^{2}(z+b)^{2} u_{z}^{2} e^{2 \lambda(z+b)^{2}}
\end{align*}
$$

Combining (8.73)-(8.74), we obtain

$$
\int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \geq \frac{1}{2} \sum_{i, j=1}^{3} \int_{\Omega} u_{x_{i} x_{j}}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}-64 \lambda^{2} \int_{\Omega}(z+b)^{2} u_{z}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} .
$$

Multiply this estimate by $C_{1} /(128 \lambda)$ and sum up with (8.71). We obtain

$$
\begin{align*}
\left(1+\frac{C_{1}}{128 \lambda}\right) \int_{\Omega}(\Delta u)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x} \geq & \frac{C_{1}}{256 \lambda} \sum_{i, j=1}^{3} \int_{\Omega} u_{x_{i} x_{j}}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}  \tag{8.75}\\
& +\frac{C}{2} \lambda \int_{\Omega}\left((\nabla u)^{2}+\lambda^{2} u^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}
\end{align*}
$$

Since $C_{1}>0$ denotes different constants, then the target estimate (8.57) follows from (8.59) immediately.

### 8.5.2 Proof of Theorem 8.4.2

Denote $h=Q_{2}-Q_{1}$ implying that $Q_{2}=Q_{1}+h$. Also, $h \in H_{0}^{3}(\Omega),\|h\|_{H^{3}(\Omega)}<2 R$. Hence, by (8.52)

$$
\begin{equation*}
\|h\|_{C^{1}(\bar{\Omega})}<D_{1}(2 R) \tag{8.76}
\end{equation*}
$$

Using the multidimensional analog of Taylor formula (see, e. g., [247] for this formula) and (8.54), we obtain

$$
\begin{align*}
\Delta h+ & \left(\Delta Q_{1}+\Delta G\right)+F\left(h+Q_{1}+G, \nabla\left(h+Q_{1}+G\right)\right) \\
= & {\left[\Delta h+F^{(1)}\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right) h+F^{(2)}\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right) \nabla h\right] }  \tag{8.77}\\
& +F_{\text {nonlin }}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)+\left[\left(\Delta Q_{1}+\Delta G\right)+F\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right],
\end{align*}
$$

where elements of $(N+1) \times(N+1)$ matrix $F^{(1)}$ and $(3 N+3) \times(3 N+3)$ matrix are bounded for $\mathbf{x} \in \bar{\Omega}$, that is,

$$
\begin{equation*}
\left|F_{i, j}^{(1)}\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right|,\left|F_{i, j}^{(2)}\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right| \leq C_{2}, \quad \forall \mathbf{x} \in \bar{\Omega}, \tag{8.78}
\end{equation*}
$$

where the subscript " $i, j$ " denotes an arbitrary element of the corresponding matrix indexed as $(i, j)$. Next, the $(N+1)$-dimensional vector function $F_{\text {nonlin }}$ depends nonlinearly on $h$, $\nabla h$. Furthermore, the following estimate follows from (8.52)-(8.54):

$$
\begin{equation*}
\left|F_{\text {nonlin }}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right| \leq C_{2}\left(|h|^{2}+|\nabla h|^{2}\right), \quad \forall \mathbf{x} \in \bar{\Omega} . \tag{8.79}
\end{equation*}
$$

Next, (8.76) and (8.79) imply with a different constant $C_{2}$,

$$
\begin{equation*}
\left|F_{\text {nonlin }}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right| \leq C_{2}(|h|+|\nabla h|), \quad \forall \mathbf{x} \in \bar{\Omega} . \tag{8.80}
\end{equation*}
$$

It follows from (8.77)-(8.80) that

$$
\begin{align*}
{[\Delta h+} & \left.\left(\Delta Q_{1}+\Delta G\right)+F\left(h+Q_{1}+G, \nabla\left(h+Q_{1}+G\right)\right)\right]^{2} \\
& -\left[\left(\Delta Q_{1}+\Delta G\right)+F\left(Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right]^{2}  \tag{8.81}\\
= & \operatorname{Lin}_{1}(\Delta h)+\operatorname{Lin}_{2}(\nabla h)+\operatorname{Lin}_{3}(h) \\
& +(\Delta h)^{2}+M_{1}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right) \Delta h+M_{2}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right),
\end{align*}
$$

where expressions $\operatorname{Lin}_{1}(\Delta h), \operatorname{Lin}_{2}(\nabla h)$ and $\operatorname{Lin}_{3}(h)$ are linear with respect to $\Delta h$, $\nabla h$, and $h$, respectively, and

$$
\begin{equation*}
\left|\operatorname{Lin}_{1}(\Delta h)+\operatorname{Lin}_{2}(\nabla h)+\operatorname{Lin}_{3}(h)\right| \leq C_{2}(|\Delta h|+|\nabla h|+|h|), \quad \forall \mathbf{x} \in \bar{\Omega} . \tag{8.82}
\end{equation*}
$$

Next, the following estimates are valid for $M_{1}$ and $M_{2}$ :

$$
\begin{align*}
& \left|M_{1}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right| \leq C_{2}(|\nabla h|+|h|), \quad \forall \mathbf{x} \in \bar{\Omega},  \tag{8.83}\\
& \left|M_{2}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right)\right| \leq C_{2}\left(|\nabla h|^{2}+|h|^{2}\right), \quad \forall \mathbf{x} \in \bar{\Omega} . \tag{8.84}
\end{align*}
$$

In particular, (8.83), (8.84), and the Cauchy-Schwarz inequality imply

$$
\begin{align*}
& (\Delta h)^{2}+M_{1}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right) \Delta h+M_{2}\left(h, \nabla h, Q_{1}+G, \nabla\left(Q_{1}+G\right)\right) \\
& \quad \geq \frac{1}{2}(\Delta h)^{2}-C_{2}\left(|\nabla h|^{2}+|h|^{2}\right), \quad \forall \mathbf{x} \in \bar{\Omega} . \tag{8.85}
\end{align*}
$$

Using (8.55) and (8.81)-(8.84), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(Q_{1}+h\right)-J_{\lambda, \beta}\left(Q_{1}\right)=X_{\operatorname{lin}}(h)+X_{\text {nonlin }}(h), \tag{8.86}
\end{equation*}
$$

where $X_{\operatorname{lin}}(h)$ can be extended from $\left\{\|h\|_{H^{3}(\Omega)}<2 R\right\} \subset H_{0}^{3}(\Omega)$ to the entire space $H^{3}(\Omega)$ as a bounded linear functional,

$$
\begin{equation*}
X_{\operatorname{lin}}(h)=e^{-2 \lambda b^{2}} \int_{\Omega}\left(\operatorname{Lin}_{1}(\Delta h)+\operatorname{Lin}_{2}(\nabla h)+\operatorname{Lin}_{3}(h)\right)(\mathbf{x}) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+2 \beta\left[h, Q_{1}+G\right], \tag{8.87}
\end{equation*}
$$

where $[\cdot, \cdot]$ is the scalar product in $H^{3}(\Omega)$. As to $X_{\text {nonlin }}(h)$ in (8.86), it follows from (8.55), (8.81), (8.83), and (8.84) that

$$
\begin{equation*}
\lim _{\|h\|_{H^{3}(\Omega)} \rightarrow 0} \frac{X_{\text {nonlin }}(h)}{\|h\|_{H^{3}(\Omega)}}=0 . \tag{8.88}
\end{equation*}
$$

Using (8.82) and (8.86)-(8.88), we obtain that $X_{\operatorname{lin}}(h)$ is the Frechét derivative $J_{\lambda, \beta}^{\prime}(Q)$ of the functional $J_{\lambda, \beta}(Q)$ at the point $Q$, that is, $X_{\operatorname{lin}}(h)=J_{\lambda, \beta}^{\prime}\left(Q_{1}\right)(h)$. Thus, the existence of the Fréchet derivative is established.

Next, using (8.55) and (8.81)-(8.87), we obtain

$$
\begin{align*}
& J_{\lambda, \beta}\left(Q_{1}+G+h\right)-J_{\lambda, \beta}\left(Q_{1}+G\right)-J_{\lambda, \beta}^{\prime}\left(Q_{1}+G\right)(h)  \tag{8.89}\\
& \quad \geq \frac{1}{2} e^{-2 \lambda b^{2}} \int_{\Omega}(\Delta h)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}-C_{2} e^{-2 \lambda b^{2}} \int_{\Omega}\left(|\nabla h|^{2}+|h|^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|h\|_{H^{3}(\Omega)}^{2} .
\end{align*}
$$

We now apply Carleman estimate (8.57), assuming that $\lambda \geq \lambda_{0}$,

$$
\begin{aligned}
& \frac{1}{2} e^{-2 \lambda b^{2}} \int_{\Omega}(\Delta h)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}-C_{2} e^{-2 \lambda b^{2}} \int_{\Omega}\left(|\nabla h|^{2}+|h|^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|h\|_{H^{3}(\Omega)}^{2} \\
& \geq \frac{C_{1}}{\lambda} \sum_{i, j=1}^{3} e^{-2 \lambda b^{2}} \int_{\Omega} h_{x_{i} x_{j}}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}+C_{1} \lambda e^{-2 \lambda b^{2}} \int_{\Omega}\left((\nabla h)^{2}+\lambda^{2} h^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x} \\
& \quad-C_{2} e^{-2 \lambda b^{2}} \int_{\Omega}\left(|\nabla h|^{2}+|h|^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|h\|_{H^{3}(\Omega)}^{2}
\end{aligned}
$$

Choosing sufficiently large $\lambda_{1}=\lambda_{1}\left(F,\|G\|_{H^{3}(\Omega)}, m, R, \Omega, b\right) \geq \lambda_{0}$ and letting $\lambda \geq \lambda_{1}$, we obtain with a different constant $C_{2}$,

$$
\begin{aligned}
& \frac{1}{2} e^{-2 \lambda b^{2}} \int_{\Omega}(\Delta h)^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}-C_{2} e^{-2 \lambda b^{2}} \int_{\Omega}\left(|\nabla h|^{2}+|h|^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|h\|_{H^{3}(\Omega)}^{2} \\
& \quad \geq \frac{C_{2}}{\lambda} \sum_{i, j=1}^{3} e^{-2 \lambda b^{2}} \int_{\Omega} h_{x_{i} x_{j}}^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}+C_{2} \lambda e^{-2 \lambda b^{2}} \int_{\Omega}\left((\nabla h)^{2}+\lambda^{2} h^{2}\right) e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|h\|_{H^{3}(\Omega)}^{2}
\end{aligned}
$$

This, (8.89), and (8.56) imply (8.58).

### 8.5.3 Proof of Theorem 8.4.6

We rewrite the functional $J_{\lambda, \beta}(Q)$ in (8.55) as

$$
\begin{equation*}
J_{\lambda, \beta}(Q+G)=J_{\lambda, \beta}^{0}(Q+G)+\beta\|Q+G\|_{H^{3}(\Omega)}^{2} \tag{8.90}
\end{equation*}
$$

Since the vector function $Q^{*} \in B(m, R)$ is the exact solution of the problem (8.49), (8.50) with the noiseless data $G^{*}$, then $J_{\lambda, \beta}^{0}\left(Q^{*}+G^{*}\right)=0$. Hence,

$$
\begin{equation*}
J_{\lambda, \beta}\left(Q^{*}+G^{*}\right) \leq C_{2} \beta \tag{8.91}
\end{equation*}
$$

Next, $J_{\lambda, \beta}\left(Q^{*}+G\right)=\left(J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q^{*}+G^{*}\right)\right)+J_{\lambda, \beta}\left(Q^{*}+G^{*}\right)$. Hence, applying (8.91), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(Q^{*}+G\right) \leq\left|J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q^{*}+G^{*}\right)\right|+C_{2} \beta . \tag{8.92}
\end{equation*}
$$

Using (8.62) and (8.90), we estimate the first term in the right-hand side of (8.92),

$$
\begin{align*}
\left|J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q^{*}+G^{*}\right)\right| & \leq\left|J_{\lambda, \beta}^{0}\left(Q^{*}+G\right)-J_{\lambda, \beta}^{0}\left(Q^{*}+G^{*}\right)\right|+C_{2} \beta \delta \\
& \leq C_{2} \delta \exp \left(2 \lambda(A+b)^{2}\right)+C_{2} \beta \delta . \tag{8.93}
\end{align*}
$$

Recall that due to our choice $\lambda=\lambda(\delta)=\ln \delta^{-\eta}$, where $\eta=\left[4(A+b)^{2}\right]^{-1}$, we have $\delta \exp \left(2 \lambda(A+b)^{2}\right)=1 / \sqrt{\delta}$. Hence, (8.93) implies

$$
\left|J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q^{*}+G^{*}\right)\right| \leq C_{2} \sqrt{\delta}, \quad \forall \beta \in(0,1) .
$$

Combining this with (8.91), we obtain

$$
\begin{equation*}
J_{\lambda, \beta}\left(Q^{*}+G\right) \leq C_{2}(\sqrt{\delta}+\beta) . \tag{8.94}
\end{equation*}
$$

Until now, we have not used in this proof the strict convexity of the functional $J_{\lambda, \beta}(Q+G)$ for $Q \in B(m, R)$. But we will use this property in the rest of the proof. Recall that by Theorem 8.4.3 $Q_{\text {min }, \lambda, \beta} \in \overline{B(m, R)}$ is the unique minimizer on the set $\overline{B(m, R)}$ of the functional $J_{\lambda, \beta}(Q+G)$ on the set $\overline{B(m, R)}$. By Theorem 8.4.2,

$$
\begin{align*}
& J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q_{\min , \lambda, \beta}+G\right)-J_{\lambda, \beta}^{\prime}\left(Q_{\min , \lambda, \beta}\right)\left(Q^{*}-Q_{\min , \lambda, \beta}\right)  \tag{8.95}\\
& \quad \geq \frac{C_{2}}{\lambda} \sum_{i, j=1}\left\|\left(Q^{*}-Q_{\min , \lambda, \beta, \beta}\right)_{x_{i} x_{j}}\right\|_{L_{2}(\Omega)}^{2}+C_{2} \lambda\left\|Q^{*}-Q_{\min , \lambda, \beta, \beta}\right\|_{H^{1}(\Omega)}^{2}+\frac{\beta}{2}\left\|Q^{*}-Q_{\min , \lambda, \beta, \beta}\right\|_{H^{3}(\Omega)}^{2} .
\end{align*}
$$

Since by (8.59) $-J_{\lambda, \beta}^{\prime}\left(Q_{\min , \lambda, \beta}\right)\left(Q^{*}-Q_{\min , \lambda, \beta}\right) \leq 0$, then (8.94) implies that the left-hand side of (8.95) can be estimated as

$$
J_{\lambda, \beta}\left(Q^{*}+G\right)-J_{\lambda, \beta}\left(Q_{\min , \lambda, \beta}+G\right)-J_{\lambda, \beta}^{\prime}\left(Q_{\min , \lambda, \beta}+G\right)\left(Q^{*}-Q_{\min , \lambda, \beta}\right) \leq C_{2}(\sqrt{\delta}+\beta)
$$

Hence, using our choice of $\lambda=\lambda(\delta)=\ln \delta^{-\eta}$ and (8.95), we obtain estimates (8.63) and (8.64). Estimates (8.65) and (8.66) are obtained from (8.63) and (8.64), respectively, using (8.61) and the triangle inequality. Estimate (8.67) obviously follows from estimate (8.66).

### 8.6 Numerical studies

The single point source is now $\mathbf{x}_{0}=(0,0,-5)$. We choose in (8.3) the numbers $A=1$. Hence, below

$$
\begin{align*}
\Omega & =\{-1 / 2<x, y<1 / 2, z \in(0,1)\}, \\
\Gamma_{0} & =\{\mathbf{x}=(x, y, z):-1 / 2<x, y<1 / 2, z=1\}, \quad \Gamma_{1}=\partial \Omega \backslash \Gamma_{0} . \tag{8.96}
\end{align*}
$$

We have introduced the vector function $G$ in Section 8.4.1, and thus obtained the problem (8.49), (8.50) for the vector function $Q=W-G$ from the problem (8.43), (8.44) for the vector function $W$ in order to obtain zero boundary conditions (8.50) for $Q$.

The latter was convenient for proofs of Theorems 8.4.3-8.4.6. However, it follows from Theorems 8.4.2-8.4.6 that their obvious analogs hold true for the functional

$$
\begin{gather*}
J_{\lambda, \beta}(W)=e^{-2 \lambda b^{2}} \int_{\Omega}(\Delta W+F(\nabla W, W))^{2} e^{2 \lambda(z+b)^{2}} d \mathbf{x}+\beta\|W\|_{H^{3}(\Omega)}^{2},  \tag{8.97}\\
W \in B_{W}(m, R)=\{W: W=Q-G, \forall Q \in B(m, R)\} . \tag{8.98}
\end{gather*}
$$

Furthermore, we use in (8.97) $\beta=0, b=0$. Therefore, we ignore the multiplier $e^{-2 \lambda b^{2}}$, which was used above to balance first and second terms in the right-hand side of (8.55); see (8.56). Hence, we minimize the weighted cost functional

$$
\begin{equation*}
J_{\lambda}(W)=\int_{\Omega}(\Delta W+F(\nabla W, W))^{2} e^{2 \lambda z^{2}} d \mathbf{x} \tag{8.99}
\end{equation*}
$$

on the set (8.98). We conjecture that the case $\beta=0$ works probably because the minimal mesh size of $1 / 32$ in the finite differences we use to minimize this functional is not too small, and all norms in finite dimensional spaces are equivalent; see item 3 of Remark 8.4.1. In addition, recall that, by the same item, one can choose any value of $\beta \in(0,1)$ in convergence estimates (8.63)-(8.66). Also, we use the gradient descent method (GD) instead of a more complicated gradient projection method. We have observed that GD works well for our computations. The latter coincides with observations in all earlier publications about numerical studies of the convexification [ $9,115-117,142-145,145,146,150,151,164]$. As to our choice $b=0$, one can derive from the proof of Theorem 9.4 .1 that a slightly modified Carleman estimate of this theorem works in a little bit smaller domain $\Omega^{\prime}=\Omega \cap\{z>\varepsilon\}$ for any small number $\varepsilon>0$. Finally, we believe that simplifications listed in this section work well numerically due to a commonly known observation that numerical studies are usually less pessimistic than the theory is.

### 8.6.1 Some details of the numerical implementation

To solve the inverse problem, we should first computationally simulate the data (8.14) at $\partial \Omega$ via the numerical solution of the forward problem (8.11), (8.12). To solve the problem (8.11), (8.12) computationally, we have used the standard finite difference method. To avoid the use of the infinite space $\mathbb{R}^{3}$ in the solution of the forward problem, we choose the cube $\Omega_{f}=\{-6.5<x, y<6.5, z \in(-6,7)\}$. So that $\Omega \subset \Omega_{f}, \partial \Omega \cap \partial \Omega_{f}=\varnothing$ and $\mathbf{x}_{0}=(0,0,-5) \in \Omega_{f}$. We choose a sufficiently large number $T_{0}=6.5$. Then we solve equation (8.11) with the initial condition (8.12) and zero Dirichlet boundary condition at $\partial \Omega_{f}$ for $(\mathbf{x}, t) \in \Omega_{f} \times\left(0, T_{0}\right)$ via finite differences. Indeed, the wave originated at $\mathbf{x}_{0}$ cannot reach neither vertical sides of $\Omega_{f}$ nor the upper side $\{z=7\} \cap \overline{\Omega_{f}}$ of $\Omega$ for times $t \in(0,6.5)$. However, it reaches the upper side $\{z=1\} \cap \bar{\Omega}$ of $\Omega$ at $t=6$. This wave reaches the lower side $\{z=-6\} \cap \overline{\Omega_{f}}$ of $\Omega_{f}$ at $t=1$, which means that the zero Dirichlet boundary condition on the lower side is incorrect. Still, for $t \in(0,6.5)$, the wave reflected from


Figure 8.1: (a) A schematic diagram of domains $\Omega$, source, and detectors. (b) This figure explains how do we approximately choose the boundary condition $\left.\tau(\mathbf{x})\right|_{\partial \Omega}$. We have chosen here a selected point $\mathbf{x} \in \Gamma_{0}$.
the lower side of $\Omega_{f}$ does not reach the upper side $\{z=1\} \cap \bar{\Omega}$ of $\Omega$, where the data for our CIP are given. Hence, this reflected wave does not affect our data, see Figure 8.1.

We use the explicit scheme. The grid step size in each spatial direction is $\Delta x=1 / 32$ and in time direction $\Delta t=0.002$. To avoid a substantial increase of the computational time, we do not decrease these step sizes. When solving the forward problem, we model the $\delta\left(\mathbf{x}-\mathbf{x}_{0}\right)$-function in (8.12) as

$$
\tilde{\delta}\left(\mathbf{x}-\mathbf{x}_{0}\right)= \begin{cases}\frac{1}{\varepsilon} \exp \left(-\frac{1}{1-\left|\mathbf{x}-\mathbf{x}_{0}\right|^{2} / \varepsilon}\right), & \text { if }\left|\mathbf{x}-\mathbf{x}_{0}\right|^{2}<\varepsilon=0.01 \\ 0, & \text { otherwise }\end{cases}
$$

In computations of the inverse problem, for each test we use, we choose in the data (8.14) $T=\max _{\bar{\Omega}} \tau(\mathbf{x})+0.1$. We have observed that $T<T_{0}$ in all our tests. Next, we set $T_{1}=T-\max _{\bar{\Omega}} \tau(\mathbf{x})=0.1$. An important question is on how do we figure out boundary conditions at $\partial \Omega$ for the function $\tau(\mathbf{x})$, that is, $\left.\tau(\mathbf{x})\right|_{\partial \Omega}$ and also $\left.\partial_{z} \tau(\mathbf{x})\right|_{\Gamma_{0}}$. In principle, for $\mathbf{x} \in \partial \Omega$, one should choose such a number $\tau_{0}(\mathbf{x})$ that $\tau_{0}(\mathbf{x})=\min _{t}\{t: u(\mathbf{x}, t)>0\}$. However, it is hard to choose in practice the number $\tau_{0}(\mathbf{x})$ satisfying this criterion. Therefore, we calculate such a number $\tilde{t}(\mathbf{x})$ at which the first wave with the largest maximal value arrives at the point $\mathbf{x} \in \partial \Omega$; see Figure 8.2. Next, we set $\left.\tau_{0}(\mathbf{x})\right|_{\partial \Omega}:=$ $\left.\widetilde{t}(\mathbf{x})\right|_{\partial \Omega}$. To calculate the derivative $\left.\partial_{z} \tau_{0}(\mathbf{x})\right|_{\Gamma_{0}}$, we compute the discrete normal derivative of $\tau_{0}(\mathbf{x})$ over the mesh in the forward problem.

To minimize the weighted cost functional $J_{\lambda}(W)$ in (8.98), we act similarly with the previous above cited works about numerical studies of the convexification for a number of other CIPs. More precisely, we write the differential operators involved in $J_{\lambda}(W)$ via finite differences and minimize with respect to the values of the discrete analog of the vector function $W$ at grid points. As to the choice of the parameter $\lambda$,
even though the above theory works only for sufficiently large values of $\lambda$, we have established in our computational experiments that the choice $\lambda=1$ is an optimal one for all tests we have performed. This again repeats an observation of all above cited works on numerical studies of the convexification, in which the optimal choice was $\lambda \in[1,3]$. We have also tested two different values of the number $N$ terms in the series (8.37): $N=1$ and $N=3$. Our computational results indicate that $N=3$ provides results of a good quality. In all tests below, the starting point of GD is the vector function $W(\mathbf{x})$, which is generated by the coefficient $c(\mathbf{x}) \equiv 1$ in equation (8.11), $W_{c \equiv 1}(\mathbf{x})$.

### 8.6.2 A multilevel minimization method of the functional $J_{\lambda}(W)$

We have found in our computational experiments that the gradient descent method for our weighted cost functional $J_{\lambda, 0}(W)$ converges rapidly on a coarse mesh. This provides us with a rough image. Hence, we have implemented a multi-level method [189]. Let $M_{h_{1}} \subset M_{h_{2}} \subset \cdots \subset M_{h_{K}}$ be nested finite difference meshes, that is, $M_{h_{k}}$ is a refinement of $M_{h_{k-1}}$ for $k \leq K$. Let $P_{h_{k}}$ be the corresponding finite difference functional space. One the first level $M_{h_{1}}$, we solve the discrete optimization problem. In other words, let $W_{h_{1}, \min }$ be the minimizer on the finite difference analog of the set (8.98) of the following functional:

$$
\begin{equation*}
J_{\lambda}\left(W_{h_{1}}\right)=\int_{\Omega}\left(\Delta W_{h_{1}}+F\left(\nabla W_{h_{1}}, W_{h_{1}}\right)\right)^{2} e^{2 \lambda z^{2}} d \mathbf{x} \tag{8.100}
\end{equation*}
$$

In (8.100) the integral and the derivatives are understood in the discrete sense, and $W_{h_{1} \text {, min }}$ is found via the GD. Then we interpolate the minimizer $W_{h_{1}, \min }$ on the finer mesh $M_{h_{2}}$ and use the resulting vector function $W_{h_{2} \text {,int }}$ as the starting point of the gradient descent method of the optimization of the direct analog of functional (8.100) in which $h_{1}$ is replaced with $h_{2}$ and $W_{h_{1}}$ is replaced with $W_{h_{2}}$. This process is repeated until we obtain the minimizer $W_{h_{K}, \min }$ on the $K_{t h}$ level on the mesh $M_{h_{K}}$.

Since $(x, y, z) \in(-1 / 2,1 / 2) \times(-1 / 2,1 / 2) \times(0,1)$, then our first level $M_{h_{1}}$ is set to be the uniform mesh with the grid step $h_{1}=1 / 8$. For each mesh refinement, we will refine the mesh via setting the new grid step of the refined mesh in all directions to be $1 / 2$ of the previous grid step. On each level $M_{h_{k}}$, we stop iterations as soon as we see that $\left\|\nabla J_{\lambda}^{\left(h_{k}\right)}\left(W_{h_{k}}\right)\right\| \leq 2 \times 10^{-2}$. Next, we refine the mesh and compute the solution on the next level $M_{h_{k+1}}$. In the end, we compute our approximation for the target coefficient $c(\mathbf{x})$ using the final minimizer $W_{h_{K}, \min }$.

### 8.6.3 Numerical testing

In the tests of this section, we demonstrate the efficiency of our numerical method for imaging of small inclusions as well as for imaging of a smoothly varying function $c(\mathbf{x})$.


Figure 8.2: Results of Test 1. Imaging of one ball-shaped inclusion with $c=2$ in it and $c=1$ outside. Hence, the inclusion/background contrast is $2: 1$. We have stopped at the 3rd mesh refinement for all three values of $N$. (a) and (b) Correct images. (c) and (d) Computed images for $N=1$. (e) and (f) Computed images for $N=3$. The maximal value of the computed coefficient $c(\mathbf{x})$ is approximately 1.8.

In all tests, the background value of $c_{\text {bkgr }}=1$. Note that a postprocessing of images was not applied in our numerical tests. As to the derivatives, we refer to Section 7.6.3. In Figures 7.2-7.8, slices are depicted to demonstrate the values of the computed function $c(\mathbf{x})$.

Test 1. First, we test the reconstruction by our method of a single ball shaped inclusion depicted in Figure 8.2(a). Here, $c=2$ inside of this inclusion and $c=1$ outside. Hence, the inclusion/background contrast is 2:1. We show the 3D image and slices for $N=1,3$; see Figures 8.2.

Test 2. Second, we test the reconstruction by our method of a single elliptically shaped inclusion depicted on Figure 8.3(a). Here, $c=2$ inside of this inclusion and $c=1$ outside. Hence, the inclusion/background contrast is 2:1. We show the 3D image and slices for $N=3$; see Figures 8.3.


Figure 8.3: Results of Test 2. Imaging of one elliptically shaped inclusion with $c=2$ in it and $c=1$ outside. Hence, the inclusion/background contrast is $2: 1$. We have stopped at the 3 rd mesh refinement for all three values of $N$. (a) and (b) Correct images. (c) and (d) Computed images for $N=3$. The maximal value of the computed coefficient $c(\mathbf{x})$ is approximately 1.6.


Figure 8.4: Results of Test 3. Imaging of two ball-shaped inclusions with $c=2$ in each of them and $c=1$ outside. We have stopped on the 3rd mesh refinement for all three values of $N$. (a) and (b) Correct images. (c) and (d) Computed images for $N=3$. In each imaged inclusion, the maximal value of the computed coefficient $c(\mathbf{x})$ is approximately 1.9.

Test 3. We now test the performance of our method for imaging of two ball-shaped inclusions depicted on Figure 8.4(a). Here, $c=2$ inside of each inclusion and $c=1$ outside of these inclusions. Figures 8.4 display results.

Test 4. We now test our method for the case when the function $c(\mathbf{x})$ is smoothly varying within an abnormality and with a wide range of variations approximately between 0.6 and 1.7. The results are shown in Figure 8.5. Thus, our method can accurately image not only "sharp" inclusions as in Tests 1-3, but abnormalities with smoothly varying functions $c(\mathbf{x})$ in them as well.

Test 5. In this example, we test the reconstruction by our method of a single ballshaped inclusion with a high inclusion/background contrast; see Figure 8.6(a). Here, $c=5$ inside of this inclusion and $c=1$ outside. Hence, the inclusion/background contrast is 5:1. See Figures 8.6 for results.


Figure 8.5: Results of Test 4. Imaging of a smoothly varying coefficient. The function $c(\mathbf{x})$ in the inclusion varies between 0.6 and 1.7. (a) and (b) Correct images. (c) and (d) Computed images for $N=1$. (e) and (f) Computed images for $N=3$. The computed function $c(\mathbf{x})$ in the inclusion varies approximately between 0.7 and 1.6.


Figure 8.6: Results of Test 5. Imaging of one ball-shaped inclusion with $c=5$ in it and $c=1$ outside. Hence, the inclusion/background contrast is $5: 1$. We have stopped at the 3rd mesh refinement. (a) and (b) Correct images. (c) and (d) Computed images for $N=3$. The maximal value of the computed coefficient $c(\mathbf{x})$ is approximately 4.

Test 6. In this example, we test the stability of our algorithm with respect to the random noise in the data. We test the stability for the case of the function $c(\mathbf{x})$ described in test 4. The noise is added for $\mathbf{x} \in \Gamma_{0}$ (see (8.96)) as

$$
\begin{equation*}
g_{0, \text { noise }}(\mathbf{x}, t)=g_{0}(\mathbf{x}, t)\left(1+\epsilon \xi_{t}\right) \quad \text { and } \quad g_{1, \text { noise }}(\mathbf{x}, t)=g_{1}(\mathbf{x}, t)\left(1+\epsilon \xi_{t}\right), \tag{8.101}
\end{equation*}
$$

where functions $g_{0}(\mathbf{x}, t), g_{1}(\mathbf{x}, t)$ are defined in (8.14), $\epsilon$ is the noise level, and $\xi_{t}$ is a random variable depending only on the time $t$ and uniformly distributed on [-1,1]. We took $\boldsymbol{\epsilon}=5 \%$ which is $5 \%$ noise, see Figure 8.7.


Figure 8.7: Results of Test 6. We test the reconstruction of the same function $c(\mathbf{x})$ as in Test 4 (Figures 8.6) but with the noise in the data. The level of noise in (6.5) is $\epsilon=5 \%$. We have stopped at the 3rd mesh refinement for $N=3$. (a) and (b) Correct images. (c) and (d) Computed images for $N=3$. The computed function $c(\mathbf{x})$ in the inclusion varies between 0.7 and 1.6.

## 9 Convexification for an inverse parabolic problem

In this chapter, we follow our publication [151]. Permission for republication is obtained from the publisher.

### 9.1 Introduction

In this chapter, we construct the convexification globally convergent numerical method for a Coefficient Inverse Problem (CIP) for a parabolic PDE. This CIP has applications in heat conduction [4, 5] and in medical optical imaging using the diffuse infrared light [70]. The first step toward the goal of this chapter was made in [141] for a similar CIP. However, there are some problems in [141], which prevent one from a numerical implementation of the idea of [141]. Indeed, although a weighted globally strictly convex Tikhonov-like functional is constructed in [141], the CWF in it is the same as the one in Section 2.3. However, this CIP is too complicated since it depends on two large parameters rather than on a single one. This means that the CWF of [141] changes too rapidly. The latter does not allow a numerical implementation. In addition, since [141] was published before [11], then uniqueness and existence of the minimizer as well as the global convergence of the gradient projection method to the correct solution of that CIP are not proven in [141]. Besides, numerical studies were not conducted in [141].

Thus, in this chapter we establish a new Carleman estimate with a simpler CWF, which can be used for computations. Our central result is the global strict convexity of our weighted Tikhonov-like functional. Next, we establish the existence and uniqueness of its minimizer, estimate the distance between that minimizer and the exact solution and prove the global convergence of the gradient projection method to the exact solution. Finally, we present results of our numerical experiments.

### 9.2 Statement of the coefficient inverse problem

Below $\mathbf{x}=(x, \bar{x}) \in \mathbb{R}^{n}$, where $\bar{x}=\left(x_{2}, \ldots, x_{n}\right)$ and $x=x_{1}$. Let the numbers $A, B>0$, and $A<B$. We introduce the cube $\Omega \subset \mathbb{R}^{n}$ and a part $\Gamma$ of its boundary $\partial \Omega$ as

$$
\begin{equation*}
\Omega=\left\{\mathbf{x}: A<x, x_{2}, \ldots, x_{n}<B\right\}, \quad \Gamma=\left\{x=B, A<x_{2}, \ldots, x_{n}<B\right\} . \tag{9.1}
\end{equation*}
$$

Let the number $T>0$. Denote

$$
Q_{T}^{ \pm}=\Omega \times(-T, T), \quad S_{T}^{ \pm}=\partial \Omega \times(-T, T), \quad \Gamma_{T}^{ \pm}=\Gamma \times(-T, T) .
$$

Below $\alpha \in(0,1), m \geq 1$ is an integer and $C^{m+\alpha}(\bar{\Omega}), C^{2 m+\alpha, m+\alpha / 2}\left(\overline{Q_{T}^{ \pm}}\right)$are Hölder spaces [173]. Let

$$
b_{j}(\mathbf{x}), c(\mathbf{x}) \in C^{2+\alpha}(\bar{\Omega}) ; \quad j=1, \ldots, n .
$$

We consider the elliptic operator $L$ in the following form:

$$
\begin{equation*}
L u=\Delta u+\sum_{j=1}^{n} b_{j}(\mathbf{x}) u_{x_{j}}-c(\mathbf{x}) u, \quad \mathbf{x} \in \Omega . \tag{9.2}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
c(\mathbf{x}) \geq 0 \quad \text { in } \bar{\Omega} . \tag{9.3}
\end{equation*}
$$

The forward parabolic initial boundary value problem is stated as [173, 174].
Forward problem. Let the initial condition $f(\mathbf{x}) \in C^{4+\alpha}(\bar{\Omega})$. Find a function $u(\mathbf{x}, t) \in$ $C^{4+\alpha, 2+\alpha / 2}\left(\overline{Q_{T}^{ \pm}}\right)$satisfying the following conditions:

$$
\begin{align*}
u_{t} & =L u \quad \text { in } Q_{T}^{ \pm},  \tag{9.4}\\
u(\mathbf{x},-T) & =f(\mathbf{x}),  \tag{9.5}\\
\left.u\right|_{S_{T}^{ \pm}} & =g_{0}(\mathbf{x}, t) . \tag{9.6}
\end{align*}
$$

If $n=3$ and functions $b_{j}(\mathbf{x}) \equiv 0$ for $j=1, \ldots, n$, then $c(\mathbf{x})$ is the absorption coefficient in the case of medical optical imaging using the diffuse infrared light [70].

If the domain $\Omega$ would have its boundary $\partial \Omega \in C^{4+\alpha}$ and if the Dirichlet condition $g_{0}(\mathbf{x}, t)$ would belong to $C^{4+\alpha, 2+\alpha / 2}\left(\overline{S_{T}^{ \pm}}\right)$and also corresponding compatibility conditions would be satisfied [174], then the existence and uniqueness of the solution $u \in C^{4+\alpha, 2+\alpha / 2}\left(\overline{Q_{T}^{ \pm}}\right)$of problems (9.2)-(9.6) would be ensured [174]. However, for the convenience of our derivations for the inverse problem, we have chosen the case of a piecewise smooth boundary $\partial \Omega$. Hence, we can only assume the existence of the solution $u \in C^{4+\alpha, 2+\alpha / 2}\left(\overline{Q_{T}^{ \pm}}\right)$of problems (9.4)-(9.6). As to its uniqueness, it follows immediately from (9.3) and the maximum principle for parabolic PDEs.

Coefficient Inverse Problem (CIP). Let the number $t_{0} \in(-T, T)$. Suppose that the function $g_{0}(\mathbf{x}, t)$ in (9.6) is known. Also, assume that the function $f(\mathbf{x})$ in (9.5) as well as the coefficient $c(\mathbf{x})$ are unknown. In addition, let the following two functions $g_{1}(\mathbf{x}, t)$ and $f_{0}(\mathbf{x})$ be known:

$$
\begin{align*}
\left.u_{x}\right|_{\Gamma_{T}^{ \pm}} & =g_{1}(\mathbf{x}, t),  \tag{9.7}\\
u\left(\mathbf{x}, t_{0}\right) & =f_{0}(\mathbf{x}) . \tag{9.8}
\end{align*}
$$

Find the unknown coefficient $c(\mathbf{x})$.

## Remarks 9.2.1.

1. Thus, the data for this CIP is the single pair of functions $\left(g_{1}, f_{0}\right)$. These data are nonredundant, so as for all CIPs for which the convexification method works. In other words, the number $m$ of free variables in the data equals the number $n$ of free variables in the unknown coefficient, $m=n$. As to the globally convergent numerical methods for CIPs with redundant data with $m>n$, see, for example, [27, 71, 109-112].
2. Assuming that $f_{0}(\mathbf{x}) \neq 0$ in $\bar{\Omega}$, uniqueness of this CIP follows immediately from Theorem 3.4.2 even for the case if both functions $g_{0}(\mathbf{x}, t)$ and $g_{1}(\mathbf{x}, t)$ are given for $(\mathbf{x}, t) \in \Gamma^{\prime} \times\left(-T^{\prime}, T^{\prime}\right)$, where $\Gamma^{\prime} \subset \partial \Omega$ is an arbitrary part of $\partial \Omega$ and $T^{\prime} \in(0, T]$ is an arbitrary number. Prior the publication of this book uniqueness of this and similar CIPs for any value of $T>0$ was proven by the BK method [51] in, for example, Theorem 1.10.7 in [22], Theorem 2 in [122], Theorem 3.10 in [126], and Theorem 3.4 in [132]. We also refer to [96, 252] for the Lipschitz stability estimates for this CIP.
3. As soon as the coefficient $c(\mathbf{x})$ is found via the solution of the above CIP, one can uniquely determine the function $f(\mathbf{x})$ in (9.5) using functions $g_{0}$ and $f_{0}$ [184]: the knowledge of $g_{1}$ is not necessary then, as long as $c(\mathbf{x})$ is known. This is the socalled "parabolic problem with the reversed time." Since this problem is outside of the scope of the current publication, we now only provide some short comments. We refer to [253] for an early publication where both the coefficient $c(\mathbf{x})$ and the initial condition $f(\mathbf{x})$ where simultaneously reconstructed numerically for a similar CIP. As to the reconstruction of the function $f(\mathbf{x})$, results of [130] indicate that even if both Dirichlet and Neumann boundary conditions are given at the entire lateral boundary $S_{T}^{ \pm}$, in addition to the function $f_{0}(\mathbf{x})$ in (9.8), only a logarithmic stability estimate can be obtained for the problem of finding $f(\mathbf{x})$. This means that one cannot anticipate a good stability of the latter problem. The same conclusion was drawn in [253]. A recent convergent numerical method for the parabolic problem with the reversed time can be found in [166].

### 9.3 Weighted globally strictly convex Tikhonov-like functional

We assume below that there exists a number $\mu>0$ such that

$$
\begin{align*}
f(\mathbf{x}) \geq \mu, & \forall \mathbf{x} \in \bar{\Omega},  \tag{9.9}\\
g_{0}(\mathbf{x}, t) \geq \mu, & \forall(\mathbf{x}, t) \in \overline{S_{\bar{T}}^{ \pm}} \tag{9.10}
\end{align*}
$$

Then (9.3), (9.9), (9.10), and the maximum principle for parabolic PDEs [79, 174] imply that

$$
\begin{equation*}
u(\mathbf{x}, t) \geq \mu \quad \text { in } \overline{Q_{T}^{ \pm}} \tag{9.11}
\end{equation*}
$$

### 9.3.1 Nonlinear integral differential equation

Using (9.11), we introduce a new function $v(\mathbf{x}, t)$,

$$
\begin{equation*}
v(\mathbf{x}, t)=\ln u(\mathbf{x}, t) \rightarrow u=e^{v} \tag{9.12}
\end{equation*}
$$

Substituting (9.12) in (9.4)-(9.8), we obtain in $Q_{T}^{ \pm}$:

$$
\begin{align*}
v_{t}-\Delta v-(\nabla v)^{2}-\sum_{k=1}^{n} b_{j}(\mathbf{x}) v_{x_{j}} & =c(\mathbf{x}),  \tag{9.13}\\
\left.v\right|_{S_{T}^{ \pm}} & =\ln g_{0}(\mathbf{x}, t),\left.\quad v_{x}\right|_{T} ^{ \pm}=\left(g_{1} / g_{0}\right)(\bar{x}, t),  \tag{9.14}\\
v\left(\mathbf{x}, t_{0}\right) & =\ln f_{0}(\mathbf{x}):=\widetilde{f}_{0}(\mathbf{x}) . \tag{9.15}
\end{align*}
$$

For brevity, we set below $t_{0}:=0$. The case $t_{0} \neq 0$ can be considered along the same lines. Differentiate both sides of the nonlinear equation (9.13) with respect to $t$ and denote $w(\mathbf{x}, t)=v_{t}(\mathbf{x}, t)$. Since the function $c(\mathbf{x})$ is independent on $t$, then the righthand side of the resulting equation will be zero. By (9.15),

$$
\begin{equation*}
v(\mathbf{x}, t)=\int_{0}^{t} w(\mathbf{x}, \tau) d \tau+\widetilde{f}_{0}(\mathbf{x}), \quad(\mathbf{x}, t) \in Q_{T}^{ \pm} . \tag{9.16}
\end{equation*}
$$

Thus, (9.14)-(9.16) lead to a nonlinear integral differential PDE with Volterra integrals, supplied by the lateral Cauchy data,

$$
\begin{align*}
N(w)= & w_{t}-M w \\
& -2 \nabla w \int_{0}^{t} \nabla w(\mathbf{x}, \tau) d \tau=0, \quad(\mathbf{x}, t) \in Q_{T}^{ \pm},  \tag{9.17}\\
\left.w\right|_{S_{T}^{ \pm}}= & p_{0}(\mathbf{x}, t),\left.\quad w_{x}\right|_{\Gamma_{T}^{ \pm}}=p_{1}(\mathbf{x}, t), \tag{9.18}
\end{align*}
$$

where $p_{0}(\mathbf{x}, t)=\left(g_{0 t} / g_{0}\right)(\mathbf{x}, t)$ and $p_{1}(\mathbf{x}, t)=\partial_{t}\left(g_{1} / g_{0}\right)(\bar{x}, t)$, where

$$
\begin{equation*}
M w=L w+2 \nabla w \nabla \tilde{f}_{0}=\Delta w+\sum_{j=1}^{n} b_{j}(\mathbf{x}) w_{x_{j}}+2 \nabla w \nabla \widetilde{f}_{0} . \tag{9.19}
\end{equation*}
$$

### 9.3.2 The functional

First, we choose such a CWF which would work well computationally. The CWF of Section 2.3 changes too rapidly since it depends on two large parameters $\lambda$ and $v$. This is inconvenient for a numerical implementation. Thus, we choose the $\operatorname{CWF} \varphi_{\lambda}(x, t)$ as

$$
\begin{equation*}
\varphi_{\lambda}(x, t)=\exp \left(2 \lambda\left(x^{2}-t^{2}\right)\right) \tag{9.20}
\end{equation*}
$$

where $\lambda \geq 1$ is a parameter. This means that we need to prove the Carleman estimate with this CWF; see Theorem 9.4.1 in Section 9.4.

Since the function $\varphi_{\lambda}(x, t)$ depends only on one component $x$ of the $n$-D vector $x=(x, \bar{x})$, then it follows from (9.26) and (9.29) that this Carleman estimate is valid
only because the Dirichlet boundary condition $g_{0}(\mathbf{x}, t)$ in (9.6) is given on the entire lateral boundary $S_{T}^{ \pm}$of the cylinder $Q_{T}^{ \pm}$, whereas the Neumann boundary condition $g_{1}(\mathbf{x}, t)$ in (9.7) is given only on $\Gamma_{T}^{ \pm} \subset S_{T}^{ \pm}$.

Let $[(n+1) / 2]$ be the maximal integer, which does not exceed $(n+1) / 2$. Denote $k_{n}=[(n+1) / 2]+2$. For example, we have for the most popular cases of $n=1,2,3$ :

$$
k_{n}= \begin{cases}3 & \text { if } n=1,2 \\ 4 & \text { if } n=3\end{cases}
$$

We have chosen the number $k_{n}$ in such a way that

$$
\begin{align*}
& H^{k_{n}}\left(Q_{T}^{ \pm}\right) \subseteq H^{3}\left(Q_{T}^{ \pm}\right),  \tag{9.21}\\
& H^{k_{n}}\left(Q_{T}^{ \pm}\right) \subset C^{1}\left(\overline{Q_{T}^{ \pm}}\right), \quad\|q\|_{C^{1}\left(\overline{Q_{T}^{ \pm}}\right)} \leq C_{0}\|q\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right.}, \quad \forall q \in H^{k_{n}}\left(Q_{T}^{ \pm}\right), \tag{9.22}
\end{align*}
$$

where the number $C_{0}=C_{0}\left(Q_{T}^{ \pm}\right)>0$ depends only on the domain $Q_{T}^{ \pm}$. Relations (9.22) follow from (9.21) and the embedding theorem.

Let $R>0$ be an arbitrary number. We define the bounded set of functions $B\left(R, p_{0}, p_{1}\right)$ as follows:

$$
\begin{align*}
& B\left(R, p_{0}, p_{1}\right)  \tag{9.23}\\
& \quad=\left\{w \in H^{k_{n}}\left(Q_{T}^{ \pm}\right):\|w\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}<R,\left.w\right|_{S_{T}^{ \pm}}=p_{0},\left.w_{x}\right|_{\Gamma_{T}^{ \pm}}=p_{1}\right\},
\end{align*}
$$

see (9.18) for functions $p_{0}, p_{1}$.
Let $\beta>0$ be a small regularization parameter and $N(w)$ be the nonlinear integral differential operator defined in (9.17). We construct our weighted Tikhonov-like functional with the CWF (9.20) in it as

$$
\begin{equation*}
J_{\lambda, \beta}(w)=e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}(N(w))^{2} \varphi_{\lambda} d \mathbf{x} d t+\beta\|w\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2} . \tag{9.24}
\end{equation*}
$$

Since $\max _{\overline{Q_{T}^{+}}} \varphi_{\lambda}=e^{2 \lambda B^{2}}$, then the multiplier $e^{-2 \lambda B^{2}}$ is introduced in (9.24) to balance two terms in the right hand side of (9.24).

Minimization problem. Minimize the functional $J_{\lambda, \beta}(w)$ on the set $\overline{B(R)}$ defined in (9.23).

Assume for a moment that a minimizer $w_{\min , \lambda, \beta}(\mathbf{x}, t)$ of functional (9.24) exists and is computed. Then we substitute $w_{\min , \lambda, \beta}(\mathbf{x}, t)$ in the integral of (9.16). Let the function $v_{\text {comp }}(\mathbf{x}, t)$ be the resulting left-hand side of (9.16). Next, substituting $v_{\text {comp }}(\mathbf{x}, t)$ in equation (9.13), we calculate an approximation for the target unknown coefficient $c(\mathbf{x})$. However, due to the inevitable computational errors as well as the noise in the
data, the resulting left-hand side of (9.13) would depend on $t$. Hence, to calculate an approximation $c_{\text {comp }}(\mathbf{x})$ for $c(\mathbf{x})$, we set

$$
\begin{align*}
& c_{\text {comp }}(\mathbf{x})  \tag{9.25}\\
& \quad=\frac{1}{2 \gamma T} \int_{-\gamma T}^{\gamma T}\left(\partial_{t} v_{\text {comp }}-\Delta v_{\text {comp }}-\left(\nabla v_{\text {comp }}\right)^{2}-\sum_{k=1}^{n} b_{j}(\mathbf{x}) \partial_{x_{j}} v_{\text {comp }}\right) d t,
\end{align*}
$$

where the number $y \in(0,1 / \sqrt{3})$ is chosen in the formulation of Theorem 9.4.5 in Section 9.4. Thus, we focus below on the minimization problem.

### 9.4 Theorems

Introduce the subspaces $H_{0}^{2,1}\left(Q_{T}^{ \pm}\right) \subset H^{2,1}\left(Q_{T}^{ \pm}\right)$and $H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right) \subset H^{k_{n}}\left(Q_{T}^{ \pm}\right)$as

$$
\begin{align*}
H_{0}^{2,1}\left(Q_{T}^{ \pm}\right) & =\left\{u \in H^{2,1}\left(Q_{T}^{ \pm}\right):\left.u\right|_{S_{T}^{ \pm}}=0,\left.u_{x}\right|_{\Gamma_{T}^{ \pm}}=0\right\},  \tag{9.26}\\
H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right) & =\left\{u \in H^{k_{n}}\left(Q_{T}^{ \pm}\right):\left.u\right|_{S_{T}^{ \pm}}=0,\left.u_{x}\right|_{\Gamma_{T}^{ \pm}}=0\right\} .
\end{align*}
$$

Since it is well known that any Carleman estimate depends only on the principal part of the operator (see, e. g., Lemma 2.1.1), then we consider in Theorem 9.4.1 only the principal part $\partial_{t}-\Delta$ of the parabolic operator $\partial_{t}-L$. We prove Theorem 9.4.1 in Section 9.9.

Theorem 9.4.1 (Carleman estimate). Suppose that the domain $\Omega$ and the $\operatorname{CWF} \varphi_{\lambda}(x, t)$ are the same as in (9.1) and (9.20), respectively. Then there exist numbers $\lambda_{0}, C$,

$$
\begin{equation*}
\lambda_{0}=\lambda_{0}(\Omega) \geq 1, \quad C=C(\Omega, T)>0 \tag{9.27}
\end{equation*}
$$

depending only on listed parameters such that the following Carleman estimate holds:

$$
\begin{align*}
& \int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \geq \frac{C}{\lambda} \int_{Q_{T}^{ \pm}}\left(u_{t}^{2}+\sum_{i, j=1}^{n} u_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda} d \mathbf{x} d t \\
&+C \lambda \int_{Q_{T}^{ \pm}}\left[(\nabla u)^{2}+\lambda^{2} u^{2}\right] \varphi_{\lambda} d \mathbf{x} d t  \tag{9.28}\\
&-C \exp \left(2 \lambda\left(B^{2}-T^{2}\right)\right) \int_{\Omega} \lambda^{2} u^{2}(\mathbf{x}, T) d \mathbf{x} \\
&-C \exp \left(2 \lambda\left(B^{2}-T^{2}\right)\right)\left((\nabla u)^{2}+\lambda^{2} u^{2}\right)(\mathbf{x},-T), \\
& \forall \lambda \geq \lambda_{0}, \forall u \in H_{0}^{2,1}\left(Q_{T}^{ \pm}\right) . \tag{9.29}
\end{align*}
$$

## Remarks 9.4.1.

1. Since the normal derivative of the function $u \in H_{0}^{2,1}\left(Q_{T}^{ \pm}\right)$equals zero only on the part $\Gamma_{T}^{ \pm}$of the lateral boundary $S_{T}^{ \pm}$of the time cylinder $Q_{T}^{ \pm}$rather than on the whole $S_{T}^{ \pm}$, then one should carefully analyze integrals over $S_{T}^{ \pm}$, which occur in the pointwise Carleman estimate: to make sure that these integrals equal zero.
2. We assume in all theorems below that the set $B\left(R, p_{0}, p_{1}\right) \neq \varnothing$ and that it has infinitely many elements. A simple sufficient condition of this is presented in this section below.

For brevity, let $K$ denote below the following vector of numbers:

$$
\begin{equation*}
K=\left(\max _{j}\left\|b_{j}\right\|_{C(\bar{\Omega})}, \mu\right) \tag{9.30}
\end{equation*}
$$

Theorem 9.4.2 (the central theorem of this chapter). Let $\mu, R>0$ be two numbers. Assume that condition (9.11) holds. Then the functional $J_{\lambda, \beta}(w)$ has the Fréchet derivative $J_{\lambda, \beta}^{\prime}(w) \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right)$for all $\lambda, \beta>0$ and for all $w \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$satisfying boundary conditions (9.18). Let $\lambda_{0} \geq 1$ be the constant of Theorem 9.4.1. Then there exist constants

$$
\begin{align*}
& \lambda_{1}=\lambda_{1}(R, T, \Omega, K) \geq \lambda_{0}  \tag{9.31}\\
& C_{1}=C_{1}(R, T, \Omega, K)>0 \tag{9.32}
\end{align*}
$$

depending only on listed parameters such that if $\lambda \geq \lambda_{1}$ and the regularization parameter $\beta \in\left[2 e^{-\lambda T^{2}}, 1\right)$, then the functional $J_{\lambda, \beta}(w)$ is strictly convex on the set $\overline{B\left(R, p_{0}, p_{1}\right)}$ for all $\lambda \geq \lambda_{1}$, i.e. for all $w_{1}, w_{2} \in \overline{B\left(R, p_{0}, p_{1}\right)}$ and for all $\lambda \geq \lambda_{1}$ the following estimate is valid:

$$
\begin{align*}
& J_{\lambda, \beta}\left(w_{2}\right)-J_{\lambda, \beta}\left(w_{1}\right)-J_{\lambda, \beta}^{\prime}\left(w_{1}\right)\left(w_{2}-w_{1}\right)  \tag{9.33}\\
& \quad \geq \frac{C_{1}}{\lambda} \exp \left(-2 \lambda\left(T^{2}+B^{2}-A^{2}\right)\right)\left\|w_{2}-w_{1}\right\|_{H^{2,1}\left(Q_{T}^{ \pm}\right)}^{2}+\frac{\beta}{2}\left\|w_{2}-w_{1}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2} .
\end{align*}
$$

Everywhere below $C>0$ and $C_{1}>0$ denote different constants depending only on parameters listed in (9.27) and (9.32), respectively; also see (9.30) for $K$.

Theorem 9.4.3. Let $\mu, R>0$ be two numbers. Assume that condition (9.11) holds. Let parameters $\lambda_{1}, \lambda \geq \lambda_{1}$, and $\beta$ be the same as the ones in Theorem 9.4.2. Then there exists the unique minimizer $w_{\min , \lambda, \beta} \in \overline{B\left(R, p_{0}, p_{1}\right)}$ of the functional $J_{\lambda, \beta}(w)$ on the set $\overline{B\left(R, p_{0}, p_{1}\right)}$. Furthermore, the following inequality holds:

$$
\begin{equation*}
J_{\lambda, \beta}^{\prime}\left(w_{\min , \lambda, \beta}\right)\left(w-w_{\min , \lambda, \beta}\right) \geq 0, \quad \forall w \in \overline{B\left(R, p_{0}, p_{1}\right)} . \tag{9.34}
\end{equation*}
$$

By one of main concepts of the regularization theory [244], we assume now that there exists an ideal, the so-called "exact" solution $c^{*}(\mathbf{x}) \in C^{2+\alpha}(\bar{\Omega})$ of the CIP (9.3), (9.4)-(9.8), where the data (9.6)-(9.8) are noiseless. Having the function $c^{*}(\mathbf{x})$, one can consider the noise-free solution $w^{*} \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$of equation (9.17) with the noiseless boundary data $p_{0}^{*}, p_{1}^{*}$ in (9.18) and the noiseless function $\widetilde{f}_{0}^{*}(\mathbf{x})$ in (9.17).

Let $c_{\text {comp }}(\mathbf{x})$ be the coefficient $c(\mathbf{x})$ reconstructed from the minimizer $w_{\min , \lambda, \beta}(\mathbf{x}, t)$ via backwards calculations, as outlined in the last paragraph of Section 9.3 and, in particular, in (9.25). We now want to estimate how the distances between the minimizer $w_{\min , \lambda, \beta}$ and the function $w^{*}$ as well as between coefficients $c^{*}(\mathbf{x})$ and $c_{\text {comp }}(\mathbf{x})$ depends on the level of noise $\delta \in(0, \min (1, \mu / 2, R))$ in the data. Naturally, we assume that the number $\delta$ is sufficiently small.

The regularization theory $[22,76,244]$ says that one can assume that the exact solution of an ill-posed problem belongs to a given bounded set in an appropriate Banach space. Hence, we assume that

$$
\begin{equation*}
w^{*} \in B\left(R-\delta, p_{0}^{*}, p_{1}^{*}\right) . \tag{9.35}
\end{equation*}
$$

$\operatorname{By}(9.8) w^{*}\left(\mathbf{x}, t_{0}\right)=f_{0}^{*}(\mathbf{x})$. Hence, (9.9), (9.22), and (9.35) imply that

$$
\begin{equation*}
\left\|f_{0}^{*}\right\|_{C^{1}(\bar{\Omega})}<C_{0} R, \quad \min _{\bar{\Omega}} f_{0}^{*} \geq \mu>0 \tag{9.36}
\end{equation*}
$$

where the number $\mu$ is the same as in (9.9), (9.11) and is independent on $\delta$.
To obtain the desired estimate of the distance between $w_{\min , \lambda, \beta}$ and $w^{*}$, we arrange zero boundary conditions in an analog of (9.18). We assume that there exists an extension $G \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$inside of the cylinder $Q_{T}^{ \pm}$the boundary conditions (9.18),

$$
\begin{equation*}
\left.G\right|_{S_{T}^{ \pm}}=p_{0}(\mathbf{x}, t),\left.\quad G_{x}\right|_{\Gamma_{T}^{ \pm}}=p_{1}(\mathbf{x}, t) . \tag{9.37}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left.w^{*}\right|_{S_{T}^{ \pm}}=p_{0}^{*}(\mathbf{x}, t),\left.\quad w_{x}^{*}\right|_{\Gamma_{T}^{ \pm}}=p_{1}^{*}(\mathbf{x}, t), \tag{9.38}
\end{equation*}
$$

then there also exists a function $G^{*} \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$satisfying the latter boundary conditions. Since $R>0$ is an arbitrary number, then taking into account (9.35), it is reasonable to assume that

$$
\begin{equation*}
\|G\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}<R, \quad\left\|G^{*}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}<R . \tag{9.39}
\end{equation*}
$$

Thus, (9.37)-(9.39) lead to

$$
\begin{equation*}
G \in B\left(R, p_{0}, p_{1}\right), \quad G^{*} \in B\left(R, p_{0}^{*}, p_{1}^{*}\right) . \tag{9.40}
\end{equation*}
$$

It follows from (9.40) that assumptions (9.35), (9.37)-(9.39), which are quite natural ones, imply that $B\left(R, p_{0}, p_{1}\right) \neq \varnothing$ and $B\left(R, p_{0}^{*}, p_{1}^{*}\right) \neq \varnothing$.

It follows from (9.37) and (9.38) that functions $G(\mathbf{x}, t)$ and $G^{*}(\mathbf{x}, t)$ can be treated as the first part of noisy and noiseless data respectively for our CIP. The second part of such data are functions $f_{0}$ and $f_{0}^{*}$. Thus, we assume below the presence of the noise of
the level $\delta$ in functions $G$ and $f_{0}$,

$$
\begin{align*}
&\left\|G-G^{*}\right\|_{H^{k_{n}\left(Q_{T}^{ \pm}\right)}}<\delta,  \tag{9.41}\\
&\left\|f_{0}-f_{0}^{*}\right\|_{C^{1}(\bar{\Omega})}<\delta . \tag{9.42}
\end{align*}
$$

In particular, since $\delta<\min (\mu / 2, R)$, then (9.36) and (9.42) imply that

$$
\begin{equation*}
\min _{\bar{\Omega}} f_{0}(\mathbf{x}) \geq \frac{\mu}{2}, \quad\left\|f_{0}\right\|_{C^{1}(\bar{\Omega})}<C_{0} R . \tag{9.43}
\end{equation*}
$$

We now show that if the above function $G \in B\left(R, p_{0}, p_{1}\right)$ exists, then the set $B\left(R, p_{0}, p_{1}\right)$ contains infinitely many functions. Indeed, let $a$ and $b$ be two numbers such that $0<a<b$ and the set

$$
\{\mathbf{x} \in \Omega: \operatorname{dist}(\mathbf{x}, \partial \Omega)>b\} \neq \varnothing
$$

where $\operatorname{dist}(\mathbf{x}, \partial \Omega)$ is the Hausdorff distance between the point $x$ and the boundary $\partial \Omega$ of the domain $\Omega$. Consider an arbitrary number $\xi \in((a+b) / 2, b)$. By (9.1), the domain $\Omega$ is a rectangular prism. Hence, it is well known from the Real Analysis course that there exists such a function $\chi_{(a, \xi)}(\mathbf{x}) \in C^{\infty}(\bar{\Omega})$ that

$$
\chi_{(a, \xi)}(\mathbf{x})= \begin{cases}1 & \text { if } \mathbf{x} \in \Omega \text { and } \operatorname{dist}(\mathbf{x}, \partial \Omega)<a \\ 0 & \text { if } \mathbf{x} \in \Omega \text { and } \operatorname{dist}(\mathbf{x}, \partial \Omega) \in(\xi, b), \\ \text { between } 0 \text { and } 1 & \text { for all other points } \mathbf{x} \in \Omega\end{cases}
$$

Then the function $G_{(a, \xi)}(\mathbf{x}, t)=\chi_{(a, \xi)}(\mathbf{x}) G(\mathbf{x}, t) \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$and satisfies boundary conditions (9.37). Varying the parameter $\xi$ between $(a+b) / 2$ and $b$, we obtain infinitely many such functions $G_{(a, \xi)}(\mathbf{x}, t)$. Since $R>0$ is an arbitrary number, then we can ensure that all these functions belong to the set $B\left(R, p_{0}, p_{1}\right)$. We took $\xi \in((a+b) / 2, b)$ rather than $\xi \in(a, b)$ in order to make sure that the function $\chi_{(a, \xi)}(\mathbf{x})$ does not change too rapidly for those values of $\xi$ which are close to $a$. Indeed, such a rapid change would increase the number $R$.

Denote

$$
\begin{equation*}
W=w-G, \quad W^{*}=w^{*}-G^{*} . \tag{9.44}
\end{equation*}
$$

Similarly, with (9.23) denote

$$
\begin{equation*}
B_{0}(2 R)=\left\{W \in H^{k_{n}}\left(Q_{T}^{ \pm}\right):\|W\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}<2 R,\left.W\right|_{S_{T}^{ \pm}}=\left.W_{x}\right|_{\Gamma_{T}^{ \pm}}=0\right\} . \tag{9.45}
\end{equation*}
$$

Then (9.35)-(9.44) imply that

$$
\begin{align*}
& W \in B_{0}(2 R), \quad \forall w \in B\left(R, p_{0}, p_{1}\right) \quad \text { and also } W^{*} \in B_{0}(2 R-\delta),  \tag{9.46}\\
& W+G \in B\left(3 R, p_{0}, p_{1}\right), \quad \forall W \in B_{0}(2 R) . \tag{9.47}
\end{align*}
$$

Due to (9.47), it is convenient to denote below $\lambda_{1}(3 R), \lambda(3 R)$, which means that the values of the parameters $\lambda_{1}$ and $\lambda \geq \lambda_{1}$ correspond to $B\left(3 R, p_{0}, p_{1}\right)$ in Theorem 9.4.2 and, in particular, $R$ is replaced with $3 R$ in (9.31) and (9.32).

Consider the functional $I_{\lambda, \beta}(W)$,

$$
\begin{equation*}
I_{\lambda, \beta}(W)=J_{\lambda, \beta}(W+G) \quad \text { for } W \in B_{0}(2 R) . \tag{9.48}
\end{equation*}
$$

Theorem 9.4.4. Let $\mu, R>0$ be two numbers. Assume that condition (9.11) holds. Let parameters $\lambda_{1}$ and $\beta$ be the same as in Theorem 9.4.2, except that $R$ is replaced with $3 R$ in (9.31). Then the functional $I_{\lambda, \beta}(W)$ is strictly convex on the ball $\overline{B_{0}(2 R)}$ for all $\lambda \geq$ $\lambda_{1}(3 R, T, \Omega, K)$. Here, $\lambda_{1}(3 R, T, \Omega, K)$ means (9.31), where $R$ is replaced with $3 R$. In other words, the following analog of (9.33) holds for all $\lambda \geq \lambda_{1}(3 R, T, \Omega, K)$ and for all $W_{1}, W_{2} \in$ $\overline{B_{0}(2 R)}$ :

$$
\begin{align*}
& I_{\lambda, \beta}\left(W_{2}\right)-I_{\lambda, \beta}\left(W_{1}\right)-I_{\lambda, \beta}^{\prime}\left(W_{1}\right)\left(W_{2}-W_{1}\right)  \tag{9.49}\\
& \quad \geq \frac{C_{1}}{\lambda} \exp \left(-2 \lambda\left(T^{2}+B^{2}-A^{2}\right)\right)\left\|W_{2}-W_{1}\right\|_{H^{2,1}\left(Q_{T}^{ \pm}\right)}^{2}+\frac{\beta}{2}\left\|W_{2}-W_{1}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2}
\end{align*}
$$

where $I_{\lambda, \beta}^{\prime}(W) \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right)$is the Fréchet derivative of the functional $I_{\lambda, \beta}(W)$ at the point $W$, which exists due to Theorem 9.4.2 and (9.48). Furthermore, there exists unique minimizer $W_{\min , \lambda, \beta} \in \overline{B_{0}(2 R)}$ of the functional $I_{\lambda, \beta}(W)$ and the following inequality holds:

$$
\begin{equation*}
I_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta}\right)\left(W-W_{\min , \lambda, \beta}\right) \geq 0, \quad \forall W \in \overline{B_{0}(2 R)} . \tag{9.50}
\end{equation*}
$$

Theorem 9.4.5 (accuracy estimates). Let $\mu, R>0$ be two numbers. Assume that condition (9.11) holds. Suppose that conditions (9.35), (9.36), (9.40)-(9.42), and (9.44) hold and also let $T>\sqrt{3\left(B^{2}-A^{2}\right)}$. Choose a number $y \in(0,1 / \sqrt{3})$ such that $T^{2}\left(1-3 \gamma^{2}\right)-3\left(B^{2}-A^{2}\right)>$ 0. Denote

$$
\begin{equation*}
\eta_{1}=\gamma^{2} T^{2}+B^{2}-A^{2}, \quad \eta_{2}=\left(1-3 \gamma^{2}\right) T^{2}-3\left(B^{2}-A^{2}\right), \quad \rho=\frac{1}{2} \min \left(1, \frac{\eta_{2}}{3 \eta_{1}}\right) \in\left(0, \frac{1}{2}\right] . \tag{9.51}
\end{equation*}
$$

Let $\lambda_{1}=\lambda_{1}(3 R, T, \Omega, K)$ be the number of Theorem 9.4.4. Choose a number $\lambda_{2}=$ $\lambda_{2}(3 R, \gamma T, \Omega, K)$ such that $\lambda_{2} \geq \lambda_{1}$ and

$$
\begin{equation*}
\frac{1}{\lambda} \geq \exp \left[-\lambda\left(y^{2} T^{2}+B^{2}-A^{2}\right)\right], \quad \forall \lambda \geq \lambda_{2} \tag{9.52}
\end{equation*}
$$

Choose a sufficiently small number $\delta_{0}>0$ satisfying the following inequality:

$$
\begin{equation*}
\ln \left(\delta_{0}^{-1 /\left(3 \eta_{1}\right)}\right) \geq \lambda_{2} . \tag{9.53}
\end{equation*}
$$

For each $\delta \in\left(0, \delta_{0}\right)$, choose $\lambda=\lambda(\delta)$ as

$$
\lambda=\lambda(\delta)=\ln \left(\delta^{-1 /\left(3 \eta_{1}\right)}\right)>\ln \left(\delta_{0}^{-1 /\left(3 \eta_{1}\right)}\right) .
$$

Let the regularization parameter $\beta=\beta(\delta, T)=2 e^{-\lambda(\delta) T^{2}}$ (see Theorem 9.4.2). Let

$$
\begin{equation*}
w_{\min , \lambda(\delta), \beta(\delta, T)}=W_{\min , \lambda(\delta), \beta(\delta, T)}+G . \tag{9.54}
\end{equation*}
$$

(Theorem 9.4.4) and let $c_{\text {comp }}(\mathbf{x})$ be the function $c(\mathbf{x})$ computed from the function

$$
w_{\min , \lambda(\delta), \beta(\delta, T)}(\mathbf{x}, t)
$$

by the procedure described in the last paragraph of Section 9.3. Then the following accuracy estimates are valid:

$$
\begin{array}{r}
\left\|w^{*}-w_{\min , \lambda(\delta), \beta(\delta, T)}\right\|_{H^{2}\left(Q_{y T}^{ \pm}\right.} \leq C_{1} \delta^{\rho} \\
\left\|c^{*}-c_{\min , \lambda(\delta), \beta(\delta, T)}\right\|_{L_{2}(\Omega)} \leq C_{1} \delta^{\rho} \tag{9.56}
\end{array}
$$

We now construct the gradient projection method of the minimization of the functional $I_{\lambda, \beta}(W)$ defined in (9.48) on the set $\overline{B_{0}(2 R)}$ defined in (9.45). Let $P_{B}: H^{k_{n}}\left(Q_{T}^{ \pm}\right) \rightarrow$ $\overline{B_{0}(2 R)}$ be the orthogonal projection operator. Let $W_{0} \in B_{0}(2 R)$ be an arbitrary point of the ball $B_{0}(2 R)$. Let the number $\omega \in(0,1)$. We arrange the gradient projection method of the minimization of the functional $I_{\lambda, \beta}(W)$ as

$$
\begin{equation*}
W_{n}=P_{B}\left(W_{n-1}-\omega I_{\lambda, \beta}^{\prime}\left(W_{n-1}\right)\right), \quad n=1,2, \ldots \tag{9.57}
\end{equation*}
$$

Note that since $W_{n-1}, I_{\lambda, \beta}^{\prime}\left(W_{n-1}\right) \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right)$, then the function $W_{n-1}-\omega I_{\lambda, \beta}^{\prime}\left(W_{n-1}\right)$ has zero boundary conditions (9.18). The latter is important in the computational practice.

Theorem 9.4.6. Let $\mu, R>0$ be two numbers. Assume that condition (9.11) holds. Let the parameter $\lambda_{1}(3 R, T, \Omega, K)$ be the same as in Theorem 9.4.2, except that $R$ is replaced with $3 R$ in (9.31). Let $\lambda \geq \lambda_{1}(3 R, T, \Omega, K)$. Let $\beta \in\left[2 e^{-\lambda T^{2}}, 1\right)$ be the same as in Theorem 9.4.2. Then there exists a sufficiently small number $\omega_{0}=\omega_{0}(\Omega, R, T, \lambda)$ such that for any $\omega \in$ $\left(0, \omega_{0}\right)$ there exists a number $\theta=\theta(\omega) \in(0,1)$ such that the sequence (9.57) converges to the unique minimizer $W_{\min , \lambda(3 R), \beta} \in \overline{B_{0}(2 R)}$ (Theorem 9.4.4) in the norm of the space $H^{k_{n}}\left(Q_{T}^{ \pm}\right)$. More precisely,

$$
\begin{equation*}
\left\|W_{\min , \lambda, \beta}-W_{n}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} \leq \theta^{n}\left\|W_{\min , \lambda, \beta}-W_{0}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} . \tag{9.58}
\end{equation*}
$$

Theorem 9.4.7 (global convergence to the exact solution of the gradient projection method). Let the parameters $\lambda_{2}(3 R, \gamma T, \Omega, K)$ and $\delta_{0}$ be the same as in Theorem 9.4.5. For $\delta \in\left(0, \delta_{0}\right)$, let parameters $\lambda=\lambda(\delta)>\lambda_{2}$ and $\beta=\beta(\delta, T)=2 e^{-\lambda(\delta) T^{2}}$ be the same as in that theorem. Suppose that assumptions of Theorem 9.4.5 about numbers $T, \gamma, A, B$ also hold. Let $\rho \in(0,1 / 2]$ be the number defined in (9.51). Let $w_{n}=W_{n}+G, n=0,1, \ldots$ Let $c_{n, \text { comp }}(\mathbf{x})$ be the function $c(\mathbf{x})$ obtained from the function $w_{n}(\mathbf{x}, t)$ by the procedure outlined in the end of Section 9.3. Then there exists a sufficiently small number $\omega_{1}=$
$\omega_{1}(\Omega, R, T, \lambda, \gamma) \in\left(0, \omega_{0}\right]$ such that for any $\omega \in\left(0, \omega_{1}\right)$ there exists a number $\theta=\theta(\omega) \in$ $(0,1)$ such that the following convergence estimates are valid for $n=1,2, \ldots$ :

$$
\begin{array}{r}
\left\|w^{*}-w_{n}\right\|_{H^{21}\left(Q_{y T}^{ \pm} T\right.} \leq C_{1} \delta^{\rho}+\theta^{n}\left\|w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{0}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}, \\
\left\|c^{*}-c_{n, \operatorname{comp}}\right\|_{L_{2}(\Omega)} \leq C_{1} \delta^{\rho}+\theta^{n}\left\|w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{0}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} . \tag{9.60}
\end{array}
$$

## Remarks 9.4.2.

1. Since the starting point $W_{0} \in B_{0}(2 R)$ of the iterative process (9.57) is an arbitrary point of the ball $B_{0}(2 R)$ and since $R>0$ is an arbitrary number, then Theorem 9.4.7 ensures the global convergence of the gradient projection method (9.57) to the correct solution as long as the noise level $\delta$ tends to zero; see Definition 1.4.2.
2. We omit the proof of Theorem 9.4 .3 since it is similar with the proof of Lemma 5.2.1. We omit the proof of Theorem 9.4.6 since it is similar with the proof of Theorem 5.2.1.

### 9.5 Proofs of Theorems 9.4.2 and 9.4.4

Lemma 9.5.1 follows immediately either from Lemma 3.1.1.
Lemma 9.5.1. The following estimate holds for every function $q \in L_{2}\left(Q_{T}^{ \pm}\right)$and for every $\lambda \geq 1$ :

$$
\int_{Q_{T}^{ \pm}}\left(\int_{0}^{t} q(\mathbf{x}, \tau) d \tau\right)^{2} \varphi_{\lambda}(x, t) d \mathbf{x} d t \leq \frac{1}{4 \lambda} \int_{Q_{T}^{ \pm}} q^{2}(\mathbf{x}, t) \varphi_{\lambda}(x, t) d \mathbf{x} d t .
$$

### 9.5.1 Proof of Theorem 9.4.2

Let $w_{1}, w_{2} \in \overline{B\left(R, p_{0}, p_{1}\right)}$ be two arbitrary functions. Denote $h=w_{2}-w_{1}$. Then $w_{2}=w_{1}+h$ and also

$$
\begin{equation*}
h \in \overline{B_{0}(2 R)} . \tag{9.61}
\end{equation*}
$$

First, we evaluate the expression $\left(N\left(w_{1}+h\right)\right)^{2}-\left(N\left(w_{1}\right)\right)^{2}$, where the nonlinear operator $N$ is given in (9.17) and (9.19). Using (9.17) and (9.19), we obtain

$$
\begin{aligned}
& \left(N\left(w_{1}+h\right)\right)^{2} \\
& \quad=\left[h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau-2 \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau+N\left(w_{1}\right)\right]^{2} \\
& \quad=\left(h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau-2 \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& -4 N\left(w_{1}\right) \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau+\left(N\left(w_{1}\right)\right)^{2} \\
& +2 N\left(w_{1}\right)\left(h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right) .
\end{aligned}
$$

Let $\operatorname{Lin}(h)$ be the linear, with respect to $h$, part of the above expression,

$$
\begin{equation*}
\operatorname{Lin}(h)=2 N\left(w_{1}\right)\left(h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right) \tag{9.62}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \left(N\left(w_{1}+h\right)\right)^{2}-\left(N\left(w_{1}\right)\right)^{2} \\
& \quad=\operatorname{Lin}(h) \\
& \quad+\left(h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau-2 \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2} \\
& \quad-4 N\left(w_{1}\right) \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau
\end{aligned}
$$

Using (9.22), (9.23), (9.61), and the Cauchy-Schwarz inequality, we obtain

$$
\begin{align*}
& \left(h_{t}-M h-2 \nabla h \int_{0}^{t} \nabla w_{1}(\mathbf{x}, \tau) d \tau-2 \nabla w_{1} \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau-2 \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2} \\
& \quad-4 N\left(w_{1}\right) \nabla h \int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau  \tag{9.64}\\
& \quad \geq \frac{1}{2}\left(h_{t}-M h\right)^{2}-C_{1}(\nabla h)^{2}-C_{1}\left(\int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}
\end{align*}
$$

For the sake of clarity, we state here that the constant $C_{1}>0$ in (9.64) depends on

$$
\sup _{w_{1} \in B\left(R, p_{0}, p_{1}\right)}\left(\sup _{(\mathbf{x}, t) \in Q_{T}^{ \pm}}\left|N\left(w_{1}\right)(\mathbf{x}, t)\right|, \sup _{(\mathbf{x}, t) \in Q_{T}^{ \pm}}\left|\nabla w_{1}(\mathbf{x}, t)\right|\right), \quad \sup _{\Omega}\left|\nabla \widetilde{f}_{0}\right| .
$$

Thus, it follows from (9.15), (9.17), (9.19), (9.30), (9.36), and (9.43) that $C_{1}$ in (9.64) depends on $R, T, \Omega, K$, which is exactly as in (9.32).

Using (9.24) and (9.62)-(9.64), we obtain

$$
\begin{align*}
& J_{\lambda, \beta}\left(w_{1}+h\right)-J_{\lambda, \beta}\left(w_{1}\right)-e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}} \operatorname{Lin}(h) \varphi_{\lambda} d \mathbf{x} d t-2 \beta\{w, h\} \\
& \quad \geq \frac{1}{2} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}-M h\right)^{2} \varphi_{\lambda} d \mathbf{x} d t  \tag{9.65}\\
& \left.\quad-C_{1} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\left(\int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}\right] \varphi_{\lambda} d \mathbf{x} d t+\beta\|h\|_{H^{k_{n}\left(Q_{T}^{ \pm}\right.}}^{2}\right)
\end{align*}
$$

Here and below, $\{$,$\} is the scalar product in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$.
Consider now the functional $S(h): H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right) \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
S(h)=e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}} \operatorname{Lin}(h) \varphi_{\lambda} d \mathbf{x} d t+2 \beta\{w, h\} \tag{9.66}
\end{equation*}
$$

It is clear from (9.62) that $S(h)$ is a bounded linear functional. Hence, by the Riesz theorem there exists a function $Z \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right)$such that $S(h)=\{Z, h\}, \forall h \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right)$. Furthermore, it follows from (9.63) that

$$
\lim _{\|h\|_{H^{k} n_{\left(Q_{T}^{ \pm}\right)}} \rightarrow 0}\left|J_{\lambda, \beta}\left(w_{1}+h\right)-J_{\lambda, \beta}\left(w_{1}\right)-S(h)\right|=0 .
$$

Hence, $S(h)$ is the Fréchet derivative of the functional $J_{\lambda, \beta}(w)$ at the point $w_{1}$,

$$
\begin{equation*}
S(h)=J_{\lambda, \beta}^{\prime}\left(w_{1}\right)(h)=\{Z, h\}=\left\{J_{\lambda, \beta}^{\prime}\left(w_{1}\right), h\right\}, \quad \forall h \in H_{0}^{k_{n}}\left(Q_{T}^{ \pm}\right), \tag{9.67}
\end{equation*}
$$

that is, we can set $Z=J_{\lambda, \beta}^{\prime}\left(w_{1}\right)$. Thus, we have proven the existence of the Fréchet derivative of the functional $J_{\lambda, \beta}(w)$ for all for all $\lambda, \beta>0$ and for all $w \in B\left(R, p_{0}, p_{1}\right)$. Obviously, the same proof is valid for all $\lambda, \beta>0$ and for all functions $w \in H^{k_{n}}\left(Q_{T}^{ \pm}\right)$ satisfying boundary conditions (9.18).

Thus, (9.65)-(9.67) imply that

$$
\begin{align*}
& J_{\lambda, \beta}\left(w_{1}+h\right)-J_{\lambda, \beta}\left(w_{1}\right)-J_{\lambda, \beta}^{\prime}\left(w_{1}\right)(h) \\
& \geq \frac{1}{2} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}-M h\right)^{2} \varphi_{\lambda} d \mathbf{x} d t  \tag{9.68}\\
& \left.\quad-C_{1} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\left(\int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}\right] \varphi_{\lambda} d \mathbf{x} d t+\beta\|h\|_{H^{k_{n}\left(Q_{T}^{ \pm}\right.}}^{2}\right)
\end{align*}
$$

It follows from (9.19), (9.30), (9.32), and the Cauchy-Schwarz inequality that

$$
\begin{equation*}
\left(h_{t}-M h\right)^{2} \geq \frac{1}{2}\left(h_{t}-\Delta h\right)^{2}-C_{1}(\nabla h)^{2} . \tag{9.69}
\end{equation*}
$$

Hence, using Theorem 9.4.1, Lemma 9.5.1, (9.68), and (9.69), we obtain for all $\lambda \geq \lambda_{0} \geq 1$,

$$
\begin{align*}
& \frac{1}{2} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}-M h\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \\
& \quad-C_{1} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\left(\int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}\right] \varphi_{\lambda} d \mathbf{x} d t+\beta\|h\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2} \\
& \quad \geq \frac{1}{4} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}-\Delta h\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \\
& \quad-C_{1} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\left(\int_{0}^{t} \nabla h(\mathbf{x}, \tau) d \tau\right)^{2}\right] \varphi_{\lambda} d \mathbf{x} d t+\beta\|h\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2}  \tag{9.70}\\
& \geq \frac{C}{\lambda} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}^{2}+\sum_{i, j=1}^{n} h_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda} d \mathbf{x} d t \\
& \quad+C \lambda e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\lambda^{2} h^{2}\right] \varphi_{\lambda} d \mathbf{x} d t-C_{1} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}(\nabla h)^{2} \varphi_{\lambda} d \mathbf{x} d t \\
& \quad-C e^{-2 \lambda T^{2}} \int_{\Omega}\left((\nabla h)^{2}(\mathbf{x},-T)+\lambda^{2} h^{2}(\mathbf{x}, T)+\lambda^{2} h^{2}(\mathbf{x},-T)\right) d \mathbf{x}+\beta\|h\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2} .
\end{align*}
$$

Choose $\lambda_{1}=\lambda_{1}(R, T, \Omega, K) \geq \lambda_{0}$ so large that $C \lambda \geq 2 C_{1}$ as well as $2 e^{-\lambda T^{2}} \geq C \lambda^{2} e^{-2 \lambda T^{2}}$, for all $\lambda \geq \lambda_{1}$. Also, we keep in mind that by the trace theorem

$$
\|u(\mathbf{x}, \pm T)\|_{H^{1}(\Omega)} \leq C\|u\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}, \quad \forall u \in H^{k_{n}}\left(Q_{T}^{ \pm}\right) .
$$

Hence, choosing $\beta \in\left[2 e^{-\lambda T^{2}}, 1\right)$ and using (9.68) and (9.70), we obtain

$$
\begin{aligned}
& J_{\lambda, \beta}\left(w_{1}+h\right)-J_{\lambda, \beta}\left(w_{1}\right)-J_{\lambda, \beta}^{\prime}\left(w_{1}\right)(h) \\
& \geq \frac{C_{1}}{\lambda} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(h_{t}^{2}+\sum_{i, j=1}^{n} h_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda} d \mathbf{x} d t+C \lambda e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla h)^{2}+\lambda^{2} h^{2}\right] \varphi_{\lambda} d \mathbf{x} d t \\
& \quad+\frac{\beta}{2}\|h\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2}, \quad \forall h \in \overline{B_{0}(2 R)}, \forall \lambda \geq \lambda_{1} ;
\end{aligned}
$$

also, see (9.61). Finally, since $\varphi_{\lambda}(x, t) \geq \exp \left(-2 \lambda\left(T^{2}-A^{2}\right)\right)$ for $(x, t) \in(A, B) \times(-T, T)$, then the target estimate (9.33) follows immediately from (9.71).

### 9.5.2 Proof of Theorem 9.4.4

Since by (9.48) $I_{\lambda, \beta}(W)=J_{\lambda, \beta}(W+G), W \in \overline{B_{0}(2 R)}$ and also since $W+G \in \overline{B\left(3 R, p_{0}, p_{1}\right)}$, $\forall W \in \overline{B_{0}(2 R)}$, then we take in Theorems 9.4.2 and 9.4.3 $\lambda \geq \lambda_{1}=\lambda_{1}(3 R, T, \Omega, K)$. This
means that we replace in (9.31) $R$ with $3 R$. Denote $w_{1}=W_{1}+G, w_{2}=W_{2}+G$. Then $w_{1}, w_{2} \in \overline{B\left(3 R, p_{0}, p_{1}\right)}$. The rest of the proof follows immediately from Theorems 9.4.2 and 9.4.3.

### 9.6 Proof of Theorem 9.4.5

As to the parameters $\lambda$ and $\beta$, we only initially assume in this proof that $\lambda \geq \lambda_{2}(3 R, \gamma T$, $\Omega, K) \geq \lambda_{1}$ and

$$
\begin{equation*}
\beta=2 e^{-\lambda T^{2}} \tag{9.72}
\end{equation*}
$$

We will choose the dependencies of parameters $\lambda$ and $\beta$ on $\delta$ later in this proof. Recall that by (9.46) $w^{*}-G^{*}=W^{*} \in B_{0}(2 R-\delta)$. Hence, by (9.23), (9.41), and (9.44),

$$
\begin{equation*}
W^{*}+G \in B\left(3 R, p_{0}, p_{1}\right) . \tag{9.73}
\end{equation*}
$$

Recall that the operator $N(w)$ was defined in (9.17), (9.19). Also, the functional $I_{\lambda, \beta}(W)$ was defined in (9.48). In (9.17), replace $w$ with $W+G$. We temporally denote the resulting expression as $N\left(W+G, f_{0}\right)$. Also, we temporally set that $I_{\lambda, \beta}\left(W, f_{0}\right)$ is the functional $I_{\lambda, \beta}(W)$. We are doing these in order to emphasize the presence of the vector function $\tilde{f}_{0}=\nabla \ln f_{0}$ in the corresponding formulas. Denote

$$
\begin{equation*}
I_{\lambda, \beta}^{0}\left(W, f_{0}\right)=e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[N\left(W+G, f_{0}\right)\right]^{2} \varphi_{\lambda} d \mathbf{x} d t . \tag{9.74}
\end{equation*}
$$

By (9.17) $N\left(W^{*}+G^{*}, f_{0}^{*}\right)=0$. Hence,

$$
\begin{equation*}
I_{\lambda, \beta}^{0}\left(W^{*}, f_{0}^{*}\right)=e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[N\left(W^{*}+G^{*}, f_{0}^{*}\right)\right]^{2} \varphi_{\lambda} d \mathbf{x} d t=0 . \tag{9.75}
\end{equation*}
$$

Hence, it follows from (9.17), (9.36), (9.41), (9.42), (9.43), (9.44), (9.74), and (9.75) that

$$
\begin{align*}
I_{\lambda, \beta}^{0}\left(W^{*}, f_{0}\right) & =e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(N\left(W^{*}+G^{*}+\left(G-G^{*}\right), f_{0}^{*}+\left(f_{0}-f_{0}^{*}\right)\right)\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \\
& =e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(N\left(W^{*}+G^{*}, f_{0}^{*}\right)\right)^{2} \varphi_{\lambda} d \mathbf{x} d t+P_{\lambda, \delta}=P_{\lambda, \delta} . \tag{9.76}
\end{align*}
$$

We now estimate $\left|P_{\lambda, \delta}\right|$ from the above. By (9.17) and (9.19),

$$
\begin{align*}
& N\left(W^{*}+G^{*}+\left(G-G^{*}\right), f_{0}^{*}+\left(f_{0}-f_{0}^{*}\right)\right)(\mathbf{x}, t) \\
& \quad=N\left(W^{*}+G^{*}, f_{0}^{*}\right)(\mathbf{x}, t)+Q\left(W^{*}+G^{*}, f_{0}^{*}, G-G^{*}, f_{0}-f_{0}^{*}\right)(\mathbf{x}, t)  \tag{9.77}\\
& \quad=Q\left(W^{*}+G^{*}, f_{0}^{*}, G-G^{*}, f_{0}-f_{0}^{*}\right)(\mathbf{x}, t) .
\end{align*}
$$

An obvious explicit formula can be written for $Q\left(W^{*}+G^{*}, f_{0}^{*}, G-G^{*}, f_{0}-f_{0}^{*}\right)(\mathbf{x}, t)$, although we avoid doing so for brevity. Consider, for example, the following term in that formula:

$$
Y(\mathbf{x}, t)=-2\left[\nabla\left(W^{*}+G^{*}\right)(\mathbf{x}, t) \int_{0}^{t} \nabla\left(G-G^{*}\right)(\mathbf{x}, \tau) d \tau\right]
$$

Since $e^{-2 \lambda B^{2}} \varphi_{\lambda}(x, t) \leq 1$ for $(x, t) \in(A, B) \times(-T, T)$, then it follows from (9.40), (9.41), and (9.46) that

$$
e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}} Y^{2} \varphi_{\lambda} d \mathbf{x} d t \leq C_{1} \delta^{2}
$$

Similarly, using (9.17), (9.19), (9.36), (9.40)-(9.43), (9.46), and the Cauchy-Schwarz inequality, we obtain

$$
e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[Q\left(W^{*}+G^{*}, f_{0}^{*}, G-G^{*}, f_{0}-f_{0}^{*}\right)\right]^{2} \varphi_{\lambda} d \mathbf{x} d t \leq C_{1} \delta^{2} .
$$

Hence, using (9.76) and (9.77), we obtain

$$
\begin{equation*}
\left|P_{\lambda, \delta}\right| \leq C_{1} \delta^{2} . \tag{9.78}
\end{equation*}
$$

Since $I_{\lambda, \beta}\left(W^{*}, f_{0}\right)=I_{\lambda, \beta}^{0}\left(W^{*}, f_{0}\right)+\beta\left\|W^{*}+G\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2}$, then (9.40), (9.46), (9.76), and (9.78) imply that

$$
\begin{equation*}
I_{\lambda, \beta}\left(W^{*}, f_{0}\right) \leq C_{1}\left(\delta^{2}+\beta\right) . \tag{9.79}
\end{equation*}
$$

By (9.35) and (9.41),

$$
\left\|W^{*}+G\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}=\left\|\left(W^{*}+G^{*}\right)+\left(G-G^{*}\right)\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} \leq\left\|w^{*}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}+\delta<R .
$$

Hence,

$$
\begin{equation*}
W^{*}+G \in B\left(R, p_{0}, p_{1}\right) . \tag{9.80}
\end{equation*}
$$

Let $W_{\min , \lambda, \beta} \in \overline{B_{0}(2 R)}$ be the minimizer of the functional $I_{\lambda, \beta}\left(W, f_{0}\right)$, the existence and uniqueness of which on the set $\overline{B_{0}(2 R)}$ is guaranteed by Theorem 9.4.3. For brevity, introduce the function $z(\mathbf{x}, t)$,

$$
\begin{equation*}
z(\mathbf{x}, t)=W^{*}-W_{\min , \lambda, \beta}(\mathbf{x}, t) \tag{9.81}
\end{equation*}
$$

It follows from (9.48) that an obvious analog of (9.71) holds for the functional $I_{\lambda, \beta}$. Thus, we use that analog now. In addition, we use the fact that $Q_{y T}^{ \pm} \subset Q_{T}^{ \pm}$. We take $\beta$ as in (9.72). We obtain

$$
\begin{align*}
& I_{\lambda, \beta}\left(W^{*}, f_{0}\right)-I_{\lambda, \beta}\left(W_{\min , \lambda, \beta,}, f_{0}\right)-I_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta}, f_{0}\right)\left(W^{*}-W_{\min , \lambda, \beta}\right) \\
& \geq \\
& \geq \frac{C_{1}}{\lambda} e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left(z_{t}^{2}+\sum_{i, j=1}^{n} z_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda} d \mathbf{x} d t  \tag{9.82}\\
& \quad+C \lambda e^{-2 \lambda B^{2}} \int_{Q_{T}^{ \pm}}\left[(\nabla z)^{2}+\lambda^{2} z^{2}\right] \varphi_{\lambda} d \mathbf{x} d t+e^{-\lambda T^{2}}\|z\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)}^{2} \\
& \geq \\
& \quad \frac{C_{1}}{\lambda} e^{-2 \lambda B^{2}} \int_{Q_{y T}^{ \pm}}\left(z_{t}^{2}+\sum_{i, j=1}^{n} z_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda} d \mathbf{x} d t \\
& \quad+C \lambda e^{-2 \lambda B^{2}} \int_{Q_{y T}^{ \pm}}\left[(\nabla z)^{2}+\lambda^{2} z^{2}\right] \varphi_{\lambda} d \mathbf{x} d t .
\end{align*}
$$

By dropping the term $e^{-\lambda T^{2}}\|z\|_{H^{k_{n}\left(Q_{T}^{ \pm}\right)}}^{2}$ in the last line of (9.82), we have made that estimate stronger. Note that

$$
\begin{equation*}
\frac{1}{\lambda} e^{-2 \lambda B^{2}} \varphi_{\lambda}(\mathbf{x}, t) \geq \frac{1}{\lambda} \exp \left[-2 \lambda\left(y^{2} T^{2}+B^{2}-A^{2}\right)\right] \quad \text { for }(\mathbf{x}, t) \in Q_{y T}^{ \pm} \tag{9.83}
\end{equation*}
$$

Since (9.52) holds, then we replace (9.83) with a weaker estimate. The advantage of the latter estimate is that it allows us to obtain an explicit formula (9.90) for the dependence of the parameter $\lambda=\lambda(\delta)$ on $\delta$. That estimate is

$$
\begin{equation*}
\frac{1}{\lambda} e^{-2 \lambda B^{2}} \varphi_{\lambda}(\mathbf{x}, t) \geq \exp \left[-3 \lambda\left(y^{2} T^{2}+B^{2}-A^{2}\right)\right] \quad \text { for }(\mathbf{x}, t) \in Q_{\gamma T}^{ \pm} . \tag{9.84}
\end{equation*}
$$

Hence, using (9.81), (9.82), and (9.84), we obtain

$$
\begin{align*}
& I_{\lambda, \beta}\left(W^{*}, f_{0}\right)-I_{\lambda, \beta}\left(W_{\min , \lambda, \beta}, f_{0}\right)-I_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta}, f_{0}\right)\left(W^{*}-W_{\min , \lambda, \beta}\right)  \tag{9.85}\\
& \quad \geq C_{1} \exp \left[-3 \lambda\left(\gamma^{2} T^{2}+B^{2}-A^{2}\right)\right]\left\|W^{*}-W_{\min , \lambda, \beta, \beta}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)}^{2} .
\end{align*}
$$

By (9.50),

$$
\begin{equation*}
-I_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta,}, f_{0}\right)\left(W^{*}-W_{\min , \lambda, \beta}\right) \leq 0 . \tag{9.86}
\end{equation*}
$$

Using (9.86), as well as the fact that $-I_{\lambda, \beta}\left(W_{\min , \lambda, \beta}, f_{0}\right) \leq 0$, we obtain

$$
I_{\lambda, \beta}\left(W^{*}, f_{0}\right)-I_{\lambda, \beta}\left(W_{\min , \lambda, \beta}, f_{0}\right)-I_{\lambda, \beta}^{\prime}\left(W_{\min , \lambda, \beta}, f_{0}\right)\left(W^{*}-W_{\min , \lambda, \beta}\right) \leq I_{\lambda, \beta}\left(W^{*}, f_{0}\right) .
$$

Hence, (9.85) implies that

$$
\begin{equation*}
\exp \left[-3 \lambda\left(y^{2} T^{2}+B^{2}-A^{2}\right)\right]\left\|W^{*}-W_{\min , \lambda, \beta}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)}^{2} \leq I_{\lambda, \beta}\left(W^{*}, f_{0}\right) . \tag{9.87}
\end{equation*}
$$

Recall that $\eta_{1}=\gamma^{2} T^{2}+B^{2}-A^{2}$. Hence, (9.79) and (9.87) imply that

$$
\begin{equation*}
\left\|W^{*}-W_{\min , \lambda, \beta}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)}^{2} \leq C_{1}\left(\delta^{2}+\beta\right) \exp \left(3 \lambda \eta_{1}\right) . \tag{9.88}
\end{equation*}
$$

We now specify the dependencies of $\lambda$ and $\beta$ on the noise level $\delta$. Choose $\lambda=\lambda(\delta)$ such that

$$
\begin{equation*}
\exp \left(3 \lambda(\delta) \eta_{1}\right)=\frac{1}{\delta} \tag{9.89}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\lambda(\delta)=\ln \left(\delta^{-1 /\left(3 \eta_{1}\right)}\right) \tag{9.90}
\end{equation*}
$$

Since $\delta \in\left(0, \delta_{0}\right)$ and since (9.53) holds, then $\lambda(\delta) \geq \lambda_{2}$. Next, choose $\beta=\beta(\delta, T)=$ $2 e^{-\lambda(\delta) T^{2}}$. Hence, in (9.88),

$$
\begin{equation*}
\beta \exp \left(3 \lambda \eta_{1}\right)=2 \delta^{\eta_{2} /\left(3 \eta_{1}\right)} \tag{9.91}
\end{equation*}
$$

Recalling that $2 \rho=\min \left(1, \eta_{2} /\left(3 \eta_{1}\right)\right)$ and using (9.88)-(9.91), we obtain

$$
\begin{equation*}
\left\|W^{*}-W_{\min , \lambda(\delta), \beta(\delta, T)}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \leq C_{1} \delta^{\rho} . \tag{9.92}
\end{equation*}
$$

Hence, the triangle inequality, (9.41), (9.54), (9.92), and the fact that $\rho \in(0,1 / 2]$ lead to

$$
\begin{align*}
\left\|w^{*}-w_{\min , \lambda(\delta), \beta(\delta, T)}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \leq & \left\|W^{*}-W_{\min , \lambda(\delta), \beta(\delta, T)}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \\
& +\left\|G^{*}-G\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \\
\leq & C_{1} \delta^{\rho}+\delta \leq\left(C_{1}+1\right) \delta^{\rho}, \tag{9.93}
\end{align*}
$$

which proves (9.55). Finally, since (9.55) holds, then (9.56) follows immediately from (9.25).

### 9.7 Proof of Theorem 9.4.7

Recall that Theorem 9.4.6 is valid; see item 2 in Remarks 9.4.2 (Section 9.4). By the triangle inequality, (9.41), (9.55), and (9.58),

$$
\begin{aligned}
\left\|w^{*}-w_{n}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} & =\left\|w^{*}-w_{\min , \lambda(\delta), \beta(\delta, T)}+\left(w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{n}\right)\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \\
& \leq C_{1} \delta^{\rho}+\left\|w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{n}\right\|_{H^{2,1}\left(Q_{y T}^{ \pm}\right)} \\
& \leq C_{1} \delta^{\rho}+\left\|w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{n}\right\|_{H^{2,1}\left(Q_{T}^{ \pm}\right)} \\
& =C_{1} \delta^{\rho}+\left\|W_{\min , \lambda(\delta), \beta(\delta, T)}-W_{n}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} \\
& \leq C_{1} \delta^{\rho}+\theta^{n}\left\|W_{\min , \lambda(\delta), \beta(\delta, T)}-W_{0}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)} \\
& =C_{1} \delta^{\rho}+\theta^{n}\left\|w_{\min , \lambda(\delta), \beta(\delta, T)}-w_{0}\right\|_{H^{k_{n}}\left(Q_{T}^{ \pm}\right)},
\end{aligned}
$$

which proves (9.59). Estimate (9.60) follows immediately from (9.59) and the discussion in the last paragraph of Section 9.3.

### 9.8 Numerical testing

In the following tests, we set the domain $\Omega=(1,2) \times(1,2)$ and also

$$
L u=\Delta u-c(\mathbf{x}) u .
$$

To solve the inverse problem, we should first computationally simulate the data (9.7), (9.8) via the numerical solution of the forward problem (9.4). To solve problem (9.4), computationally, we have used the standard finite difference method. The spatial mesh size is $1 / 640 \times 1 / 640$ while the temporal one $T / 512$. For the forward problem, we use the implicit scheme to compute the data needed for the inverse problem.

In computations of the inverse problem, the spatial mesh size is $1 / 16 \times 1 / 16$ and the temporal one $T / 16$. When minimizing the functional $J_{\lambda, \beta}(w)$ in the discrete sense, we formulate the right-hand side of ( 9.24 ) via finite differences and minimize with respect to the values of the function $w$ at grid points. To minimize the discretized functional, we use Matlab's built-in function fminunc with its option of quasi-Newton algorithm. This procedure calculates the gradient $\nabla J_{\lambda, \beta}(w)$ automatically and iterations stop when the condition $\left|\nabla J_{\lambda, \beta}(w)\right|<10^{-2}$ holds. Note that even though our theory requires the application of the gradient projection method, our numerical observation is that we can avoid the use of the projection operator $P_{B}$ and to work with just the conjugate gradient method. In fact, the use of the operator $P_{B}$ would complicate the numerical implementation. The same observation took place in Chapters 7, 8, and 10 as well as in all our works on the convexification, which contain numerical studies [9, 115-117, 142-145, 145, 146, 150, 151, 164]. Also, we have minimized the functional $J_{\lambda, \beta}(w)$ rather than $I_{\lambda, \beta}(W)$ and it worked quite well.

As to (9.25), we have numerically discovered that rather than taking an average over $t \in[-\gamma T, \gamma T]$, better to use (9.13) at $\left\{t=t_{0}\right\}$. In numerical tests below, we took

$$
\begin{equation*}
\lambda=1, \quad k_{n}=3, \quad \beta=0.01 . \tag{9.94}
\end{equation*}
$$

In the process of the minimization of the functional $J_{\lambda, \beta}(w)$, the starting point of iterations is always chosen to be the null function of value zero everywhere.

In the following three tests, we show the results of the recovery of the coefficients $c(\mathbf{x})$ with sophisticated structures. We choose the tested coefficients $c(\mathbf{x})$ having the shapes of the letters " $A$ " and " $\Omega$." We measure $g_{1}\left(x_{1}, x_{2}, t\right)$ on $16 \times 32$ detectors uniformly distributed on the rectangle $\Gamma_{T}^{ \pm}$and "measure" the function $f_{0}\left(x_{1}, x_{2}, t_{0}\right)$ on $16 \times 16$ detectors uniformly distributed on the square $(1,2) \times(1,2) \times\left\{t=t_{0}\right\}$. As initial and Dirichlet boundary conditions for the data simulations in (9.5), (9.6), we took

$$
u(\mathbf{x},-T)=1+\sin \left(\pi\left(x_{1}-1\right)\right) \sin \left(\pi\left(x_{2}-1\right)\right) \quad \text { and }\left.\quad u\right|_{S_{T}^{ \pm}}=1 .
$$

We allow in our tests the function $c(\mathbf{x})$ to be both positive and negative. Indeed, we have imposed the positivity condition (9.3) only to ensure that the function $u(\mathbf{x}, t) \neq$ 0 in $\overline{Q_{T}^{ \pm}}$. However, we have not observed any zeros of this function in our numerical studies.

Test 1. First, we test the reconstruction by our method of the coefficients $c(\mathbf{x})$ with the shapes of letters " $A$ " and " $\Omega$." In this test, we measure the data at time $\left\{t_{0}=0\right\}$ for the cases $T=1$ and $T=0.1$. The numerical results are shown in Figure 9.1.


Figure 9.1: Results of Test 1. Here, $t_{0}=0$ in (9.8). (a) The coefficient $c(\mathbf{x})$ with the shape of the letter "A." (d) The coefficient $c(\mathbf{x})$ with the shape of the letter " $\Omega$." (b) and (c) are the recovered $c(\mathbf{x})$ for $T=1$ and $T=0.1$ respectively for coefficient with the shape of the letter "A." (e) and (f) are the recovered $c(\mathbf{x})$ for $T=1$ and $T=0.1$, respectively, for coefficient with the shape of the letter " $\Omega$."


Figure 9.2: Results of Test 2. Here, $T=0.1$ and in (9.8) $t_{0}=0$. We show the results in the case when the data are measured at a time $t_{0}$, which is close to the initial time moment $\{t=-T=-0.1\}$. (a) and (b) are the recovered $c(\mathbf{x})$ for $\epsilon=0.02$ and $\epsilon=0.01$, respectively, for coefficient with the shape of the letter "A." (c) and (d) are the recovered $c(\mathbf{x})$ for $\epsilon=0.02$ and $\epsilon=0.01$, respectively, for coefficient with the shape of the letter " $\Omega$." Comparison with Figure 9.1 shows that the quality of images is better if $t_{0}$ is not too close to the initial time moment $\{t=-T\}$.

Test 2. In this test, we set $T=0.1$. We show the results in the case when the data are measured at a time $\left\{t_{0}\right\}$, which is close to the initial time $\{t=-T=-0.1\}$. We take $t_{0}=-T+\epsilon$ with $\epsilon=0.02$ and $\epsilon=0.01$. We test the reconstruction by our method of the coefficients $c(\mathbf{x})$ with the shapes of the letters " $A$ " and " $\Omega$." The numerical results are shown in Figure 9.2. In this test, we demonstrate the results when one measures the data at some time close to the initial time. It is numerically shown that the closer $t_{0}$ is to the initial time $t=-T$, the worse the result is.

Test 3. We now want to see how the random noise in the data influences our reconstruction. We add $5 \%$ relative random noise to each detector on $\Gamma_{T}^{ \pm}$as well as on $(1,2) \times(1,2) \times\{t=0\}$, that is, we work now with the noisy data,

$$
\begin{align*}
\left.u_{x}^{\text {noise }}\right|_{\Gamma_{T}^{ \pm}} & =g_{1}(\mathbf{x}, t)+\sigma \xi_{\mathbf{x}, t} g_{1}(\mathbf{x}, t),  \tag{9.95}\\
u^{\text {noise }}\left(\mathbf{x}, t_{0}\right) & =f_{0}(\mathbf{x})+\sigma \xi_{\mathbf{x}} f_{0}(\mathbf{x}) \tag{9.96}
\end{align*}
$$



Figure 9.3: Results of Test 3. Here, $T=1$ and $t_{0}=0$ in (9.8). (a) and (b) are the recovered coefficients $c(\mathbf{x})$ with the shapes of the letters " $A$ " and " $\Omega$," respectively. The measured data contain $5 \%$ relative random noise.

Here, $\sigma=5 \%$ is the noise level, $\xi_{\mathbf{x}, t}$ and $\xi_{\mathbf{x}}$ are independent normally distributed random variables. To preprocess the noisy data, we use the thin plate spline smoother developed in [61]. The algorithm proposed in [61] provides a good approximation to the true function without knowing neither the noise level nor any other a priori information of the true function to be approximated. Then the cubic B-splines are employed to approximate the first- and second-order derivatives of the noisy data. In this test, we "measure" $g_{1}\left(x_{1}, x_{2}, t\right)$ on $16 \times 32$ detectors uniformly distributed on the plane $\Gamma_{T}^{ \pm}$ and also "measure" $f_{0}\left(x_{1}, x_{2}, t_{0}\right)$ on $160 \times 160$ detectors uniformly distributed on the plane $(1,2) \times(1,2) \times\{t=0\}$. We now set $T=1$, in $(9.8) t_{0}=0$, and the noise is added to the data as in (9.95), (9.96). We test the reconstruction by our method of the coefficients with the shape of the letters " $A$ " and " $\Omega$." The numerical results are shown in Figure 9.3. We see that our method works still very well in the mild noisy case.

### 9.9 Proof of Theorem 9.4.1

We prove this theorem only for functions $u(\mathbf{x}, t)$ such that

$$
\begin{equation*}
u \in C^{3}\left(\overline{Q_{T}^{ \pm}}\right),\left.\quad u\right|_{S_{T}^{ \pm}}=\left.u_{x}\right|_{\Gamma_{T}^{ \pm}}=0 . \tag{9.97}
\end{equation*}
$$

The case $u \in H_{0}^{2,1}\left(Q_{T}^{ \pm}\right)$follows immediately from this proof via density arguments. Below in this proof, $O\left(1 / \lambda^{k}\right), k \geq 1$ denotes different smooth functions, which are independent on $u$ and for which the following estimate is valid $\left\|O\left(1 / \lambda^{k}\right)\right\|_{C^{1}\left(\overline{Q_{T}^{ \pm}}\right)} \leq C / \lambda^{k}$, $\forall \lambda \geq 1$.

Recall that by (9.20) $\varphi_{\lambda}(x, t)=\exp \left(2 \lambda\left(x^{2}-t^{2}\right)\right)$. Introduce a new function $v(\mathbf{x}, t)=$ $u(\mathbf{x}, t) \exp \left(\lambda\left(x^{2}-t^{2}\right)\right)$. Then $u=v \exp \left(-\lambda\left(x^{2}-t^{2}\right)\right)$. Hence,

$$
\begin{aligned}
\left(u_{t}-\Delta u\right) & =\left(v_{t}-\Delta v+4 \lambda x v_{x}-4 \lambda^{2} x^{2}\left(1-1 /\left(2 \lambda x^{2}\right)+t /\left(2 \lambda x^{2}\right)\right) v\right) \exp \left(-\lambda\left(x^{2}-t^{2}\right)\right) \\
& =\left[\left(-\Delta v-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v\right)+\left(v_{t}+4 \lambda x v_{x}\right)\right] \exp \left(-\lambda\left(x^{2}-t^{2}\right)\right) .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} \geq\left(2 v_{t}+8 \lambda x v_{x}\right)\left(-\Delta v-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v\right) \tag{9.98}
\end{equation*}
$$

Step 1. Estimate from the below the following term in (9.98):
$2 v_{t}\left(-\Delta v-4 \lambda x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right)$. We have

$$
\begin{aligned}
2 v_{t} & \left(-\Delta v-4 \lambda x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right) \\
& =-2 \sum_{i=1}^{n} v_{x_{i} x_{i}} v_{t}+\left(-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v^{2}+2 \lambda t v^{2}\right)_{t}-2 \lambda v^{2} \\
& =\sum_{i=1}^{n}\left(-2 v_{x_{i}} v_{t}\right)_{x_{i}}+2 \sum_{i=1}^{n} v_{x_{i}} v_{x_{i} t}+\left(-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v^{2}+2 \lambda t v^{2}\right)_{t}-2 \lambda v^{2} \\
& =-2 \lambda v^{2}+\sum_{i=1}^{n}\left(-2 v_{x_{i}} v_{t}\right)_{x_{i}}+\left((\nabla v)^{2}-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v^{2}+2 \lambda t v^{2}\right)_{t}
\end{aligned}
$$

Thus,

$$
\begin{align*}
2 v_{t}\left(-\Delta v-4 \lambda x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right) & =-2 \lambda v^{2}+\operatorname{div} U_{1}+V_{1 t}  \tag{9.99}\\
\operatorname{div} U_{1} & =\sum_{i=1}^{n}\left(-2 v_{x_{i}} v_{t}\right)_{x_{i}},  \tag{9.100}\\
V_{1}(\mathbf{x}, t) & =(\nabla v)^{2}-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v^{2} . \tag{9.101}
\end{align*}
$$

Step 2. Estimate from the below the following term in (9.98):
$8 \lambda x v_{x}\left(-\Delta v-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right)$. We have

$$
\begin{aligned}
& 8 \lambda x v_{x}\left(-\Delta v-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right) \\
&=-8 \lambda x v_{x} v_{x x}+\sum_{i=2}^{n}\left(-8 \lambda x v_{x} v_{x_{i} x_{i}}\right) \\
&+\left(-16 \lambda^{3} x^{3}(1+O(1 / \lambda)) v^{2}+8 \lambda^{2} x t v^{2}\right)_{x}+48 \lambda^{3} x^{2}(1+O(1 / \lambda)) v^{2} \\
&=\left(-4 \lambda x v_{x}^{2}\right)_{x}+4 \lambda v_{x}^{2}+\sum_{i=2}^{n}\left(-8 \lambda x v_{x} v_{x_{i}}\right)_{x_{i}}+\sum_{i=2}^{n}\left(8 \lambda x v_{x x_{i}} v_{x_{i}}\right) \\
&+48 \lambda^{3} x^{2}(1+O(1 / \lambda)) v^{2}+\left(-16 \lambda^{3} x^{3}(1+O(1 / \lambda)) v^{2}+8 \lambda^{2} x t v^{2}\right)_{x} \\
&= 4 \lambda\left(v_{x}^{2}-\sum_{i=2}^{n} v_{x_{i}}^{2}\right)+48 \lambda^{3} x^{2}(1+O(1 / \lambda)) v^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(-4 \lambda x v_{x}^{2}+4 \lambda x \sum_{i=2}^{n} v_{x_{i}}^{2}-16 \lambda^{3} x^{3}(1+O(1 / \lambda)) v^{2}+8 \lambda^{2} x t v^{2}\right)_{x} \\
& +\sum_{i=2}^{n}\left(-8 \lambda x v_{x} v_{x_{i}}\right)_{x_{i}} .
\end{aligned}
$$

Thus, we end up with the following estimate of Step 2:

$$
\begin{align*}
& 8 \lambda x v_{x}\left(-\Delta v-4 \lambda^{2} x^{2}(1+O(1 / \lambda)) v+2 \lambda t v\right) \\
& =4 \lambda\left(v_{x}^{2}-\sum_{i=2}^{n} v_{x_{i}}^{2}\right)+48 \lambda^{3} x^{2}(1+O(1 / \lambda)) v^{2}+\operatorname{div} U_{2}  \tag{9.102}\\
& \operatorname{div} U_{2}=\left(-4 \lambda x v_{x}^{2}+4 \lambda x \sum_{i=2}^{n} v_{x_{x_{i}}}^{2}-16 \lambda^{3} x^{3}(1+O(1 / \lambda)) v^{2}+8 \lambda^{2} x t v^{2}\right)_{x}  \tag{9.103}\\
& \quad+\sum_{i=2}^{n}\left(-8 \lambda x v_{x} v_{x_{i}}\right)_{x_{i}}
\end{align*}
$$

Step 3. Analysis of boundary integrals over $S_{T}^{ \pm}$.
Let $v=v(\mathbf{x})$ be the unit outward looking normal vector to $\partial \Omega$ at the point $x \in \partial \Omega$. By Gauss' formula, (9.100) and (9.103),

$$
\begin{equation*}
\int_{Q_{T}^{ \pm}}\left(\operatorname{div} U_{1}+\operatorname{div} U_{2}\right) d \mathbf{x} d t=\int_{-T}^{T} \int_{\partial \Omega} \sum_{i=1}^{n}\left(U_{1, i}+U_{2, i}\right) \cos \left(v(\mathbf{x}), x_{i}\right) d S d t \tag{9.104}
\end{equation*}
$$

where $U_{k}=\left(U_{k, 1}, \ldots, U_{k, n}\right), k=1,2$. Obviously, $U_{1 i}=-2 v_{x_{i}} v_{t}$. Since (9.97) holds and since

$$
v_{t}(\mathbf{x}, t)=\left(u_{t}-2 \lambda t u\right)(\mathbf{x}, t) \exp \left(\lambda\left(x^{2}-t^{2}\right)\right)
$$

then $v_{t}(\mathbf{x}, t)=0$ for $\mathbf{x} \in \partial \Omega$. Hence, in (9.104),

$$
\begin{equation*}
\int_{-T}^{T} \int_{\partial \Omega} \sum_{i=1}^{n} U_{1, i} \cos \left(v(\mathbf{x}), x_{i}\right) d S d t=0 \tag{9.105}
\end{equation*}
$$

We now analyze the first term in the right-hand side of (9.103). We have

$$
\begin{align*}
v_{x}(\mathbf{x}, t) & =\left(u_{x}+2 \lambda x u\right)(\mathbf{x}, t) \exp \left(\lambda\left(x^{2}-t^{2}\right)\right)  \tag{9.106}\\
v_{x_{i}}(\mathbf{x}, t) & =u_{x_{i}}(\mathbf{x}, t) \exp \left(\lambda\left(x^{2}-t^{2}\right)\right), \quad i=2, \ldots, n \tag{9.107}
\end{align*}
$$

By (9.97), (9.103), (9.106), and (9.107),

$$
\begin{equation*}
\int_{-T}^{T} U_{2,1} \cos \left(v(\mathbf{x}), x_{1}\right) d S d t=4 \lambda A \int_{-T}^{T} \int_{\Gamma^{\prime}} u_{x}^{2}(A, \bar{x}) e^{2 \lambda\left(A^{2}-t^{2}\right)} d S \geq 0 \tag{9.108}
\end{equation*}
$$

where $\Gamma^{\prime}=\{x=A\} \cap \partial \Omega$. Similarly,

$$
\begin{equation*}
\int_{-T}^{T} \int_{\partial \Omega} U_{2, i} \cos \left(v(\mathbf{x}), x_{i}\right) d S d t=0, \quad i \geq 2 \tag{9.109}
\end{equation*}
$$

Using (9.104), (9.105), (9.108), and (9.109), we obtain

$$
\begin{equation*}
\int_{Q_{T}^{ \pm}}\left(\operatorname{div} U_{1}+\operatorname{div} U_{2}\right) d \mathbf{x} d t \geq 0 \tag{9.110}
\end{equation*}
$$

Step 4. Sum up (9.99) with (9.102), replace the right-hand side of (9.98) by the resulting inequality and then integrate the obtained inequality over $Q_{T}^{ \pm}$. Use in that integral (9.97), Gauss' formula, (9.101) and (9.105)-(9.109). We obtain for all $\lambda \geq \lambda_{0}$ and for all $u \in C^{2}\left(\overline{Q_{T}^{ \pm}}\right) \cap H_{0}^{2,1}\left(Q_{T}^{ \pm}\right)$,

$$
\begin{align*}
& \int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \geq-4 \lambda \int_{Q_{T}^{ \pm}}(\nabla u)^{2} \varphi_{\lambda} d \mathbf{x} d t+47 \lambda^{3} \int_{Q_{T}^{ \pm}} u^{2} x^{2} \varphi_{\lambda} d \mathbf{x} d t  \tag{9.111}\\
&+\int_{\Omega}\left(V_{1}(\mathbf{x}, T)-V_{1}(\mathbf{x},-T)\right) d \mathbf{x}
\end{align*}
$$

The inconvenient point of (9.111) is the presence of the negative term in the first line of (9.111). Therefore, we continue.

Step 5. Estimate from the below $\left(u_{t}-\Delta u\right) u \varphi_{\lambda}$, and then estimate the corresponding integral over $Q_{T}^{ \pm}$,

$$
\begin{aligned}
\left(u_{t}-\Delta u\right) u \varphi_{\lambda}= & \left(\frac{u^{2}}{2} \varphi_{\lambda}\right)_{t}+2 \lambda t u^{2} \varphi_{\lambda}+\left(-u_{\chi} u \varphi_{\lambda}\right)_{x}+u_{x}^{2} \varphi_{\lambda}+4 \lambda x u_{x} u \varphi_{\lambda} \\
& +\sum_{i=2}^{n}\left(-u_{x_{i}} u \varphi_{\lambda}\right)_{x_{i}}+\sum_{i=2}^{n} u_{x_{i}}^{2} \varphi_{\lambda} \\
= & (\nabla u)^{2} \varphi_{\lambda}+\sum_{i=1}^{n}\left(-u_{x_{i}} u \varphi_{\lambda}\right)_{x_{i}}+\left(\frac{u^{2}}{2} \varphi_{\lambda}\right)_{t}+\left(2 \lambda x u^{2} \varphi_{\lambda}\right)_{x} \\
& -8 \lambda^{2} x^{2}(1+O(1 / \lambda)) u^{2} \varphi_{\lambda} .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\left(u_{t}-\Delta u\right) u \varphi_{\lambda} & \geq(\nabla u)^{2} \varphi_{\lambda}-9 \lambda^{2} x^{2} u^{2} \varphi_{\lambda}+\operatorname{div} U_{3}+V_{2 t}  \tag{9.112}\\
\operatorname{div} U_{3} & =\sum_{i=1}^{n}\left(-u_{x_{i}} u \varphi_{\lambda}\right)_{x_{i}}+\left(2 \lambda x u^{2} \varphi_{\lambda}\right)_{x}  \tag{9.113}\\
V_{2}(\mathbf{x}, t) & =\frac{u^{2}}{2} \varphi_{\lambda} . \tag{9.114}
\end{align*}
$$

Hence, by (9.97), (9.113), and Gauss' formula,

$$
\begin{equation*}
\int_{Q_{T}^{ \pm}} \operatorname{div} U_{3} d \mathbf{x} d t=0 . \tag{9.115}
\end{equation*}
$$

Integrate (9.112) over $Q_{T}^{ \pm}$using (9.114) and (9.115). Then multiply the resulting inequality by $5 \lambda$ and sum up with (9.111). We obtain

$$
\begin{align*}
& 5 \lambda \int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right) u \varphi_{\lambda} d x d t+\int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \\
& \quad \geq \lambda \int_{Q_{T}^{ \pm}}(\nabla u)^{2} \varphi_{\lambda} d \mathbf{x} d t+2 \lambda^{3} \int_{Q_{T}^{ \pm}} u^{2} x^{2} \varphi_{\lambda} d \mathbf{x} d t  \tag{9.116}\\
& \quad+\int_{\Omega}\left[\left(V_{1}+5 \lambda V_{2}\right)(\mathbf{x}, T)-\left(V_{1}+5 \lambda V_{2}\right)(\mathbf{x},-T)\right] d \mathbf{x} .
\end{align*}
$$

Next, by the Cauchy-Schwarz inequality,

$$
\begin{align*}
& 5 \lambda \int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right) u \varphi_{\lambda} d x d t+\int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t  \tag{9.117}\\
& \quad \leq \frac{7}{2} \int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t+\frac{5}{2} \lambda^{2} \int_{Q_{T}^{ \pm}} u^{2} \varphi_{\lambda} d \mathbf{x} d t .
\end{align*}
$$

Since for sufficiently large $\lambda_{0}>1$ and for $\lambda \geq \lambda_{0}$,

$$
\begin{equation*}
2 \lambda^{3} \int_{Q_{T}^{ \pm}} u^{2} x^{2} \varphi_{\lambda} d \mathbf{x} d t-\frac{5}{2} \lambda^{2} \int_{Q_{T}^{ \pm}} u^{2} \varphi_{\lambda} d \mathbf{x} d t \geq \lambda^{3} \int_{Q_{T}^{ \pm}} u^{2} x^{2} \varphi_{\lambda} d \mathbf{x} d t \tag{9.118}
\end{equation*}
$$

then (9.116)-(9.118) imply that for all $u \in H_{0}^{2,1}\left(Q_{T}^{ \pm}\right)$and for all $\lambda \geq \lambda_{0}$,

$$
\begin{align*}
\int_{Q_{T}^{ \pm}}\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} d \mathbf{x} d t \geq & C \lambda \int_{Q_{T}^{ \pm}}\left[(\nabla u)^{2}+\lambda^{2} u^{2}\right] \varphi_{\lambda} d \mathbf{x} d t  \tag{9.119}\\
& +\int_{\Omega}\left[\left(V_{1}+5 \lambda V_{2}\right)(\mathbf{x}, T)-\left(V_{1}+5 \lambda V_{2}\right)(\mathbf{x},-T)\right] d \mathbf{x},
\end{align*}
$$

which is a part of estimate (9.28).
Step 6. In this step, we incorporate terms with $u_{t}^{2}, u_{x_{i} x_{j}}^{2}$.
We have

$$
\begin{equation*}
\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda}=u_{t}^{2} \varphi_{\lambda}-2 u_{t} u_{x x} \varphi_{\lambda}-\sum_{i=2}^{n} 2 u_{t} u_{x_{i} x_{i}} \varphi_{\lambda}+(\Delta u)^{2} \varphi_{\lambda} \tag{9.120}
\end{equation*}
$$

Denote

$$
\begin{equation*}
z_{1}=-2 u_{t} u_{x x} \varphi_{\lambda}, \quad z_{2}=-\sum_{i=2}^{n} 2 u_{t} u_{x_{i} x_{i}} \varphi_{\lambda}, \quad z_{3}=(\Delta u)^{2} \varphi_{\lambda} \tag{9.121}
\end{equation*}
$$

and estimate each of terms in (9.121). First, we have

$$
\begin{aligned}
z_{1} & =-2 u_{t} u_{x x} \varphi_{\lambda}=\left(-2 u_{t} u_{x} \varphi_{\lambda}\right)_{x}+2 u_{t x} u_{x} \varphi_{\lambda}+8 \lambda x u_{t} u_{x} \varphi_{\lambda} \\
& =\left(-2 u_{t} u_{x} \varphi_{\lambda}\right)_{x}+\left(u_{x}^{2} \varphi_{\lambda}\right)_{t}+2 \lambda t u_{x}^{2} \varphi_{\lambda}+8 \lambda x u_{t} u_{x} \varphi_{\lambda} \\
& \geq-\frac{1}{2} u_{t}^{2} \varphi_{\lambda}-C \lambda^{2} u_{x}^{2} \varphi_{\lambda}+\left(-2 u_{t} u_{x} \varphi_{\lambda}\right)_{x}+\left(u_{x}^{2} \varphi_{\lambda}\right)_{t} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
z_{1} \geq-\frac{1}{2} u_{t}^{2} \varphi_{\lambda}-C \lambda^{2} u_{x}^{2} \varphi_{\lambda}+\left(-2 u_{t} u_{x} \varphi_{\lambda}\right)_{x}+\left(u_{x}^{2} \varphi_{\lambda}\right)_{t} . \tag{9.122}
\end{equation*}
$$

We now estimate $z_{2}$,

$$
\begin{aligned}
z_{2} & =\sum_{i=2}^{n}\left(-2 u_{t} u_{x_{i}} \varphi_{\lambda}\right)_{x_{i}}+\sum_{i=2}^{n} 2 u_{t x_{i}} u_{x_{i}} \varphi_{\lambda} \\
& =\sum_{i=2}^{n}\left(u_{x_{i}}^{2} \varphi_{\lambda}\right)_{t}+4 \lambda t \sum_{i=2}^{n} u_{x_{i}}^{2} \varphi_{\lambda}+\sum_{i=2}^{n}\left(-2 u_{t} u_{x_{i}} \varphi_{\lambda}\right)_{x_{i}} \\
& \geq-C \lambda \sum_{i=2}^{n} u_{x_{i}}^{2} \varphi_{\lambda}+\sum_{i=2}^{n}\left(u_{x_{i}}^{2} \varphi_{\lambda}\right)_{t}+\sum_{i=2}^{n}\left(-2 u_{t} u_{x_{i}} \varphi_{\lambda}\right)_{x_{i}} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
z_{2} \geq-C \lambda \sum_{i=2}^{n} u_{x_{i}}^{2} \varphi_{\lambda}+\sum_{i=2}^{n}\left(u_{x_{i}}^{2} \varphi_{\lambda}\right)_{t}+\sum_{i=2}^{n}\left(-2 u_{t} u_{x_{i}} \varphi_{\lambda}\right)_{x_{i}} . \tag{9.123}
\end{equation*}
$$

Now we estimate $z_{3}$,

$$
\begin{align*}
z_{3}= & (\Delta u)^{2} \varphi_{\lambda}=\left(u_{x x}+\sum_{i=2}^{n} u_{x_{i} x_{i}}\right)^{2} \varphi_{\lambda} \\
= & \sum_{i=1}^{n} u_{x_{i} x_{i}}^{2} \varphi_{\lambda}+2 \sum_{i=2}^{n} u_{x x} u_{x_{i} x_{i}} \varphi_{\lambda}+\sum_{i, j=2, i \neq j}^{n} u_{x_{i} x_{i}} u_{x_{x_{j} x_{j}}} \varphi_{\lambda} \\
= & \sum_{i=1}^{n} u_{x_{i} x_{i}}^{2} \varphi_{\lambda}+\left(2 \sum_{i=2}^{n} u_{\chi} u_{x_{i} x_{i}} \varphi_{\lambda}\right)_{x}-8 \lambda x \sum_{i=2}^{n} u_{x} u_{x_{i} x_{i}} \varphi_{\lambda} \\
& -2 \sum_{i=2}^{n} u_{x} u_{x x_{i} x_{i}} \varphi_{\lambda}+\left(\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{j} x_{j}} \varphi_{\lambda}\right)_{x_{i}}-\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{i} x_{j} x_{j}} \varphi_{\lambda}  \tag{9.124}\\
= & \sum_{i=1}^{n} u_{x_{i} x_{i}}^{2} \varphi_{\lambda}+\left(2 \sum_{i=2}^{n} u_{\chi} u_{x_{i} x_{i}} \varphi_{\lambda}\right)_{x}-8 \lambda x \sum_{i=2}^{n} u_{x} u_{x_{x_{i} x_{i}}} \varphi_{\lambda}
\end{align*}
$$

$$
\begin{aligned}
& +\left(-2 \sum_{i=2}^{n} u_{\chi} u_{x x_{i}} \varphi_{\lambda}\right)_{x_{i}}+2 \sum_{i=2}^{n} u_{\chi x_{i}}^{2} \varphi_{\lambda}+\left(\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{i} \chi_{j}} \varphi_{\lambda}\right)_{x_{i}} \\
& +\left(-\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{i} x_{j}} \varphi_{\lambda}\right)_{x_{j}}+\sum_{i, j=2, i \neq j}^{n} u_{x_{i} x_{j}}^{2} \varphi_{\lambda} .
\end{aligned}
$$

Since by the Cauchy-Schwarz inequality,

$$
-8 \lambda x \sum_{i=2}^{n} u_{\chi} u_{x_{i} x_{i}} \varphi_{\lambda} \geq-C \lambda^{2}(\nabla u)^{2} \varphi_{\lambda}-\frac{1}{2} \sum_{i=2}^{n} u_{x_{i} x_{i}}^{2} \varphi_{\lambda},
$$

then (9.124) implies that

$$
\begin{align*}
z_{3} \geq & \frac{1}{2} \sum_{i, j=1}^{n} u_{x_{i} x_{j}}^{2} \varphi_{\lambda}-C \lambda^{2}(\nabla u)^{2} \varphi_{\lambda} \\
& +\left(2 \sum_{i=2}^{n} u_{\chi} u_{x_{i} x_{i}} \varphi_{\lambda}\right)_{x}+\left(-2 \sum_{i=2}^{n} u_{x} u_{x x_{i}} \varphi_{\lambda}\right)_{x_{i}}  \tag{9.125}\\
& +\left(\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{i} x_{j}} \varphi_{\lambda}\right)_{x_{i}}+\left(-\sum_{i, j=2, i \neq j}^{n} u_{x_{i}} u_{x_{i} x_{j}} \varphi_{\lambda}\right)_{x_{j}} .
\end{align*}
$$

Combining (9.120)-(9.125), we obtain

$$
\begin{align*}
\left(u_{t}-\Delta u\right)^{2} \varphi_{\lambda} \geq & \left(u_{t}^{2}+\sum_{i, j=1}^{n} u_{x_{i} x_{j}}^{2}\right) \varphi_{\lambda}-\widetilde{C} \lambda^{2}(\nabla u)^{2} \varphi_{\lambda} \\
& +\operatorname{div} U_{4}+V_{3 t},  \tag{9.126}\\
\int_{Q_{T}^{ \pm}} \operatorname{div} U_{4} d \mathbf{x} d t= & 0  \tag{9.127}\\
V_{3}= & (\nabla u)^{2} \varphi_{\lambda} . \tag{9.128}
\end{align*}
$$

In (9.126), the number $\widetilde{C}=\widetilde{C}(\Omega, T)>0$ depends on the same parameters as the above number $C$. We introduce $\widetilde{C}$ here with the goal to obtain a better combination of (9.126) with (9.119).

Using (9.127) and (9.128), integrate (9.126) over $Q_{T}^{ \pm}$. Next, multiply the resulting inequality by $C /(2 \widetilde{C} \lambda)$. Next, sum up the resulting estimate with (9.119). In doing so, keep in mind that (9.101), (9.106), (9.114), and (9.128) imply for $\lambda \geq \lambda_{0}$,

$$
\begin{aligned}
\left(V_{1}+5 \lambda V_{2}+\frac{C}{2 \tilde{C} \lambda} V_{3}\right)(\mathbf{x}, T) & \geq-C \lambda^{2} \exp \left(2 \lambda\left(B^{2}-T^{2}\right)\right) u^{2}(\mathbf{x}, T), \\
-\left(V_{1}+5 \lambda V_{2}+\frac{C}{2 \tilde{C} \lambda} V_{3}\right)(\mathbf{x},-T) & \geq-C \exp \left(2 \lambda\left(B^{2}-T^{2}\right)\right)\left((\nabla u)^{2}+\lambda^{2} u^{2}\right)(\mathbf{x},-T) .
\end{aligned}
$$

Then, using two latter inequalities and taking into account the fact that $C$ denotes different positive constants depending only on $\Omega$ and $T$, we obtain the target estimate (9.28) of Theorem 9.4.1.

## 10 Experimental data and convexification for the recovery of the dielectric constants of buried targets using the Helmholtz equation

In this chapter, we follow publications [115, 117]. Permissions for republishing are obtained from the publishers.

### 10.1 Introduction

While in Chapters 7-9, we have developed the convexification method for electrical impedance tomography, a CIP for a hyperbolic PDE and a CIP for a parabolic PDE, we develop here the globally convergent convexification method for a 3D CIP for the Helmholtz equation. In our CIP, the wavenumber (i.e., frequency) is fixed and the backscattering boundary data for the inversion are generated by the point source moving along an interval of a straight line. First, we develop the convexification analytically. Next, we test it on microwave experimental data collected by the research group of Klibanov: He is in charge of two experimental devices located in Grigg Building of the University of North Carolina at Charlotte. More precisely, we calculate the dielectric constants of targets buried in a sandbox. It is well known that dielectric constants of buried targets are very hard to calculate using standoff measurements. Values of dielectric constants, in turn give us locations and shapes of targets. We point out that two (2) out of five (5) of our tests are for the most challenging case of blind experimental data.

Targets of our primary interest are those which mimic antipersonnel land mines and improvised explosive devices (IEDs). It was stated in [170] (p.33) that even though the knowledge of the dielectric constant alone is insufficient to identify an explosive, one can still hope that this knowledge might serve as an important piece of information, additional to the conventional ones, to help better identify explosives, and thus, to decrease the false alarm rate.

The coefficient of the Helmholtz equation, that is, the spatially distributed dielectric constant, is the subject of the solution of our CIP. In principle, we probably would need to work with the full Maxwell's system rather than with the single Helmholtz equation. However, it was demonstrated numerically in [155] that if the incident electric wave field has only a single nonzero component, then this component dominates two other components while propagating through a medium. Furthermore, the propagation of this dominated component is well described by the Helmholtz equation. A similar result was obtained in [20] for the time dependent case. Besides, we will see below that the description by the Helmholtz equation provides accurate results for experimental data, which is an ultimate justification of this mathematical model; the
same was observed in many previous publications about experimental data [22, 24, $25,115,116,139,143,168,170,204,205,242,243]$.

In principle, the case when the source is moving and the frequency is fixed enables one to consider a physically realistic problem when the dielectric constant depends not only on spatial variables but on the frequency as well. Indeed, if we repeat those measurements for an interval of frequencies, then we can find the dependence of the dielectric constant on both spatial variables and the frequency. But we assume here that the dielectric constant depends only on spatial variables and not on the frequency. The analytical part of this paper is devoted to the derivation of the method and its convergence analysis.

Unlike this chapter, previously the convexification method was constructed for some CIPs for the Helmholtz equation only for the case of a single direction of the incident plane wave with the wavenumber running over a certain interval [142, 143, 145]. We demonstrate in our numerical studies below that, in the moving source case, the convexification method accurately images all three components of targets of interest: locations, shapes, and the target/background contrasts in the dielectric constant. This is unlike the above mentioned previously studied case of a single direction of the incident plane wave, which ensured only first and third components, while shapes were not accurately imaged.

One of strengths of the convexification is that it works only with the non-overdetermined data. This means that the number $m$ of independent variables in the data equals the number $n$ of independent variables in the unknown coefficient, $m=n$. In particular, in our CIP $m=n=3$.

As to the CIPs with the fixed wavenumber, we refer to numerical procedures developed during a long standing effort by the group of R. G. Novikov since about 1988 [211]; also, see, for example, [1, 3, 213, 215]. See Section 1.4 for further comments on this issue.

Just as in Chapters 6, 7, 11, and 12, we use a special orthonormal basis in $L_{2}(a, b)$, which was first introduced in [136]. This basis is described in Section 6.2.3. And just as in those chapters, we truncate the Fourier series of a certain function with respect to this basis. Then we work with the resulting approximate mathematical model and do not prove convergence of our method at $N \rightarrow \infty$, where $N$ is the number of terms in that truncated series. We refer to Remark 7.3 for a discussion of this issue.

We also note that we consider here the problem of finding the coefficient of the Helmholtz equation from scattering data in the case when the both the magnitude and the phase of the scattered wave are known. But there are also cases when the phase is unknown. Corresponding CIPs were considered in works of Klibanov and Romanov; see, for example, [159, 160, 226] for some references. Finally, we refer to some works on inverse scattering problems in the case when one is recovering locations and shapes of inclusions but not the values of the unknown coefficients inside [104, 186-188].

### 10.2 Statement of the coefficient inverse problem

We model the propagation of the electric wave field by the Helmholtz equation instead of the Maxwell's equations. This modeling was numerically justified in the Appendix of the paper [155]. Such a mathematical model is true at least for rather simple medium consisting of a homogeneous background and a few embedded inclusions. Besides, good accuracies of reconstructions obtained by our research group from experimental data in publications [115, 116, 143, 204, 205], where the Helmholtz equation was used to model the wave propagation process, speak in favor of this modeling.

Denote $\mathbf{x}=(x, y, z) \in \mathbb{R}^{3}$. Let the number $R>0$. We define the cube $\Omega \subset \mathbb{R}^{3}$ as

$$
\begin{equation*}
\Omega=\{\mathbf{x}:|x|,|y|<R, z \in(-b, b)\} . \tag{10.1}
\end{equation*}
$$

Let $\Gamma \subset \partial \Omega$ be the lower part of the boundary of $\Omega$ where measurements of the backscatter data are conducted,

$$
\begin{equation*}
\Gamma:=\{\mathbf{x}:|x|,|y|<R, z=-b\} . \tag{10.2}
\end{equation*}
$$

Let $c:=c(\mathbf{x}) \in[1, \infty)$ be a sufficiently smooth function that represents the dielectric function of the medium. We assume that

$$
\begin{cases}c(\mathbf{x}) \geq 1 & \text { in } \mathbb{R}^{3},  \tag{10.3}\\ c(\mathbf{x})=1 & \text { in } \mathbb{R}^{3} \backslash \Omega .\end{cases}
$$

Here, $k>0$ is the wavenumber. The function $c$ is the spatially distributed and $k$ dependent dielectric constant. The second assumption in (10.3) means that we have vacuum outside of the domain of interest $\Omega$.

Let $a_{1}, a_{2}$ and $d$ be three numbers such that $d>b$ and $a_{1}<a_{2}$. We define the line of sources as

$$
\begin{equation*}
L_{\mathrm{src}}:=\left\{(\alpha, 0,-d): a_{1} \leq \alpha \leq a_{2}\right\} . \tag{10.4}
\end{equation*}
$$

Obviously, this line is parallel to the $x$-axis. The distance from $L_{\text {src }}$ to $\Gamma$ is $d$, and the length of our the line of sources is $a_{2}-a_{1}$. Since $d>b$, then $L_{\text {src }} \cap \bar{\Omega}=\varnothing$. Thus, for each $\alpha \in[-a, a]$ the corresponding point source is $\mathbf{x}_{\alpha}:=(\alpha, 0,-d) \in L_{\text {src }}$.

First, we formulate the forward problem. Let $k=$ const. $>0$ and assume that the function $c$ is known. For each source position $\mathbf{x}_{\alpha} \in L_{\text {src }}$ the forward problem is

$$
\begin{align*}
\Delta u+k^{2} c(\mathbf{x}) u & =-\delta\left(\mathbf{x}-\mathbf{x}_{\alpha}\right) \quad \text { in } \mathbb{R}^{3},  \tag{10.5}\\
\lim _{r \rightarrow \infty} r\left(\partial_{r} u-\mathrm{i} k u\right) & =0 \quad \text { for } r=\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|, \mathrm{i}=\sqrt{-1} . \tag{10.6}
\end{align*}
$$

Conditions (10.5)-(10.6) form the Helmholtz equation with the Sommerfeld radiation condition at the infinity. Let $u_{0}(\mathbf{x}, \alpha)$ be the solution of (10.5)-(10.6) with $c \equiv 1$,

$$
\begin{equation*}
u_{0}(\mathbf{x}, \alpha)=\frac{\exp \left(\mathrm{i} k\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|} . \tag{10.7}
\end{equation*}
$$

Using the Helmholtz equation for $u_{0, \alpha}=u_{0}(\mathbf{x}, \alpha)$, we obtain from (10.5)-(10.6),

$$
\begin{aligned}
\Delta\left(u-u_{0, \alpha}\right)+k^{2}\left(u-u_{0, \alpha}\right) & =-k^{2}(c(\mathbf{x}, k)-1) u \quad \text { in } \mathbb{R}^{3}, \\
\lim _{r \rightarrow \infty} r\left[\partial_{r}\left(u-u_{0, \alpha}\right)-\mathrm{i} k\left(u-u_{0, \alpha}\right)\right] & =0 \quad \text { for } r=\left|\mathbf{x}-\mathbf{x}_{\alpha}\right| .
\end{aligned}
$$

In view of the fact that $c(\mathbf{x})=1$ in $\mathbb{R}^{3} \backslash \Omega$, we thus find that the solution $u$ to the system (10.5)-(10.6) satisfies the so-called Lippmann-Schwinger equation (see, e. g., [66, Section 8.2]), which reads for all $\mathbf{x} \in \mathbb{R}^{3}$ as

$$
\begin{equation*}
u(\mathbf{x}, \alpha)=u_{0}(\mathbf{x}, \alpha)+k^{2} \int_{\Omega} \frac{\exp \left(\mathrm{i} k\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)}{4 \pi\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\left(c\left(\mathbf{x}^{\prime}\right)-1\right) u\left(\mathbf{x}^{\prime}, \alpha\right) d \mathbf{x}^{\prime} . \tag{10.8}
\end{equation*}
$$

We now pose the CIP which we solve in this paper.
Coefficient Inverse Problem (CIP). Given a fixed wavenumber $k>0$, determine the coefficient $c(\mathbf{x})$ for $\mathbf{x} \in \Omega$ in the system (10.5)-(10.6), assuming that the following function $F\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ is given

$$
\begin{equation*}
F\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=u(\mathbf{x}, \alpha) \quad \text { for } \mathbf{x} \in \Gamma, \mathbf{x}_{\alpha} \in L_{\mathrm{src}}, \tag{10.9}
\end{equation*}
$$

where $u(\mathbf{x}, \alpha)$ is the solution to (10.5)-(10.6).
Physically, to reconstruct the dielectric function $c$ of objects in $\Omega$, one sends the incident wave field from the source $\mathbf{x}_{\alpha}$. This wave scatters when hitting the objects. Then one measures the backscattering wave on the square $\Gamma$ at a single frequency. And the data (10.9) are used to reconstruct the unknown dielectric constant inside the cube $\Omega$.

Uniqueness of this CIP is a long standing open problem. Currently uniqueness for multidimensional CIPs with non overdetermined data can be proven only by the BK method and only if the right-hand side of equation (10.5) is not vanishing in $\bar{\Omega}$; see Chapter 3 for a variety of uniqueness results. Nevertheless, uniqueness within the framework of our approximate mathematical model (Remarks 10.3.1) follows immediately from Theorem 10.3.2.

## Remarks 10.2.1.

1. We are not interested here in a specification of smoothness condition imposed on the function $c(\mathbf{x})$. Thus, $c(\mathbf{x})$ is supposed to be sufficiently smooth with respect to $\mathbf{x}$; also see Remark 8.2.1. Some particular discussions concerning this matter can be found in, for example, [142] and references therein, where the smoothness of $c(\mathbf{x})$ is essential for the asymptotic behavior of the solution $u$ to the forward problem (10.5)-(10.6). We also note that in studies of CIPs the smoothness conditions are usually not of a considerable concern; see, for example, [224, Theorem 4.1].
2. We solve the forward problem (10.5)-(10.6) using the integral equation (10.8) for all $x \in \Omega$. In doing so, we rely on numerical methods commenced in [246]. This way enables us to extract information of $\left.u(\mathbf{x}, \alpha)\right|_{\Gamma}$, and by repeating this process for each $\alpha \in[-a, a]$ we obtain computationally the simulated data (10.9).

### 10.3 An auxiliary system of coupled quasilinear elliptic equations

### 10.3.1 An equation without the unknown coefficient

Observe that since $L_{\text {src }}$ is located outside of $\bar{\Omega}$, then the point source $\mathbf{x}_{\alpha}=(\alpha, 0,-d)$ is not in $\bar{\Omega}$. Hence, (10.5)-(10.6) imply that for each $\alpha \in\left[a_{1}, a_{2}\right]$,

$$
\begin{equation*}
\Delta u+k^{2} c(\mathbf{x}) u=0 \quad \text { in } \Omega . \tag{10.10}
\end{equation*}
$$

We now define the function $\log u(\mathbf{x}, \alpha)$. The conformal Riemannian metric generated by the function $c(\mathbf{x})$ is

$$
d \tau=\sqrt{c(\mathbf{x})}|d \mathbf{x}|, \quad|d \mathbf{x}|=\sqrt{(d x)^{2}+(d y)^{2}+(d z)^{2}} .
$$

Following [159, 160], we assume that geodesic lines generated by this metric and originated at sources $\mathbf{x}_{\alpha} \in L_{\text {src }}$ are regular. In other words, for each point $\mathbf{x} \in \mathbb{R}^{3}$ and for each point $\mathbf{x}_{\alpha} \in L_{\text {src }}$ there exists unique geodesic line $\Gamma\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ connecting them. See (8.10) and [225] for a sufficient condition of the regularity of geodesic lines. The travel time along $\Gamma\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ is

$$
\tau\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\int_{\Gamma\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \sqrt{c(\xi)} d s
$$

Tentatively, we denote $u=u(\mathbf{x}, k, \alpha)$. It was established in [159] that, under certain conditions imposed on $c(\mathbf{x})$, which we do not discuss here (Remark 10.2.1), the asymptotic behavior of the function $u(\mathbf{x}, k, \alpha)$ at $k \rightarrow \infty$ is

$$
\begin{equation*}
u(\mathbf{x}, k, \alpha)=A(\mathbf{x}, \alpha) \exp \left(\mathrm{i} k \tau\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)[1+\mathcal{O}(1 / k)], \quad \forall(\mathbf{x}, \alpha) \in \bar{\Omega} \times\left[a_{1}, a_{2}\right], \tag{10.11}
\end{equation*}
$$

where the function $A(\mathbf{x}, \alpha)>0$. Let $\bar{k}>1$ be a number. Assuming that $\bar{k}$ is sufficiently large, and that $k \geq \bar{k}$, we obtain from (10.11) that $u(\mathbf{x}, k, \alpha) \neq 0$ for all $(\mathbf{x}, k, \alpha) \in$ $\bar{\Omega} \times[\bar{k}, \infty) \times\left[a_{1}, a_{2}\right]$. Denoting the term $\mathcal{O}(1 / k)$ in (10.11) as $\mathcal{O}(1 / k)=s(\mathbf{x}, k, \alpha)$, we naturally assume that $|s(\mathbf{x}, k, \alpha)|<1$. Hence, using (10.11), we uniquely define the function $\log u(\mathbf{x}, k, \alpha)$ as

$$
\begin{equation*}
\log u(\mathbf{x}, k, \alpha)=\mathrm{i} k \tau\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\ln A(\mathbf{x}, \alpha)+\sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} s^{n}(\mathbf{x}, k, \alpha), \tag{10.12}
\end{equation*}
$$

for all $(\mathbf{x}, k, \alpha) \in \bar{\Omega} \times[\bar{k}, \infty) \times[-a, a]$. In (10.12), the series is obviously taken from the power series expansion of the function $\log (1+s(\mathbf{x}, k, \alpha))$.

Now, suppose that $k$ is not so large, but still $k \geq \underline{k}>0$ where the number $\underline{k}$ is such that

$$
\begin{equation*}
u(\mathbf{x}, k, \alpha) \neq 0 \quad \text { for all }(\mathbf{x}, k, \alpha) \in \bar{\Omega} \times[\underline{k}, \infty) \times\left[a_{1}, a_{2}\right] \tag{10.13}
\end{equation*}
$$

Then, using an idea of [157], we define the function $\varphi(\mathbf{x}, k, \alpha)$ as

$$
\begin{equation*}
\varphi(\mathbf{x}, k, \alpha)=-\int_{k}^{\bar{k}} \frac{\partial_{k} u(\mathbf{x}, \eta, \alpha)}{u(\mathbf{x}, \eta, \alpha)} d \eta+\log u(\mathbf{x}, \bar{k}, \alpha), \quad \forall(\mathbf{x}, k, \alpha) \in \bar{\Omega} \times[\underline{k}, \infty) \times\left[a_{1}, a_{2}\right], \tag{10.14}
\end{equation*}
$$

where $\log u(\mathbf{x}, \bar{k}, \alpha)$ is defined in (10.12). Hence, $\left(\partial_{k} u-u \partial_{k} \varphi\right)(\mathbf{x}, k, \alpha)=0$. Multiplying both sides of the latter by $e^{-\varphi}$, we obtain $\partial_{k}\left(u e^{-\varphi}\right)(\mathbf{x}, k, \alpha)=0$. Since $\varphi(\mathbf{x}, \bar{k}, \alpha)=$ $u(\mathbf{x}, \bar{k}, \alpha)$, then $u(\mathbf{x}, k, \alpha)=\exp (\varphi(\mathbf{x}, k, \alpha))$. This uniquely defines the function $\log u(\mathbf{x}, k$, $\alpha)=\varphi(\mathbf{x}, k, \alpha)$ as long as (10.13) holds. Finally, we note that we use below only derivatives of the function $u(\mathbf{x}, k, \alpha)$, which means that we do not use $\log u$ "directly."

In all of our above cited previous publications about numerical methods for CIPs for the Helmholtz equation, we have not observed numerically such values of the function $|u(\mathbf{x}, k, \alpha)|$, which would be close to zero. The same is true for the current paper. Thus, we assume below that the fixed number $k$ we work with is such $k \in[\underline{k}, \infty)$. Hence, by (10.13)-(10.14), the function $\log u(\mathbf{x}, k, \alpha)=\varphi(\mathbf{x}, k, \alpha)$ is uniquely defined. Thus, we assume below that

$$
u(\mathbf{x}, \alpha) \neq 0 \quad \text { for all }(\mathbf{x}, \alpha) \in \bar{\Omega} \times\left[a_{1}, a_{2}\right]
$$

We set

$$
\begin{equation*}
\log u_{0}(\mathbf{x}, \alpha)=\mathrm{i} k\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|-\ln \left(4 \pi\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|\right) . \tag{10.15}
\end{equation*}
$$

Denote $v_{0}(\mathbf{x}, \alpha)=u(\mathbf{x}, \alpha) / u_{0}(\mathbf{x}, \alpha)$ and define the function $v(\mathbf{x}, \alpha)$ as

$$
\begin{equation*}
v(\mathbf{x}, \alpha)=\log v_{0}(\mathbf{x}, \alpha)=\log u(\mathbf{x}, \alpha)-\log u_{0}(\mathbf{x}, \alpha) \quad \text { for } \mathbf{x} \in \Omega, \alpha \in\left[a_{1}, a_{2}\right] . \tag{10.16}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\nabla v(\mathbf{x}, \alpha)=\frac{\nabla v_{0}(\mathbf{x}, \alpha)}{v_{0}(\mathbf{x}, \alpha)}, \quad \Delta v(\mathbf{x}, \alpha)=\frac{\Delta v_{0}(\mathbf{x}, \alpha)}{v_{0}(\mathbf{x}, \alpha)}-\left(\frac{\nabla v_{0}(\mathbf{x}, \alpha)}{v_{0}(\mathbf{x}, \alpha)}\right)^{2} . \tag{10.17}
\end{equation*}
$$

Using (10.17), we obtain the equation for $v$ :

$$
\begin{equation*}
\Delta v+(\nabla v)^{2}+2 \nabla v \cdot \nabla\left(\log u_{0}(\mathbf{x}, \alpha)\right)=-k^{2}(c(\mathbf{x}, k)-1), \quad \mathbf{x} \in \Omega . \tag{10.18}
\end{equation*}
$$

Differentiating (10.18) with respect to $\alpha$, we obtain

$$
\begin{equation*}
\Delta \partial_{\alpha} v+2 \nabla v \cdot \nabla \partial_{\alpha} v+2 \nabla \partial_{\alpha} v \cdot \tilde{\mathbf{x}}_{\alpha}+2 \widehat{\mathbf{x}}_{\alpha} \cdot \nabla v=0 \quad \text { for all } \mathbf{x} \in \Omega \tag{10.19}
\end{equation*}
$$

Recall that $\mathbf{x}-\mathbf{x}_{\alpha}=(x-\alpha, y, z+d)$. We have the following notation in (10.19):

$$
\begin{align*}
\tilde{\mathbf{x}}_{\alpha}= & \frac{\mathrm{i} k\left(\mathbf{x}-\mathbf{x}_{\alpha}\right)}{\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|}-\frac{\mathbf{x}-\mathbf{x}_{\alpha}}{\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|^{2}},  \tag{10.20}\\
\widehat{\mathbf{x}}_{\alpha}= & \frac{\mathrm{i} k}{\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|^{3}}\left(-y^{2}-(z+d)^{2},(x-\alpha) y,(x-\alpha) z\right) \\
& -\frac{1}{\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|^{4}}\left((x-\alpha)^{2}-y^{2}-(z+d)^{2}, 2(x-\alpha) y, 2(x-\alpha) z\right) .
\end{align*}
$$

The notion behind this differentiation is to get rid of the $\alpha$-independent dielectric function $c$ in (10.18), and thus, the auxiliary equation depends only on $v$ and $\partial_{\alpha} v$ is presented in (10.19). This approach is actually very similar with the first step of the BK method. To deal with the variable $\alpha$ in (10.19), we rely below on the orthonormal basis of Section 6.2.3 to reduce (10.19) to a system of coupled elliptic quasilinear PDEs.

Remark 10.3.1. Suppose that we have approximately computed the function $v(\mathbf{x}, \alpha)$. Then substituting this approximation in equation (10.18) and taking the average of the left-hand side with respect to $\alpha$, we obtain an approximation for the unknown coefficient $c(\mathbf{x})$.

### 10.3.2 Truncated Fourier series

To approximately solve the auxiliary problem (10.19), we use a truncated Fourier series. To do this, we use the orthonormal basis in $L_{2}\left(a_{1}, a_{2}\right)$ of Section 6.2.3 denoted by $\left\{\psi_{n}(\alpha)\right\}_{n=0}^{\infty}, \alpha \in\left(a_{1}, a_{2}\right)$.

Consider the auxiliary function $v(\mathbf{x}, \alpha)$ that we have defined in (10.16). Given $N \geq 1$, our truncated Fourier series for $v$ is written as

$$
\begin{equation*}
v(\mathbf{x}, \alpha)=\sum_{n=0}^{N-1}\left\langle v(\mathbf{x}, \cdot), \psi_{n}(\cdot)\right\rangle \psi_{n}(\alpha) \quad \text { for } \mathbf{x} \in \Omega, \alpha \in\left[a_{1}, a_{2}\right] \tag{10.21}
\end{equation*}
$$

Actually the sign " $\approx$ " should be used in (10.21). However, we use "=" for the further convenience of our work with our approximate mathematical model; see Remarks 10.3.1 about this model.

## Remarks 10.3.1.

1. Just as in Chapters 6-8, the representation (10.21) is an approximation of the function $v(\mathbf{x}, \alpha)$ since the rest of the Fourier series is not counted here. Furthermore, we assume that the $\alpha$-derivative $\partial_{\alpha} v(\mathbf{x}, \alpha)$ can be obtained via the term-by-term differentiation of the right-hand side of (10.21) with respect to $\alpha$. Next, we suppose that the substitution of (10.21) and its $\alpha$-derivative in the left-hand side of equation (10.19) give us zero in its right-hand side. In addition, we assume that the substitution of (10.21) in the left-hand side of (10.18) provides us with the exact coefficient $c(\mathbf{x})$ in its right-hand side. Finally, we impose in Section 10.3.3 the boundary condition (10.28) on $\partial \Omega \backslash \Gamma$.
2. The assumptions of item 1 form our approximate mathematical model. We cannot prove convergence as $N \rightarrow \infty$. Indeed, such a result is very hard to prove due to both the nonlinearity and the ill posedness of our CIP. Therefore, our goal below is to find spatially dependent Fourier coefficients $v_{n}(\mathbf{x})=\left\langle v(\mathbf{x}, \cdot), \psi_{n}(\cdot)\right\rangle$. The number $N$ should be chosen numerically, see Remarks 7.3 for a discussion of this issue.
3. Everywhere below we work only within the framework of this approximate mathematical model. As it was pointed out in Introduction, the fundamental underlying reason why we are accepting this model is that the original CIP is an extremely challenging one; also see Remarks 7.3 for a similar conclusion.

We now substitute (10.21) into (10.19) to get

$$
\begin{aligned}
& \Delta\left(\sum_{n=0}^{N-1} v_{n}(\mathbf{x}) \psi_{n}^{\prime}(\alpha)\right)+2 \nabla\left(\sum_{n=0}^{N-1} v_{n}(\mathbf{x}) \psi_{n}(\alpha)\right) \cdot \nabla\left(\sum_{n=0}^{N-1} v_{n}(\mathbf{x}) \psi_{n}^{\prime}(\alpha)\right) \\
& \quad+2 \nabla\left(\sum_{n=0}^{N-1} v_{n}(\mathbf{x}) \psi_{n}^{\prime}(\alpha)\right) \cdot \tilde{\mathbf{x}}_{\alpha}+2 \overline{\mathbf{x}}_{\alpha} \cdot \nabla\left(\sum_{n=0}^{N-1} v_{n}(\mathbf{x}) \psi_{n}(\alpha)\right)=0 .
\end{aligned}
$$

This equation is equivalent with

$$
\begin{align*}
& \sum_{n=0}^{N-1} \psi_{n}^{\prime}(\alpha) \Delta v_{n}(\mathbf{x})+2 \sum_{n=0}^{N-1} \sum_{l=0}^{N-1} \psi_{n}(\alpha) \psi_{l}^{\prime}(\alpha) \nabla v_{n}(\mathbf{x}) \cdot \nabla v_{l}(\mathbf{x})  \tag{10.22}\\
& \quad+2 \psi_{n}^{\prime}(\alpha) \sum_{n=0}^{N-1} \nabla v_{n}(\mathbf{x}) \cdot \tilde{\mathbf{x}}_{\alpha}+2 \psi_{n}(\alpha) \sum_{n=0}^{N-1} \overline{\mathbf{x}}_{\alpha} \cdot \nabla v_{n}(\mathbf{x})=0 .
\end{align*}
$$

Multiply both sides of (10.22) by the function $\psi_{m}(\alpha)$ for $0 \leq m \leq N-1$ and then integrate the resulting equation with respect to $\alpha$. We arrive at the following system of coupled quasi-linear elliptic equations:

$$
\begin{align*}
\Delta V(\mathbf{x})+K(\nabla V(\mathbf{x})) & =0 \quad \text { for } \mathbf{x} \in \Omega,  \tag{10.23}\\
V(\mathbf{x}) & =\varphi_{0}(\mathbf{x}) \quad \text { for } \mathbf{x} \in \partial \Omega,  \tag{10.24}\\
V_{z}(\mathbf{x}) & =\varphi_{1}(\mathbf{x}) \quad \text { for } \mathbf{x} \in \Gamma,  \tag{10.25}\\
K(\nabla V(\mathbf{x})) & =M_{N}^{-1} f(\nabla V(\mathbf{x})), \tag{10.26}
\end{align*}
$$

where $M_{N}$ is the matrix of Theorem 6.2.1. Recall that this matrix is invertible. Here, $\varphi_{0}(\mathbf{x})$ and $\varphi_{1}(\mathbf{x})$ are known boundary data and we explain in Section 10.7.4 how to obtain them. Above, the unknown vector function $V(\mathbf{x}) \in \mathbb{R}^{N}$ is given by

$$
V(\mathbf{x})=\left(\begin{array}{lllll}
v_{0}(\mathbf{x}) & v_{1}(\mathbf{x}) & \cdots & \cdots & v_{N-1}(\mathbf{x})
\end{array}\right)^{T} .
$$

The nonlinearity $f=\left(\left(f_{m}\right)_{m=0}^{N-1}\right)^{T} \in \mathbb{R}^{N}$ is quadratic with respect to the first derivatives of components of $V(\mathbf{x})$,

$$
\begin{align*}
f_{m}(\nabla V(\mathbf{x}))= & 2 \sum_{n, l=0}^{N-1} \nabla v_{n}(\mathbf{x}) \cdot \nabla v_{l}(\mathbf{x}) \int_{-a}^{a} \psi_{m}(\alpha) \psi_{n}(\alpha) \psi_{l}^{\prime}(\alpha) d \alpha \\
& +2 \sum_{n=0}^{N-1} \int_{-a}^{a} \psi_{m}(\alpha) \psi_{n}^{\prime}(\alpha) \nabla v_{n}(\mathbf{x}) \cdot \tilde{\mathbf{x}}_{\alpha} d \alpha  \tag{10.27}\\
& +2 \sum_{n=0}^{N-1} \int_{-a}^{a} \psi_{m}(\alpha) \psi_{n}(\alpha) \overline{\mathbf{x}}_{\alpha} \cdot \nabla v_{n}(\mathbf{x}) d \alpha .
\end{align*}
$$

It follows from (10.26) and (10.27) that the vector function $K(\nabla V)$ is quadratic with respect to components of $\nabla V$.

The problems (10.23)-(10.25) are overdetermined since we have two boundary conditions (10.24), (10.25) instead of just one. Also, this is not a regular Cauchy problem for the system (10.23) since the Dirichlet data in (10.24) are given at the entire boundary $\partial \Omega$. If solving problems (10.23)-(10.25), then we would find the dielectric constant $c(\mathbf{x})$ via backwards calculations. Therefore, we focus below on the solution of problems (10.23)-(10.25).

### 10.3.3 Boundary data (10.24), (10.25)

We now explain how to find the boundary data for the vector function $V(\mathbf{x})$ in (10.24), (10.25). It follows from (10.9) and (10.21) that the Dirichlet data at $\mathbf{x} \in \Gamma$ for $V(\mathbf{x})$ are known. As it is known, several data completion methods are heuristically applied in inverse problems with incomplete data; see, for example, [204]. To complement the lack of the boundary data information on $\partial \Omega \backslash \Gamma$, we use the data completion for (10.10). More precisely, we set for each $\alpha$ :

$$
\left.u(\mathbf{x}, \alpha)\right|_{\partial \Omega}= \begin{cases}F\left(\mathbf{x}, \mathbf{x}_{\alpha}\right), & \text { if } \mathbf{x} \in \Gamma  \tag{10.28}\\ u_{0}(\mathbf{x}, \alpha), & \text { if } \mathbf{x} \in \partial \Omega \backslash \Gamma,\end{cases}
$$

where the $u_{0}(\mathbf{x}, \alpha)$ is given in (10.7) and it is the solution of problem (10.5)-(10.6) for the case of the uniform background.

As to the Neumann data (10.25), usually measurements are performed far from the domain of interest, that is, on the plane $\{z=-D\}$, where $D>b$. It is time consuming to solve a CIP in a large domain. Besides, the data at the measurement plane are hard to use for an inversion algorithm since they do not look "nice," see Figures 10.2(a)-10.6(a). To "move" the data closer to the target's side, the so-called "data propagation" procedure can be applied to the measured data; see [204] for a detailed description of this procedure as well as Section 10.7.4. By this procedure, one obtains "propagated data," for example, an approximation of the data at our desired rectangle $\Gamma \subset\{z=-R\}$. Besides, the propagated data look much better than the original data, for example, compare Figure 10.2(a) with Figure 10.2(b)) below. In addition, it is clear from the data propagation procedure that one of its outcomes is an approximation of the $z$-derivative of the function $u(\mathbf{x}, k)$ at $\Gamma$. Thus, we assume that, in addition to the Dirichlet data at $\Gamma$, we know the Neumann boundary condition $u_{z}(\mathbf{x}, \alpha)=G(\mathbf{x}, \alpha)$ for $\mathbf{x} \in \Gamma, \mathbf{x}_{\alpha} \in L_{\text {src }}$. Having the function $G(\mathbf{x}, \alpha)$ and using (10.21), one can easily find the Neumann boundary condition $\varphi_{1}(\mathbf{x})$ at $\mathbf{x} \in \Gamma$ in (10.25).

### 10.3.4 Lipschitz stability of the boundary value problem (10.23)-(10.25)

For any Banach space $B$ considered below and any integer $X>1$ we consider the Banach space $B_{X}=\underbrace{B \times B \times \cdots \times B}_{X \text { times }}$ with the norm

$$
\|g\|_{B_{X}}=\left(\sum_{j=1}^{X}\left\|g_{j}\right\|_{B}^{2}\right)^{1 / 2} \quad \text { for all } g=\left(g_{1}, \ldots, g_{X}\right) \in B_{X}
$$

Let the number $r>R$ and the number $\lambda>0$. As we have stated above, a rather simple CWF is better to use in computations than a complicated CWF of (2.66). Thus, we choose the CWF as

$$
\begin{equation*}
\mu_{\lambda}(z)=\exp \left[2 \lambda(z-\theta)^{2}\right], \quad z \in[-b, b] . \tag{10.29}
\end{equation*}
$$

We choose $\theta>b$ since one of conditions imposed on the CWF in any Carleman estimate is that its gradient should not vanish in the closed domain of ones interest. Obviously, the function $\mu_{\lambda}(z)$ is decreasing for $z \in(-b, b)$ and

$$
\begin{equation*}
\max _{\bar{\Omega}} \mu_{\lambda}(z)=\exp \left[2 \lambda(b+\theta)^{2}\right], \quad \min _{\bar{\Omega}} \mu_{\lambda}(z)=\exp \left[2 \lambda(b-\theta)^{2}\right] . \tag{10.30}
\end{equation*}
$$

In other words, by (10.1) and (10.2), the CWF (10.29) attains its maximal value in $\bar{\Omega}$ on the part $\Gamma$ of the boundary where measurements are conducted, and it attains its minimal value on the opposite side.

Define the subspace $H_{0}^{2}(\Omega)$ of the space $H^{2}(\Omega)$ as

$$
\begin{equation*}
H_{0}^{2}(\Omega):=\left\{v \in H^{2}(\Omega):\left.v\right|_{\partial \Omega}=0,\left.\partial_{z} v\right|_{\Gamma}=0\right\} . \tag{10.31}
\end{equation*}
$$

Theorem 10.3.1 easily follows from Theorem 8.4.1.
Theorem 10.3.1 (Carleman estimate). Let $\mu_{\lambda}(z)$ be the function defined in (10.29). Then there exist constants $\lambda_{0}=\lambda_{0}(\Omega, r) \geq 1$ and $C=C(\Omega, r)>0$ depending only on the domain $\Omega$ such that for every function $u \in H_{0}^{2}(\Omega)$ and for all $\lambda \geq \lambda_{0}$ the following Carleman estimate holds:

$$
\begin{equation*}
\int_{\Omega}|\Delta u|^{2} \mu_{\lambda}(z) d \mathbf{x} \geq \frac{C}{\lambda} \sum_{i, j=1}^{3} \int_{\Omega}\left|u_{x_{i} x_{j}}\right|^{2} \mu_{\lambda}(z) d \mathbf{x}+C \lambda \int_{\Omega}\left[|\nabla u|^{2}+\lambda^{2}|u|^{2}\right] \mu_{\lambda}(z) d \mathbf{x} . \tag{10.32}
\end{equation*}
$$

Suppose that there exist two vector functions $V^{(1)}(\mathbf{x})$ and $V^{(2)}(\mathbf{x})$ satisfying equation (10.23) with boundary conditions as in (10.24), (10.25),

$$
\begin{array}{lll}
V^{(1)}(\mathbf{x})=\varphi_{0}^{(1)}(\mathbf{x}), & V^{(2)}(\mathbf{x})=\varphi_{0}^{(2)}(\mathbf{x}) & \text { for } \mathbf{x} \in \partial \Omega \\
V_{z}^{(1)}(\mathbf{x})=\varphi_{1}^{(1)}(\mathbf{x}), & V_{z}^{(2)}(\mathbf{x})=\varphi_{1}^{(2)}(\mathbf{x}) & \text { for } \mathbf{x} \in \Gamma . \tag{10.34}
\end{array}
$$

Suppose that there exist two vector functions $F_{1}, F_{2} \in H_{N}^{3}(\Omega)$ satisfying boundary conditions (10.33), (10.34), that is,

$$
\begin{align*}
F_{1}(\mathbf{x}) & =\varphi_{0}^{(1)}(\mathbf{x}), & F_{2}(\mathbf{x})=\varphi_{0}^{(2)}(\mathbf{x}), & \text { for } \mathbf{x} \in \partial \Omega  \tag{10.35}\\
\partial_{z} F_{1}(\mathbf{x}) & =\varphi_{1}^{(1)}(\mathbf{x}), & \partial_{z} F_{2}(\mathbf{x})=\varphi_{1}^{(2)}(\mathbf{x}), & \text { for } \mathbf{x} \in \Gamma . \tag{10.36}
\end{align*}
$$

Let $M>0$ be a number. We assume that

$$
\begin{equation*}
V^{(1)}, V^{(2)}, F_{1}, F_{2} \in G(M)=\left\{W \in H_{N}^{3}(\Omega):\|W\|_{H_{N}^{3}(\Omega)}<M\right\} . \tag{10.37}
\end{equation*}
$$

Note that by the embedding theorem

$$
\begin{equation*}
G(M) \subset C_{N}^{1}(\bar{\Omega}) \quad \text { and } \quad\|W\|_{C_{N}^{1}(\bar{\Omega})} \leq C_{1} \quad \text { for all } W \in G(M) . \tag{10.38}
\end{equation*}
$$

Here and below, $C_{1}=C_{1}(\Omega, N, M)>0$ denotes different constants depending only on listed parameters.

Theorem 10.3.2 (Lipschitz stability estimate for problem (10.23)-(10.25)). Let $V^{(1)}(\mathbf{x})$ and $V^{(2)}(\mathbf{x})$ be two solutions of equation (10.23) with boundary conditions (10.33), (10.34). Suppose that there exist two vector functions $F_{1}, F_{2} \in H_{N}^{3}(\Omega)$ satisfying (10.35), (10.36). Also, let (10.37) holds. Then the following Lipschitz stability estimate is valid:

$$
\begin{equation*}
\left\|V^{(1)}-V^{(2)}\right\|_{H_{N}^{2}(\Omega)} \leq C_{1}\left\|F_{1}-F_{2}\right\|_{H_{N}^{2}(\Omega)} . \tag{10.39}
\end{equation*}
$$

Proof. Denote

$$
\begin{align*}
Q_{1}(\mathbf{x}) & =V^{(1)}(\mathbf{x})-F_{1}(\mathbf{x}), \quad Q_{2}(\mathbf{x})=V^{(2)}(\mathbf{x})-F_{2}(\mathbf{x}),  \tag{10.40}\\
\widetilde{Q}(\mathbf{x}) & =Q_{1}(\mathbf{x})-Q_{2}(\mathbf{x}), \quad \widetilde{F}(\mathbf{x})=F_{1}(\mathbf{x})-F_{2}(\mathbf{x}) . \tag{10.41}
\end{align*}
$$

Then (10.27) and (10.33)-(10.41) imply that

$$
\begin{align*}
\Delta \widetilde{Q}(\mathbf{x}) & =T_{1}(\mathbf{x}) \cdot \nabla \widetilde{Q}(\mathbf{x})+T_{2}(\mathbf{x}) \cdot \nabla \widetilde{F}(\mathbf{x})-\Delta \widetilde{F}(\mathbf{x}),  \tag{10.42}\\
\left.\widetilde{Q}\right|_{\partial \Omega} & =0,\left.\quad \widetilde{Q}_{z}\right|_{\Gamma}=0,  \tag{10.43}\\
T_{1}, T_{2} & \in C_{N}(\bar{\Omega}), \quad\left\|T_{1}\right\|_{C_{N}(\bar{\Omega})},\left\|T_{2}\right\|_{C_{N}(\bar{\Omega})} \leq C_{1} . \tag{10.44}
\end{align*}
$$

Square absolute values of both sides of equation (10.42). Next, multiply the resulting equation by the CWF (10.29) and integrate over the domain $\Omega$. Using (10.44), we obtain

$$
\begin{equation*}
\int_{\Omega}|\Delta \widetilde{Q}|^{2} \mu_{\lambda}(z) d \mathbf{x} \leq C_{1} \int_{\Omega}|\nabla \widetilde{Q}|^{2} \mu_{\lambda}(z) d \mathbf{x}+C_{1} \int_{\Omega}\left(|\Delta \widetilde{F}|^{2}+|\nabla \widetilde{F}|^{2}\right) \mu_{\lambda}(z) d \mathbf{x} . \tag{10.45}
\end{equation*}
$$

Taking into account (10.31) and (10.43) and also applying (10.32) to (10.45), we obtain for all $\lambda \geq \lambda_{0}>1$,

$$
\begin{align*}
& C_{1} \int_{\Omega}\left(|\Delta \widetilde{F}|^{2}+|\nabla \widetilde{F}|^{2}\right) \mu_{\lambda}(z) d \mathbf{x}+C_{1} \int_{\Omega}|\nabla \widetilde{Q}|^{2} \mu_{\lambda}(z) d \mathbf{x}  \tag{10.46}\\
& \quad \geq \frac{1}{\lambda} \sum_{i, j=1}^{3} \int_{\Omega}\left|\widetilde{Q}_{x_{i} x_{j}}\right|^{2} \mu_{\lambda}(z) d \mathbf{x}+\lambda \int_{\Omega}\left[|\nabla \widetilde{Q}|^{2}+\lambda^{2}|\widetilde{Q}|^{2}\right] \mu_{\lambda}(z) d \mathbf{x} .
\end{align*}
$$

Choose a number $\lambda_{1} \geq \lambda_{0}$ such that $\lambda_{1} \geq 2 C_{1}$. Then (10.46) implies that

$$
\begin{aligned}
& C_{1} \int_{\Omega}\left(|\Delta \widetilde{F}|^{2}+|\nabla \widetilde{F}|^{2}\right) \mu_{\lambda_{1}}(z) d \mathbf{x} \\
& \quad \geq \frac{1}{\lambda_{1}} \sum_{i, j=1}^{3} \int_{\Omega}\left|\widetilde{Q}_{x_{i} x_{j}}\right|^{2} \mu_{\lambda_{1}}(z) d \mathbf{x}+\frac{\lambda_{1}}{2} \int_{\Omega}\left[|\nabla \widetilde{Q}|^{2}+|\widetilde{Q}|^{2}\right] \mu_{\lambda_{1}}(z) d \mathbf{x} .
\end{aligned}
$$

This inequality and (10.30) lead to

$$
\begin{aligned}
& C_{1} \exp \left(4 \operatorname{Rr} \lambda_{1}\right) \int_{\Omega}\left(|\Delta \widetilde{F}|^{2}+|\nabla \widetilde{F}|^{2}\right) d \mathbf{x} \\
& \quad \geq \frac{1}{\lambda_{1}} \sum_{i, j=1}^{3} \int_{\Omega}\left|\widetilde{Q}_{x_{i} x_{j}}\right|^{2} d \mathbf{x}+\frac{\lambda_{1}}{2} \int_{\Omega}\left[|\nabla \widetilde{Q}|^{2}+|\widetilde{Q}|^{2}\right] d \mathbf{x} .
\end{aligned}
$$

Hence, with a new constant $C_{1}$ we have

$$
\begin{equation*}
\|\widetilde{Q}\|_{H_{N}^{2}(\Omega)} \leq C_{1}\|\widetilde{F}\|_{H_{N}^{2}(\Omega)} . \tag{10.47}
\end{equation*}
$$

Next, by (10.40), (10.41), and triangle inequality,

$$
\begin{aligned}
\|\widetilde{Q}\|_{H_{N}^{2}(\Omega)} & =\left\|\left(V^{(1)}-F_{1}\right)-\left(V^{(2)}-F_{2}\right)\right\|_{H_{N}^{2}(\Omega)} \\
& \geq\left\|V^{(1)}-V^{(2)}\right\|_{H_{N}^{2}(\Omega)}-\left\|F_{1}-F_{2}\right\|_{H_{N}^{2}(\Omega)} .
\end{aligned}
$$

Combining this with (10.47), we obtain the target estimate (10.39) of this theorem.

### 10.4 Weighted Tikhonov-like functional

For the convenience of the presentation, each $N$-D complex valued vector function $W=\operatorname{Re} W+i \operatorname{Im} W$ is considered below as the $2 N$-D vector function with real valued components $(\operatorname{Re} W, \operatorname{Im} W):=\left(W_{1}, W_{2}\right):=W \in \mathbb{R}^{2 N}$. All results and proofs below are for these $2 N$-D vector functions. For any number $s \in \mathbb{C}$, its complex conjugate is denoted as $\bar{s}$.

We find an approximate solution of the problem (10.23)-(10.26) via the minimization of an appropriate weighted Tikhonov-like functional with the CWF (10.29) involved in it. Due to (10.23), denote

$$
\begin{equation*}
L(V)(\mathbf{x})=\Delta V(\mathbf{x})+K(\nabla V(\mathbf{x})) . \tag{10.48}
\end{equation*}
$$

Let $y \in(0,1)$ be the regularization parameter. We now consider the following weighted Tikhonov-like functional $J_{\lambda, y}: H_{2 N}^{3}(\Omega) \rightarrow \mathbb{R}_{+}$:

$$
\begin{equation*}
J_{\lambda, y}(V)=\exp \left[-2 \lambda(b+\theta)^{2}\right] \int_{\Omega}|L(V)|^{2} \mu_{\lambda}(z) d \mathbf{x}+\gamma\|V\|_{H_{N}^{3}(\Omega)}^{2} . \tag{10.49}
\end{equation*}
$$

Here, $\exp \left[-2 \lambda(b+\theta)^{2}\right]$ is the balancing multiplier: to balance first and second terms in the right-hand side of (10.49); see (10.30). We use the $H_{N}^{3}(\Omega)$-norm in the regularization term here since $H_{N}^{3}(\Omega) \subset C_{N}^{1}(\bar{\Omega})$ and an obvious analog of (10.38) holds.

Remark 10.4.1 (Underlying reasons of the convexification idea). Assuming for a moment that the nonlinear term $K(\nabla V(\mathbf{x}))$ is absent in (10.48), we remark that since the Laplace operator is linear, then one can also find an approximate solution of the problem (10.23)-(10.26) by the regular quasi-reversibility method with $\lambda=0$ in (10.49); see Section 4.3. However, if $K(\nabla V(\mathbf{x})) \neq 0$, then the presence of the CWF serves three purposes: first, it controls this nonlinear term; second, it "maximizes" the influence of the important boundary data at $z=-R$; and third, it "convexifies" the cost functional globally. These are the underlying reasons of the convexification idea.

Below $(\cdot, \cdot)$ is the scalar product in the space $H_{2 N}^{3}(\Omega)$. Let $M>0$ be an arbitrary number. We define the set $B(M) \subset H_{2 N}^{3}(\Omega)$ as

$$
\begin{equation*}
B(M)=\left\{V \in H_{2 N}^{3}(\Omega):\|V\|_{H_{2 N}^{3}(\Omega)}<M,\left.V\right|_{\partial \Omega}=\varphi_{0},\left.V_{z}\right|_{\Gamma}=\varphi_{1}\right\} . \tag{10.50}
\end{equation*}
$$

By (10.38), we know that

$$
\begin{equation*}
B(M) \subset C_{2 N}^{1}(\bar{\Omega}) \quad \text { and } \quad\|V\|_{C_{2 N}^{1}(\bar{\Omega})} \leq C_{1} \quad \text { for all } V \in B(M) \tag{10.51}
\end{equation*}
$$

Minimization problem (MP). Minimize the cost functional $J_{\lambda, y}(V)$ on the set $\overline{B(M)}$.

### 10.5 Analysis of the functional $J_{\lambda, \gamma}(V)$

### 10.5.1 Strict convexity on $\overline{B(M)}$

Theorem 10.5.1 is the central analytical result of this chapter. Note that in the proof of this theorem we do not "subtract" boundary conditions from the vector function $V$, which means that we do not arrange zero boundary conditions for the difference. Hence, we do not require here that our boundary conditions should be extended in the entire domain $\Omega$. This is a new element compared with our proofs of related theorems in Chapters 7 and 8. Still, we use that subtraction in Theorems 10.5.4 and 10.6.1.

Theorem 10.5.1. The functional $J_{\lambda, y}(V)$ has its Fréchet derivative $J_{\lambda, y}^{\prime}(V)$ at any point $V \in \overline{B(M)}$. Let $\lambda_{0}>1$ be the number of Theorem 10.3.1. There exists a sufficiently large number $\lambda_{2}=\lambda_{2}(M, N, r, \Omega) \geq \lambda_{0}$ such that the functional $J_{\lambda, y}(V)$ is strictly convex on $\overline{B(M)}$ for all $\lambda \geq \lambda_{2}$. More precisely, for all $\lambda \geq \lambda_{2}$ the following inequality holds:

$$
\begin{align*}
& J_{\lambda, \gamma}\left(V^{(2)}\right)-J_{\lambda, \gamma}\left(V^{(1)}\right)-J_{\lambda, \gamma}^{\prime}\left(V^{(1)}\right)\left(V^{(2)}-V^{(1)}\right)  \tag{10.52}\\
& \quad \geq C_{1}\left\|V^{(2)}-V^{(1)}\right\|_{H_{2 N}^{2}(\Omega)}^{2}+\gamma\left\|V^{(2)}-V^{(1)}\right\|_{H_{2 N}^{3}(\Omega)}^{2} \quad \text { for all } V^{(1)}, V^{(2)} \in \overline{B(M)} .
\end{align*}
$$

Proof. Let $V^{(1)}, V^{(2)} \in \overline{B(M)}$ be two arbitrary points. Define $H_{0,2 N}^{3}(\Omega)=H_{2 N}^{3}(\Omega) \cap$ $H_{0,2 N}^{2}(\Omega)$; see (10.31). Denote $h=\left(h_{1}, h_{2}\right)=V^{(2)}-V^{(1)}$. Then

$$
\begin{equation*}
h \in \overline{B(2 M)} \quad \text { and } \quad h \in H_{0,2 N}^{3}(\Omega) . \tag{10.53}
\end{equation*}
$$

Obviously, $\left|L\left(V^{(2)}\right)\right|^{2}=\left|L\left(V^{(1)}+h\right)\right|^{2}$. Observe that it follows from (10.23), (10.26), and (10.27) that the vector function $K(\nabla V)$ is the sum of linear and quadratic parts with respect to the gradients $\nabla v_{n}(\mathbf{x})$ of the components $v_{n}(\mathbf{x})$ of the vector function $V$. Using this as well as (10.48), we obtain

$$
\begin{equation*}
L\left(V^{(1)}+h\right)=L\left(V^{(1)}\right)+\Delta h+K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h) . \tag{10.54}
\end{equation*}
$$

Here, the vector functions $K_{1}, K_{2}$ are continuous with respect to $\mathbf{x}$ in $\bar{\Omega}$. Also, $K_{1}(\mathbf{x})$ is independent on $h$. vector function $K_{2}(\mathbf{x}, \nabla h)$, it is quadratic with respect to the gradients $\nabla h_{n}(\mathbf{x})$ of the components of the vector function $h$. The latter, (10.50) and (10.51) imply that

$$
\begin{equation*}
\left|K_{2}(\mathbf{x}, \nabla h)\right| \leq C_{1}|\nabla h|^{2} \quad \text { for all } \mathbf{x} \in \bar{\Omega} . \tag{10.55}
\end{equation*}
$$

Squaring absolute values of both sides of (10.54), we obtain

$$
\begin{align*}
\left|L\left(V^{(1)}+h\right)\right|^{2}= & \left|L\left(V^{(1)}\right)\right|^{2}+2 \operatorname{Re}\left\{\overline{L\left(V^{(1)}\right)}\left[\Delta h+K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right]\right\} \\
& +\left|\Delta h+K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right|^{2} . \tag{10.56}
\end{align*}
$$

In (10.56), we single out the linear, with respect to $h$, term as well as the term $|\Delta h|^{2}$. We obtain

$$
\begin{align*}
& \left|L\left(V^{(1)}+h\right)\right|^{2}-\left|L\left(V^{(1)}\right)\right|^{2}  \tag{10.57}\\
& \quad=2 \operatorname{Re}\left\{\overline{L\left(V^{(1)}\right)}\left[\Delta h+K_{1}(\mathbf{x}) \nabla h\right]\right\}+|\Delta h|^{2}+2 \operatorname{Re}\left[\overline{L\left(V^{(1)}\right)} K_{2}(\mathbf{x}, \nabla h)\right] \\
& \quad+2 \operatorname{Re}\left\{\overline{\Delta h}\left[K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right]\right\}+\left|K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right|^{2} .
\end{align*}
$$

In (10.57), the term $2 \operatorname{Re}\left\{\overline{L\left(V^{(1)}\right)}\left[\Delta h+K_{1}(\mathbf{x}) \nabla h\right]\right\}$ is linear with respect to $h$. Thus, we obtain

$$
\begin{align*}
& J_{\lambda, y}\left(V^{(1)}+h\right)-J_{\lambda, y}\left(V^{(1)}\right)  \tag{10.58}\\
& \quad=\operatorname{Lin}(h)+y\|h\|_{H_{2 N}^{3}(\Omega)}^{2} \\
& \quad+e^{-2 \lambda(R+r)^{2}} \int_{\Omega}\left\{|\Delta h|^{2}+2 \operatorname{Re}\left[\overline{\Delta h} \cdot\left(K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right)\right]\right\} \mu_{\lambda}(z) d \mathbf{x} \\
& \quad+e^{-2 \lambda(R+r)^{2}} \int_{\Omega}\left[2 \operatorname{Re}\left[\overline{L\left(V^{(1)}\right)} K_{2}(\mathbf{x}, \nabla h)\right]+\left|K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right|^{2}\right] \mu_{\lambda}(z) d \mathbf{x},
\end{align*}
$$

where the functional $\operatorname{Lin}(h): H_{0,2 N}^{3} \rightarrow \mathbb{R}$ is linear with respect to $h=\left(h_{1}, h_{2}\right)$. It follows from (10.57) that it is generated by the term $2 \operatorname{Re}\left\{\overline{L\left(V^{(1)}\right)}\left[\Delta h+K_{1}(\mathbf{x}) \nabla h\right]\right\}$,

$$
\begin{align*}
\operatorname{Lin}(h)= & 2 \gamma\left(V^{(1)}, h\right)  \tag{10.59}\\
& +2 e^{-2 \lambda(R+r)^{2}} \int_{\Omega} \operatorname{Re}\left[\Delta h+\left(K_{1}(\mathbf{x}) \nabla h\right)\left(\overline{\Delta V^{(1)}+K\left(\nabla V^{(1)}\right)}\right)\right] \mu_{\lambda}(z) d \mathbf{x} .
\end{align*}
$$

Besides, it follows from (10.58) and (10.59) that

$$
\lim _{\|h\|_{H_{2 N}^{3}(\Omega)}\left(0^{+}\right.}\left\{\frac{1}{\|h\|_{H_{2 N}^{3}(\Omega)}}\left[J_{\lambda, y}\left(V^{(1)}+h\right)-J_{\lambda, y}\left(V^{(1)}\right)-\operatorname{Lin}(h)\right]\right\}=0 .
$$

Hence, the functional $\operatorname{Lin}(h)$ is the Frechét derivative of the functional $J_{\lambda, y}$ at the point $V^{(1)} \in \overline{B(M)}$. By the Riesz theorem, there exists a unique point $J_{\lambda, y}^{\prime}\left(V^{(1)}\right)$ such that

$$
\begin{equation*}
J_{\lambda, y}^{\prime}\left(V^{(1)}\right) \in H_{0,2 N}^{3}(\Omega) \quad \text { and } \quad \operatorname{Lin}(h)=\left(J_{\lambda, y}^{\prime}\left(V^{(1)}\right), h\right) \quad \text { for all } h \in H_{0,2 N}^{3}(\Omega) \tag{10.60}
\end{equation*}
$$

Thus, we can rewrite (10.58) as

$$
\begin{align*}
& J_{\lambda, y}\left(V^{(1)}+h\right)-J_{\lambda, y}\left(V^{(1)}\right)-\left(J_{\lambda, y}^{\prime}\left(V^{(1)}\right), h\right)  \tag{10.61}\\
& =\gamma\|h\|_{H_{2 N}^{3}(\Omega)}^{2} \\
& \quad+e^{-2 \lambda(R+r)^{2}} \int_{\Omega}\left\{|\Delta h|^{2}+2 \operatorname{Re}\left[\overline{\Delta h} \cdot\left(K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right)\right]\right\} \mu_{\lambda}(z) d \mathbf{x} \\
& \quad+e^{-2 \lambda(R+r)^{2}} \int_{\Omega}\left[2 \operatorname{Re}\left[\overline{L\left(V^{(1)}\right)} K_{2}(\mathbf{x}, \nabla h)\right]+\left|K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right|^{2}\right] \mu_{\lambda}(z) d \mathbf{x} .
\end{align*}
$$

We now estimate from the below the term in the second line of (10.61). By the CauchySchwarz inequality, (10.51) and (10.55) we find that

$$
2\left|\overline{\Delta h} \cdot\left(K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right)\right| \leq \frac{1}{2}|\Delta h|^{2}+C_{1}|\nabla h|^{2} .
$$

Therefore,

$$
\begin{align*}
& \int_{\Omega}\left\{|\Delta h|^{2}+2 \operatorname{Re}\left[\overline{\Delta h} \cdot\left(K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right)\right]\right\} \mu_{\lambda}(z) d \mathbf{x} \\
& \quad \geq \int_{\Omega}|\Delta h|^{2} \mu_{\lambda}(z) d \mathbf{x}-\frac{1}{2} \int_{\Omega}|\Delta h|^{2} \mu_{\lambda}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x}  \tag{10.62}\\
& \quad=\frac{1}{2} \int_{\Omega}|\Delta h|^{2} \mu_{\lambda}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x} .
\end{align*}
$$

Next, using (10.55), we estimate from the below the term in the third line of (10.61),

$$
\begin{align*}
& e^{-2 \lambda(R+r)^{2}} \int_{\Omega}\left[2 \operatorname{Re}\left[\overline{L\left(V^{(1)}\right)} K_{2}(\mathbf{x}, \nabla h)\right]+\left|K_{1}(\mathbf{x}) \nabla h+K_{2}(\mathbf{x}, \nabla h)\right|^{2}\right] \mu_{\lambda}(z) d \mathbf{x} \\
& \quad \geq-C_{1} e^{-2 \lambda(R+r)^{2}} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x} . \tag{10.63}
\end{align*}
$$

Thus, (10.61)-(10.63) imply

$$
\begin{align*}
& J_{\lambda, \gamma}\left(V^{(1)}+h\right)-J_{\lambda, \gamma}\left(V^{(1)}\right)-\left(J_{\lambda, \gamma}^{\prime}\left(V^{(1)}\right), h\right)  \tag{10.64}\\
& \quad \geq \frac{e^{-2 \lambda(R+r)^{2}}}{2}\left[\int_{\Omega}|\Delta h|^{2} \mu_{\lambda}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x}\right]+\gamma\|h\|_{H_{2 N}^{3}(\Omega)}^{2} .
\end{align*}
$$

Now we apply the Carleman estimate (10.32) to the second line of (10.64). This use is possible due to (10.53). For brevity, we do not count the multiplier $\exp \left[-2 \lambda(R+r)^{2}\right]$ for a while. With a constant $\widetilde{C}=\widetilde{C}(\Omega, r, N)>0$ and a number $\tilde{\lambda}_{0}=\widetilde{\lambda}_{0}(\Omega, r, N) \geq \lambda_{0}>1$ depending only on listed parameters, we obtain for all $\lambda \geq \widetilde{\lambda}_{0}$,

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}|\Delta h|^{2} \mu_{\lambda}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x}  \tag{10.65}\\
& \quad \geq \frac{\widetilde{C}}{\lambda} \sum_{i, j=1}^{3} \int_{\Omega}\left|h_{x_{i} x_{j}}\right|^{2} \mu_{\lambda}(z) d \mathbf{x} \\
& \quad+\widetilde{C} \lambda \int_{\Omega}\left[|\nabla h|^{2}+\lambda^{2}|h|^{2}\right] \mu_{\lambda}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda}(z) d \mathbf{x} .
\end{align*}
$$

Choose the number $\lambda_{2}=\lambda_{2}(M, \Omega, r, N) \geq \widetilde{\lambda}_{0}>1$ depending only on listed parameters such that $\tilde{C} \lambda_{2}>2 C_{1}$. Then we obtain from (10.65),

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}|\Delta h|^{2} \mu_{\lambda_{2}}(z) d \mathbf{x}-C_{1} \int_{\Omega}|\nabla h|^{2} \mu_{\lambda_{2}}(z) d \mathbf{x} \\
& \quad \geq \frac{\widetilde{C}}{\lambda_{2}} \sum_{i, j=1}^{3} \int_{\Omega}\left|h_{x_{i} x_{j}}\right|^{2} \mu_{\lambda_{2}}(z) d \mathbf{x}+\frac{1}{2} \widetilde{C} \lambda_{2} \int_{\Omega}\left[|\nabla h|^{2}+\lambda_{2}^{2}|h|^{2}\right] \mu_{\lambda_{2}}(z) d \mathbf{x}  \tag{10.66}\\
& \quad \geq C_{1} e^{2 \lambda_{2}(R-r)^{2}}\|h\|_{H_{2 N}^{2}}^{2} .
\end{align*}
$$

Hence, combining (10.64)-(10.66), we arrive at

$$
J_{\lambda, \gamma}\left(V^{(1)}+h\right)-J_{\lambda, y}\left(V^{(1)}\right)-\left(J_{\lambda, y}^{\prime}\left(V^{(1)}\right), h\right) \geq C_{1}\|h\|_{H_{2 N}^{2}}^{2}+\gamma\|h\|_{H_{2 N}^{3}(\Omega)}^{2},
$$

which is equivalent to our target estimate (10.52).

### 10.5.2 The minimizer of $J_{\lambda, \gamma}(V)$ on $\overline{B(M)}$

We omit proofs of Theorems 10.5.2 and 10.5.3 since these proofs are similar with proofs of Theorem 5.3.1 and Lemma 5.2.1, respectively. In Theorem 10.5.2 below, we state the Lipschitz continuity of the Fréchet derivative $J_{\lambda, \gamma}^{\prime}(V)$ on $\overline{B(M)}$.

Theorem 10.5.2. For any $\lambda>0$ the Fréchet derivative $J_{\lambda, y}^{\prime}(V)$ of the functional $J_{\lambda, \gamma}(V)$ is Lipschitz continuous on the set $\overline{B(M)}$. In other words, there exists a number $D=$ $D(\Omega, r, N, M, \lambda, \gamma)>0$ depending only on listed parameters such that for any $V^{(1)}, V^{(2)} \in$ $\overline{B(M)}$ the following estimate holds:

$$
\left\|J_{\lambda, y}^{\prime}\left(V^{(2)}\right)-J_{\lambda, y}^{\prime}\left(V^{(1)}\right)\right\|_{H_{2 N}^{3}(\Omega)} \leq D\left\|V^{(2)}-V^{(1)}\right\|_{H_{2 N}^{3}(\Omega)} .
$$

Theorem 10.5.3. Let the number $\lambda_{2}=\lambda_{2}(M, N, r, \Omega)>1$ be the one in Theorem 10.5.1. Then for any $\lambda \geq \underline{\lambda_{2}}$ and for any $\gamma>0$ the functional $J_{\lambda, \gamma}(V)$ has a unique minimizer $V_{\min , \lambda, y} \in \overline{B(M)}$ on $\overline{B(M)}$. Furthermore, the following inequality holds:

$$
\begin{equation*}
\left(J_{\lambda, \gamma}^{\prime}\left(V_{\min , \lambda, y}\right), V_{\min , \lambda, y}-Q\right) \leq 0 \quad \text { for all } Q \in \overline{B(M)} . \tag{10.67}
\end{equation*}
$$

### 10.5.3 The distance between the minimizer and the "ideal" solution

In accordance with the concept of Tikhonov for ill-posed problems [22, 244], assume now that there exists the "ideal" solution $V^{*}$ of problem (10.23)-(10.26) with the "ideal" noiseless data $\varphi_{0}^{*}, \varphi_{1}^{*}$. It makes sense to obtain an estimate of the distance between $V^{*}$ and the minimizer $V_{\min , \lambda, y}$ of the functional $J_{\lambda, \gamma}(V)$ for the case of noisy data with the noise level $\delta \in(0,1)$. This is what is done in the current subsection.

To obtain this estimate, we need to "extend" the boundary data $\varphi_{0}, \varphi_{1}$ in (10.24), (10.25) inside $\Omega$. Recall that, unlike all previous works on the convexification, we have not done this extension in the proof of our central Theorem 10.5.1. Thus, we assume that there exists a vector function $G(\mathbf{x}) \in H_{2 N}^{3}(\Omega)$ satisfying boundary conditions (10.24), (10.25),

$$
\begin{equation*}
\left.G\right|_{\partial \Omega}=\varphi_{0}(\mathbf{x}),\left.\quad G_{z}\right|_{\Gamma}=\varphi_{1}(\mathbf{x}) . \tag{10.68}
\end{equation*}
$$

On the other hand, the existence of the corresponding vector function $G^{*}(\mathbf{x}) \in H_{2 N}^{3}(\Omega)$ satisfying boundary conditions with the "ideal" data,

$$
\begin{equation*}
\left.G^{*}\right|_{\partial \Omega}=\varphi_{0}^{*}(\mathbf{x}),\left.\quad G_{z}^{*}\right|_{\Gamma}=\varphi_{1}^{*}(\mathbf{x}) \tag{10.69}
\end{equation*}
$$

follows from the existence of the ideal solution $V^{*}$. We assume that

$$
\begin{equation*}
\left\|G-G^{*}\right\|_{H_{2 N}^{3}(\Omega)}<\delta . \tag{10.70}
\end{equation*}
$$

In addition, we suppose that

$$
\begin{equation*}
\left\|V^{*}\right\|_{H_{2 N}^{3}(\Omega)},\left\|G^{*}\right\|_{H_{2 N}^{3}(\Omega)}<M-\delta . \tag{10.71}
\end{equation*}
$$

Using (10.70), (10.71), and the triangle inequality, we easily see that

$$
\begin{equation*}
\|G\|_{H_{2 N}^{3}(\Omega)}<M . \tag{10.72}
\end{equation*}
$$

Our goal now is to estimate $\left\|V_{\min , \lambda, \gamma}-V^{*}\right\|_{H_{2 N}^{3}(\Omega)}$ via the noise parameter $\delta$.
Theorem $\mathbf{1 0 . 5} .4$ (accuracy and stability of minimizers).
Suppose that conditions (10.68)-(10.71) hold. Let $\lambda_{2}=\lambda_{2}(M, N, r, \Omega)>1$ be the number in Theorems 10.5.1, 10.5.3. Choose the number $\lambda_{3}=\lambda_{2}(3 M, N, \Omega)>\lambda_{2}>1$. Let $\lambda=\lambda_{3}$ and $\gamma=\delta^{2}$. Then the following accuracy estimate holds:

$$
\begin{equation*}
\left\|V_{\min , \lambda, \gamma}-V^{*}\right\|_{H_{2 N}^{2}(\Omega)} \leq C_{1} \delta \tag{10.73}
\end{equation*}
$$

Proof of Theorem 10.5.4. We note first that since the boundary conditions for vector functions $V_{\min , \lambda, y}$ and $V^{*}$ are different, then we cannot apply directly the strict convexity inequality (10.52) here, setting, for example, that $V^{(2)}=V^{*}$ and $V^{(1)}=V_{\min , \lambda, y}$.

For every vector function $V \in B(M)$, consider the vector function $W=V-G$. Then by (10.72) and the triangle inequality

$$
\begin{equation*}
W \in B_{0}(2 M)=\left\{W:\|W\|_{H_{2 N}^{3}(\Omega)}<2 M,\left.W\right|_{\partial \Omega}=\left.W_{z}\right|_{\Gamma}=0\right\} . \tag{10.74}
\end{equation*}
$$

On the other hand, (10.72) and (10.74) imply that

$$
\begin{equation*}
W+G \in B(3 M) \quad \text { for all } W \in B_{0}(2 M) \tag{10.75}
\end{equation*}
$$

Now, for any $W \in B_{0}(2 M)$ we have

$$
\begin{align*}
& J_{\lambda, \gamma}\left(W^{*}+G\right)-J_{\lambda, \gamma}(W+G)-J_{\lambda, y}^{\prime}(W+G)\left(W^{*}-W\right)  \tag{10.76}\\
& \quad=J_{\lambda, \gamma}\left(\widetilde{V}^{*}\right)-J_{\lambda, \gamma}(V)-J_{\lambda, \gamma}^{\prime}(V)\left(\widetilde{V}^{*}-V\right),
\end{align*}
$$

where $\widetilde{V}^{*}=W^{*}+G$ and $V=W+G$. Notice that by (10.74) and (10.75) both vector functions $\widetilde{V}^{*}, V \in B(3 M)$. Hence, by Theorem 10.5 .1 we can apply the estimate (10.52) to the second line of (10.76) with $\lambda=\lambda_{3}=\lambda_{2}(3 M, N, r, \Omega)>1$. Thus,

$$
\begin{align*}
& J_{\lambda_{3}, \gamma}\left(W^{*}+G\right)-J_{\lambda_{3}, \gamma}(W+G)-J_{\lambda_{3}, \gamma}^{\prime}(W+G)\left(W^{*}-W\right)  \tag{10.77}\\
& \quad \geq C_{1}\left\|W^{*}-W\right\|_{H_{2 N}^{2}(\Omega)}^{2}+\gamma\left\|W^{*}-W\right\|_{H_{2 N}^{3}(\Omega)}^{2} \quad \text { for all } W \in B_{0}(2 M) .
\end{align*}
$$

Consider now the minimizer $V_{\min , \lambda_{3}, \gamma} \in \overline{B(M)}$ which is claimed by Theorem 10.5.3. Let $W_{\min , \lambda_{3}, \gamma}=V_{\min , \lambda_{3}, \gamma}-G \in B(2 M)$. Then (10.77) implies that

$$
\begin{align*}
& J_{\lambda_{3}, \gamma}\left(W^{*}+G\right)-J_{\lambda_{3}, \gamma}\left(V_{\min , \lambda_{3}, \gamma}\right)-J_{\lambda_{3}, \gamma}^{\prime}\left(V_{\min , \lambda_{3}, \gamma}\right)\left(\left(W^{*}+G\right)-V_{\min , \lambda_{3}, \gamma}\right)  \tag{10.78}\\
& \quad \geq C_{1}\left\|W^{*}-W_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)}^{2}+\gamma\left\|W^{*}-W_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{3}(\Omega)}^{2} .
\end{align*}
$$

Using the triangle inequality, (10.70) and (10.71), we obtain

$$
\begin{aligned}
\left\|W^{*}+G\right\|_{H_{2 N}^{3}(\Omega)} & =\left\|W^{*}+G^{*}+\left(G-G^{*}\right)\right\|_{H_{2 N}^{3}(\Omega)} \\
& \leq\left\|W^{*}+G^{*}\right\|_{H_{2 N}^{3}(\Omega)}+\left\|G-G^{*}\right\|_{H_{2 N}^{3}(\Omega)} \\
& =\left\|V^{*}\right\|_{H_{2 N}^{3}(\Omega)}+\left\|G-G^{*}\right\|_{H_{2 N}^{3}(\Omega)}<(M-\delta)+\delta=M .
\end{aligned}
$$

This means that $\left(W^{*}+G\right) \in B(M)$. Therefore, we use (10.67) to get

$$
-J_{\lambda_{3}, \gamma}^{\prime}\left(V_{\min , \lambda_{3}, \gamma}\right)\left(\left(W^{*}+G\right)-V_{\min , \lambda_{3}, \gamma}\right) \leq 0 .
$$

Hence,

$$
\begin{aligned}
& J_{\lambda_{3}, \gamma}\left(W^{*}+G\right)-J_{\lambda_{3}, \gamma}\left(V_{\min , \lambda_{3}, \gamma}\right)-J_{\lambda_{3}, \gamma}^{\prime}\left(V_{\min , \lambda_{3}, \gamma}\right)\left(\left(W^{*}+G\right)-V_{\min , \lambda_{3}, \gamma}\right) \\
& \quad \leq J_{\lambda_{3}, \gamma}\left(W^{*}+G\right) .
\end{aligned}
$$

Moreover, substituting this inequality in (10.78), we obtain

$$
\begin{equation*}
J_{\lambda_{3}, \gamma}\left(W^{*}+G\right) \geq C_{1}\left\|W^{*}-W_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)}^{2} . \tag{10.79}
\end{equation*}
$$

We now estimate the left-hand side of (10.79). Note that the functional $J_{\lambda_{3}, \gamma}(V)$ can be represented as

$$
\begin{align*}
& J_{\lambda_{3}, \gamma}(V)=J_{\lambda_{3}, \gamma}^{0}(V)+\gamma\|V\|_{H_{N}^{3}(\Omega)}^{2},  \tag{10.80}\\
& J_{\lambda_{3}, \gamma}^{0}(V)=\exp \left[-2 \lambda(R+r)^{2}\right] \int_{\Omega}|L(V)|^{2} \mu_{\lambda}(z) d \mathbf{x} . \tag{10.81}
\end{align*}
$$

Since $W^{*}+G^{*}=V^{*}$ is the ideal solution, then $L\left(V^{*}\right)(\mathbf{x})=0$ for $\mathbf{x} \in \Omega$.
Next, using the finite increment formula and (10.48), we obtain

$$
\begin{aligned}
\left|L\left(W^{*}+G\right)\right|^{2}(\mathbf{x}) & =\left|L\left(W^{*}+G^{*}+G-G^{*}\right)\right|^{2}(\mathbf{x}) \\
& =\left|L\left(V^{*}\right)+S\left(G-G^{*}\right)\right|^{2}(\mathbf{x})=\left|S\left(G-G^{*}\right)\right|^{2}(\mathbf{x}),
\end{aligned}
$$

where by (10.30) and (10.70) the following estimate is valid:

$$
\exp \left[-2 \lambda(R+r)^{2}\right] \int_{\Omega}\left|S\left(G-G^{*}\right)\right|^{2}(\mathbf{x}) \mu_{\lambda}(z) d \mathbf{x} \leq C_{1} \delta^{2}
$$

This and (10.81) imply that

$$
\begin{equation*}
J_{\lambda_{3}, \gamma}^{0}\left(W^{*}+G\right) \leq C_{1} \delta^{2} . \tag{10.82}
\end{equation*}
$$

Next, using (10.72), (10.74), (10.80), and (10.82), we obtain

$$
\begin{equation*}
J_{\lambda_{3}, \gamma}\left(W^{*}+G\right) \leq C_{1}\left(\delta^{2}+\gamma\right) . \tag{10.83}
\end{equation*}
$$

Therefore, using (10.79), (10.83), and recalling that $\gamma=\delta^{2}$, we obtain

$$
\begin{equation*}
\left\|W^{*}-W_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)} \leq C_{1} \delta . \tag{10.84}
\end{equation*}
$$

Finally, using (10.70) and the triangle inequality, we obtain the following lower bound for the left-hand side of (10.84):

$$
\begin{aligned}
\left\|W^{*}-W_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)} & =\left\|\left(W^{*}+G^{*}\right)-\left(W_{\min , \lambda_{3}, \gamma}+G\right)+\left(G-G^{*}\right)\right\|_{H_{2 N}^{2}(\Omega)} \\
& =\left\|\left(V^{*}-V_{\min , \lambda_{3}, \gamma}\right)+\left(G-G^{*}\right)\right\|_{H_{2 N}^{2}(\Omega)} \\
& \geq\left\|V^{*}-V_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)}-\left\|G-G^{*}\right\|_{H_{2 N}^{2}(\Omega)} \\
& \geq\left\|V^{*}-V_{\min , \lambda_{3}, \gamma}\right\|_{H_{2 N}^{2}(\Omega)}-\delta .
\end{aligned}
$$

Substituting this in (10.84), we obtain the target estimate (10.73).
Corollary 10.5.1. The functional $I_{\lambda, \gamma}(W):=J_{\lambda, \gamma}(W+G)$ is strictly convex on $\overline{B_{0}(2 M)}$ for all $\lambda \geq \lambda_{3}$, where $\lambda_{3}$ is the number defined in Theorem 10.5.4.

Proof. It follows from the proof of Theorem 10.5 .4 and (10.52) that the following analog of (10.77) holds for all $\lambda \geq \lambda_{3}$ and for all $W^{(1)}, W^{(2)} \in B_{0}(2 M)$ :

$$
\begin{aligned}
& I_{\lambda, \gamma}\left(W^{(2)}\right)-I_{\lambda, y}\left(W^{(1)}\right)-I_{\lambda, \gamma}^{\prime}\left(W^{(1)}\right)\left(W^{(2)}-W^{(1)}\right) \\
& \quad \geq C_{1}\left\|W^{(2)}-W^{(1)}\right\|_{H_{2 N}^{2}(\Omega)}^{2}+\gamma\left\|W^{(2)}-W^{(1)}\right\|_{H_{2 N}^{3}(\Omega)}^{2}
\end{aligned}
$$

### 10.6 The globally convergent gradient projection method

Now we construct an approximation for the vector function $W^{*}=V^{*}-G^{*}$ for $W^{*} \epsilon$ $B_{0}(2 M)$. It follows from (10.74) that $B_{0}(2 M) \subset H_{0,2 N}^{3}(\Omega)$. Let $P_{\bar{B}}: H_{0,2 N}^{3}(\Omega) \rightarrow \overline{B_{0}(2 M)}$ be the orthogonal projection operator of the space $H_{0,2 N}^{3}(\Omega)$ on the closed ball $\overline{B_{0}(2 M)}$. Let $W^{(0)} \in B_{0}(2 M)$ be an arbitrary point of the ball $B_{0}(2 M)$ and let $\eta>0$ be a number. The gradient projection method constructs the following sequence:

$$
\begin{equation*}
W^{(n)}=P_{\bar{B}}\left(W^{(n-1)}-\eta J_{\lambda, \gamma}^{\prime}\left(W^{(n-1)}+G\right)\right), \quad n=1,2, \ldots \tag{10.85}
\end{equation*}
$$

It is important for computations that $\left(W^{(n-1)}-\eta J_{\lambda, \gamma}^{\prime}\left(W^{(n-1)}+G\right)\right)=: Y_{n-1}(\mathbf{x}) \in H_{0,2 N}^{3}(\Omega)$. Indeed, $W^{(n-1)} \in H_{0,2 N}^{3}(\Omega)$; also, (10.60) holds. In other words, the vector function $Y_{n-1}(\mathbf{x})$ satisfies the boundary conditions $\left.Y_{n-1}\right|_{\partial \Omega}=\left.\partial_{z} Y_{n-1}\right|_{\Gamma}=0$.

Theorem 10.6.1. Let $\lambda \geq \lambda_{2}^{\prime}=\lambda_{2}(2 M, N, r, \Omega)>1$, where $\lambda_{2}$ was defined in Theorem 10.5.1. Let $W_{\min , \lambda, \gamma}$ be the minimizer of the functional $J_{\lambda, y}(W+G)$ on the set $\overline{B_{0}(2 M)}$, the existence and uniqueness of which follow from Theorem 10.5.3 and Corollary 10.5.1. Then there exists a sufficiently small number $\eta_{0}=\eta_{0}(2 M, N, r, \Omega, \lambda) \in(0,1)$
depending only on listed parameters such that for any $\eta \in\left(0, \eta_{0}\right)$ we can find a number $\theta=\theta(\eta) \in(0,1)$ such that the sequence $\left\{W^{(n)}\right\}_{n=0}^{\infty}$ converges to $W_{\min , \lambda, y}$ in the $H_{2 N}^{3}(\Omega)$-norm and the following convergence estimate holds:

$$
\begin{equation*}
\left\|W_{\min , \lambda, y}-W^{(n)}\right\|_{H_{2 N}^{3}(\Omega)} \leq \theta^{n}\left\|W_{\min , \lambda, y}-W^{(0)}\right\|_{H_{2 N}^{3}(\Omega)}, \quad n=1,2, \ldots \tag{10.86}
\end{equation*}
$$

Theorem 10.6.1 follows immediately from the combination of Theorems 10.5.110.5.3 with Theorem 5.3.1.

Theorem 10.6.2. Let $\lambda=\lambda_{4}=\lambda_{2}(2 M, N, r, \Omega) \geq \lambda_{2}^{\prime}$. Suppose that conditions imposed in Theorems 10.5.4 and 10.6.1 hold. Then the following convergence estimates are valid for $n=1,2, \ldots$ :

$$
\begin{align*}
\left\|W^{*}-W^{(n)}\right\|_{H_{2 N}^{2}(\Omega)} & \leq C_{1} \delta+\theta^{n}\left\|W_{\min , \lambda, \gamma}-W^{(0)}\right\|_{H_{2 N}^{3}(\Omega)},  \tag{10.87}\\
\left\|c^{*}(\mathbf{x})-c_{n}(\mathbf{x})\right\|_{L^{2}(\Omega)} & \leq C_{1} \delta+\theta^{n}\left\|W_{\min , \lambda, \gamma}-W^{(0)}\right\|_{H_{2 N}^{3}(\Omega)} \tag{10.88}
\end{align*}
$$

where $c^{*}(\mathbf{x})$ stands in the right-hand side of equation (10.17) in the case when $W^{*}(\mathbf{x})$ is replaced with $V^{*}(\mathbf{x})=W^{*}(\mathbf{x})+G^{*}(\mathbf{x})$. The function $v^{*}(\mathbf{x}, \alpha)$ is obtained via components of the vector function $V^{*}(\mathbf{x})$ and (10.21) and then this function is substituted in the lefthand side of (10.18); see the first item of Remarks 10.3.1. The function $c_{n}(\mathbf{x})$ is obtained in the same way with the only replacement of $V^{*}(\mathbf{x})$ with $V^{(n)}(\mathbf{x})=W^{(n)}(\mathbf{x})+G(\mathbf{x})$.

Proof. Combining (10.84) with (10.86), we obtain

$$
\begin{aligned}
\left\|W^{*}-W^{(n)}\right\|_{H_{2 N}^{2}(\Omega)} & =\left\|\left(W^{*}-W_{\min , \lambda, \gamma}\right)+\left(W_{\min , \lambda, \gamma}-W^{(n)}\right)\right\|_{H_{2 N}^{2}(\Omega)} \\
& \leq\left\|W^{*}-W_{\min , \lambda, \gamma}\right\|_{H_{2 N}^{2}(\Omega)}+\left\|W_{\min , \lambda, \gamma}-W^{(n)}\right\|_{H_{2 N}^{2}(\Omega)} \\
& \leq C_{1} \delta+\theta^{n}\left\|W_{\min , \lambda, \gamma}-W^{(0)}\right\|_{H_{2 N}^{3}(\Omega)}
\end{aligned}
$$

which proves (10.87). As to (10.88), it follows from (10.87) and the construction of functions $c^{*}(\mathbf{x}), c_{n}(\mathbf{x})$ described in the formulation of Theorem 10.6.2.
Remarks 10.6.1. Since the starting point $W^{(0)}$ of the gradient projection method (10.85) is an arbitrary point of the ball $B_{0}(2 M)$ and since smallness conditions are not imposed on $M$, then convergence estimates (10.87) and (10.88) mean the global convergence of the gradient projection method (10.85) to the correct solution; see Definition 1.4.2. In other words, a good first guess about the ideal solution is no longer required. We note that in the case of a nonconvex functional, the global convergence of a gradient-like method cannot be guaranteed.

### 10.7 Work with experimental data

### 10.7.1 Experimental setup

We now explain our experimental setup and data acquisition at the microwave facility of University of North Carolina at Charlotte (UNCC). Keeping in mind our target application mentioned in the first paragraph of Introduction to imaging of explosivelike devices, We have collected experimental for objects buried in a sandbox. More precisely, we have placed the targets of interest inside of a wooden framed box filled with the moisture-free sand. Besides, we cover the front and back sides of the sandbox by Styrofoam whose dielectric constant is close to 1, that is, to the dielectric constant of air. Hence, styrofoam should not affect neither the incident nor the scattered electric waves. Here, the front surface is physically defined as the foam layer closer to the transmitter fixed at a given position. On the other hand, the burial depths of objects do not exceed 10 cm , which really mimics a scanning and detecting action for shallow mine-like targets. Typically, the sizes of antipersonnel land mines and improvised explosive devices are between 5 and 15 cm ; see, for example, [204]. The transmitter is a standard horn antenna, whose length is about 20 cm , and the detector is essentially a point probe. To get a better insight into the description we have detailed, the reader can take a look at Figures 10.1.

It is worth mentioning that there are several challenges we confront in this configuration, which actually reflect the difficulties met in the realistic detection of land mines. We now name some central challenges:

- Distractions. See Figure 10.1(a): we deliberately keep many other devices and items (made of different materials) on the desks outside the yellow caution bands. In other words, we do not use any isolations of our device from the outside world. This is reasonable since no isolation conditions can be created on a battlefield.

(a) A photograph of our experimental setup

(b) A schematic diagram of sources/detectors locations in our experimental setup

Figure 10.1: Our experimental setup (left) and a schematic diagram of our measurements (right).

Obviously, such unwanted obstacles and furniture can affect the quality of the raw backscatter signal. The presence of the Wi-Fi signal is also unavoidable in the room where we conduct the experiments. Moreover, it is technically very hard to place the antenna behind the measurement site. Therefore, the backscatter wave hits the antenna first and only then comes to detectors, which is another complicating factor.

- Random noise factor. When facing real experiments, one cannot rarely estimate the noise level as well as its frequency dependent dynamics since they depends on hundreds of factors such as measurement process, unknown true data, distracting signals, etc.


### 10.7.2 Buried targets to be imaged

We present here five examples of computational reconstructions of buried objects mimicking typical metallic and nonmetallic land mines. The tested objects we use in the experiments are basic in-store items that one can easily purchase. The burial depth of any target is not of an interest here since all depths are just a few centimeters. The most valuable information for the engineering part is in estimating the values of dielectric constants of targets as well as their shapes.

Our five examples are:

- Example 1: An aluminum cylinder (see Figure 10.2(c)). As metallic mines usually caught in military services, this object can be shaped as the NO-MZ 2B, a Vietnamese antipersonnel fragmentation mine; cf., for example, [12]. It is known that metallic objects can be characterized by large values of dielectric constants [170]. Hence, we suppose that the true values of dielectric constants of metallic objects are large and are not fixed.
- Example 2: A glass bottle filled with the clear water (see Figure 10.3(c)). This object is more complicated than the one of Example 2 due to the presence of the cap on the top of the bottle. Example 2 is a good fit of the usual Glassmine 43 (cf. [217]), a nonmetallic antipersonnel land mine largely with a glass body that the Germans used to make detection harder in the World War II era. The true value of the dielectric constant in this case was measured to be 23.8 [242].
- Example 3: An U-shaped piece of a dry wood (see Figure 10.4(c)). This example is our next attempt to deal with a non-metallic object. Note that the shape is non convex now. In the spirit of Example 2, this wood-based object is well suited (in terms of the material) to the case of Schu-mine 42, an antipersonnel blast mine that the Germans developed during the World War II. The augmented complexity of the geometry of the object is just our purpose of this work since we wish to see how the reconstruction works with different front shapes. Given this, the maximal achievable value of the dielectric constant, which we see in [65], should be 6.


Figure 10.2: Reconstruction results of Example 1 (aluminum tube). (a) Illustration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The computed image of (c). All images are in the dimensionless variables.

- Blind Examples 4 and 5: Metallic letters " A " and " O " (see Figures 10.5(c) and 10.6(c)). Shapes are nonconvex. These two tests are different from the above examples because they were blind tests. This means that we did not know any other information except of the measured data and the fact that these objects were buried close to the sand surface. Since they are metallic, the true contrast should be large as in Example 1.


### 10.7.3 The necessity of data propagation

In the experimental setup, our observed and measured data are the source dependent backscattering data of the electric field. Although our experimental device measures the backscattering data with varied frequencies for each location of the point source, we use only a single frequency for each experiment when solving our CIP. Basically, these are varied far-field data; see Figures 10.1. However, these data are deficient, that is, it is unlikely that these data can be reasonably inverted; see Figures 10.2(a)-10.6(a)).


Figure 10.3: Reconstruction results of Example 2 (a glass bottle filled with clear water). (a) Illustration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The computed image of (c). All images are in the dimensionless variables. An interesting point here is that we can even see the cap of the bottle in (d), which is challenging to image.

In fact, the same observation was made in previous publications of our research group on experimental data [143, 204, 242]. Hence, to make our data feasible for inversion, we apply the well-known data propagation procedure, which approximates the near field data. These approximate data form actual inputs of our minimization process. A rigorous justification of the data propagation procedure can be found in [204].

It is our experience that the good quality near-field data are not always obtained well enough from any far field data after the propagation. This requires a substantial workload in choosing proper data among a large amount of frequency dependent data sets. In other words, we have no choice but to select an acceptable frequency for each particular target we work with. So, for each considered target, we select its own frequency. Then we use this frequency for all positions of the source we work with. Depending on the specific target, frequencies varied between 3.16 GHz and 4.19 GHz , which corresponds to the variation of the dimensionless wavenumber $k$ between 6.62 and 8.79 [115].


Figure 10.4: Reconstruction results of Example 3 (U-shaped piece of dry wood). Note that the shape is nonconvex, which is difficult to image. (a) Illustration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The computed image of (c). Note that the void is clearly seen which is difficult to image. Our axes on (d) are oriented differently from ones on (c) due to some technical problem of the imaging software. These axes are comparable. All images are in the dimensionless variables.

### 10.7.4 Data propagation revisited

We know in advance that the half space $\{z<-b\} \subset \mathbb{R}^{3}$ is homogeneous, that is, $c(\mathbf{x})=1$ in this half-space. Therefore, the function $u_{s}$ is a backscatter wave in $\{z<-b\}$ and it satisfies the following conditions:

$$
\begin{cases}\Delta u_{s}+k^{2} u_{s}=0 & \text { for } \mathbf{x} \in\{z<-b\},  \tag{10.89}\\ \partial_{r} u_{s}-\mathrm{i} k u_{s}=\mathcal{O}\left(r^{-1}\right) & \text { for } r=\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|, \mathrm{i}=\sqrt{-1} .\end{cases}
$$

As was mentioned in Section 10.3.3, we actually measure the far field data, that is, we measure the function $u_{s}\left(x, y,-D, \mathbf{x}_{\alpha}\right)$, where the number $D>b$. Having the function $u_{s}\left(x, y,-D, \mathbf{x}_{\alpha}\right)$, we want to approximate the function $u_{s}\left(x, y,-b, \mathbf{x}_{\alpha}\right)$, that is, we want


Figure 10.5: Reconstruction results of Example 4 (metallic letter " $A$ "). This is a blind test. (a) Illustration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the data propagation procedure; (d) The computed image of (c). Note that the void is clearly seen, which is challenging to image. Also, sizes of the imaged target are close to the true ones. The strip of " $A$ " is not seen since its width is 2.5 cm , which is less than the wavelength of 10.4 cm we have used with $k=9.55$. All images are in the dimensionless variables.
to approximate the wave field in the near field zone. The data propagation procedure does exactly this. Denote

$$
\begin{equation*}
u_{s}\left(x, y,-b, \mathbf{x}_{\alpha}\right)=\mathbf{U}\left(x, y, \mathbf{x}_{\alpha}\right) \quad \text { and } \quad u_{s}\left(x, y,-D, \mathbf{x}_{\alpha}\right)=\mathbf{V}\left(x, y, \mathbf{x}_{\alpha}\right) . \tag{10.90}
\end{equation*}
$$

In this work, we rely on the data propagation procedure to unveil this difficulty as it has been successfully exploited in [204]. First, we apply the Fourier transform of the scattered field with respect to $x, y$, assuming that the corresponding integral converges:

$$
\begin{equation*}
\hat{u}_{s}\left(\rho_{1}, \rho_{2}, z, \mathbf{x}_{\alpha}\right)=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} u_{s}\left(x, y, z, \mathbf{x}_{\alpha}\right) e^{-\mathrm{i}\left(x \rho_{1}+y \rho_{2}\right)} d x d y \quad \text { for } \rho_{1}, \rho_{2} \in \mathbb{R} . \tag{10.91}
\end{equation*}
$$



Figure 10.6: Reconstruction results of Example 5 (metallic letter " 0 "). This is a blind test. (a) Illustration of the absolute value of the raw far-field data; (b) Illustration of the absolute value of the near-field data after the data propagation procedure; (c) Photo of the experimental object; (d) The computed image of (c). Note that the void is clearly seen, which is not easy to image. All images are in the dimensionless variables.

Next, we apply this Fourier transform to the PDE in (10.89) and arrive at a second order ODE with respect to $z$ :

$$
\begin{equation*}
\partial_{z z}^{2} \hat{u}_{s}+\left(k^{2}-\rho_{1}^{2}-\rho_{2}^{2}\right) \hat{u}_{s}=0 \quad \text { for } z<-b \tag{10.92}
\end{equation*}
$$

By (10.90), we also have

$$
\hat{u}_{s}\left(\rho_{1}, \rho_{2},-b, \mathbf{x}_{\alpha}\right)=\hat{\mathbf{U}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) \quad \text { and } \quad \hat{u}_{s}\left(\rho_{1}, \rho_{2},-D, \mathbf{x}_{\alpha}\right)=\hat{\mathbf{V}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) .
$$

It follows from (10.92) that

$$
\hat{u}_{s}\left(\rho_{1}, \rho_{2}, z, \mathbf{x}_{\alpha}\right)= \begin{cases}\hat{\mathbf{U}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) e^{\sqrt{\rho_{1}^{2}+\rho_{2}^{2}-k^{2}}(z+b)} & \text { if } \rho_{1}^{2}+\rho_{2}^{2}>k^{2}  \tag{10.93}\\ C_{1} e^{-\mathrm{i}} \sqrt{k^{2}-\rho_{1}^{2}-\rho_{2}^{2}}(z+b) \\ & C_{2} e^{\mathrm{i} \sqrt{k^{2}-\rho_{1}^{2}-\rho_{2}^{2}}(z+b)} \\ \text { if } \rho_{1}^{2}+\rho_{2}^{2}<k^{2}\end{cases}
$$

where $z<-b$. It is not immediately clear which of two terms in the second line of the last formula should be taken. However, it was proven in Theorem 4.1 of [204] that one should set $C_{2}:=0$. Thus, for $z<-b$,

$$
\hat{u}_{s}\left(\rho_{1}, \rho_{2}, z, \mathbf{x}_{\alpha}\right)= \begin{cases}\hat{\mathbf{U}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) e^{\sqrt{\rho_{1}^{2}+\rho_{2}^{2}-k^{2}}(z+b)} & \text { if } \rho_{1}^{2}+\rho_{2}^{2}>k^{2}  \tag{10.94}\\ \hat{\mathbf{U}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) e^{-\mathrm{i} \sqrt{k^{2}-\rho_{1}^{2}-\rho_{2}^{2}}(z+b)} & \text { otherwise }\end{cases}
$$

Observe that if the Fourier frequency satisfies $\rho_{1}^{2}+\rho_{2}^{2}>k^{2}$, the function $\hat{u}_{s}\left(\rho_{1}, \rho_{2}\right.$, $z, \mathbf{x}_{\alpha}$ ) decays exponentially with respect to $z \rightarrow-\infty$. Therefore, if the measurement surface is far away from the domain of interest, that is, $D$ is large, then we can neglect the term in the first line of (10.94). In other words, we can neglect high spatial frequencies in (10.94). Thus, we take $z=-D$ in (10.94) the case $\rho_{1}^{2}+\rho_{2}^{2}<k^{2}$ and then use the inverse Fourier transform to get

$$
\begin{align*}
\mathbf{U}\left(x, y, \mathbf{x}_{\alpha}\right)= & u_{s}\left(x, y,-b, \mathbf{x}_{\alpha}\right)  \tag{10.95}\\
= & \frac{1}{(2 \pi)^{2}} \int_{\rho_{1}^{2}+\rho_{2}^{2}<k^{2}}\left[\int_{\mathbb{R}^{2}} u_{s}\left(\tilde{x}, \tilde{y},-D, \mathbf{x}_{\alpha}\right) e^{-\mathrm{i}\left(\tilde{x} \rho_{1}+\tilde{y} \rho_{2}\right)} d \tilde{x} d \tilde{y}\right] \\
& \times e^{\mathrm{i} \sqrt{k^{2}-\rho_{1}^{2}-\rho_{2}^{2}}(-D+b)} e^{\mathrm{i}\left(x \rho_{1}+y \rho_{2}\right)} d \rho_{1} d \rho_{2} . \tag{10.96}
\end{align*}
$$

The last formula of (10.95) is the actual data propagation procedure we will use in this work.

Remark 10.7.1. Since we ignore first lines in (10.93) and in (10.94), then (10.95) means that the data propagation procedure actually cuts off high spatial frequencies.

### 10.7.5 Computational setup

We introduce dimensionless variables as $\mathbf{x}^{\prime}=\mathbf{x} /(10 \mathrm{~cm})$ and keep the same notation as before, for brevity. This means that the dimensions we use in computations are 10 times less than the real ones in centimeters. We illustrate the choice of the coordinate system on Figures 10.2(c), 10.3(c), 10.4(c), 10.5(c), and 10.6(c): the $x$ - and $y$-axis are horizontal and vertical sides, respectively, and $z$-axis is orthogonal to the measurement plane. The far-field data are measured on a rectangular surface of dimensions $100 \mathrm{~cm} \times$ 100 cm , that is, $10 \times 10$ in dimensionless regime. Compare Figure 10.1(b) as to our mesh grid of the measurement plane, each step is $2 \mathrm{~cm}(0.2)$ over $100 \mathrm{~cm}(10)$ length row. The total number of steps in a row is 50 , and the total number of steps in a column is also 50 . The distance between the measurement plane and the sandbox with the foam layer, whose thickness is 5 cm , is about 110.5 cm (11.05). The length in the $z$ direction of the sandbox without the foam is approximately 44 cm , but due to the bending foam layer, we reduce $10 \%$ of this length. Henceforth, the domain $\Omega$ should be taken as $\Omega=\left\{\mathbf{x} \in \mathbb{R}^{3}:|x|,|y|<5,|z|<2\right\}$, which implies that $R=5$ and $b=2$. The near-field
or propagated measurement site is then assigned as $\Gamma:=\left\{\mathbf{x} \in \mathbb{R}^{3}:|x|,|y|<5, z=-2\right\}$. Also, we take $D=14$ for the far-field measurement site as we estimate the distance between this site and the zero point. Meanwhile, for all objects, for the line of sources $L_{\mathrm{src}}$ defined in (10.4), we have $d=9, a_{1}=0.1$, and $a_{2}=0.6$. Besides, we take $\theta=4$ in the CWF (10.29) and in the series (10.21) we take $N=6$.

It remains to obtain the wavenumber $k$ corresponding to the dimensionless spatial variables we are working with. It is well known that the relation between the wavelength $(\tilde{\lambda})$ and the wavenumber is expressed by $k=2 \pi / \tilde{\lambda}$. Basically, the wavelength can be computed via the formulation $\tilde{\lambda}=\tilde{v} / \tilde{f}$, where $\tilde{v}=299,792,458(\mathrm{~m} / \mathrm{s})$ is the speed of light in vacuum and $\tilde{f}$ is the frequency in Hertz ( $\mathrm{Hz} \mathrm{or} \mathrm{s}^{-1}$ ). Hence, in the computational setting we compute (in $\mathrm{cm}^{-1}$ )

$$
k=\frac{2 \pi}{2,997,924,580} \tilde{f} .
$$

The choice of $k$ relies on the performance of the data after preprocessing. More precisely, our criterion is heuristically based upon the best visualization of the propagated data that we obtain using the data propagation. For each example below, we then use its own frequency, which we specify in Table 10.1. Note that for each location of the detector we measure the backscatter data for 300 frequency points uniformly distributed between 1 GHz and 10 GHz .

Now, we summarize the crucial steps of the data preprocessing to obtain fine data for our inversion method from the raw ones.

- Step 1. For every frequency and for every location of the source, we subtract the reference data from the far-field measured data. A similar procedure was implemented in [143, 204, 242]. The reference data are the background ones measured when the sandbox is without a target. This subtraction helps to extract the pure signals from buried objects from the whole signal. Therefore, we reduce the noise this way.
- Step 2. We apply the data propagation procedure to obtain an approximation of the near-field data. This procedure provides a significantly better estimation for $x, y$ coordinates of buried objects, and reduces the size of the computational domain in the $z$-direction; see Figures 10.2(a),(b)-10.6(a),(b).
- Step 3. We truncate the so obtained near-field data to get rid of random oscillations. The oscillations appear randomly during the data propagation and may cause unnecessary issues during our inversion procedure. This data truncation

Table 10.1: Wave numbers and frequencies for examples $1-5$, see [258].

| Example | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $k$ | 8.51 | 6.62 | 11.43 | 9.55 | 8.79 |
| Frequency (GHz) | 4.06 | 3.16 | 5.45 | 4.55 | 4.19 |

was developed in [204] and now we improve it using the following two steps, given a function $g(x, y, \alpha)$ to be truncated:

- For each point source, we replace the function $g(x, y, \alpha)$ with a function $\tilde{g}(x, y, \alpha)$ defined as

$$
\tilde{g}(x, y, \alpha)= \begin{cases}g(x, y, \alpha) & \text { if }|g(x, y, \alpha)| \geq \kappa_{1} \max _{|x|,|y| \leq R}|g(x, y, \alpha)|, \\ 0 & \text { otherwise } .\end{cases}
$$

Here, we call $\kappa_{1}>0$ the truncation number. Even though this number should be dependent of the source position $\alpha$ and should be different from every single choice of the frequency point, we apply the same truncation number to all the examples below. By the trial and error procedure, we have chosen $\kappa_{1}=0.4$, which means that we only preserve those propagated near-field data whose values are least $40 \%$ of the global maximum value.

- The next step would be smoothing the function $\tilde{g}$ using the Gaussian filter. However, we notice that when doing so, the maximum value of $\tilde{g}$ will be smaller than that of $g$. In order to preserve this important "peak" of $g$ after truncation, we add back some percents of $\tilde{g}$ in the following manner:

$$
\begin{equation*}
\tilde{g}_{\text {new }}(x, y, \alpha)=\kappa_{2} \tilde{g}_{\text {old }}(x, y, \alpha) . \tag{10.97}
\end{equation*}
$$

Here, we call $\kappa_{2}>0$ the retrieval number. This number is computed by $\kappa_{2}=$ $\max (|\tilde{g}|) / \tilde{m}$, where $\tilde{m}$ is the maximal absolute value of the smoothed $\tilde{g}_{\text {old }}$.

## Fully discrete setting

We now present our numerical approach of the approximation of the right-hand side of formula (10.95) in order to use it for our experimental data. First, we adapt the conventional Riemannian sum approximation to compute the Fourier transform of the function V. Using (10.91) and the samples $\left\{u_{s}\left(\tilde{x}_{i}, \tilde{y}_{j},-D, \mathbf{x}_{\alpha}\right)\right\}_{i, j=0}^{\tilde{N}-1}$ over a 2D finite domain, where we are experimentally measuring the far-field data, we find that

$$
\hat{\mathbf{V}}\left(\rho_{1}, \rho_{2}, \mathbf{x}_{\alpha}\right) \approx \omega^{2} \sum_{i, j=0}^{\tilde{N}-1} u_{s}\left(\tilde{x}_{i}, \tilde{y}_{j},-D, \mathbf{x}_{\alpha}\right) \exp \left(-\mathbf{i}\left(\tilde{x}_{i} \rho_{1}+\tilde{y}_{j} \rho_{2}\right)\right) .
$$

Here, a uniform sampling rate, that is, $\tilde{x}_{i}=i \Delta \tilde{x}_{i}, \tilde{y}_{j}=j \Delta \tilde{y}_{j}$, is used with $\Delta \tilde{x}_{i}=\Delta \tilde{y}_{j}=\omega \epsilon$ $(0,1)$. Next, we define the following truncated Fourier domain in 2D as $\Theta_{k}:=\left\{\left(\rho_{1}, \rho_{2}\right) \in\right.$ $\left.\mathbb{R}^{2}: \rho_{1}^{2}+\rho_{2}^{2}<k^{2}\right\}$. We sample this truncated Fourier domain at uniformly discrete points $\rho_{1 m_{1}}=m_{1} \omega_{\rho}, \rho_{2 m_{2}}=m_{2} \omega_{\rho}$ for a number $\omega_{\rho} \in(0,1)$ and $0 \leq m_{1}, m_{2} \leq \tilde{M}-1$, provided that these points are in the set $\Theta_{k}$. Thus, we conclude that

$$
\begin{align*}
& \mathbf{U}\left(x_{p}, y_{q}, \alpha_{l}\right) \\
& \quad \approx \frac{1}{(2 \pi)^{2}} \omega_{\rho}^{2} \sum_{m_{1}, m_{2}=0}^{\tilde{M}-1} \hat{\mathbf{V}}\left(\rho_{1 m_{1}}, \rho_{2 m_{2}}, \alpha_{l}\right) \exp \left(\mathrm{i} \sqrt{k^{2}-\rho_{1 m_{1}}^{2}-\rho_{2 m_{2}}^{2}}(-D+b)\right) \\
& \quad \times \exp \left(\mathrm{i}\left(x_{p} \rho_{1 m_{1}}+y_{q} \rho_{2 m_{2}}\right)\right) . \tag{10.98}
\end{align*}
$$

In our experimental data, we have $N_{p}=N_{q}=51$, where $N_{p}$ and $N_{q}$ are the number of discrete points in $x$ and $y$ directions, respectively. Therefore, we take $\tilde{N}=\tilde{M}=51$, which gives $\omega=\omega_{\rho}=1 / 50$. Thus, (10.98) gives us the approximate Dirichlet boundary condition $V\left(\mathbf{x}^{h}\right)=\varphi_{0}^{h}\left(\mathbf{x}^{h}\right)$ at $\{z=-b\}$ in (10.24) in the discrete form. Here, $h$ is the grid step size and $\mathbf{x}^{h}$ is the grid point at $\{z=-b\}$. Since we also need the function $V_{z}\left(\mathbf{x}^{h}\right)=\varphi_{1}^{h}\left(\mathbf{x}^{h}\right)$ at $\{z=-b\}$ in (10.25), then to obtain it, we formally replace in (10.98) $b$ with $z$, differentiate the right-hand side of the obtained equality with respect to $z$, then set again $z:=-b$ and calculate the resulting sum. The result is $\varphi_{1}^{h}\left(\mathbf{x}^{h}\right)$ at $\{z=-b\}$ in (10.25). Hence,

$$
\begin{equation*}
\varphi_{0}^{h}\left(\mathbf{x}^{h}\right)=\left(\varphi_{01}^{h}, \ldots, \varphi_{0 N-1}^{h}\right)^{T}\left(\mathbf{x}^{h}\right), \quad \varphi_{1}^{h}\left(\mathbf{x}^{h}\right)=\left(\varphi_{11}^{h}, \ldots, \varphi_{1 N-1}^{h}\right)^{T}\left(\mathbf{x}^{h}\right) . \tag{10.99}
\end{equation*}
$$

Hence, the Cauchy boundary data in (10.24), (10.25) are in the fully discrete form now. Then we write the functional $J_{h, \lambda}\left(V^{h}\right)$ defined in (10.49) in the fully discrete form. In this fully discrete setting, we take into account the grid points in $x, y, z$ directions, $\left\{\left(x_{p}, y_{q}, z_{s}\right)\right\}_{p, q, s=0}^{Z_{h}}$. For brevity, we do not bring in here this fully discrete form of $J_{h, \lambda}\left(V^{h}\right)$.

After the global minimum $V_{p, q, s}$ of the functional $J_{h, \lambda}\left(V^{h}\right)$ (in its discrete form) is obtained, we compute an approximation of the unknown dielectric constant $c_{p, q, s}$ using the following formula:

$$
c_{p, q, s}=\operatorname{mean}_{\alpha_{l}}\left|\operatorname{Re}\left\{-\frac{\Delta^{h} v_{p, q, s, \alpha_{l}}+\left(\nabla^{h} v_{p, q, s, \alpha_{l}}\right)^{2}+2 \nabla^{h} v_{p, q, s, \alpha_{l}} \cdot \tilde{\mathbf{x}}_{p, q, s, \alpha_{l}}}{k^{2}}\right\}\right|+1
$$

which resulted from (10.18); see Remark 10.3.1. Here, $v_{p, q, s, \alpha_{l}}=v\left(x_{p}, y_{q}, z_{s}, \alpha_{j}\right)$, also $\Delta^{h}$ and $\nabla^{h}$ are finite difference analogs of operators $\Delta$ and $\nabla$, respectively. Recall that $\tilde{\mathbf{x}}_{p, q, s, \alpha_{l}}$ denote vectors $\tilde{\mathbf{x}}_{\alpha}$ at $\left(x_{p}, y_{q}, z_{s}\right)$ for every $\alpha_{l}$; see Section 10.3.1. Since the number of point sources is small, we apply the Gauss-Legendre quadrature method to compute the measured data in the Fourier mode.

Since this work focuses on the detection and identification of antipersonnel land mines and IEDs, we know that the sizes of these targets are between 5 and 15 cm ; cf., for example, [204]. Therefore, we search for targets in a subdomain of $\Omega$ with only 20 cm in depth in the $z$-direction. Denote this subdomain by $\Omega_{1}=\{-b \leq z \leq-b+2\}$.

We consider the following vector $V_{0}^{h}=V_{0}\left(x_{p}, y_{q}, z_{s}\right)$ as the starting point of iterations in the minimization of the functional $J_{\lambda, h}\left(V^{h}\right)$ :

$$
V_{0}^{h}=\left(\begin{array}{llll}
v_{00}^{h} & v_{01}^{h} & \cdots & v_{0(N-1)}^{h} \tag{10.100}
\end{array}\right)^{T}, \quad v_{0 n}^{h}=\left(\varphi_{0 n}^{h}+\varphi_{1 n}^{h}(z+b)\right) \chi(z),
$$

where $\varphi_{0 n}^{h}$ and $\varphi_{1 n}^{h}$ are Fourier coefficients in (10.99). Here, $\chi:[-b, b] \rightarrow \mathbb{R}$ is the smooth function given by

$$
\chi(z)= \begin{cases}\exp \left(\frac{2(z+b)^{2}}{(z+b)^{2}-b^{2}}\right) & \text { if } z<0 \\ 0 & \text { otherwise }\end{cases}
$$

This function attains the maximum value 1 at $z=-b$ where the propagated data are given. Then it is easy to see that $\left.v_{0 n}^{h}\right|_{z=-b}=\varphi_{0 n}^{h},\left.\partial_{z} v_{0 n}^{h}\right|_{z=-b}=\varphi_{1 n}^{h}$. On the other hand, $\chi$ tends to 0 as $z \rightarrow 0^{+}$, which, in particular, means that $\left.v_{0 n}^{h}\right|_{z=b}=\left.\partial_{z} v_{0 n}^{h}\right|_{z=b}=0$. Thus, this starting point (10.100) of iterations satisfies the discrete form of boundary conditions (10.24), (10.25).

Although Theorems 10.6.1 and 10.6.2 claim the global convergence of the gradient projection method, we have successfully used the gradient descent method for the minimization of the target functional $J_{h, \lambda}\left(V^{h}\right)$ in (10.49). Clearly, the gradient descent method is easier to implement than the gradient projection method. Our success in working with the gradient descent method is similar with the success in Chapters 7-9 as well as in all previous publications discussing the numerical studies of the convexification [115-117, 142-145, 145, 146, 150, 151, 164]. As to the value of the parameter $\lambda$ in $J_{h, \lambda}\left(V^{h}\right)$, even though the above analysis requires large values of $\lambda$, our numerical experience tells us that we can choose a moderate value $\lambda=1.1$. Again similar values of $\lambda \in[1,3]$ were chosen in all above cited publications on the convexification.

As to the step size $y$ of the gradient descent method, we start from $y_{1}=10^{-1}$. For each iteration step $m \geq 1$, the following step size $\gamma_{m}$ is reduced by the factor of 2 if the value of the functional on the step $m$ exceeds its value of the previous step. Otherwise, $\gamma_{m+1}=\gamma_{m}$. The minimization process is stopped when either $\gamma_{m}<10^{-10}$ or $\left|J_{h, \lambda}\left(V_{m}^{h}\right)-J_{h, \lambda}\left(V_{m-1}^{h}\right)\right|<10^{-10}$. As to the gradient $J_{h, \lambda}^{\prime}$ of the discrete functional $J_{h, \lambda}$, we apply the technique of Kronecker deltas (cf., e. g., [172]) to derive its explicit formula, which significantly reduces the computational time. For brevity, we do not provide this formula here.

After the minimization procedure is stopped, we obtain numerically the coefficient of $c_{p, q, s}$, denoted by $\tilde{c}$. Our reconstructed solution, denoted by $c_{\text {comp }}$, is concluded after we smooth $\tilde{c}$ by the standard filtering via the smooth3 built-in function in MATLAB. In fact, we find $c_{\text {comp }}$ by using $c_{\text {comp }}=\hat{\varrho} \operatorname{smooth}(|\tilde{c}|)$, for some $\hat{\varrho}>0$ depending on every single example. This step is definitely similar to the smoothing procedure discussed in (10.97) and we do not repeat how to find $\hat{\varrho}$ here. We use this step to get better images.

### 10.7.6 Reconstruction results

Values of $\max \left(c_{\text {true }}\right)$ and $\max \left(c_{\text {comp }}\right)$ for all five tests are tabulated in Table 10.2. Values of $\max \left(c_{\text {true }}\right)$ for all tests, which were used, are published in [65, 170, 242]. More precisely, as to the metallic targets of Example 1 (aluminum cylinder), Example 4 (metallic letter " $A$ "), and Example 5 (metallic letter " $O$ "), it was numerically established that one can treat metals as materials with large values of the dielectric constant in the inter$\mathrm{val} c \in[10,30]$; see the formula (7.2) of [170]. As to Example 2, the dielectric constant of the clear water for our frequency range was directly measured in [242], and it was 23.8: see the first line of Table 1 of [242]. As to the Example 3 (an U-shaped piece of a

Table 10.2: True $c_{\text {true }}$ and computed max ( $c_{\text {comp }}$ ) dielectric constants of Examples 1-5 of experimental data. True values for Examples 1, 4,5 were taken from formula (7.2) of [170]. True value for Example 2 (clear water) was taken from [242]. True value for Example 3 (wood) was taken from [65].

| Example number | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Object | Met. cyl. | Water | Wood | Met. let. 'A' | Met. let '0' |
| $c_{\text {true }}$ | $\in[10,30]$ | 23.8 | $\in[2,6]$ | $\in[10,30]$ | $\in[10,30]$ |
| $\max \left(c_{\text {comp }}\right)$ | 18.72 | 23.29 | 6.56 | 15.01 | 16.25 |

dry wood), the table of dielectric constants [65] tells one that the dielectric constant of a dry wood is $c \in[2,6]$.

Figures 10.2(a), 10.3(a), 10.4(a), 10.5(a), and 10.6(a) show how "bad" the far-field data look like. It is clear from these figures that the data need a preprocess to have a proper inversion. One can see the good shapes of the corresponding images after the data propagation procedure; see Figures 10.2(b), 10.3(b), 10.4(b), 10.5(b), and 10.6(b). For every test, we deliberately show the 2D illustrations (raw and propagated) of the data at a specific point source, where the images of the propagated data and the computed inclusion are congruent with each other.

3D images of computed inclusions are depicted by using the isosurface function in MATLAB with the associated isovalue being $10 \%$ of the maximal value; see $10.2(\mathrm{~d}), 10.3(\mathrm{~d}), 10.4(\mathrm{~d}), 10.5(\mathrm{~d})$, and $10.6(\mathrm{~d})$. The most challenging targets to image were: (1) The U-shaped piece of dry wood, see Figure 10.4, (2) The metallic letter "A," see Figure 10.5, and (3) the metallic letter "O," see Figure 10.6. This is because these targets have the most complicated geometries. Nevertheless, we are still able to see their characteristic shapes in the images of computed inclusion.

Most notably, one can see voids in imaged letters " $A$ " and " $O$," The latter is usually difficult to achieve. The "strip" of the letter "A" is not imaged since its width was 2.5 cm , which is less than the used wavelength of 10.4 cm with $k=9.55$. Another interesting observation is that we can even see the cap on the bottle of water on Figure 10.3(d).

We also find that the lengths of parts of true and computed inclusions are quite compatible with each others. Note that even though the computed inclusions here are slightly larger (just a few centimeters) than the true ones, it is still useful in detection and identification of land mines and further in the mine-clearing operations. In fact, having information of smaller sizes is rather dangerous. Hence, we conclude that the dimensions of the computed inclusions are acceptable. Finally, we can accurately obtain approximations of the dielectric constants. Aside from the dielectric constant of metallic targets, we notice from Table 10.2 that the relative errors obtained for the bottle with water and for the wooden target are $2.14 \%$ and $9.33 \%$, respectively.

## 11 Travel time tomography with formally determined incomplete data in 3D

In this chapter, we closely follow [138]. Permission for republication is obtained from the publisher.

### 11.1 Introduction

In this chapter, we construct the convexification globally convergent numerical method for the challenging 3D travel time tomography problem (TTTP) with formally determined incomplete data. "Formally determined" means that the number $n$ of free variables in the unknown coefficient equals the number $m$ free variables in the data. "Incomplete" means that the data are measured only at a part of the boundary of the domain of interest rather than on the whole boundary. For example, the latter was the case of the backscattering data of the CIP considered in Chapter 10. A similar version of the convexification method for the TTTP, although using slightly different assumptions, was constructed by Klibanov in [137].

The TTTP was first considered by Herglotz [88] in 1905 and then by Wiechert and Zoeppritz [250] in 1907 in the 1D case due to a geophysical application; also, see a detailed description of the 1D case in [224]. However, globally convergent numerical methods for the 3D TTTP with formally determined data were not developed so far.

In this paragraph, we indicate those ideas for the TTTP, which are presented here for the first time. Since we develop a numerical method, we are allowed to work here with an approximate mathematical model, as we did in Chapters 6-8, 10; see Remarks 7.3. The TTTP is considered in the semidiscrete form, that is, we consider the practically important case of finite differences with respect to two out of three variables. The Lipschitz stability estimate is obtained, which implies uniqueness. Our method does not use sophisticated geometrical properties to construct the above sequence. Rather, we straightforwardly minimize the above mentioned globally strictly convex Tikhonov-like functional.

The TTTP is the problem of the recovery of the spatially distributed speed of acoustic waves from first times of arrival of those waves. Another well-known term for the TTTP is the "inverse kinematic problem of seismic" [224]. Waves are originated by some point sources located on the boundary of the domain of interest. First times of arrival are recorded on a number of detectors located on that boundary. It is well known that the TTTP is actually a nonlinear problem of the integral geometry; see, e. g., [224]. The TTTP has important applications in geophysics [88, 224, 249, 250]. In addition, it was established in [159] that the TTTP arises in the phaseless inverse problem of scattering of electromagnetic waves at high frequencies. The specific TTTP con-


Figure 11.1: An illustration for complete and incomplete data in the 2D case; see details in [224]. To simplify, we assume in this figure that the geodesics are straight lines. Thus, we deal in this figure with the data of Radon transform, generated by the function "radon" of MATLAB. (a) The true function $m(\mathbf{x})$ to be imaged. (b) The complete data of the Radon transform of the function of (a). (c) The incomplete data of the Radon transform of (a) in the case when the source runs along an interval of a straight line, as in this paper below.
sidered here has potential applications in geophysics, checking the bulky baggage in airports, search for possible defects inside the walls, etc.

The sole purpose of Figure 11.1 is to illustrate this for a simple case when geodesics are straight lines.

Our approximate mathematical model consists of two items; see Remarks 11.6.1 in the Section 11.6 for more details. First, we consider a semidiscrete model. This means that partial derivatives with respect to two out of three variables are written in finite differences. Second, we assume that a certain function generated by the solution of the eikonal equation can be represented as a truncated Fourier series with respect to the orthonormal basis in the $L_{2}(0,1)$ space, which was constructed in Chapter 5. Functions of that basis depend only on the position of the source. The number $N \geq 1$ of terms of this series is not allowed to tend to the infinity.

As to the numerical methods for the TTTP in the $n$-D case, $n=2,3$, such a method for the 2D TTTP was published in [230]. Another numerical approach in 3D was published in [257]. Both publications [230, 257] use, at a certain stage, the minimization of a least squares cost functional. Since the convexity of those functionals of [230, 257] is not proven, then the problem of local minima is not addressed there. In both publications [230, 257], complete data are used, and these data are overdetermined ones in the 3D case of [257].

The first global Lipschitz stability and uniqueness result for the TTTP was obtained by Mukhometov in the 2D case [201]. Next, this result was extended in [36, 202, 224] to the $n$-D case, $n \geq 3$. We also refer to the related work [219] for the 2D case. In all of these references, the data are complete and the assumption of the regularity of geodesic lines is used. In addition, more recently the question of uniqueness in the 3D case when geodesic lines are not necessarily regular ones was considered in [239]. In the 2D case of [201, 219, 230], the data are formally determined. However, they are
overdetermined in the $n$-D case with $n \geq 3$ [36, 202, 224, 239, 257]. Contrary to this, we work with non-overdetermined data, both in this and next chapters.

### 11.2 Statement of the problem

Below $\mathbf{x}=(x, y, z) \in \mathbb{R}^{3}$. Let numbers $A, \sigma=$ const. $>0$. Define the rectangular prism $\Omega \subset \mathbb{R}^{3}$ as

$$
\begin{equation*}
\Omega=\{\mathbf{x}=(x, y, z): x, y \in(0,1), z \in(A, A+\sigma)\} . \tag{11.1}
\end{equation*}
$$

Denote parts of the boundary $\partial \Omega$ as

$$
\begin{align*}
B_{A} & =\{\mathbf{x}=(x, y, z): x, y \in(0,1), z=A\},  \tag{11.2}\\
B_{A+\sigma} & =\{\mathbf{x}=(x, y, z): x, y \in(0,1), z=A+\sigma\},  \tag{11.3}\\
\Gamma & =\partial \Omega \backslash\left(B_{A} \cup B_{A+\sigma}\right) . \tag{11.4}
\end{align*}
$$

Let $n(\mathbf{x})$ be the refractive index of the medium at the point $\mathbf{x}$. Hence, $c(\mathbf{x})=1 / n(\mathbf{x})$ is the sound speed. Denote $m(\mathbf{x})=n^{2}(\mathbf{x})$. Let the number $m_{0}>0$ be given. We impose the following assumptions on the function $m(\mathbf{x})$ :

$$
\begin{align*}
m(\mathbf{x}) & \geq m_{0}, \quad \mathbf{x} \in \mathbb{R}^{3}  \tag{11.5}\\
m(\mathbf{x}) & =1, \quad \mathbf{x} \in\{z<A\}  \tag{11.6}\\
m & \in C^{2}\left(\mathbb{R}^{3}\right)  \tag{11.7}\\
m_{z}(\mathbf{x}) & \geq 0, \quad \mathbf{x} \in \bar{\Omega} \tag{11.8}
\end{align*}
$$

Remark 11.2.1. We note that the monotonicity condition (11.8) is not an overly restrictive one. Indeed, it can also be found in the end of Section 11.2 of Chapter 11.3 of the book [224]; see formulas (3.24) and (3.24') there. Also, an analogous monotonicity condition was actually imposed in the 1D case in the originating classical works of Herglotz and Wiechert and Zoeppritz [88, 250]; see Section 3 of Chapter 3 of [224] for a description of their method. We also refer to Figures 5 and 10 in [249] for some geophysical information.

The function $m(\mathbf{x})$ generates the Riemannian metric

$$
\begin{equation*}
d \tau=\sqrt{m(\mathbf{x})}|d \mathbf{x}|, \quad|d \mathbf{x}|=\sqrt{(d x)^{2}+(d y)^{2}+(d z)^{2}} \tag{11.9}
\end{equation*}
$$

The travel time from the point $\mathbf{x}_{0} \in \mathbb{R}^{3}$ (source) to the point $\mathbf{x} \in \mathbb{R}^{3}$ (receiver) is [224]

$$
\begin{equation*}
\tau\left(\mathbf{x}, \mathbf{x}_{0}\right)=\int_{\Gamma\left(\mathbf{x}, \mathbf{x}_{0}\right)} \sqrt{m(\mathbf{x}(s))} d s \tag{11.10}
\end{equation*}
$$

where $\Gamma\left(\mathbf{x}, \mathbf{x}_{\mathbf{0}}\right)$ is the geodesic line connecting points $\mathbf{x}$ and $\mathbf{x}_{0}$ and $d s$ is the Euclidean arc length. We assume that the source $\mathbf{x}_{0}$ runs along an interval $L$ of a straight line located in the plane $\{z=0\}$,

$$
\begin{equation*}
L=\{\mathbf{x}=(x, y, z): x=\alpha \in(0,1), y=1 / 2, z=0\} . \tag{11.11}
\end{equation*}
$$

Hence, $\mathbf{x}_{0}=\mathbf{x}_{\alpha}=(\alpha, 1 / 2,0), \alpha \in(0,1)$. Let $\tau(\mathbf{x}, \alpha)$ be the travel time between points $\mathbf{x}$ and $\mathbf{x}_{\alpha}=(\alpha, 1 / 2,0)$. Thus, we denote $\tau(\mathbf{x}, \alpha)=\tau\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$. We denote $\Gamma(\mathbf{x}, \alpha)$ the geodesic line connecting points $\mathbf{x}$ and $\mathbf{x}_{\alpha}$. It is well known [224] that the function $\tau(\mathbf{x}, \alpha)$ satisfies eikonal equation as the function of $\mathbf{x}$,

$$
\begin{align*}
\tau_{x}^{2}+\tau_{y}^{2}+\tau_{z}^{2} & =m(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{3},  \tag{11.12}\\
\tau(\mathbf{x}, \alpha) & =O\left(\left|\mathbf{x}-\mathbf{x}_{\alpha}\right|\right), \quad \text { as }\left|\mathbf{x}-\mathbf{x}_{\alpha}\right| \rightarrow 0 .
\end{align*}
$$

Everywhere below we assume without further mentioning that the following property holds.

Regularity of geodesic lines. The function $\tau(\mathbf{x}, \alpha) \in C^{2}\left(\mathbb{R}^{3} \times[0,1]\right)$. For any pair of points $\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \in \bar{\Omega} \times L$ there exists unique geodesic line $\Gamma(\mathbf{x}, \alpha)$ connecting these two points and $\Gamma(\mathbf{x}, \alpha) \cap B_{A} \neq \varnothing$. In addition, if any geodesic line, which starts at a point $\mathbf{x}_{\alpha} \in L$, intersects $B_{A}$, then it intersects it at a single point. Also, it does not go "downwards" in the $z$-direction, but instead intersects $\partial \Omega \backslash B_{A}$ at another single point; see (11.1)-(11.4). In addition, after intersecting $\partial \Omega \backslash B_{A}$, this line does not "come back" in the domain $\Omega$ but rather goes away from this domain. In other words, this line is not reflected back from any point of its intersection with $\partial \Omega$.

The following sufficient condition of the regularity of geodesic lines was derived in [225]:

$$
\sum_{i, j=1}^{3} \frac{\partial^{2} \ln n(\mathbf{x})}{\partial x_{i} \partial x_{j}} \xi_{i} \xi_{j} \geq 0, \quad \forall \xi \in \mathbb{R}^{3}, \forall \mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \in \bar{\Omega} .
$$

Travel Time Tomography Problem (TTTP). Suppose that the function $m(\mathbf{x})$ satisfies conditions (11.5)-(11.8). Assume that the following function $f(\mathbf{x}, a)$ is given:

$$
\begin{equation*}
\tau(\mathbf{x}, \alpha)=f(\mathbf{x}, \alpha), \quad \forall \mathbf{x} \in \Gamma \cup B_{A+\sigma}, \forall \alpha \in(0,1) . \tag{11.13}
\end{equation*}
$$

Determine the function $m(\mathbf{x})$ for $\mathbf{x} \in \Omega$.
In other words, by (11.1)-(11.4) and (11.13) the data for the travel time are given for all sources running along the line interval $L$ defined in (11.11) and for the part $\Gamma \cup$ $B_{A+\sigma}$ of the boundary $\partial \Omega$. Hence, the data (11.13) are both formally determined and incomplete.

### 11.3 A special orthonormal basis

We now describe the orthonormal basis in $L_{2}(0,1)$, which is a little bit different from the one in Section 6.2.3. Consider the set of functions $\left\{\xi_{n}(\alpha)\right\}_{n=0}^{\infty}=\left\{(\alpha+a)^{n} e^{\alpha}\right\}_{n=0}^{\infty}$, where $a=$ const. $>0$. This is a set of linearly independent functions. Besides, functions $\Psi_{n}(\alpha)$ are polynomials orthonormal in $L_{2}(0,1)$ with the weight $e^{2 \alpha}$. The matrix $M_{N}=$ $\left\{\left(\Psi_{n}^{\prime}, \Psi_{m}\right)\right\}_{m, n=1}^{N}$ is invertible since its elements $a_{m n}=\left(\Psi_{n}^{\prime}, \Psi_{m}\right)$ are such that $a_{m n}=1$ if $m=n$ and $a_{m n}=0$ if $n<m$.

Consider the function $q(\alpha)$ in the following form:

$$
\begin{equation*}
q(\alpha)=\sum_{n=1}^{N} q_{n} \Psi_{n}(\alpha), \quad q_{n}=\int_{0}^{1} q(\alpha) \Psi_{n}(\alpha) d \alpha . \tag{11.14}
\end{equation*}
$$

Below we need to impose such a sufficient condition on the vector of coefficients $q^{N}=$ $\left(q_{0}, \ldots, q_{N-1}\right)^{T}$ in the Fourier expansion (11.14), which would guarantee that the function $q(\alpha)$ is positive for all $\alpha \in[0,1]$. Consider vector functions $\xi^{N}(\alpha)=\left(\xi_{1}, \ldots, \xi_{N}\right)^{T}(\alpha)$ and $\Psi^{N}(\alpha)=\left(\Psi_{1}, \ldots, \Psi_{N-1}\right)^{T}(\alpha)$. The desired condition is given in Lemma 11.3.1.

Lemma 11.3.1. Let the $N \times N$ matrix $X_{N}$ transforms the vector function $\xi^{N}(\alpha)$ in the vector function $\Psi^{N}(\alpha)$ via the Gram-Schmidt orthonormalization procedure, that is, $X_{N} \cdot \xi^{N}(\alpha)=$ $\Psi^{N}(\alpha)$. Let the matrix $X_{N}^{T}$ be the transpose of $X_{N}$. Let $X_{N}^{T} q^{N}=\tilde{q}^{N}=\left(\widetilde{q}_{0}, \ldots, \widetilde{q}_{N-1}\right)^{T}$. Suppose that all numbers $\widetilde{q}_{0}, \ldots, \widetilde{q}_{N-1}>0$. Then in (11.14) the function $q(\alpha)>0$ for all $\alpha \in[0,1]$.

Proof. It follows from the Gram-Schmidt procedure that elements of the matrix $X_{N}$ are independent on $\alpha$. Let the raw number $n$ of the matrix $X_{N}$ be ( $x_{n 1}, x_{n 2}, \ldots, x_{n N}$ ), $n=1, \ldots, N$. Then

$$
\Psi_{n}(\alpha)=\sum_{j=1}^{N} x_{n j} \xi_{j}(\alpha) .
$$

Hence, by (11.14)

$$
\begin{equation*}
q(\alpha)=\sum_{n=1}^{N} q_{n} \sum_{j=1}^{N} x_{n j} \xi_{j}(\alpha)=\sum_{j=1}^{N}\left(\sum_{n=1}^{N} x_{n j} q_{n}\right) \xi_{j}(\alpha)=\sum_{j=1}^{N} \widetilde{q}_{j} \xi_{j}(\alpha) . \tag{11.15}
\end{equation*}
$$

Since $\xi_{j}(\alpha)=(\alpha+a)^{j} e^{\alpha}>0$, then (11.15) implies that $q(\alpha)>0$ for $\alpha \in[0,1]$.

### 11.4 Estimate of $\tau_{z}^{2}(\mathrm{x}, \alpha)$ from the below

Lemma 11.4.1. Assume that conditions (11.5)-(11.8) hold. Then

$$
\begin{equation*}
\tau_{z}^{2}(\mathbf{x}, \alpha) \geq \frac{A^{2}}{A^{2}+2}, \quad \forall \mathbf{x} \in \bar{\Omega}, \forall \alpha \in[0,1] . \tag{11.16}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\tau_{z}(\mathbf{x}, \alpha)>0, \quad \forall \mathbf{x} \in \bar{\Omega} \cup\{z \in(0, A]\}, \forall \alpha \in[0,1] . \tag{11.17}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\tau_{z}(\mathbf{x}, \alpha) \geq \frac{A}{\sqrt{A^{2}+2}}, \quad \forall \mathbf{x} \in \bar{\Omega}, \forall \alpha \in[0,1] . \tag{11.18}
\end{equation*}
$$

Proof. Note that having proven (11.16) is not enough for our technique: we need to know the sign of the function $\tau_{z}(\mathbf{x}, \alpha)$, that is (11.17), in Section 11.5 (more precisely, in (11.31)) where we consider the square root of $\tau_{z}^{2}(\mathbf{x}, \alpha)$. Denote

$$
\begin{equation*}
p=\tau_{x}(x, y, z, \alpha), \quad q=\tau_{x}(x, y, z, \alpha), \quad r=\tau_{z}(x, y, z, \alpha) . \tag{11.19}
\end{equation*}
$$

The following equations for geodesic lines can be found on page 66 of [224]:

$$
\begin{align*}
& \frac{d x}{d s}=\frac{p}{m}, \quad \frac{d y}{d s}=\frac{q}{m}, \quad \frac{d z}{d s}=\frac{r}{m},  \tag{11.20}\\
& \frac{d p}{d s}=\frac{m_{x}}{2 m}, \quad \frac{d q}{d s}=\frac{m_{y}}{2 m}, \quad \frac{d r}{d s}=\frac{m_{z}}{2 m}, \tag{11.21}
\end{align*}
$$

where $s$ is a parameter. Using (11.19), we obtain for $\tau=\tau(x(s), y(s), z(s), \alpha)$ along a geodesic line

$$
\begin{equation*}
\frac{d \tau}{d s}=\frac{\partial \tau}{\partial x} \frac{d x}{d s}+\frac{\partial \tau}{\partial y} \frac{d y}{d s}+\frac{\partial \tau}{\partial z} \frac{d z}{d s}=p \frac{p}{m}+q \frac{q}{m}+r \frac{r}{m}=1 \tag{11.22}
\end{equation*}
$$

Set

$$
\begin{equation*}
\tau(x(0), y(0), z(0), \alpha)=0 \quad \text { for } s=0 . \tag{11.23}
\end{equation*}
$$

Then (11.22) implies: $\tau(x(s), y(s), z(s), \alpha)=s$. Hence, the parameter $s$ coincides with the travel time. In particular, we now rewrite equations (11.20), (11.21) in a different form: to have derivatives with respect to $z$ rather than with respect to $s$. Hence, we obtain from (11.20) and (11.21):

$$
\begin{align*}
\frac{d x}{d z} & =\frac{p}{r}, \quad \frac{d y}{d z}=\frac{q}{r}, \quad \frac{d p}{d z}=\frac{m_{x}}{2 r}, \quad \frac{d q}{d z}=\frac{m_{y}}{2 r}, \quad \frac{d r^{2}}{d z}=m_{z}, \quad \frac{d \tau}{d z}=\frac{m}{r}  \tag{11.24}\\
\left.x\right|_{z=0} & =\alpha,\left.\quad y\right|_{z=0}=1 / 2,\left.\quad p\right|_{z=0}=p_{0},\left.\quad q\right|_{z=0}=q_{0},\left.\quad r\right|_{z=0}=r_{0},\left.\quad \tau\right|_{z=0}=0 \tag{11.25}
\end{align*}
$$

where $\alpha \in(0,1)$ and $p_{0}, q_{0}$ are some given numbers such that $p_{0}^{2}+q_{0}^{2} \leq 1$. The latter inequality follows from (11.12) and the fact that by (11.6) $m(x, y, 0)=1$. Also, by (11.12) $r_{0}= \pm \sqrt{1-p_{0}^{2}-q_{0}^{2}}$. To prove that we should take " + " sign in the latter formula, we note that

$$
\begin{equation*}
\tau(x, y, z, \alpha)=\sqrt{(x-\alpha)^{2}+(y-1 / 2)^{2}+z^{2}} \quad \text { for }(x, y, z) \in(0,1) \times(0,1) \times(0, A) . \tag{11.26}
\end{equation*}
$$

Hence, $\tau_{z}=r=z / \tau>0$ for $z \in(0, A)$. Hence,

$$
\begin{align*}
r_{0} & =\sqrt{1-p_{0}^{2}-q_{0}^{2}} \geq 0  \tag{11.27}\\
\tau_{z}^{2}(x, y, A, \alpha) & \geq \frac{A^{2}}{A^{2}+2} \quad \text { for }(x, y) \in(0,1) \times(0,1), \alpha \in(0,1) . \tag{11.28}
\end{align*}
$$

Suppose that the geodesic line defined by (11.24) and (11.25) intersects the part $B_{A}$ of the boundary $\partial \Omega$. Then the condition of the regularity of geodesic lines implies that there exists a single number $z_{0}=z_{0}\left(p_{0}, q_{0}, \alpha\right) \in(A, A+\sigma]$ such that the point $\left(x\left(z_{0}\right), y\left(z_{0}\right), z_{0}\right) \in \partial \Omega \backslash B_{A}$ and for all numbers $z \in\left(A, z_{0}\right)$ all points $(x(z), y(z), z)$ of that geodesic line belong to $\Omega$. Since by (11.24) $d r^{2} / d z=m_{z}$, then, using (11.24) and (11.28), we obtain

$$
\begin{aligned}
r^{2}(x(z), y(z), z, \alpha) & =\int_{A}^{z} m_{z}(x(t), y(t), t, \alpha) d t+r^{2}(x(A), y(A), A) \\
& \geq r^{2}(x(A), y(A), A) \geq \frac{A^{2}}{A^{2}+2}, \quad z \in\left(A, z_{0}\right)
\end{aligned}
$$

which establishes (11.16). To prove (11.17), we notice that it follows from (11.5), (11.8), (11.19), the last equation (11.21) and (11.23) that

$$
\begin{equation*}
\tau_{z}((x(s), y(s), z(s), \alpha))=\int_{0}^{s}\left(\frac{m_{z}}{2 m}\right)(x(t), y(t), z(t), \alpha) d t \geq 0 \tag{11.29}
\end{equation*}
$$

Estimates (11.17) and (11.18) follow immediately from (11.16), (11.26), and (11.29).

### 11.5 A boundary value problem for a system of nonlinear coupled integro-differential equations

### 11.5.1 A nonlinear integro-differential equation

Denote

$$
\begin{equation*}
u(\mathbf{x}, \alpha)=\tau_{z}^{2}(\mathbf{x}, \alpha), \quad \mathbf{x} \in \Omega, \alpha \in(0,1) . \tag{11.30}
\end{equation*}
$$

By (11.17)

$$
\begin{equation*}
\tau_{z}(\mathbf{x}, \alpha)=\sqrt{u(\mathbf{x}, \alpha)}, \quad \mathbf{x} \in \Omega \tag{11.31}
\end{equation*}
$$

Hence, (11.13) and (11.31) imply that for all $\alpha \in(0,1)$

$$
\begin{equation*}
\tau(x, y, z, \alpha)=-\int_{z}^{A+\sigma} \sqrt{u(x, y, t, \alpha)} d t+f(x, y, A+\sigma, \alpha), \quad(x, y, z) \in \Omega \tag{11.32}
\end{equation*}
$$

$$
\begin{align*}
& \tau_{x}(x, y, z, \alpha)=-\int_{z}^{A+\sigma}\left(\frac{u_{x}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{x}(x, y, A+\sigma, \alpha), \quad(x, y, z) \in \Omega,  \tag{11.33}\\
& \tau_{y}(x, y, z, \alpha)=-\int_{z}^{A+\sigma}\left(\frac{u_{y}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{y}(x, y, A+\sigma, \alpha), \quad(x, y, z) \in \Omega . \tag{11.34}
\end{align*}
$$

Substituting (11.30)-(11.34) in the eikonal equation (11.12), we obtain the following equation for $(x, y, z) \in \Omega, \alpha \in(0,1)$ :

$$
\begin{align*}
& u(x, y, z, \alpha)+\left[-\int_{z}^{A+\sigma}\left(\frac{u_{x}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{x}(x, y, A+\sigma, \alpha)\right]^{2} \\
& \quad+\left[-\int_{z}^{A_{1}+\sigma}\left(\frac{u_{y}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{y}(x, y, A+\sigma, \alpha)\right]^{2}=m(x, y, z) . \tag{11.35}
\end{align*}
$$

Differentiating (11.35) with respect to $\alpha$ and using $\partial_{\alpha} m(x, y, z) \equiv 0$, we obtain for $(x, y, z) \in \Omega, \alpha \in(0,1)$,

$$
\begin{align*}
& u_{\alpha}(x, y, z, \alpha)+\frac{\partial}{\partial \alpha}\left[-\int_{z}^{A+\sigma}\left(\frac{u_{x}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{x}(x, y, A+\sigma, \alpha)\right]^{2} \\
& \quad+\frac{\partial}{\partial \alpha}\left[-\int_{z}^{A+\sigma}\left(\frac{u_{y}}{2 \sqrt{u}}\right)(x, y, t, \alpha) d t+f_{x}(x, y, A+\sigma, \alpha)\right]^{2} \tag{11.36}
\end{align*}
$$

### 11.5.2 Boundary value problem for a system of coupled integro- differential equations

Using (11.26) and (11.30), denote for $(x, y, \alpha) \in[0,1]^{3}$,

$$
\begin{equation*}
u_{0}(\mathbf{x}, \alpha)=u(x, y, A, \alpha)=\frac{A^{2}}{(x-\alpha)^{2}+(y-1 / 2)^{2}+A^{2}} \geq \frac{A^{2}}{A^{2}+2} . \tag{11.37}
\end{equation*}
$$

We seek the function $u(\mathbf{x}, \alpha)$ in the form

$$
\begin{align*}
u(\mathbf{x}, \alpha) & =u_{0}(\mathbf{x}, \alpha)+v(\mathbf{x}, \alpha), \quad \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1],  \tag{11.38}\\
v(x, y, A, \alpha) & =0, \quad(x, y, \alpha) \in[0,1]^{3}, \tag{11.39}
\end{align*}
$$

where the function $v(\mathbf{x}, \alpha)$ is unknown for $\mathbf{x} \in \Omega, \alpha \in(0,1)$. Recall that the part $\Gamma$ of the boundary of the domain $\Omega$ is defined in (11.4). We need to obtain zero boundary condition at $\Gamma$ for a function associated with the function $v$. To do this, we assume first that there exists a function $g(\mathbf{x}, \alpha) \in H^{1}(\Omega)$ for every $\alpha \in[0,1]$ such that

$$
\begin{align*}
g(\mathbf{x}, \alpha) & =\left(f_{z}\right)^{2}(\mathbf{x}, \alpha)-u_{0}(\mathbf{x}, \alpha), \quad \forall \mathbf{x} \in \Gamma, \forall \alpha \in[0,1],  \tag{11.40}\\
g(x, y, A, \alpha) & =0 . \tag{11.41}
\end{align*}
$$

Introduce the function $w(\mathbf{x}, \alpha)$,

$$
\begin{equation*}
w(\mathbf{x}, \alpha)=v(\mathbf{x}, \alpha)-g(\mathbf{x}, \alpha), \quad \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1] . \tag{11.42}
\end{equation*}
$$

Then (11.38)-(11.42) imply that

$$
\begin{align*}
u(\mathbf{x}, \alpha) & =u_{0}(\mathbf{x}, \alpha)+w(\mathbf{x}, \alpha)+g(\mathbf{x}, \alpha), \mathbf{x} \in \bar{\Omega}, \quad \alpha \in[0,1],  \tag{11.43}\\
w(\mathbf{x}, \alpha) & =0, \quad \forall \mathbf{x} \in \Gamma, \forall \alpha \in[0,1],  \tag{11.44}\\
w(x, y, A, \alpha) & =0, \quad(x, y, \alpha) \in[0,1]^{3} . \tag{11.45}
\end{align*}
$$

We assume that both functions $w(\mathbf{x}, \alpha)$ and $g(\mathbf{x}, \alpha)$ have the form of the truncated Fourier series with respect to the orthonormal basis $\left\{\Psi_{n}(\alpha)\right\}$,

$$
\begin{array}{ll}
w(\mathbf{x}, \alpha)=\sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}(\alpha), & \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1], \\
g(\mathbf{x}, \alpha)=\sum_{n=1}^{N} g_{n}(\mathbf{x}) \Psi_{n}(\alpha), & \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1] . \tag{11.47}
\end{array}
$$

Here, coefficients $w_{n}(\mathbf{x})$ are unknown and coefficients $g_{n}(\mathbf{x})$ are known. And similarly for $w_{x}, w_{y}, w_{x \alpha}, w_{y \alpha}$, and the same derivatives of the function $g$. Furthermore, we assume that these functions, being substituted in equation (11.36), give us zero in its right-hand side for $\mathbf{x} \in \Omega, \alpha \in(0,1)$. By (11.44)-(11.46),

$$
\begin{equation*}
\left.w_{n}(\mathbf{x})\right|_{\Gamma}=0, \quad w_{n}(x, y, A)=0 . \tag{11.48}
\end{equation*}
$$

Denote

$$
\begin{align*}
W(\mathbf{x}) & =\left(w_{1}, \ldots, w_{N}\right)^{T}(\mathbf{x}),  \tag{11.49}\\
G(\mathbf{x}) & =\left(g_{1}, \ldots, g_{N}\right)^{T}(\mathbf{x}) . \tag{11.50}
\end{align*}
$$

Let

$$
\begin{align*}
f(x, y, A+\sigma, \alpha) & =\sum_{n=1}^{N} f_{n}(x, y, A+\sigma) \Psi_{n}(\alpha), \quad(x, y, \alpha) \in(0,1)^{3},  \tag{11.51}\\
F(x, y, A+\sigma) & =\left(f_{1}, f_{2}, \ldots, f_{N}\right)^{T}(x, y, A+\sigma), \quad(x, y) \in(0,1)^{2} . \tag{11.52}
\end{align*}
$$

Keeping in mind (11.48) and (11.49), we define the spaces $C_{N}^{1}(\bar{\Omega}), C_{N, 0}^{1}(\bar{\Omega})$ of $N$-D vector functions $W(\mathbf{x})$ defined in (11.49) as

$$
\begin{aligned}
& C_{x, y, N}^{1}(\bar{\Omega})=\left\{\begin{array}{l}
W(\mathbf{x}):\|W\|_{C_{x,, N}^{1}(\bar{\Omega})} \\
=\max _{n \in[1, N]}\left(\left\|w_{n}\right\|_{C(\bar{\Omega})}+\left\|w_{n x}\right\|_{C(\bar{\Omega})}+\left\|w_{n y}\right\|_{C(\bar{\Omega})}\right)<\infty
\end{array}\right\}, \\
& C_{x, y, N, 0}^{1}(\bar{\Omega})=\left\{W \in C_{x, y, N}^{1}(\bar{\Omega}):\left.W\right|_{\Gamma}=W(x, y, A)=0\right\} .
\end{aligned}
$$

Keeping in mind (11.37)-(11.52), substitute functions $w, g$ and their corresponding first derivatives with respect to $x, y, \alpha$ in equation (11.36). Next, multiply the resulting equation sequentially by functions $\Psi_{n}(\alpha), n=1, \ldots, N$ and integrate with respect to $\alpha \in$ $(0,1)$. Then multiply both sides of obtained system of nonlinear integral differential equations by the matrix $M_{N}^{-1}$, where the matrix $M_{N}$ was introduced in Section 11.3. We obtain

$$
\begin{align*}
W(\mathbf{x}) & =M_{N}^{-1} P\left(W, W_{x}, W_{y}, G, G_{x}, G_{y}, F_{x}, F_{y}, \mathbf{x}\right), \quad \mathbf{x} \in \Omega \\
\left.W\right|_{\Gamma} & =W(x, y, A)=0 \tag{11.54}
\end{align*}
$$

where $P$ is the $N-D$ vector function,

$$
\begin{align*}
& P=\left(P_{1}, \ldots, P_{N}\right)^{T}\left(W, W_{x}, W_{y}, G_{x}, G_{y}, F_{x}, F_{y}, \mathbf{x}\right), \quad \mathbf{x} \in \Omega,  \tag{11.55}\\
& P_{n}\left(W, W_{x}, W_{y}, G_{x}, G_{y}, F_{x}, F_{y}, \mathbf{x}\right) \\
&= \int_{0}^{1} \Psi_{n}(\alpha) \frac{\partial}{\partial \alpha}\left(-\int_{z}^{A+\sigma} \frac{u_{0 x}+w_{x}+g_{x}}{2 \sqrt{u_{0}+w+g}} d t+f_{x}(x, y, A, \alpha)\right)^{2} d \alpha  \tag{11.56}\\
&+\int_{0}^{1} \Psi_{n}(\alpha) \frac{\partial}{\partial \alpha}\left(-\int_{z}^{A+\sigma} \frac{u_{0 y}+w_{y}+g_{y}}{2 \sqrt{u_{0}+w+g}} d t+f_{y}(x, y, A, \alpha)\right)^{2} d \alpha .
\end{align*}
$$

Thus, we have obtained the desired boundary value problem (11.53)-(11.56) for the system of nonlinear coupled integral differential equations. Below we focus on this problem.

### 11.5.3 The positivity of the function $\left(u_{0}+w+g\right)(x, \alpha)$

It follows from (11.36) and (11.43) that we need the function $\left(u_{0}+w+g\right)(\mathbf{x}, \alpha)$ to be positive. We discuss this issue in the current section.

Using (11.16), (11.30), (11.37), (11.43), and (11.49), define the set of functions $K$ as

$$
\begin{equation*}
K=\left\{w(\mathbf{x}, \alpha):=(w+g)(\mathbf{x}, \alpha)>0,(11.46) \text { holds, } W \in C_{x, y, N, 0}^{1}(\bar{\Omega})\right\} \tag{11.57}
\end{equation*}
$$

where $(\mathbf{x}, \alpha) \in \bar{\Omega} \times[0,1]$. Then by (11.37) and (11.43),

$$
\begin{equation*}
\left(u_{0}+w+g\right)(\mathbf{x}, \alpha) \geq \frac{A^{2}}{A^{2}+2}, \quad \forall w \in K,(\mathbf{x}, \alpha) \in \bar{\Omega} \times[0,1] . \tag{11.58}
\end{equation*}
$$

To obtain a sufficient condition guaranteeing (11.57) in terms of the vector function $W$, we formulate Lemma 11.5.1.

Lemma 11.5.1. Let (11.46) and (11.47) hold. Consider the vector function $v^{N}(\mathbf{x})=\left(w_{1}+\right.$ $\left.g_{1}, w_{2}+g_{2}, \ldots, w_{N}+g_{N}\right)^{T}(\mathbf{x})$. Let $X_{N}$ be the $N \times N$ matrix of Lemma 11.3.1. Consider the
vector function $\widetilde{v}^{N}(\mathbf{x})=X_{N}^{T} \cdot v^{N}(\mathbf{x})$. Let $\widetilde{v}^{N}(\mathbf{x})=\left(v_{1}, \ldots, v_{N}\right)^{T}(\mathbf{x})$. Suppose that all functions $v_{n}(\mathbf{x})>0$ in $\bar{\Omega}$. Then the function $w \in K$ and, therefore, (11.58) holds.Also, the set $K$ is convex.

Proof. The first part of this lemma follows immediately from Lemma 11.3.1. We now prove the convexity of the set $K$. Suppose that two functions $w^{(1)}, w^{(2)} \in K$. Let the number $\theta \in(0,1)$. Then by (11.57),

$$
\begin{aligned}
\theta w^{(1)}(\mathbf{x}, \alpha) & >-\theta g(\mathbf{x}, \alpha), \quad \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1] \\
(1-\theta) w^{(2)}(\mathbf{x}, \alpha) & >-(1-\theta) g(\mathbf{x}, \alpha), \quad \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1] .
\end{aligned}
$$

Summing up these two inequalities, we obtain

$$
\theta w^{(1)}(\mathbf{x}, \alpha)+(1-\theta) w^{(2)}(\mathbf{x}, \alpha)+g(\mathbf{x}, \alpha)>0, \quad \mathbf{x} \in \bar{\Omega}, \alpha \in[0,1] .
$$

### 11.5.4 Applying the multidimensional analog of Taylor formula

We specify in this section how the classical multidimensional analog of Taylor formula [247] can be applied to the right-hand side of equation (11.53). Let $R>0$ be an arbitrary number. Denote

$$
\begin{equation*}
K(R)=\left\{W: w \in K,\|W\|_{C_{x, y, N}^{1}(\bar{\Omega})}<R\right\} . \tag{11.59}
\end{equation*}
$$

It follows from Lemma 11.5.1 and (11.59) that $K(R)$ is a convex set.
Lemma 11.5.2. Let $W^{(1)}, W^{(2)} \in K(R)$, let $G^{(1)}, G^{(2)}$ be the vector functions (11.50) and $F^{(1)}, F^{(2)}$ be the vector functions in (11.52). Based on (11.46) and (11.49), denote $\widetilde{w}(\mathbf{x}, \alpha)=$ $w^{(1)}(\mathbf{x}, \alpha)-w^{(2)}(\mathbf{x}, \alpha), \widetilde{w}_{n}(\mathbf{x})=w_{n}^{(1)}(\mathbf{x})-w_{n}^{(2)}(\mathbf{x})$. Similarly, denote $\widetilde{g}(\mathbf{x}, \alpha)=g^{(1)}(\mathbf{x}, \alpha)-$ $g^{(2)}(\mathbf{x}, \alpha)$, where $g^{(k)}(\mathbf{x}, \alpha)$ corresponds to the vector function $G^{(k)}(\mathbf{x}), k=1,2$ via (11.47), (11.50). Also, denote

$$
\widetilde{W}=W^{(2)}-W^{(1)}=\left(\widetilde{w}_{1}, \ldots, \widetilde{w}_{N}\right), \quad \widetilde{G}=G^{(1)}-G^{(2)}, \quad \widetilde{F}=F^{(2)}-F^{(1)} .
$$

And let functions $f^{(1)}=f^{(1)}(x, y, A+\sigma)$ and $\widetilde{f}=\tilde{f}(x, y, A+\sigma)$ correspond to the vector functions $F^{(1)}(\mathbf{x})$ and $\widetilde{F}(\mathbf{x})$, respectively, via (11.51), (11.52). Then the following form of the multidimensional Taylor formula is valid:

$$
\begin{aligned}
& M_{N}^{-1} P\left(W^{(2)}, W_{x}^{(2)}, W_{y}^{(2)}, G_{x}^{(2)}, G_{y}^{(2)}, F_{x}^{(2)}, F_{y}^{(2)}, \mathbf{x}\right) \\
& \quad-M_{N}^{-1} P\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)} \mathbf{x}\right) \\
& \quad=\int_{z}^{A+\sigma} T_{0}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{W}(x, y, t) d t
\end{aligned}
$$

$$
\begin{align*}
& +\int_{z}^{A+\sigma} T_{1}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{W}_{x}(x, y, t) d t \\
& +\int_{z}^{A+\sigma} T_{2}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{W}_{y}(x, y, t) d t \\
& +\int_{z}^{A+\sigma} T_{3}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, \widetilde{W}, \widetilde{W}_{x}, \widetilde{W}_{y}, x, y, t\right) d t  \tag{11.60}\\
& +\int_{z}^{A+\sigma} S_{1}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{G}_{x}(x, y, t) d t \\
& +\int_{z}^{A+\sigma} S_{2}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{G}_{y}(x, y, t) d t \\
& +S_{3}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, \mathbf{x}\right) \widetilde{F}_{x}(x, y) \\
& +S_{4}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)} \mathbf{x}\right) \widetilde{F}_{y}(x, y),
\end{align*}
$$

where $\mathbf{x} \in \Omega$, $i=1,2$ in $T_{3}$ means that this matrix depends on both vector functions $\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}\right)$ and $\left(W^{(2)}, W_{x}^{(2)}, W_{y}^{(2)}, G_{x}^{(2)}, G_{y}^{(2)}, F_{x}^{(2)}, F_{y}^{(2)}\right)$. Also, all elements of matrices $T_{j}, S_{k}, j=0,1,2,3 ; k=1,2,3,4$ are continuous functions of their variables. Furthermore, the following estimates hold:

$$
\begin{align*}
& \left|T_{j}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, x, y, t\right)\right| \leq C_{1} ; \quad j=0,1,2 ;(x, y, t) \in \bar{\Omega},  \tag{11.61}\\
& \left|T_{3}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, \widetilde{W}, \widetilde{W}_{x}, \widetilde{W}_{y}, x, y, t\right)\right|  \tag{11.62}\\
& \quad \leq C_{1}\left(\widetilde{W}^{2}+\widetilde{W}_{x}^{2}+\widetilde{W}_{y}^{2}\right), \quad(x, y, t) \in \bar{\Omega}, \\
& \left|S_{k}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, \mathbf{x}\right)\right| \leq C_{1} ; \quad k=1, \ldots, 4 ; \mathbf{x} \in \bar{\Omega}, \tag{11.63}
\end{align*}
$$

where the number

$$
\begin{equation*}
C_{1}=C_{1}\left(N, R, \max _{i=1,2}\left\|G^{(i)}\right\|_{C_{x, y, N}^{1}(\bar{\Omega})}, \max _{i=1,2}\left\|F^{(i)}\right\|_{C_{x, y, N}^{1}(\bar{\Omega})}\right)>0 \tag{11.64}
\end{equation*}
$$

depends only on listed parameters. Estimates (11.61)-(11.64) mean estimates for each element of corresponding matrices. In terms of the integration with respect to $\alpha$, matrices $T_{j}, S_{j}, j=0,1,2,3$ depend on the integrals of the form

$$
\int_{0}^{1} \Psi_{n}(\alpha) \mu_{j n k m}\left(\mathbf{x},\left(u_{0}, u_{0 x}, u_{0 y}\right)(x, y, t, \alpha), \Psi_{k}(\alpha), \Psi_{m}(\alpha), \Psi_{k}^{\prime}(\alpha), \Psi_{m}^{\prime}(\alpha)\right) d \alpha
$$

where $n, k, m=1, \ldots, N$, and $\mu_{j n k m}$ are continuous functions of their variables.

Proof. Below $C_{1}>0$ denotes different constants depending only on parameters listed in (11.64). For $\mathbf{x} \in \Omega$ and $\alpha \in(0,1)$, consider the functions $\xi(\mathbf{x}, \alpha)$ and $\eta(\mathbf{x}, \alpha)$ defined as

$$
\begin{equation*}
\xi(w, \mathbf{x}, \alpha)=\frac{u_{0 x}+w_{x}+g_{x}}{2 \sqrt{u_{0}+w+g}}(\mathbf{x}, \alpha), \quad \eta(w, \mathbf{x}, \alpha)=\frac{u_{0 y}+w_{y}+g_{y}}{2 \sqrt{u_{0}+w+g}}(\mathbf{x}, \alpha) \tag{11.65}
\end{equation*}
$$

where functions $w, g$ have the forms (11.46), (11.47). Then $\xi\left(w^{(2)}, \mathbf{x}, \alpha\right)=\xi\left(w^{(1)}+\widetilde{w}, \mathbf{x}, \alpha\right)$ and $\eta\left(w^{(2)}, \mathbf{x}, \alpha\right)=\eta\left(w^{(1)}+\widetilde{w}, \mathbf{x}, \alpha\right)$.

The convexity of the set $K(R)$ allows us to use the multidimensional analog of Taylor formula in the following form:

$$
\begin{align*}
\xi\left(w^{(2)}, \mathbf{x}, \alpha\right)= & \xi\left(w^{(1)}, \mathbf{x}, \alpha\right)+s_{1}\left(w^{(1)}, \mathbf{x}, \alpha\right) \widetilde{w}+s_{2}\left(w^{(1)}, \mathbf{x}, \alpha\right) \widetilde{w}_{x} \\
& +s_{3}\left(w^{(1)}, \mathbf{x}, \alpha\right) \widetilde{g}_{x}(\mathbf{x}, \alpha)+s_{4}\left(w^{(1)}, w^{(2)}, \mathbf{x}, \alpha\right) \widetilde{w}^{2}  \tag{11.66}\\
& +s_{5}\left(w^{(1)}, w^{(2)}, \mathbf{x}, \alpha\right) \widetilde{w}_{x}^{2}+s_{6}\left(w^{(1)}, w^{(2)}, \mathbf{x}, \alpha\right) \widetilde{w}_{x} \widetilde{w},
\end{align*}
$$

where $s_{j}$ are continuous functions of their listed variables. Furthermore,

$$
\begin{equation*}
\left|s_{i}\left(w^{(1)}, \mathbf{x}, \alpha\right)\right|,\left|s_{j}\left(w^{(1)}, w^{(2)}, \mathbf{x}, \alpha\right)\right| \leq C_{1}, \quad \text { where } i=1,2,3 \text { and } j=4,5,6 . \tag{11.67}
\end{equation*}
$$

Next, substituting (11.46), (11.47), and (11.50) in (11.66), we obtain

$$
\begin{align*}
& \xi\left(w^{(2)}, \mathbf{x}, \alpha\right) \\
& \quad=\xi_{1}+\sum_{k=1}^{N}\left[s_{1} \widetilde{w}_{k}(\mathbf{x})+s_{2} \widetilde{w}_{k x}(\mathbf{x})+s_{3} \widetilde{s}_{k x}(\mathbf{x})\right] \Psi_{k}(\alpha) \\
& \quad+\sum_{k, m=1}^{N}\left[s_{4}\left(\widetilde{w}_{k} \widetilde{w}_{m}\right)(\mathbf{x})+s_{5}\left(\widetilde{w}_{k x} \widetilde{w}_{m x}\right)(\mathbf{x})+s_{6}\left(\widetilde{w}_{k x} \widetilde{w}_{m}\right)(\mathbf{x})\right] \Psi_{k}(\alpha) \Psi_{m}(\alpha), \tag{11.68}
\end{align*}
$$

where for brevity $\xi_{1}=\xi\left(w^{(1)}, \mathbf{x}, \alpha\right)$. Hence, it follows from (11.65)-(11.68) that the second line of (11.56) can be rewritten as

$$
\begin{align*}
& \int_{0}^{1} \Psi_{n}(\alpha) \frac{\partial}{\partial \alpha}\left(-\int_{z}^{A+\sigma} \frac{u_{0 x}+w_{x}+g_{x}}{2 \sqrt{u_{0}+w+g}} d t+f_{x}(x, y, A, \alpha)\right)^{2} d \alpha \\
& \quad=\int_{0}^{1} \Psi_{n}(\alpha) \\
& \quad \times \frac{\partial}{\partial \alpha}\left(-\int_{z}^{A+\sigma}\left(\xi_{1}+\sum_{k=1}^{N}\left(V_{k}+\sum_{m=1}^{N} V_{k m} \Psi_{m}(\alpha)\right) \Psi_{k}(\alpha)\right) d t+\left(f_{x}^{(1)}+\widetilde{f}_{x}\right)\right)^{2} d \alpha  \tag{11.69}\\
& V_{k}\left(w^{(1)}, \mathbf{x}, \alpha, \widetilde{w}_{n}\right)=s_{1} \widetilde{w}_{k}(\mathbf{x})+s_{2} \widetilde{w}_{k x}(\mathbf{x})+s_{3} \widetilde{g}_{k x}(\mathbf{x}),  \tag{11.70}\\
& V_{k m}\left(w^{(1)}, w^{(2)}, \mathbf{x}, \alpha\right)=s_{4}\left(\widetilde{w}_{k} \widetilde{w}_{m}\right)(\mathbf{x})+s_{5}\left(\widetilde{w}_{k x} \widetilde{w}_{m x}\right)(\mathbf{x})+s_{6}\left(\widetilde{w}_{k x} \widetilde{w}_{m}\right)(\mathbf{x}) \tag{11.71}
\end{align*}
$$

Similar formulas are obviously valid for the third line of (11.56). Thus, formulas (11.56), (11.65)-(11.71) imply (11.60)-(11.64).

In Lemma 11.5.2, we have used second order terms in the Taylor formula. In addition, we will also need the formula which uses only linear terms. The proof of Lemma 11.5.3 is completely similar to the proof of Lemma 11.5.2.

Lemma 11.5.3. Assume that conditions of Lemma 11.5 .2 hold. Then the following analog of the final increment formula is valid:

$$
\begin{array}{rl}
M_{N}^{-1} & P\left(W^{(2)}, W_{x}^{(2)}, W_{y}^{(2)}, G_{x}^{(2)}, G_{y}^{(2)}, F_{x}^{(2)}, F_{y}^{(2)}, \mathbf{x}\right) \\
& \quad-M_{N}^{-1} P\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)} \mathbf{x}\right) \\
= & \int_{z}^{A+\sigma} Y_{0}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, x, y, t\right) \widetilde{W}(x, y, t) d t \\
& +\int_{z}^{A+\sigma} Y_{1}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, x, y, t\right) \widetilde{W}_{x}(x, y, t) d t \\
& +\int_{z}^{A+\sigma} Y_{2}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, x, y, t\right) \widetilde{W}_{y}(x, y, t) d t  \tag{11.72}\\
\quad+\int_{z}^{A+\sigma} \widehat{S}_{1}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{G}_{x}(x, y, t) d t \\
\quad+\int_{z}^{A+\sigma} \widehat{S}_{2}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right) \widetilde{G}_{y}(x, y, t) d t \\
\quad+\widehat{S}_{3}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, \mathbf{x}\right) \widetilde{F}_{x}(x, y) \\
\quad+\widehat{S}_{4}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, \mathbf{x}\right) \widetilde{F}_{y}(x, y), \quad \mathbf{x} \in \Omega .
\end{array}
$$

where $\mathbf{x} \in \Omega, i=1,2$, all elements of matrices $Y_{j}, j=0,1,2$ are continuous functions of their variables and the following estimates are valid for $t \in[z, A+\sigma],(x, y, t), \mathbf{x} \in \bar{\Omega}$ :

$$
\begin{align*}
& \left|\sum_{j=0}^{2} Y_{j}\left(W^{(i)}, W_{x}^{(i)}, W_{y}^{(i)}, G_{x}^{(i)}, G_{y}^{(i)}, F_{x}^{(i)}, F_{y}^{(i)}, x, y, t\right)\right| \\
& \quad+\sum_{k=1}^{2}\left|\widehat{S}_{k}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, x, y, t\right)\right|  \tag{11.73}\\
& \quad+\sum_{k=3}^{4}\left|\widehat{S}_{k}\left(W^{(1)}, W_{x}^{(1)}, W_{y}^{(1)}, G_{x}^{(1)}, G_{y}^{(1)}, F_{x}^{(1)}, F_{y}^{(1)}, \mathbf{x}\right)\right| \leq C_{1} .
\end{align*}
$$

### 11.6 Problem (11.53), (11.54) in the semidiscrete form

We now rewrite equation (11.53) in the form of finite differences with respect to variables $x$, $y$ while keeping the continuous derivative with respect to $z$. For brevity, we
keep the same grid step size $h>0$ in both directions $x, y$. Consider partitions of the intervals $x \in(0,1), y \in(0,1)$ in small subintervals of the same length $h$ with $B=1 / h$ and corresponding semidiscrete subdomains of the domains $\Omega$ and $\bar{\Omega}$,

$$
\begin{align*}
0 & =x_{0}<x_{1}<\cdots<x_{B-1}<x_{B}=1, \quad x_{i}-x_{i-1}=h, \\
0 & =y_{0}<y_{1}<\cdots<y_{B-1}<y_{B}=1, \quad y_{i}-y_{i-1}=h, \\
\Omega^{h} & =\left\{\mathbf{x}^{h}(z)=\left\{\left(x_{i}, y_{j}, z\right)\right\}_{i, j=1}^{B-1} z \in(A, A+\sigma)\right\} .  \tag{11.74}\\
\Omega_{1}^{h} & =\left\{\mathbf{x}^{h}(z)=\left\{\left(x_{i}, y_{j}, z\right)\right\}_{i, j=0}^{B}, z \in(A, A+\sigma)\right\} . \tag{11.75}
\end{align*}
$$

Hence, $\mathbf{x}^{h}(z)$ is a $z$-dependent vector. Its dimension is $(B-2)^{2}$ in the case of $\Omega^{h}$ and $(B+1)^{2}$ in the case of $\Omega_{1}^{h}$. By (11.74), only those points $\left(x_{i}, y_{j}, z\right) \in \Omega^{h}$, which are corresponding interior points of the domain $\Omega$. On the other hand, in addition to points of $\Omega^{h}$, the semidiscrete domain $\Omega_{1}^{h}$ contains boundary points which belong to the part $\Gamma$ of the boundary $\partial \Omega$. We assume below that

$$
\begin{equation*}
h \in\left[h_{0}, 1\right), \quad h_{0}=\text { const. } \in(0,1) . \tag{11.76}
\end{equation*}
$$

Remark 11.6.1. Unlike classical forward problems for PDEs, we do not let the grid step size $h$ tend to zero. This is typical for numerical methods for many inverse problems: due to their ill-posed nature, see, for example, [156, 236]. In other words, the grid step size is often used as the regularization parameter.

Consider the $N$-D vector function $Q(\mathbf{x})=\left(Q_{1}, \ldots, Q_{N}\right)^{T}(\mathbf{x})$ with $Q_{n} \in C(\bar{\Omega})$. We denote $Q^{h}\left(\mathbf{x}^{h}(z)\right)$ the trace of this vector function on the set $\bar{\Omega}_{1}^{h}$. Thus,

$$
\begin{equation*}
Q^{h}\left(\mathbf{x}^{h}(z)\right)=\left(Q_{1}^{h}, \ldots, Q_{N}^{h}\right)^{T}\left(\mathbf{x}^{h}(z)\right)=\left(\left(Q_{1}^{i, j}(z)\right)_{i, j=0}^{B}, \ldots,\left(Q_{N}^{i, j}(z)\right)_{i, j=0}^{B}\right)^{T} \tag{11.77}
\end{equation*}
$$

is the matrix depending on the variable $z \in[A, A+\sigma]$. Here, $Q_{k}^{i, j}(z)=Q_{k}\left(x_{i}, y_{j}, z\right)$, where $k=1, \ldots, N$. Hence, by (11.46), (11.47), (11.51), and (11.77) the finite difference analogs of functions $w(\mathbf{x}, \alpha), g(\mathbf{x}, \alpha), f(x, y, A+\sigma)$ are

$$
\begin{align*}
w^{h}\left(\mathbf{x}^{h}(z), \alpha\right) & =\sum_{n=1}^{N} w_{n}^{h}\left(\mathbf{x}^{h}(z)\right) \Psi_{n}(\alpha), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h}, \alpha \in[0,1],  \tag{11.78}\\
g^{h}\left(\mathbf{x}^{h}(z), \alpha\right) & =\sum_{n=1}^{N} g_{n}^{h}\left(\mathbf{x}^{h}(z)\right) \Psi_{n}(\alpha), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h}, \alpha \in[0,1],  \tag{11.79}\\
f^{h}\left(\mathbf{x}^{h}(A+\sigma), \alpha\right) & =\sum_{n=1}^{N} f_{n}^{h}\left(\mathbf{x}^{h}(A+\sigma)\right) \Psi_{n}(\alpha), \quad \mathbf{x}^{h}(A+\sigma) \in \bar{\Omega}_{1}^{h}, \alpha \in[0,1] . \tag{11.80}
\end{align*}
$$

Next, by (11.49), (11.50), (11.52), and (11.78)-(11.80) the finite difference analogs of matrices $W, G$, and $F$ are

$$
\begin{equation*}
W^{h}\left(\mathbf{x}^{h}(z)\right)=\left(w_{1}^{h}, \ldots, w_{N}^{h}\right)^{T}\left(\mathbf{x}^{h}(z)\right), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h} \tag{11.81}
\end{equation*}
$$

$$
\begin{align*}
& G^{h}\left(\mathbf{x}^{h}(z)\right)=\left(g_{1}^{h}, \ldots, g_{N}^{h}\right)^{T}\left(\mathbf{x}^{h}(z)\right), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h},  \tag{11.82}\\
& F^{h}\left(\mathbf{x}^{h}(z)\right)=\left(f_{1}^{h}, f_{2}^{h}, \ldots, f_{N}^{h}\right)^{T}\left(\mathbf{x}^{h}(z)\right), \quad z=A+\sigma, \mathbf{x}^{h}(A+\sigma) \in \bar{\Omega}_{1}^{h} . \tag{11.83}
\end{align*}
$$

For an arbitrary number $z \in[A, A+\sigma]$, denote $\Omega_{z}^{h}=\left\{\mathbf{x}^{h}(z)=\left(x_{i}, y_{j}, z\right)_{i, j=1}^{B-1}, z\right.$ is fixed $\}$. We introduce semidiscrete functional spaces for matrices like $Q^{h}(\mathbf{x}(z))$,

$$
\begin{aligned}
& C_{N}^{h}\left(\bar{\Omega}_{z}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{z}^{h}\right)}(z)=\max _{k \in[1, N] i, j=1, \ldots, B-1}\left|Q_{k}^{i, j}(z)\right|<\infty\right\}, \\
& C_{N}^{h}\left(\bar{\Omega}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)}=\max _{z \in[A, A+\sigma]}\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{z}^{h}\right)}(z)<\infty\right\}, \\
& C_{N}^{h}\left(\bar{\Omega}_{1, z}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{C^{h}\left(\bar{\Omega}_{1, z}^{h}\right)}(z)=\max _{k \in[1, N] i, j=0, \ldots . B} \max _{k}\left|Q_{k}^{i, j}(z)\right|<\infty\right\} \text {, } \\
& C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}=\max _{z \in[A, A+\sigma]}\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1 z}^{h}\right)}(z)<\infty\right\}, \\
& C_{N, 0}^{h}\left(\bar{\Omega}_{1}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right) \in C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right): Q^{h}\left(\mathbf{x}^{h}(z)\right)=0 \text { for } \mathbf{x}^{h}(z) \in \Gamma \cup\{z=A\}\right\} \text {, } \\
& L_{2, N}^{h}\left(\Omega_{z}^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{L_{2}^{h}\left(\Omega_{z}^{h}\right)}^{2}(z)=h^{2} \sum_{k=1}^{N} \sum_{i, j=1}^{B-1}\left(Q_{k}^{i, j}(z)\right)^{2}<\infty\right\} \text {, } \\
& L_{2, N}^{h}\left(\Omega^{h}\right)=\left\{Q^{h}\left(\mathbf{x}^{h}(z)\right):\left\|Q^{h}\right\|_{L_{2, N}^{h}\left(\Omega^{h}\right)}^{2}=\int_{A}^{A+\sigma}\left\|Q^{h}\right\|_{L_{2, N}^{h}\left(\Omega_{\theta}^{h}\right)}^{2}(z) d z<\infty\right\}, \\
& H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)=\left\{\begin{array}{l}
Q^{h}\left(\mathbf{x}^{h}(z)\right):\left.Q^{h}\left(\mathbf{x}^{h}(z)\right)\right|_{\Gamma \cup B_{A}}=0, \\
\left\|Q^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}^{2} \\
=\int_{A}^{A+\sigma}\left[\left\|Q^{h}\right\|_{L_{2, N}^{h}\left(\Omega_{z}^{h}\right)}^{2}(z)+\left\|\partial_{z} Q^{h}\right\|_{L_{2, N}^{h}\left(\Omega_{z}^{h}\right)}^{2}(z)\right] d z<\infty
\end{array}\right\} .
\end{aligned}
$$

We approximate $x, y$ derivatives of the vector function $W(\mathbf{x})$ via central finite differences [228]. It is convenient to write this in the equivalent form for the matrix function $W^{h}(\mathbf{x})$ as

$$
\begin{align*}
W_{k, x}^{i, j}(z) & =\frac{W_{k}^{i+1, j}(z)-W_{k}^{i-1, j}(z)}{2 h} ; \quad i, j=1, \ldots, B-1,  \tag{11.84}\\
W_{k, y}^{i, j}(z) & =\frac{W_{k}^{i, j+1}(z)-W_{k}^{i, j-1}(z)}{2 h}, \quad i, j=1, \ldots, B-1,  \tag{11.85}\\
W_{x}^{h}\left(\mathbf{x}^{h}(z)\right) & =\left(\left(W_{0, x}^{i, j}(z)\right)_{i, j=0}^{B}, \ldots,\left(W_{0, x}^{i, j}(z)\right)_{i, j=0}^{B}\right)^{T},  \tag{11.86}\\
W_{y}^{h}\left(\mathbf{x}^{h}(z)\right) & =\left(\left(W_{0, y}^{i, j}(z)\right)_{i, j=0}^{B}, \ldots,\left(W_{0, y}^{i, j}(z)\right)_{i, j=0}^{B}\right)^{T} . \tag{11.87}
\end{align*}
$$

See (11.77) for notation (11.86) and (11.87). Using (11.76) and (11.84)-(11.87), we obtain that there exists a constant $C_{2}=C_{2}\left(h_{0}, N, \Omega^{h}\right)>0$ depending only on listed parameters such that

$$
\begin{equation*}
\left\|Q_{x}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)},\left\|Q_{y}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)} \leq C_{2}\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}, \quad \forall Q^{h} \in C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right) . \tag{11.88}
\end{equation*}
$$

In addition, by embedding theorem $H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right) \subset C_{N, 0}^{h}\left(\bar{\Omega}_{1}^{h}\right)$ and there exists a constant $C=C\left(A, \sigma, h_{0}, N\right)>0$ such that

$$
\begin{equation*}
\left\|Q^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)} \leq C\left\|Q^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}, \quad \forall Q^{h} \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right) . \tag{11.89}
\end{equation*}
$$

Thus, using (11.77)-(11.83), we obtain the following finite difference analog of problem (11.53), (11.54):

$$
\begin{align*}
& W^{h}\left(\mathbf{x}^{h}(z)\right)=M_{N}^{-1} P\left(W^{h}, W_{x}^{h}, W_{y}^{h}, G^{h}, G_{x}^{h}, G_{y}^{h}, F^{h}, F_{x}^{h}, F_{y}^{h}, \mathbf{x}^{h}(z)\right), \quad \mathbf{x}^{h}(z) \in \Omega^{h},  \tag{11.90}\\
& W^{h}\left(\mathbf{x}^{h}(z)\right) \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right) . \tag{11.91}
\end{align*}
$$

Also, we assume that the vector functions $G^{h}\left(\mathbf{x}^{h}(z)\right)$ and $F^{h}\left(\mathbf{x}^{h}(z)\right)$ in (11.82) and (11.83) are such that

$$
\begin{equation*}
G^{h}\left(\mathbf{x}^{h}(z)\right), F^{h}\left(\mathbf{x}^{h}(z)\right) \in C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right) \tag{11.92}
\end{equation*}
$$

As above, let $R>0$ be an arbitrary number. We now introduce the finite difference analogs of sets (11.57) and (11.59). Assume that (11.79) holds. Then

$$
\begin{align*}
& K^{h}=\left\{\begin{array}{l}
w^{h}=w^{h}\left(\mathbf{x}^{h}(z), \alpha\right):=\left(w^{h}+g^{h}\right)\left(\mathbf{x}^{h}(z), \alpha\right)>0, \\
\forall\left(\mathbf{x}^{h}(z), \alpha\right) \in \bar{\Omega}_{1}^{h} \times[0,1],(11.78) \text { holds for } w^{h}\left(\mathbf{x}^{h}(z), \alpha\right), \\
W^{h}\left(\mathbf{x}^{h}(z)\right) \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)
\end{array}\right\},  \tag{11.93}\\
& K^{h}(R)=\left\{W^{h}\left(\mathbf{x}^{h}(z)\right): w^{h} \in K^{h},\left\|W^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}<R\right\} . \tag{11.94}
\end{align*}
$$

It follows from (11.89), (11.93), and (11.94) that $K^{h}(R) \subset K^{h} \subset C_{N, 0}^{h}\left(\bar{\Omega}_{1}^{h}\right)$.
Similarly, with Lemmata 11.3.1 and 11.5.1, Lemma 11.6.1 provides a sufficient condition imposed on the components of the matrix $w^{h}\left(\mathbf{x}^{h}(z), \alpha\right)$, which guarantees that $w^{h}\left(\mathbf{x}^{h}(z), \alpha\right) \in K^{h}$.

Lemma 11.6.1. Let the matrix $w^{h}=w^{h}\left(\mathbf{x}^{h}(z), \alpha\right) \in K^{h}$. Select a triple $(i, j, z)$ with $i, j=$ $0, \ldots, B, z \in[A, A+\sigma]$ and consider the vector $v(i, j, z)=\left(w_{1}+g_{1}, w_{2}+g_{2}, \ldots, w_{N}+\right.$ $\left.g_{N}\right)^{T}(i, j, z)$. Let $X_{N}$ be the $N \times N$ matrix of Lemma 11.3.1. Consider the vector $\widetilde{v}(i, j, z)=$ $X_{N}^{T} \cdot v(i, j, z)$. Let $\widetilde{v}(i, j, z)=\left(\widetilde{v}_{1}, \ldots, \widetilde{v}_{N}\right)^{T}(i, j, z)$. Suppose that all numbers $\widetilde{v}_{n}(i, j, z)>0$ for all $i, j=0, \ldots, B, z \in[A, A+\sigma]$. Then the function $w^{h} \in K$ and, therefore, by (11.37) and (11.43) the following analog of (11.58) holds for $\mathbf{x}^{h}(A+\sigma), \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h}$ :

$$
u_{0}^{h}(\mathbf{x}(A+\sigma))+w^{h}\left(\mathbf{x}^{h}(z), \alpha\right)+g^{h}\left(\mathbf{x}^{h}(z), \alpha\right)>\frac{A^{2}}{A^{2}+\_2} .
$$

Also, the set $K^{h}(R)$ is convex.

Proof. The first part of this lemma, the one about the positivity, follows immediately from Lemma 11.3.1. Consider now two matrices $w^{1, h}\left(\mathbf{x}^{h}(z), \alpha\right), w^{2, h}\left(\mathbf{x}^{h}(z), \alpha\right) \in K^{h}(R)$. Let the number $\theta \in[0,1]$. Then one can prove completely similarly with the proof of Lemma 11.5.1 that $\theta w^{1, h}\left(\mathbf{x}^{h}(z), \alpha\right)+(1-\theta) w^{2, h}\left(\mathbf{x}^{h}(z), \alpha\right) \in K^{h}$. Let $W^{1, h}\left(\mathbf{x}^{h}(z)\right)$ and $W^{2, h}\left(\mathbf{x}^{h}(z)\right)$ be two matrices corresponding to matrices $w^{1, h}\left(\mathbf{x}^{h}(z), \alpha\right)$ and $w^{2, h}\left(\mathbf{x}^{h}(z), \alpha\right)$, respectively, via (11.81). The triangle inequality and (11.94) imply that

$$
\begin{aligned}
& \left\|\theta W^{1, h}\left(\mathbf{x}^{h}(z)\right)+(1-\theta) W^{2, h}\left(\mathbf{x}^{h}(z), \alpha\right)\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \\
& \quad \leq \theta\left\|W^{1, h}\left(\mathbf{x}^{h}(z)\right)\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}+(1-\theta)\left\|W^{2, h}\left(\mathbf{x}^{h}(z)\right)\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \\
& \quad<\theta R+(1-\theta) R=R .
\end{aligned}
$$

Lemma 11.6.2 is a finite difference analog of Lemmata 11.5.2 and 11.5.3. The proof is completely similar and is therefore omitted.

Lemma 11.6.2. Assume that (11.92) holds. Then the direct analogs of Lemmata 11.5.2 and 11.5.3, being applied to the right-hand side of (11.90), are true, provided that all functions involved in these lemmata are replaced with their above semidiscrete analogs. The constant $C_{1}$ in (11.64) and (11.73) should be replaced with the constant $\widetilde{C}_{1}$ depending only on listed parameters, where

$$
\tilde{C}_{1}=\widetilde{C}_{1}\left(h_{0}, N, R, \max _{i=1,2}\left\|G^{(i)}\right\|_{C_{x, y, N}(\bar{\Omega})}, \max _{i=1,2}\left\|F^{(i)}\right\|_{C_{x, y, N}^{1}(\bar{\Omega})}\right)>0
$$

Suppose that we have found such a matrix $W^{h}\left(\mathbf{x}^{h}(z)\right) \in K^{h}(R)$, that it solves problem (11.90), (11.91). Then, using (11.38), (11.42), (11.43), and (11.78)-(11.80), we set

$$
\begin{align*}
w^{i, j}(z, \alpha) & =\sum_{n=1}^{N} W_{n}^{i, j}(z) \Psi_{n}(\alpha) ; \quad i, j=0, \ldots, B, z \in[A, A+\sigma], \alpha \in(0,1),  \tag{11.95}\\
w^{h}\left(\mathbf{x}^{h}(z), \alpha\right) & =\left(w^{i, j}(z, \alpha)\right)_{i, j=0}^{B} ; \quad z \in[A, A+\sigma], \alpha \in(0,1),  \tag{11.96}\\
v^{h}\left(\mathbf{x}^{h}(z), \alpha\right) & =w^{h}\left(\mathbf{x}^{h}(z), \alpha\right)+g^{h}\left(\mathbf{x}^{h}(z), \alpha\right), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h}, \alpha \in(0,1)  \tag{11.97}\\
u^{h}\left(\mathbf{x}^{h}(z), \alpha\right) & =u_{0}^{h}\left(\mathbf{x}^{h}(z), \alpha\right)+v^{h}\left(\mathbf{x}^{h}(z), \alpha\right) . \tag{11.98}
\end{align*}
$$

Hence, by (11.37), (11.93), and (11.94),

$$
\begin{equation*}
u^{h}\left(\mathbf{x}^{h}(z), \alpha\right)>\frac{A^{2}}{A^{2}+2}>0, \quad \forall \mathbf{x}^{h}(z) \in \bar{\Omega}_{1}^{h}, \forall \alpha \in[0,1] \tag{11.99}
\end{equation*}
$$

Using (11.30), (11.31), and (11.99), we set

$$
\begin{equation*}
\tau_{z}^{h}\left(\mathbf{x}^{h}(z), \alpha\right)=\sqrt{u^{h}\left(\mathbf{x}^{h}(z), \alpha\right)} \tag{11.100}
\end{equation*}
$$

The semidiscrete analogs of formulas (11.33) and (11.34) are

$$
\begin{array}{ll}
\tau_{x}^{h}\left(\mathbf{x}^{h}(z), \alpha\right)=-\int_{z}^{A+\sigma}\left(\frac{u_{x}^{h}}{2 \sqrt{u^{h}}}\right)\left(\mathbf{x}^{h}(t), \alpha\right) d t+f_{x}^{h}(x, y, A+\sigma, \alpha), & \mathbf{x}^{h}(z) \in \Omega, \\
\tau_{y}^{h}\left(\mathbf{x}^{h}(z), \alpha\right)=-\int_{z}^{A+\sigma}\left(\frac{u_{y}^{h}}{2 \sqrt{u^{h}}}\right)\left(\mathbf{x}^{h}(t), \alpha\right) d t+f_{y}^{h}(x, y, A+\sigma, \alpha), \quad \mathbf{x}^{h}(z) \in \Omega . \tag{11.102}
\end{array}
$$

Next, using the original eikonal equation (11.12), we set its semidiscrete form as

$$
\begin{equation*}
\left[\left(\tau_{x}^{h}\right)^{2}+\left(\tau_{y}^{h}\right)^{2}+\left(\tau_{z}^{h}\right)^{2}\right]\left(\mathbf{x}^{h}(z)\right)=m^{h}\left(\mathbf{x}^{h}(z)\right), \quad \mathbf{x}^{h}(z) \in \bar{\Omega}^{h} . \tag{11.103}
\end{equation*}
$$

## Remarks 11.6.1.

1. Equation (11.90) with condition (11.91) as well conditions (11.76), (11.78)-(11.80), and the assumption that the right-hand side of (11.103) is independent on the parameter $\alpha$ form our approximate mathematical model for the TTTP formulated in Section 11.2.
2. It is well known that the problems like proving the convergence of the numerical methods as ours when in (11.76), (11.78)-(11.80) actual regularization parameters $h_{0} \rightarrow 0$ and $N \rightarrow \infty$ are, generally, extremely challenging ones in the field of inverse problems. The fundamental underlying reason of these challenges is the ill-posed nature of inverse problems. Therefore, we do not analyze this type of convergence here.

### 11.7 Lipschitz stability and uniqueness

Based on (11.56) as well as on (11.88) and (11.89), we consider everywhere below the matrix equation (11.90), as a system of coupled nonlinear Volterra integral equations whose solution satisfies (11.91). Denote

$$
\begin{equation*}
\Phi^{h}\left(\mathbf{x}^{h}(z)\right)=\left(G^{h}, G_{x}^{h}, G_{y}^{h}, F^{h}, F_{x}^{h}, F_{y}^{h}\right)\left(\mathbf{x}^{h}(z)\right) ; \quad \mathbf{x}^{h}(z) \in \bar{\Omega}^{h}, G^{h}, F^{h} \in C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right) . \tag{11.104}
\end{equation*}
$$

Theorem 11.7.1 (Lipschitz stability and uniqueness). Let $R>0$ be an arbitrary number. Consider two matrices $W^{(1), h}\left(\mathbf{x}^{h}(z)\right), W^{(2), h}\left(\mathbf{x}^{h}(z)\right) \in K^{h}(R)$. Suppose that these matrices generate two pairs of matrices in (11.82), (11.83) $G^{(i), h}\left(\mathbf{x}^{h}(z)\right)$ and $F^{(i), h}\left(\mathbf{x}^{h}(A+\sigma)\right), i=1,2$, which satisfy conditions (11.92). Let $\Phi^{(i), h}\left(\mathbf{x}^{h}(z)\right), i=1,2$ be the corresponding matrices as in (11.104). Let $m^{(1), h}(\mathbf{x}(z))$ and $m^{(2), h}(\mathbf{x}(z))$ be the corresponding right-hand sides of equality (11.103). Assume that functions $m^{(1), h}(\mathbf{x}(z))$ and $m^{(2), h}(\mathbf{x}(z))$ are independent on $\alpha$ (Remarks 11.6.1). Then there exists a constant

$$
\begin{equation*}
C_{3}=C_{3}\left(h_{0}, A, \sigma, R, N, \Omega^{h},\left\|\Phi^{(1), h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)},\left\|\Phi^{(2), h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}\right)>0, \tag{11.105}
\end{equation*}
$$

depending only on listed parameters such that the following Lipschitz stability estimate holds:

$$
\begin{equation*}
\left\|m^{(1), h}-m^{(2), h}\right\|_{C_{1}^{h}\left(\bar{\Omega}^{h}\right)} \leq C_{3}\left\|\Phi^{(1), h}-\Phi^{(2), h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)} . \tag{11.106}
\end{equation*}
$$

In particular, if $\Phi^{(1), h}\left(\mathbf{x}^{h}(z)\right) \equiv \Phi^{(2), h}\left(\mathbf{x}^{h}(z)\right)$, then $m^{(1), h}\left(\mathbf{x}^{h}(z)\right) \equiv m^{(2), h}\left(\mathbf{x}^{h}(z)\right)$, that is, uniqueness holds.

Proof. In this proof, $C_{3}>0$ denotes different constants depending on parameters listed in (11.105). Denote

$$
\begin{equation*}
\widetilde{W}^{h}=W^{(2), h}-W^{(1), h}, \quad \widetilde{\Phi}^{h}=\Phi^{(2), h}-\Phi^{(1), h} . \tag{11.107}
\end{equation*}
$$

It follows from Lemma 11.6.2, equality (11.72), estimate (11.73) of Lemma 11.5.3, (11.88), (11.90), (11.91), (11.95)-(11.99), and (11.104) that the following inequality with the Volterra integral holds true:

$$
\left|\widetilde{W}^{h}\left(\mathbf{x}^{h}(z)\right)\right| \leq C_{3} \int_{z}^{A+\sigma}\left\|\widetilde{W}^{h}\left(\mathbf{x}^{h}(t)\right)\right\|_{C_{N}^{h}\left(\bar{\Omega}_{t}^{h}\right)} d t+C_{3}\left\|\widetilde{\Phi}^{h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}
$$

where $\mathbf{x}(z) \in \bar{\Omega}_{1}^{h}$ and $z \in[A, A+\sigma]$. Hence, Gronwall's inequality leads to

$$
\left\|\widetilde{W}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)} \leq C_{3}\left\|\widetilde{\Phi}^{h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)} .
$$

This is the key estimate of this proof. Having this estimate, the target estimate (11.106) follows immediately from (11.81)-(11.83), (11.88), (11.95)-(11.103), (11.104), and (11.107). Uniqueness follows from (11.106).

### 11.8 Weighted globally strictly convex Tikhonov-like functional

### 11.8.1 Estimating an integral

Let $\lambda>0$ be the parameter to be chosen later. We choose the "integral analog" of the CWF as

$$
\begin{equation*}
\varphi_{\lambda}(z)=e^{2 \lambda z} \tag{11.108}
\end{equation*}
$$

Lemma 11.8.1. The following estimate holds for all $\lambda>0$ and for every function $p \in$ $L_{1}(A, A+\sigma)$ :

$$
\int_{A}^{A+\sigma} e^{2 \lambda z}\left(\int_{z}^{A+\sigma}|p(y)| d y\right) d z \leq \frac{1}{2 \lambda} \int_{A}^{A+\sigma}|p(z)| e^{2 \lambda z} d z
$$

Proof. Interchanging the integrals, we obtain

$$
\begin{aligned}
I & =\int_{A}^{A+\sigma} e^{2 \lambda z}\left(\int_{z}^{A+\sigma}|p(y)| d y\right) d z=\int_{A}^{A+\sigma}|p(y)|\left(\int_{A}^{y} e^{2 \lambda z} d z\right) d y \\
& =\frac{1}{2 \lambda} \int_{A}^{A+\sigma}|p(y)|\left(e^{2 \lambda y}-e^{2 \lambda A}\right) d y \leq \frac{1}{2 \lambda} \int_{A}^{A+\sigma}|p(y)| e^{2 \lambda y} d y .
\end{aligned}
$$

### 11.8.2 The functional

To solve problem (11.90), (11.91) numerically, we consider the following minimization problem.

Minimization problem. Fix an arbitrary number $R>0$ as well as the gird step size $h \in\left[h_{0}, 1\right)$. Let $y>0$ be the regularization parameter. Minimize the functional $J_{\lambda, y}\left(W^{h}\right)$ on the closed set $\overline{K^{h}(R)}$, where

$$
\begin{align*}
J_{\lambda, y}\left(W^{h}\right)= & e^{-2 \lambda A}\left\|\left[W^{h}\left(\mathbf{x}^{h}(z)\right)-M_{N}^{-1} P\left(W^{h}, W_{x}^{h}, W_{y}^{h}, \Phi^{h}, \mathbf{x}^{h}(z)\right)\right] e^{\lambda z}\right\|_{L_{2}^{h}\left(\Omega^{h}\right)}^{2}  \tag{11.109}\\
& +\gamma\left\|W^{h}\right\|_{H_{0}^{2, h}\left(\Omega_{1}^{h}\right.}^{2} .
\end{align*}
$$

Here, we took into account (11.108). We use the multiplier $e^{-2 \lambda A}$ in order to balance two terms in the right-hand side of (11.109). Note that since $R>0$ is an arbitrary number, then we do not impose a smallness condition on the set $\overline{K^{h}(R)}$ where we search for the solution of problem (11.90), (11.91). This is why we are talking below about the global strict convexity and the globally convergent numerical method.

Theorem 11.8.1 (global strict convexity). Let $h_{0}$ be the number defined in (11.76) and let $h \in\left[h_{0}, 1\right)$. At every point $W^{h} \in K^{h}(2 R)$ and for all $\lambda>0, \gamma \in(0,1)$ the functional $J_{\lambda, \gamma}\left(W^{h}\right)$ has the Fréchet derivative $J_{\lambda, \gamma}^{\prime}\left(W^{h}\right) \in H_{0}^{1, h}\left(\Omega_{1}^{h}\right)$. Furthermore, this derivative is Lipschitz continuous on $K^{h}(2 R)$, that is, there exists a constant

$$
\begin{equation*}
C_{4}=C_{4}\left(h_{0}, A, \sigma, R, N, \Omega^{h},\left\|G^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)},\left\|F^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}\right)>0 \tag{11.110}
\end{equation*}
$$

depending only on parameters listed in (11.110) such that for all $W^{(1), h}, W^{(2), h} \in K^{h}(2 R)$

$$
\begin{equation*}
\left\|J_{\lambda, y}^{\prime}\left(W^{(2), h}\right)-J_{\lambda, y}^{\prime}\left(W^{(1), h}\right)\right\|_{H_{0}^{1, h}\left(\Omega_{1}^{h}\right)} \leq \bar{C}\left\|W^{(2), h}-W^{(1), h}\right\|_{H_{0}^{1, h}\left(\Omega_{1}^{h}\right)}, \tag{11.111}
\end{equation*}
$$

where the constant $\bar{C}>0$ depends on the same parameters as ones listed in (11.110) as well as on $\lambda$. In addition, there exists a sufficiently large number $\lambda_{0}>1$ depending on
the same parameters as those listed in (11.110) such that for every $\lambda \geq \lambda_{0}$ and for every $\gamma \in(0,1)$ the functional $J_{\lambda, \gamma}\left(W^{h}\right)$ is strictly convex on the closed set $\overline{K^{h}(R)}$. More precisely, the following estimate holds for all $W^{(1), h}, W^{(2), h} \in \overline{K^{h}(R)}$ :

$$
\begin{align*}
& J_{\lambda, \gamma}\left(W^{(2), h}\right)-J_{\lambda, y}\left(W^{(1), h}\right)-J_{\lambda, y}^{\prime}\left(W^{(1), h}\right)\left(W^{(2), h}-W^{(1), h}\right) \\
& \quad \geq \frac{1}{8}\left\|W^{(2), h}-W^{(1), h}\right\|_{L_{2}^{h}\left(\Omega^{h}\right)}^{2}+\gamma\left\|W^{(2), h}-W^{(1), h}\right\|_{H_{0}^{1, h}\left(\Omega_{1}^{h}\right)}^{2} . \tag{11.112}
\end{align*}
$$

Below $C_{4}$ denotes different constants depending on parameters listed in (11.110). Theorem 11.8.2 follows immediately from (11.111), (11.112), and Lemma 5.2.1.

Theorem 11.8.2. Suppose that conditions of Theorem 11.8 .1 are in place. Then for every $\lambda \geq \lambda_{0}$ and for every $\gamma \in(0,1)$ there exists a single minimizer $W_{\min }^{h} \in \overline{K^{h}(R)}$ of the functional $J_{\lambda, y}\left(W^{h}\right)$ on the set $\overline{K^{h}(R)}$. Furthermore,

$$
\begin{equation*}
J_{\lambda, y}^{\prime}\left(W_{\min }^{h}\right)\left(W^{h}-W_{\min }^{h}\right) \geq 0, \quad \forall W^{h} \in \overline{K^{h}(R)} . \tag{11.113}
\end{equation*}
$$

Let $P_{\overline{K^{h}(R)}}: H_{0}^{1, h}\left(\Omega_{1}^{h}\right) \rightarrow \overline{K^{h}(R)}$ be the orthogonal projection operator of the space $H_{0}^{1, h}\left(\Omega_{1}^{h}\right)$ on the closed set $\overline{K^{h}(R)} \subset H_{0}^{1, h}\left(\Omega_{1}^{h}\right)$. Consider an arbitrary point $W^{0, h} \in K^{h}(R)$. And minimize the functional $J_{\lambda, y}\left(W^{h}\right)$ by the gradient projection method, which starts its iterations at the point $W^{0, h}$,

$$
\begin{equation*}
W_{n}^{h}=P_{\overline{K^{h}(R)}}\left(W_{n-1}^{h}-\rho J_{\lambda, \alpha}^{\prime}\left(W_{n-1}^{h}\right)\right), \quad n=1,2, \ldots \tag{11.114}
\end{equation*}
$$

Here, the number $\rho \in(0,1)$. Theorem 11.8.3 follows from a combination of Theorems 11.8.1 and 11.8.2 with Theorem 5.2.1.

Theorem 11.8.3. Suppose that conditions of Theorem 11.8.1 are in place, $\lambda \geq \lambda_{0}$ and $y \in(0,1)$. Let $W_{\min }^{h} \in \overline{K^{h}(R)}$ be the minimizer listed in Theorem 11.8.2. Then there exists a sufficiently small number $\rho_{0} \in(0,1)$ depending on the same parameters as ones listed in (11.110) such that for every $\rho \in\left(0, \rho_{0}\right)$ there exists a number $\eta=\eta(\rho) \in(0,1)$ such that the sequence $W^{0, h} \in K^{h}(R)$ converges to $W_{\min }^{h}$,

$$
\begin{equation*}
\left\|W_{\min }^{h}-W_{n}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \leq \eta^{n}\left\|W_{\min }^{h}-W_{0}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \tag{11.115}
\end{equation*}
$$

Recall that in the regularization theory, the minimizer $W_{\text {min }}^{h}$ of functional (11.109) is called "regularized solution"; see, for example, [22, 76, 244]. We now need to show that regularized solutions converge to the exact one when the noise in the data tends to zero. Following the regularization theory, we assume that there exists an exact, that is, idealized, solution $W^{*, h} \in K^{h}(R)$ of problem (11.90), (11.91) with the noiseless data
$\Phi^{*, h}(\mathbf{x}(z))$,

$$
\begin{equation*}
\Phi^{*, h}(\mathbf{x}(z))=\left(G^{*, h}, G_{x}^{*, h}, G_{y}^{*, h}, F^{*, h}, F_{x}^{*, h}, F_{y}^{*, h}\right)\left(\mathbf{x}^{h}(z)\right) ; \quad G^{*, h}, F^{*, h} \in C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right), \tag{11.116}
\end{equation*}
$$

where $\mathbf{x}^{h}(z) \in \bar{\Omega}^{h}$, see (11.104). We assume that there exists the exact, that is, idealized function $m^{* h}\left(\mathbf{x}^{h}(z)\right), \mathbf{x}^{h}(z) \in \bar{\Omega}^{h}$ in (11.103), which produces the data (11.116).

Let the number $\delta \in(0,1)$ be the level of the error in the data $G^{h}, F^{h}$, that is,

$$
\begin{equation*}
\left\|G^{*, h}-G^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)},\left\|F^{*, h}-F^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}<\delta . \tag{11.117}
\end{equation*}
$$

Denote $\widetilde{G}^{h}=G^{*, h}-G^{h}, \widetilde{F}^{h}=F^{*, h}-F^{h}$. Then (11.88) and (11.117) imply that with a constant $C_{2}=C_{2}\left(h_{0}, N, \Omega^{h}\right)>0$ depending only on listed parameters the following inequalities hold:

$$
\begin{align*}
& \left\|\widetilde{G}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)},\left\|\widetilde{G}_{x}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)},\left\|\widetilde{G}_{y}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)}<C_{2} \delta,  \tag{11.118}\\
& \left\|\widetilde{F}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}_{1}^{h}\right)},\left\|\widetilde{F}_{x}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)},\left\|\widetilde{F}_{y}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)}<C_{2} \delta . \tag{11.119}
\end{align*}
$$

Since $\delta \in(0,1)$ and (11.117)-(11.119) hold, then, using the triangle inequality, we replace below the dependence of the constant $C_{4}>0$ on $\left\|\Phi^{h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}$ in (11.110) with the dependence of $C_{4}$ on $\left\|\Phi^{*, h}\right\|_{C_{2 N}^{h}\left(\Omega_{1}^{h}\right)}$. Thus, everywhere below $C_{4}>0$ denotes different constants depending on the same parameters as ones listed in (11.110), except that $\left\|\Phi^{h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}$ is replaced with $\left\|\Phi^{*, h}\right\|_{C_{2 N}^{h}\left(\bar{\Omega}_{1}^{h}\right)}$.

Consider now the right-hand side of equation (11.90) for the case when $W^{h}$ is replaced with $W^{*, h}$, whereas other arguments remain the same. By Lemma 11.6.2, we can use finite difference analogs of (11.72) and (11.73). In addition, we use now (11.116)-(11.119). Thus, we obtain

$$
\begin{align*}
& M_{N}^{-1} P\left(W^{*, h}, W_{x}^{*, h}, W_{y}^{* h}, \Phi^{h}, \mathbf{x}^{h}(z)\right) \\
& \quad=M_{N}^{-1} P\left(W^{*, h}, W_{x}^{*, h}, W_{y}^{* h}, \Phi^{*, h}, \mathbf{x}^{h}(z)\right)+\widehat{P}\left(\mathbf{x}^{h}(z)\right), \mathbf{x}^{h}(z) \in \bar{\Omega}^{h},  \tag{11.120}\\
& \|\widehat{P}\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)} \leq C_{4} \delta . \tag{11.121}
\end{align*}
$$

Theorem 11.8.4. Suppose that conditions of Theorem 11.8.1 are in place and also that there exists an exact solution $W^{*, h} \in K^{h}(R)$ of problem (11.90), (11.91) with the noiseless data $\Phi^{*, h}$ as in (11.116). Let the $\lambda_{0}>1$ be the number chosen in Theorem 11.8.1. Fix an arbitrary number $\lambda=\lambda_{1} \geq \lambda_{0}$ in the functional $J_{\lambda, \gamma}\left(W^{h}\right)=J_{\lambda_{1}, \gamma}\left(W^{h}\right)$. Just as in the regularization theory, set $\gamma=\gamma(\delta)=\delta^{2}$. Let the numbers $\rho \in\left(0, \rho_{0}\right), \rho_{0}, \eta=\eta(\rho) \in(0,1)$ be the same as in Theorem 11.8.3. Then the following estimates are valid:

$$
\begin{equation*}
\left\|W^{h, *}-W_{\min }^{h}\right\|_{L_{2, N}^{h}\left(\Omega^{h}\right)} \leq C_{4} \delta, \tag{11.122}
\end{equation*}
$$

$$
\begin{array}{r}
\left\|W^{*, h}-W_{n}^{h}\right\|_{L_{2, N}^{h}\left(\Omega^{h}\right)} \leq C_{4} \delta+\eta^{n}\left\|W_{\min }^{h}-W_{0}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \\
\left\|m^{*, h}-m_{n}^{h}\right\|_{L_{2,1}^{h}\left(\Omega^{h}\right)} \leq C_{4} \delta+\eta^{n}\left\|W_{\min }^{h}-W_{0}^{h}\right\|_{H_{0, N}^{1,}\left(\Omega_{1}^{h}\right)} \tag{11.124}
\end{array}
$$

where the functions $m_{n}^{h}\left(\mathbf{x}^{h}(z)\right)$ are constructed from matrices $W_{n}^{h}$ via the procedure described in Section 11.6 with the final formula (11.103).

Remark 11.8.1. Since $W^{0, h} \in K^{h}(R)$ is an arbitrary point and $R>0$ is an arbitrary number, then Theorem 11.8.4 implies the global convergence of the gradient projection method (11.114); see Definition 1.4.2.

It follows from the above that we need to prove only Theorems 11.8.1 and 11.8.4.

### 11.9 Proofs of Theorems 11.8.1 and 11.8.4

### 11.9.1 Proof of Theorem 11.8.1

Denote (, ) and [, ] the scalar products in the spaces $L_{2, N}^{h}\left(\Omega^{h}\right)$ and $H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)$, respectively. Let $W^{(1), h}$ and $W^{(2), h}$ be two arbitrary points of the set $K^{h}(R)$. As above, denote $\widetilde{W}^{h}=W^{(2), h}-W^{(1), h}$. Hence, $W^{(2), h}=W^{(1), h}+\widetilde{W}^{h}$. Also, by (11.94),

$$
\begin{equation*}
\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}<R \tag{11.125}
\end{equation*}
$$

Hence, by (11.89) and (11.125),

$$
\begin{equation*}
\left\|\widetilde{W}^{h}\right\|_{C_{N}^{h}\left(\bar{\Omega}^{h}\right)} \leq 2 C R \tag{11.126}
\end{equation*}
$$

It follows from Lemma 11.6.2 and (11.60) that

$$
\begin{align*}
& M_{N}^{-1} P\left(W^{(2), h}, W_{x}^{(2), h}, W_{y}^{(2), h}, \Phi^{h}, \mathbf{x}^{h}(z)\right) \\
& \quad=M_{N}^{-1} P\left(W^{(1), h}, W_{x}^{(1), h}, W_{y}^{(1), h}, \Phi^{h}, \mathbf{x}^{h}(z)\right) \\
& \quad+\int_{z}^{A+\sigma} T_{0}\left(W^{(1), h}, W_{x}^{(1), h}, W_{y}^{(1), h}, \Phi^{h}, x, y, t\right) \widetilde{W}^{h}\left(\mathbf{x}^{h}(t)\right) d t \\
& \quad+\int_{z}^{A+\sigma} T_{1}\left(W^{(1), h}, W_{x}^{(1), h}, W_{y}^{(1), h}, \Phi^{h}, x, y, t\right) \widetilde{W}_{x}^{h}\left(\mathbf{x}^{h}(t)\right) d t  \tag{11.127}\\
& \quad+\int_{z}^{A+\sigma} T_{2}\left(W^{(1), h}, W_{x}^{(1), h}, W_{y}^{(1), h}, \Phi^{h}, x, y, t\right) \widetilde{W}_{y}^{h}\left(\mathbf{x}^{h}(t)\right) d t \\
& \quad+\int_{z}^{A+\sigma} T_{3}\left(W^{(i), h}, W_{x}^{(i), h}, W_{y}^{(i), h}, \Phi^{h}, \widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}, \mathbf{x}^{h}(t)\right) d t, \quad \mathbf{x}^{h}(z) \in \bar{\Omega}^{h},
\end{align*}
$$

where $i=1,2$ and $T_{j}, j=0,1,2,3$ are continuous functions of their variables for $W^{(i), h} \epsilon$ $\overline{D^{h}(R)}$. In addition, by (11.62) and (11.126),

$$
\begin{align*}
& \int_{z}^{A+\sigma}\left|T_{3}\left(W^{(i), h}, W_{x}^{(i), h}, W_{y}^{(i), h}, \Phi^{h}, \widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}, \mathbf{x}^{h}(t)\right)\right| \\
& \quad \leq C_{4} \int_{z}^{A+\sigma}\left(\left(\widetilde{W}^{h}\right)^{2}+\left(\widetilde{W}_{x}^{h}\right)^{2}+\left(\widetilde{W}_{y}^{h}\right)^{2}\right)\left(\mathbf{x}^{h}(t)\right) d t, \quad \mathbf{x}^{h}(z) \in \bar{\Omega}^{h} . \tag{11.128}
\end{align*}
$$

Denote

$$
\begin{equation*}
D_{1}^{h}\left(\mathbf{x}^{h}(z)\right)=W^{(1), h}\left(\mathbf{x}^{h}(z)\right)-M_{N}^{-1} P\left(W^{(1), h}, W_{x}^{(1), h}, W_{y}^{(1), h}, \Phi^{h}, \mathbf{x}^{h}(z)\right), \tag{11.129}
\end{equation*}
$$

$D_{2}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}, \mathbf{x}^{h}(z)\right)=$ the sum of lines number 3, 4, 5 of (11.127),
$D_{3}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}, \mathbf{x}^{h}(z)\right)=$ the line number 6 of (11.127).
Then it follows from (11.109) and (11.127)-(11.131) that

$$
\begin{align*}
J_{\lambda, y} & \left(W^{(2), h}\right)-J_{\lambda, y}\left(W^{(1), h}\right) \\
= & 2 e^{-2 \lambda(A+\sigma)}\left(D_{1}^{h}, \widetilde{W}^{h}-D_{2}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right) e^{2 \lambda z}\right)+2 \gamma\left[\widetilde{W}^{h}, W^{(1), h}\right] \\
& -2 e^{-2 \lambda A}\left(D_{1}^{h}, D_{3}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right) e^{2 \lambda z}\right)  \tag{11.132}\\
& +e^{-2 \lambda A}\left\|\left[\widetilde{W}^{h}-D_{2}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right)-D_{3}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h} \widetilde{W}_{y}^{h}\right)\right] e^{\lambda z}\right\|_{L_{2, N}^{h}\left(\Omega^{h}\right)}^{2} \\
& +\gamma\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}^{2} .
\end{align*}
$$

In addition, by Lemma 11.6.2, (11.60), (11.61), (11.89), Lemma 11.8.1, (11.126), and (11.128)-(11.131) the following estimates hold:

$$
\begin{align*}
& \left|-2\left(D_{1}^{h}, D_{3}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right) e^{2 \lambda z}\right)\right| e^{-2 \lambda A} \\
& \quad \leq C_{4} e^{-2 \lambda A} \int_{A}^{A+\sigma}\left(\int_{z}^{A+\sigma}\left\|\widetilde{W}^{h}\right\|_{L_{2 N}\left(\Omega_{t}^{h}\right)}^{2} d t\right) e^{2 \lambda z} d z \leq \frac{C_{4}}{\lambda} e^{-2 \lambda A}\left\|\widetilde{W}^{h} e^{\lambda z}\right\|_{L_{2 N}\left(\Omega^{h}\right)}^{2} . \tag{11.133}
\end{align*}
$$

Similarly, using the Cauchy-Schwarz inequality, Lemma 11.8.1, and assuming that the parameter $\lambda \geq \lambda_{0}$, where $\lambda_{0}$ is a sufficiently large number depending on the same parameters as ones listed in (11.110), we estimate from the below the sum of the fourth and fifth lines of (11.132) as

$$
\begin{align*}
e^{-2 \lambda A} & \left\|\left[\widetilde{W}^{h}-D_{2}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h} \widetilde{W}_{y}^{h}\right)-V_{3}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right)\right] e^{\lambda z}\right\|_{L_{2, N}^{h}\left(\Omega^{h}\right)}^{2} \\
& +\gamma\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}^{2} \\
\geq & \frac{1}{2} e^{-2 \lambda A}\left\|\widetilde{W}^{h} e^{\lambda z}\right\|_{L_{2 N}\left(\Omega^{h}\right)}^{2}-\frac{C_{4}}{\lambda} e^{-2 \lambda A}\left\|\widetilde{W}^{h} e^{\lambda z}\right\|_{L_{2 N}\left(\Omega^{h}\right)}^{2}+\gamma\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}^{2}  \tag{11.134}\\
\geq & \frac{1}{4} e^{-2 \lambda A}\left\|\widetilde{W}^{h} e^{\lambda z}\right\|_{L_{2, N}\left(\Omega^{h}\right)}^{2}+\gamma\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}^{2} .
\end{align*}
$$

It follows from (11.127), (11.129), and (11.130) that the expression in the second line of (11.132) is linear with respect to $\widetilde{W}^{h}$,

$$
\begin{equation*}
\operatorname{Lin}\left(\widetilde{W}^{h}\right)=2 e^{-2 \lambda A}\left(D_{1}^{h}, \widetilde{W}^{h}-D_{2}^{h}\left(\widetilde{W}^{h}, \widetilde{W}_{x}^{h}, \widetilde{W}_{y}^{h}\right) e^{2 \lambda z}\right)+2 \gamma\left[\widetilde{W}^{h}, W^{(1), h}\right] . \tag{11.135}
\end{equation*}
$$

Obviously $\left|\operatorname{Lin}\left(\widetilde{W}^{h}\right)\right| \leq C_{4}\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h} .\right.}$. Hence, $\operatorname{Lin}\left(\widetilde{W}^{h}\right): H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right) \rightarrow \mathbb{R}$ is a bounded linear functional. Hence, by Riesz theorem there exists a matrix $\Theta \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)$ such that

$$
\begin{equation*}
\operatorname{Lin}\left(\widetilde{W}^{h}\right)=\left[\Theta, \widetilde{W}^{h}\right], \quad \forall \widetilde{W}^{h} \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right) \tag{11.136}
\end{equation*}
$$

Besides, it follows from the above that

$$
J_{\lambda, \gamma}\left(W^{(1), h}+\widetilde{W}^{h}\right)-J_{\lambda, y}\left(W^{(1), h}\right)-\left[\Theta, \widetilde{W}^{h}\right]=o\left(\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)}\right),
$$

as $\left\|\widetilde{W}^{h}\right\|_{H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)} \rightarrow 0$. Hence, $\Theta=J_{\lambda, Y}^{\prime}\left(W^{(1), h}\right) \in H_{0, N}^{1, h}\left(\Omega_{1}^{h}\right)$ is the Frechét derivative of the functional $J_{\lambda, y}$ at the point $W^{(1), h} \in K^{h}(R)$. The existence of the Frechét derivative in the larger set $K^{h}(2 R)$ can be proven completely similarly. The Lipschitz continuity property (11.111) of the Frechét derivative $J_{\lambda, \gamma}^{\prime}$ can be proven similarly with the proof of Theorem 3.1 of [9]. Therefore, we omit this proof for brevity.

Furthermore, using (11.132)-(11.136) and recalling that $\widetilde{W}^{h}=W^{(2), h}-W^{(1), h}$, we obtain for sufficiently large $\lambda_{0}>1$ and for $\lambda \geq \lambda_{0}$,

$$
\begin{aligned}
& J_{\lambda, y}\left(W^{(2), h}\right)-J_{\lambda, y}\left(W^{(1), h}\right)-J_{\lambda, y}^{\prime}\left(W^{(1), h}\right)\left(W^{(2), h}-W^{(1), h}\right) \\
& \quad \geq \frac{1}{8}\left\|\widetilde{W}^{h}\right\|_{L_{2 N}\left(\Omega^{h}\right)}^{2}+\gamma\left\|\widetilde{W}^{h}\right\|_{H_{0, y}^{1, h}\left(\Omega_{1}^{h}\right)}^{2},
\end{aligned}
$$

which is the same as the target estimate (11.112) of this theorem.

### 11.9.2 Proof of Theorem 11.8.4

Recall that in this theorem we fix and arbitrary number $\lambda=\lambda_{1} \geq \lambda_{0}$, where $\lambda_{0}$ is the number of Theorem 11.8.1. To indicate the dependence of the functional $J_{\lambda_{1}, y}$ on $\Phi^{h}$, we write in this proof $J_{\lambda_{1}, y}\left(W^{h}, \Phi^{h}\right)$.

First, we consider $J_{\lambda_{1}, \gamma}\left(W^{*, h}, \Phi^{*, h}\right)$. Since

$$
\begin{equation*}
W^{*, h}\left(\mathbf{x}^{h}(z)\right)-M_{N}^{-1} P\left(W^{*, h}, W_{x}^{*, h}, W_{y}^{* h}, \Phi^{*, h}, \mathbf{x}^{h}(z)\right)=0, \quad \mathbf{x}^{h}(z) \in \Omega^{h} \tag{11.137}
\end{equation*}
$$

then, using (11.109), we obtain

$$
\begin{equation*}
J_{\lambda_{0}, \gamma}\left(W^{*, h}, \Phi^{*, h}\right)=\gamma\left\|W^{*, h}\right\|_{H_{0}^{1, h\left(\Omega_{1}^{h}\right)}}^{2} \leq \gamma R^{2} \tag{11.138}
\end{equation*}
$$

Next, by (11.109), (11.120), (11.121), (11.137), and (11.138),

$$
\begin{equation*}
J_{\lambda_{1}, y}\left(W^{*, h}, \Phi^{h}\right)=J_{\lambda_{1}, \gamma}\left(W^{*, h}, \Phi^{* h}\right)+Z\left(W^{*, h}, W^{h}, \Phi^{* h}, \Phi^{h}\right), \tag{11.139}
\end{equation*}
$$

where $Z\left(W^{*, h}, W^{h}, \Phi^{* h}, \Phi^{h}\right)$ satisfies the following estimate:

$$
\begin{equation*}
\left|Z\left(W^{* h}, W^{h}, \Phi^{* h}, \Phi^{h}\right)\right| \leq C_{4} \delta^{2} e^{2 \lambda_{1} \sigma} . \tag{11.140}
\end{equation*}
$$

Since $\lambda_{1}$ is a fixed arbitrary number such that $\lambda_{1} \geq \lambda_{0}$ and since $\lambda_{0}$ depends on the same parameters as those listed in (11.110) for $C_{4}$, then recalling that $\gamma=\delta^{2}$, we obtain from (11.138)-(11.140)

$$
\begin{equation*}
J_{\lambda_{1}, y}\left(W^{*, h}, \Phi^{h}\right) \leq C_{4} \delta^{2} \tag{11.141}
\end{equation*}
$$

Next, (11.112) implies that

$$
\begin{align*}
& J_{\lambda_{1}, \gamma}\left(W^{*, h}, \Phi^{h}\right)-J_{\lambda_{1}, \gamma}\left(W_{\min }^{h}, \Phi^{h}\right)-J_{\lambda_{1}, y}^{\prime}\left(W_{\min }^{h}, \Phi^{h}\right)\left(W^{*, h}-W_{\min }^{h}\right)  \tag{11.142}\\
& \quad \geq \frac{1}{8}\left\|W^{*, h}-W_{\min }^{h}\right\|_{L_{2}^{h}\left(\Omega^{h}\right)}^{2} .
\end{align*}
$$

Since by (11.113) $-J_{\lambda_{0}, \gamma}^{\prime}\left(W_{\min }^{h}, \Phi^{h}\right)\left(W^{*, h}-W_{\min }^{h}\right) \leq 0$, then, using (11.141) and (11.142), we obtain

$$
\begin{equation*}
\left\|W^{*, h}-W_{\min }^{h}\right\|_{L_{2}^{h}\left(\Omega^{h}\right)}^{2} \leq C_{4} \delta^{2} . \tag{11.143}
\end{equation*}
$$

The first target estimate (11.122) of this theorem follows from (11.143). Combining (11.115) and (11.122) with the procedure of Section 11.6, which led to (11.103), we obtain two other target estimates (11.123) and (11.124) of Theorem 11.8.4.

## 12 Numerical solution of the linearized travel time tomography problem with incomplete data

In this chapter, we follow [148]. Permission for republication is obtained from the publisher.

### 12.1 Introduction

At the moment of the submission of this book, the authors do not yet have numerical results for the convexification method of Chapter 11 for the full nonlinear Travel Time Tomography Problem (TTTP), or, by the terminology of V. G. Romanov [224, Chapter 3], Inverse Kinematic Problem of Seismic (IKPS). Nevertheless, even the simpler linearized TTTP/IKPS has a significant applied interest in geophysics; see, for example, the corresponding discussion in Section 4 of Chapter 3 of the book [224]. Probably the first numerical method for the latter problem was developed in Chapter 9 of an earlier book of Romanov [223]. Furthermore, it is intriguing that results of testing of that method on experimentally collected geophysical data are presented in [223]. However, certain specific shapes of geodesic lines are assumed in [223] and we do not impose such an assumption here. In addition to [148, 223], a linearized TTTP was solved numerically in [199].

In this chapter, we develop a new numerical method for the linearized TTTP for the $d$-D case, $d=2,3, \ldots$. Our data are both nonredundant and incomplete. Using results of [236], we establish the convergence of our method. In addition, we provide results of numerical experiments in the 2D case. In particular, we demonstrate that our method provides good accuracy of images of complicated objects with $5 \%$ noise in the data. Furthermore, a satisfactory accuracy of images is demonstrated even for very high levels of noise between $80 \%$ and $170 \%$.

In fact, both the idea of our method and sources/detectors configuration are close to those of our recent works [156, 236] and it is the same as in Chapter 11, which, in turn reflects results of [138]. However, our case is substantially more difficult than ones in [156, 236] since the waves in our case propagate along geodesic lines, rather than a radiation propagating along straight lines in these references. Still, although we formulate here results related to the convergence of our method, we do not prove them. This is because proofs are very similar to those in [236]. In other words, surprisingly, the analytical apparatus of the convergence theory developed in [236] works well for the problem considered in this paper. This is basically because we work here with a version of the quasi-reversibility method (QRM). And the convergence theory for this method, which is presented in Chapter 4, can be easily extended to the case considered in the current chapter. Recall that the convergence theory of Chapter 4 is again based on Carleman estimates.

In the isotropic case of acoustic/seismic waves propagation, the TTTP/IKPS is the problem of the recovery of the spatially distributed speed of propagation of acoustic/seismic waves from the first times of arrival of those waves. In the electromagnetic case, this is the problem of the recovery of the spatially distributed dielectric constant from those times. Waves are originated by some sources located either at the boundary of a bounded domain of interest or outside of this domain. Times of first arrival from those sources are measured on a part of the boundary of that domain.

The pioneering papers about the solution of the 1D TTTP/IKPS were published by Herglotz [88] (1905) and then by Wiechert and Zoeppritz [250] (1907). Their method is described in the book of Romanov [224, Section 3 of Chapter 3]. It was recently discovered that, in addition to geophysics, the TTTP/IKPS has applications in the phaseless inverse scattering problem [159, 226]. We refer to Section 11.1 for other comments about the past publications on TTTP/IKPS.

Below $d \geq 2$ is the dimension of the space $\mathbb{R}^{d}$. Points of this space are denoted as $\mathbf{x} \in \mathbb{R}^{d}$. Let $\bar{c} \equiv$ const. $>0$ be the speed of sound in a certain reference medium in $\mathbb{R}^{d}$, which we do not specify, and $c(\mathbf{x})>0$ be the variable speed of sound. Then the refractive index is [224, Chapter 3]

$$
\begin{equation*}
\mathbf{n}(\mathbf{x})=\bar{c} / c(\mathbf{x}) . \tag{12.1}
\end{equation*}
$$

To linearize, one should assume that $\mathbf{n}(\mathbf{x})=\mathbf{n}_{0}(\mathbf{x})+\mathbf{n}_{1}(\mathbf{x})$, where $\mathbf{n}_{0}(\mathbf{x})$ is the known background function and $\mathbf{n}_{1}(\mathbf{x})$ with $\left|\mathbf{n}_{1}(\mathbf{x})\right| \ll \mathbf{n}_{0}(\mathbf{x})$ is its unknown perturbation, which is the subject to the solution of the linearized TTTP. Thus, one assumes that the refractive index is basically known, whereas its small perturbation $\mathbf{n}_{1}$ is unknown. This problem is also called the geodesic X-ray transform problem [199].

In our derivation, we end up with an overdetermined boundary value problem for a system of coupled linear PDEs of the first order. It is well known that the QRM is an effective tool for numerical solutions of overdetermined boundary value problems for PDEs, see Chapter 4. Another important feature of this chapter is a special orthonormal basis in the space $L^{2}(-\bar{\alpha}, \bar{\alpha})$, which was presented in Section 6.2.3. Here, $\bar{\alpha}>0$ is a certain number. The functions of this basis depend only on the position of the point source. We consider a truncated Fourier series with respect to this basis. This assumption forms the first element of that model. The second element is that we assume that the first derivatives with respect to all variables are written via finite differences, and the step size of these finite differences with respect to all variables, except of one, is bounded from below by a positive number $h_{0}>0$. We do not prove convergence for the case when $h_{0} \rightarrow 0^{+}$and the number $N$ of terms in that truncated series tends to infinity. Thus, we come up with a finite dimensional approximate mathematical model; see Remarks 7.3.

### 12.2 The linearization

Consider numbers $R, a, b$ such that $R>1$ and $0<a<b$. Set

$$
\begin{equation*}
\Omega=(-R, R)^{d-1} \times(a, b) \subset \mathbb{R}^{d} . \tag{12.2}
\end{equation*}
$$

Recall that by (12.1) $\mathbf{n}(\mathbf{x})=\bar{c} / c(\mathbf{x})$, where $c(\mathbf{x})$ is the speed of sound propagation and $n(\mathbf{x})$ is the refractive index. Let the function $\mathbf{n}_{0}(\mathbf{x})$ be the known refractive index of the background. We assume that

$$
\begin{array}{ll}
\mathbf{n}_{0}, \mathbf{n} \in C^{2}\left(\mathbb{R}^{d}\right) ; & \mathbf{n}_{0}^{2}(\mathbf{x}), \mathbf{n}^{2}(\mathbf{x}) \geq 1 \quad \text { in } \Omega, \\
\mathbf{n}_{0}^{2}(\mathbf{x})=\mathbf{n}^{2}(\mathbf{x})=1 & \text { for } \mathbf{x} \in \mathbb{R}^{d} \backslash \Omega \tag{12.4}
\end{array}
$$

For any two points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ in $\mathbb{R}^{d}$, define the geodesic line generated by $\mathbf{n}_{0}$ connecting $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ as

$$
\begin{align*}
\Gamma_{0}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)= & \operatorname{argmin}\left\{\int_{y} \mathbf{n}_{0}(\boldsymbol{\xi}) d \sigma(\boldsymbol{\xi}) \text { where } \gamma:[0,1] \rightarrow \mathbb{R}^{d}\right. \\
& \text { is a smooth map with } \left.\gamma(0)=\mathbf{x}_{1}, \gamma(1)=\mathbf{x}_{2}\right\} . \tag{12.5}
\end{align*}
$$

Here, $d \sigma(\xi)$ is the elementary arc length. Note that by (12.5) the geodesic line $\Gamma_{0}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ connects points $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$. Let

$$
\begin{equation*}
\mathbf{a}_{0}(\mathbf{x})=\mathbf{n}_{0}^{2}(\mathbf{x}) \quad \text { for all } \mathbf{x} \in \mathbb{R}^{d} \tag{12.6}
\end{equation*}
$$

The corresponding travel time between $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ is the integral

$$
\int_{\Gamma_{0}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)} \mathbf{n}_{0}(\boldsymbol{\xi}) d \sigma(\boldsymbol{\xi})=\int_{\Gamma_{0}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)} \sqrt{\mathbf{a}_{0}(\boldsymbol{\xi})} d \sigma(\boldsymbol{\xi}) .
$$

Introduce the line of sources $L_{\mathrm{s}}$ located on the $x_{1}$-axis as

$$
\begin{equation*}
L_{\mathrm{s}}=[-\bar{\alpha}, \bar{\alpha}] \times\{(0,0, \ldots, 0)\}, \tag{12.7}
\end{equation*}
$$

where $\bar{\alpha}$ is a fixed positive number. It follows from (12.2) and (12.7) that

$$
\begin{equation*}
\bar{\Omega} \cap L_{\mathrm{s}}=\varnothing . \tag{12.8}
\end{equation*}
$$

For $\mathbf{x}_{\alpha} \in L_{\mathrm{s}}$, the travel time along $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ of the wave from $\mathbf{x}_{\alpha}$ to $\mathbf{x}$ is

$$
\begin{equation*}
u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\int_{\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \sqrt{\mathbf{a}_{0}(\boldsymbol{\xi})} d \sigma(\boldsymbol{\xi}), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{12.9}
\end{equation*}
$$

Assumption 12.2.1 (regularity of geodesic lines). We assume everywhere in this paper that the geodesic lines are regular in the following sense: for each point $\mathbf{x}$ of the closed domain $\bar{\Omega}$ and for each point $\mathbf{x}_{\alpha}$ of the line of sources $L_{\mathrm{s}}$ there exists a single geodesic line $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ connecting them.

The inverse problem we consider arises from the highly nonlinear and severely illposed inverse kinematic problem. We now present the formal linearization arguments in exactly the same way as they are presented in the book of Romanov [224, Section 4 of Chapter 3]. Just as in that book, we avoid a setting via functional spaces, for brevity.

Assume that the function $\mathbf{a}(\mathbf{x})=\mathbf{n}^{2}(\mathbf{x})$ contains a perturbation term of the background function $\mathbf{a}_{0}(\mathbf{x})=\mathbf{n}_{0}^{2}(\mathbf{x})$. In other words,

$$
\begin{equation*}
\mathbf{a}(\mathbf{x})=\mathbf{a}_{0}(\mathbf{x})+2 \epsilon \sqrt{\mathbf{a}_{0}(\mathbf{x})} p(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d} \tag{12.10}
\end{equation*}
$$

where $\epsilon>0$ is a sufficiently small number. Here, the function $p \in C\left(\mathbb{R}^{d}\right)$ and $p(\mathbf{x})=0$ for $\mathbf{x} \notin \bar{\Omega}$. Hence, by (12.8) $p(\mathbf{x})=0$ for points $\mathbf{x}$ in a small neighborhood of the line of sources $L_{\mathrm{s}}$. Denote

$$
u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\int_{\Gamma_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \mathbf{n}(\boldsymbol{\xi}) d \sigma(\boldsymbol{\xi})
$$

the travel time from the point $\mathbf{x}_{\alpha} \in L_{\mathrm{s}}$ to the point $\mathbf{x} \in \Omega$, where $\Gamma_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ is the geodesic line generated by the function $\mathbf{n}(\mathbf{x})$. It is well known that $u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ satisfies the Eikonal equation [224, Chapter 3]

$$
\begin{equation*}
\left|\nabla_{\mathbf{x}} u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right|^{2}=\mathbf{a}(\mathbf{x}), \quad \mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}} . \tag{12.11}
\end{equation*}
$$

Let $u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ be the travel time function in (12.9) corresponding to the background $\mathbf{a}_{0}$. Then

$$
\begin{equation*}
\left|\nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right|^{2}=\mathbf{a}_{0}(\mathbf{x}), \quad \mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}} \tag{12.12}
\end{equation*}
$$

Due to (12.10), we represent $\nabla_{\mathbf{x}} u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ as

$$
\begin{equation*}
\nabla_{\mathbf{x}} u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\epsilon \nabla_{\mathbf{x}} u^{(1)}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) . \tag{12.13}
\end{equation*}
$$

Hence, ignoring the term with $\epsilon^{2}$, we obtain

$$
\begin{equation*}
\left|\nabla_{\mathbf{x}} u_{\mathbf{n}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right|^{2} \approx\left|\nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right|^{2}+2 \epsilon \nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \nabla_{\mathbf{x}} u^{(1)}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) . \tag{12.14}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
u^{(1)}:=u \tag{12.15}
\end{equation*}
$$

and comparing (12.14) with (12.10) and (12.12), we obtain

$$
\begin{equation*}
\frac{\nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\sqrt{\mathbf{a}_{0}(\mathbf{x})}} \cdot \nabla_{\mathbf{x}} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=p(\mathbf{x}) \tag{12.16}
\end{equation*}
$$

Thus, equation (12.16) is the "linearization" of the nonlinear equation (12.11). In fact, a similar PDE for the case when geodesic lines are straight lines was derived in [87, Chapter 3] and was used then in [156] to invert incomplete Radon transform data.
$\operatorname{By}(12.12)\left|\nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right| / \sqrt{\mathbf{a}_{0}(\mathbf{x})} \equiv 1$. Hence, this is a unit vector, which is tangent to the curve $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ at the point $\mathbf{x}$ [224, Chapter 3]. Hence, the left-hand side of (12.16) is the derivative of the function $u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ along the curve $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$. Thus, integrating, we obtain [224, Chapter 3]

$$
\begin{equation*}
u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\int_{\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} p(\boldsymbol{\xi}) d \sigma(\boldsymbol{\xi}) \tag{12.17}
\end{equation*}
$$

Let $\partial \Omega_{\mathrm{sm}}$ be the smooth part of the boundary $\partial \Omega$ of the domain $\Omega$. For each $\alpha \in(-\bar{\alpha}, \bar{\alpha})$, define

$$
\begin{aligned}
& \partial \Omega_{\alpha}^{-}=\left\{\mathbf{x} \in \partial \Omega_{\mathrm{sm}}: \nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \cdot v(\mathbf{x})<0\right\} \\
& \partial \Omega_{\alpha}^{+}=\left\{\mathbf{x} \in \partial \Omega_{\mathrm{sm}}: \nabla_{\mathbf{x}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \cdot v(\mathbf{x})>0\right\},
\end{aligned}
$$

where $\mathbf{x}_{\alpha}=(\alpha, 0, \ldots, 0) \in L_{\mathrm{s}}$ and $v(\mathbf{x})$ is the outward looking unit normal vector at the point $\mathbf{x} \in \partial \Omega_{\mathrm{sm}}$. If $\mathbf{n}_{0} \equiv 1$, then $\Gamma_{0}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ is the line segment connecting these two points. Hence, it follows from (12.2), (12.7), (12.8), (12.13), and (12.15) that

$$
\begin{equation*}
u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=0, \quad \mathbf{x} \in \partial \Omega_{\alpha}^{-} . \tag{12.18}
\end{equation*}
$$

The aim of this paper is to solve the following inverse problem.
Problem 12.2.1 (linearized travel time tomography problem). Let the function $u=$ $u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \in C^{1}(\bar{\Omega} \times[-\bar{\alpha}, \bar{\alpha}])$ be the solution of boundary value problem (12.16), (12.18). Given the data $f\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$,

$$
f\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)= \begin{cases}u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right), & \mathbf{x} \in \partial \Omega_{\alpha}^{+}, \mathbf{x}_{\alpha} \in L_{\mathrm{s}},  \tag{12.19}\\ 0, & \mathbf{x} \in \partial \Omega_{\alpha}^{-}, \mathbf{x}_{\alpha} \in L_{\mathrm{s}},\end{cases}
$$

determine the function $p(\mathbf{x}), \mathbf{x} \in \Omega$.
Note that the data (12.19) are nonredundant ones. Indeed, the source $\mathbf{x}_{\alpha} \in L_{\mathrm{s}}$ depends on one variable and the point $\mathbf{x} \in \partial \Omega_{\alpha}^{+}$depends on $d-1$ variables. Hence the function $f\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ depends on $d$ variables, so as the target unknown function $p(\mathbf{x})$.

From now on, to separate the coordinate number $d$ of the point $\mathbf{x}$, we write $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{d-1}, z\right)$. The transport equation in (12.16) is read as

$$
\begin{equation*}
\frac{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\sqrt{\mathbf{a}_{0}(\mathbf{x})}} \partial_{z} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\sum_{i=1}^{d-1} \frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\sqrt{\mathbf{a}_{0}(\mathbf{x})}} \partial_{x_{i}} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=p(\mathbf{x}) \tag{12.20}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\sum_{i=1}^{d-1} \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\sqrt{\mathbf{a}_{0}(\mathbf{x})} p(\mathbf{x}) \tag{12.21}
\end{equation*}
$$

for all $\mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}}$.

### 12.3 A boundary value problem for a system of coupled PDEs of the first order

This section aims to derive a system of partial differential equations, which can be stably solved by the quasi-reversibility method in the semi-finite difference scheme. The solution of this system yields the desired numerical solution to Problem 12.2.1. Recall that Problem 12.2.1 is the linearized travel time tomography problem, and it is labeled this way by its title.

We employ now the special orthonormal basis of $L_{2}(-\bar{\alpha}, \bar{\alpha})$ of Section 6.2.3, where $2 \bar{\alpha}$ is the length of the line of source $L_{\mathrm{sc}}$; see (12.7). For each $n=1,2, \ldots$, let $\phi_{n}(\alpha)=$ $\alpha^{n-1} \exp (\alpha)$. The set $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ is complete in $L^{2}(-\bar{\alpha}, \bar{\alpha})$. Applying the Gram-Schmidt orthonormalization process to this set, we obtain a basis of $L^{2}(-\bar{\alpha}, \bar{\alpha})$, named as $\left\{\Psi_{n}\right\}_{n=1}^{\infty}$.

Proposition 12.3.1 (see Theorem 6.2.1). Any function $\Psi_{n}$ is not identically zero. For all $m, n \geq 1$,

$$
s_{m n}=\int_{-\bar{\alpha}}^{\bar{\alpha}} \Psi_{n}^{\prime}(\alpha) \Psi_{m}(\alpha) d \alpha= \begin{cases}1 & \text { if } m=n, \\ 0 & \text { if } n<m .\end{cases}
$$

Thus, the matrix $S_{N}=\left(s_{m n}\right)_{m, n=1}^{N}$, is invertible for all integers $N \geq 1$.
We now derive a system of partial differential equations for the Fourier coefficients of the function

$$
\begin{equation*}
w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right), \quad \mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}} \tag{12.22}
\end{equation*}
$$

with respect to the basis $\left\{\Psi_{n}\right\}_{n=1}^{\infty}$. Differentiate (12.21) with respect to $\alpha$. We obtain

$$
\begin{equation*}
\frac{\partial}{\partial \alpha}\left[\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\sum_{i=1}^{d-1} \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right]=0 \tag{12.23}
\end{equation*}
$$

for all $\mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}}$. From now on, we impose the following condition.
Assumption 12.3.1 (Monotonicity condition in the $z$-direction). The traveling time function $u_{0}$, defined in (12.9) with $\mathbf{n}$ replaced by $\mathbf{n}_{0}$, is strictly increasing with respect to $z$. In other words, $\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)>0$ for all $\mathbf{x}=\left(x_{1}, \ldots, x_{d-1}, z\right) \in \Omega$ and for all $\mathbf{x}_{\alpha} \in L_{\mathrm{s}}$.

Assumption 12.3.1 means that the higher in the $z$-direction, the longer the traveling time is. A sufficient condition for Assumption 12.3.1 to be true is formulated in (12.24) of Lemma 11.3.1. A similar monotonicity condition can be found in formulas (3.24) and (3.24') of Section 2 of Chapter 3 of the book [224]. Also, a similar condition was imposed in originating works for the 1D problem of Herglotz and Wiechert and Zoeppritz [88, 250]: see Section 3 of Chapter 3 of [224]. Besides, Figures 5 and 10 of [249] justify this condition from the geophysical standpoint. Recall that by (12.6) and (12.3) $\mathbf{a}_{0} \in C^{2}\left(\mathbb{R}^{d}\right)$ and $\mathbf{a}_{0}(\mathbf{x}) \geq 1$ in $\mathbb{R}^{d}$. Therefore, we recall the full analog of Lemma 11.4.1.

Lemma 12.3.1 (a full analog of Lemma 11.4.1). Let conditions (12.3) and (12.6) hold. Also, let

$$
\begin{equation*}
\partial_{z} \mathbf{a}_{0}(\mathbf{x}) \geq 0 \quad \text { for all } \mathbf{x} \in \bar{\Omega} . \tag{12.24}
\end{equation*}
$$

Then

$$
\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \geq \frac{a}{\sqrt{a^{2}+2}} \quad \text { for all } \mathbf{x} \in \bar{\Omega}, \alpha \in[-\bar{\alpha}, \bar{\alpha}] .
$$

Although this lemma is proven in Chapter 11 only in the 3D case, the proof in the $d$-D case is very similar and is, therefore, avoided. Let $w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ be the function defined in (12.22). Then

$$
\begin{align*}
\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) & =\partial_{z} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-u(\mathbf{x}, \alpha) \partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)  \tag{12.25}\\
& =\partial_{z} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-w(\mathbf{x}, \alpha) \frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} .
\end{align*}
$$

Also, for $i=1, \ldots, d-1$

$$
\begin{align*}
\partial_{x_{i}} u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) & =\frac{\partial}{\partial x_{i}}\left(\frac{w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right)  \tag{12.26}\\
& =\frac{\partial_{x_{i}} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}}
\end{align*}
$$

for all $\mathbf{x} \in \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{sc}}$. Combining (12.23), (12.25), and (12.26), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial \alpha}\left[\partial_{z} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right. \\
& \left.\quad+\sum_{i=1}^{d-1} \frac{\partial_{x_{i}} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}} \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right]=0 . \tag{12.27}
\end{align*}
$$

This is equivalent to

$$
\begin{aligned}
& \partial_{\alpha z} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \partial_{\alpha} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)-\frac{\partial}{\partial \alpha}\left(\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \\
& \quad+\sum_{i=1}^{d-1}\left[\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \partial_{\alpha x_{i}} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)+\frac{\partial}{\partial \alpha}\left(\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) \partial_{x_{i}} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& -\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}} \partial_{\alpha} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \\
& \left.-\frac{\partial}{\partial \alpha}\left(\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}}\right) w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right]=0 \tag{12.28}
\end{align*}
$$

We recall now the orthonormal basis $\left\{\Psi_{n}\right\}_{n=1}^{\infty}$ constructed at the beginning of this section. For each $\mathbf{x} \in \Omega$ and for all $\mathbf{x}_{\alpha} \in L_{\mathrm{sc}}$, we write

$$
\begin{align*}
w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) & =\sum_{n=1}^{\infty} w_{n}(\mathbf{x}) \Psi_{n}(\alpha) \approx \sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}(\alpha),  \tag{12.29}\\
w_{n}(\mathbf{x}) & =\int_{-\bar{\alpha}}^{\bar{\alpha}} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \Psi_{n}(\alpha) d \alpha . \tag{12.30}
\end{align*}
$$

The "cut-off" number $N$ is chosen numerically. We discuss the choice of $N$ in more details in Section 12.5. We assume that the approximation $\approx$ in (12.29) is an equality as well as

$$
\begin{equation*}
\partial_{\alpha} w\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}^{\prime}(\alpha) . \tag{12.31}
\end{equation*}
$$

Plugging (12.29) and (12.31) into (12.28) gives

$$
\begin{aligned}
& \sum_{n=1}^{N} \partial_{z} w_{n}(\mathbf{x}) \Psi_{n}^{\prime}(\alpha)-\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}^{\prime}(\alpha) \\
& \quad-\frac{\partial}{\partial \alpha}\left(\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) \sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}(\alpha)+\sum_{i=1}^{d-1}\left[\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \sum_{n=1}^{N} \partial_{x_{i}} w_{n}(\mathbf{x}) \Psi_{n}^{\prime}(\alpha)\right. \\
& \quad+\frac{\partial}{\partial \alpha}\left(\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) \sum_{n=1}^{N} \partial_{x_{i}} w_{n}(\mathbf{x}) \Psi_{n}(\alpha)-\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}} \sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}^{\prime}(\alpha) \\
& \left.\quad-\frac{\partial}{\partial \alpha}\left(\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}}\right) \sum_{n=1}^{N} w_{n}(\mathbf{x}) \Psi_{n}(\alpha)\right]=0 .
\end{aligned}
$$

For each $m \in\{1, \ldots, N\}$, multiply the latter equation by $\Psi_{m}(\alpha)$ and then integrate the resulting equation with respect to $\alpha$. We get

$$
\begin{equation*}
\sum_{n=1}^{N} s_{m n} \partial_{z} w_{n}(\mathbf{x})+\sum_{n=1}^{N} a_{m n}(\mathbf{x}) w_{n}(\mathbf{x})+\sum_{n=1}^{N} \sum_{i=1}^{d-1} b_{m n, i}(\mathbf{x}) \partial_{x_{i}} w_{n}(\mathbf{x})=0 \tag{12.32}
\end{equation*}
$$

for all $\mathbf{x} \in \Omega$ where $s_{m n}$ is defined as in Proposition 12.3.1,

$$
a_{m n}(\mathbf{x})=\int_{-\bar{\alpha}}^{\bar{\alpha}}\left[-\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \Psi_{n}^{\prime}(\alpha)-\frac{\partial}{\partial \alpha}\left(\frac{\partial_{z z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) \Psi_{n}(\alpha)\right.
$$

$$
\begin{align*}
& -\sum_{i=1}^{d-1} \frac{\partial}{\partial \alpha}\left(\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}}\right) \Psi_{n}^{\prime}(\alpha) \\
& \left.-\sum_{i=1}^{d-1} \frac{\partial}{\partial \alpha}\left(\frac{\partial_{z x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\left(\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right)^{2}}\right) \Psi_{n}(\alpha)\right] \Psi_{m}(\alpha) d \alpha \tag{12.33}
\end{align*}
$$

and for $i=1, \ldots, d-1$,

$$
\begin{equation*}
b_{m n, i}(\mathbf{x})=\int_{-\bar{\alpha}}^{\bar{\alpha}}\left[\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)} \Psi_{n}^{\prime}(\alpha)+\frac{\partial}{\partial \alpha}\left(\frac{\partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}{\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)}\right) \Psi_{n}(\alpha)\right] \Psi_{m}(\alpha) d \alpha, \tag{12.34}
\end{equation*}
$$

for all $\mathbf{x} \in \Omega$. For each $\mathbf{x} \in \Omega$, let $W(\mathbf{x})=\left(w_{1}(\mathbf{x}), \ldots, w_{N}(\mathbf{x})\right)^{T}, S=\left(s_{m n}\right)_{m, n=1}^{N}, A(\mathbf{x})=$ $\left(a_{m n}(\mathbf{x})\right)_{m, n=1}^{N}$ and $B_{i}(\mathbf{x})=\left(b_{m n, i}(\mathbf{x})\right)_{m, n=1}^{N}$ for $i=1, \ldots, d-1$. Since (3.8) holds true for every $m=1, \ldots, N$, it can be rewritten as

$$
\begin{equation*}
S_{N} \partial_{z} W(\mathbf{x})+A(\mathbf{x}) W(\mathbf{x})+\sum_{i=1}^{d-1} B_{i}(\mathbf{x}) \partial_{x_{i}} W(\mathbf{x})=0 . \tag{12.35}
\end{equation*}
$$

Since $S$ is invertible, see Proposition 12.3.1, then (12.35) implies the following system of transport equations:

$$
\begin{equation*}
\partial_{z} W(\mathbf{x})+S_{N}^{-1} A(\mathbf{x}) W(\mathbf{x})+\sum_{i=1}^{d-1} S_{N}^{-1} B_{i}(\mathbf{x}) \partial_{x_{i}} W(\mathbf{x})=0, \quad \mathbf{x} \in \Omega \tag{12.36}
\end{equation*}
$$

The boundary data for $W$ are

$$
\begin{equation*}
\left.W\right|_{\partial \Omega}=F(\mathbf{x})=\left(f_{n}\right)_{n=1}^{N}, \quad f_{n}(\mathbf{x})=\int_{-\bar{\alpha}}^{\bar{\alpha}} f\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \Psi_{n}(\alpha) d \alpha \tag{12.37}
\end{equation*}
$$

where $f$ is the given data; see (12.19).
Remark 12.3.1. Problem 12.2 .1 is reduced to the problem of finding the vector valued function $W$ satisfying the system (12.36) and the boundary condition (12.37). Assume this vector function is computed and denote it as $W^{\text {comp }}=\left(w_{1}^{\text {comp }}, \ldots, w_{n}^{\text {comp }}\right)$. Then we can compute the function $w^{\text {comp }}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ and then the function $u^{\text {comp }}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ sequentially via (12.29) and (12.22). The computed target function $p^{\text {comp }}(\mathbf{x})$ is given by (12.20).

We find an approximate solution of the boundary value problem (12.36)-(12.37) by the QRM. This means that we minimize the functional

$$
\begin{align*}
J_{\epsilon}(W)= & \int_{\Omega}\left|\partial_{z} W(\mathbf{x})+\sum_{i=1}^{d-1} S_{N}^{-1} B_{i}(\mathbf{x}) \partial_{x_{i}} W(\mathbf{x})+S_{N}^{-1} A(\mathbf{x}) W(\mathbf{x})\right|^{2} d \mathbf{x} \\
& +\epsilon\|W\|_{H^{1}(\Omega)^{N}}^{2} \tag{12.38}
\end{align*}
$$

on the set of vector functions $W \in H^{1}(\Omega)^{N}$ satisfying the boundary constraint (12.37). Here, the space $H^{1}(\Omega)^{N}=\underbrace{H^{1}(\Omega) \times \cdots \times H^{1}(\Omega)}_{N}$ with the commonly defined norm. Similar to [236], we analyze the functional $J_{\epsilon}(W)$ for the case when derivatives in (12.38) with respect to $x_{i}, i=1, \ldots, d-1$ are written in finite differences.

### 12.4 The QRM in partial finite differences

For brevity, we describe and analyze here the QRM in the case when $d=2$. The arguments for higher dimensions can be done in the same manner. In 2D, $\Omega=(-R, R) \times$ $(a, b)$. We arrange an $M_{x} \times M_{z}$ grid of points on $\bar{\Omega}$,

$$
\begin{align*}
\mathcal{G}= & \left\{\left(x_{i}, z_{j}\right): x_{i}=-R+(i-1) h_{x}, z_{j}=a+(j-1) h_{z},\right. \\
& \left.i=1, \ldots, M_{x}, j=1, \ldots, M_{z}\right\}, \tag{12.39}
\end{align*}
$$

where $h_{x} \in\left[h_{0}, \beta_{x}\right)$ and $h_{z} \in\left(0, \beta_{z}\right)$ are grid step sizes in the $x$ and $z$ directions, respectively, and $h_{0}, \beta_{x}, \beta_{z}>0$ are certain numbers. Here, $N_{x}$ and $N_{z}$ are two positive integers. Let $\mathbf{h}=\left(h_{x}, h_{z}\right)$. We define the discrete set $\Omega^{\mathbf{h}}$ as the set of those points of the set (12.39), which are interior points of the rectangle $\Omega$ and $\partial \Omega^{\mathbf{h}}$ is the set of those points of the set (12.39), which are located on the boundary of $\Omega$,

$$
\begin{aligned}
\Omega^{\mathbf{h}}= & \left\{\left(x_{i}, z_{j}\right): x_{i}=-R+(i-1) h_{x}, z_{j}=a+(j-1) h_{z}:\right. \\
& \left.i=2, \ldots, M_{x}-1 ; j=2, \ldots, N_{z}-1\right\}, \\
\partial \Omega^{\mathbf{h}}= & \left\{\left( \pm R, z_{j}\right): j=1, \ldots, M_{z}\right\} \cup\left\{\left(x_{i}, z\right): i=1, \ldots, M_{x}, z \in\{a, b\}\right\}, \\
\bar{\Omega}^{\mathbf{h}}= & \Omega^{\mathbf{h}} \cup \partial \Omega^{\mathbf{h}} .
\end{aligned}
$$

For any continuous function $v$ defined on $\Omega$ its finite difference version is $v^{\mathbf{h}}=\left.v\right|_{\mathcal{G}}$. Here, $\mathbf{h}$ denotes the pair $\left(h_{x}, h_{z}\right)$. The partial derivatives of the function $v$ are given via forward finite differences as

$$
\begin{align*}
& \partial_{x}^{h_{x}} v^{\mathbf{h}}\left(x_{i}, z_{j}\right)=\frac{v^{\mathbf{h}}\left(x_{i+1}, z_{j}\right)-v^{\mathbf{h}}\left(x_{i}, z_{j}\right)}{h_{x}},  \tag{12.40}\\
& \partial_{z}^{h_{z}} v^{\mathbf{h}}\left(x_{i}, z_{j}\right)=\frac{v\left(x_{i}, z_{j+1}\right)-v\left(x_{i}, z_{j}\right)}{h_{z}}
\end{align*}
$$

for $i=0, \ldots, N_{x}-1$ and $j=0, \ldots, N_{z}-1$. We denote the finite difference analogs of the spaces $L^{2}(\Omega)$ and $H^{1}(\Omega)$ as $L^{2, \mathbf{h}}(\Omega)$ and $H^{1, \mathbf{h}}(\Omega)$. Norms in these spaces are defined as

$$
\left\|v^{\mathbf{h}}\right\|_{L^{2, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}=\left[h_{x} h_{z} \sum_{i=1}^{M_{x}} \sum_{j=1}^{M_{z}}\left[v^{\mathbf{h}}\left(x_{i}, z_{j}\right)\right]^{2}\right]^{1 / 2},
$$

$$
\begin{aligned}
\left\|v^{\mathbf{h}}\right\|_{H^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}= & {\left[\left\|v^{\mathbf{h}}\right\|_{L^{2, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}^{2}+h_{x} h_{z} \sum_{i=1}^{N_{x}-1} \sum_{j=1}^{N_{z}-1}\left[\partial_{x}^{h_{x}} v^{\mathbf{h}}\left(x_{i}, z_{j}\right)\right]^{2}\right.} \\
& \left.+\left[\partial_{z}^{h_{z}} v^{\mathbf{h}}\left(x_{i}, z_{j}\right)\right]^{2}\right]^{1 / 2} .
\end{aligned}
$$

Let $F^{\mathbf{h}}=\left.F\right|_{\partial \Omega^{\mathbf{h}}}$. The problem (12.36)-(12.37) becomes

$$
\begin{align*}
L^{h}\left(W^{\mathbf{h}}\right)= & \partial_{z}^{h_{z}} W^{\mathbf{h}}\left(x_{i}, z_{j}\right)+S_{N}^{-1} B_{1}\left(\mathbf{x}_{i}, z_{j}\right) \partial_{x}^{h_{x}} W^{\mathbf{h}}\left(x_{i}, z_{j}\right)  \tag{12.41}\\
& +S_{N}^{-1} A\left(x_{i}, z_{j}\right) W^{\mathbf{h}}\left(x_{i}, z_{j}\right)=0
\end{align*}
$$

for $i=0, \ldots, N_{x}-1 ; j=0, \ldots, N_{z}-1$ and

$$
\begin{equation*}
\left.W^{\mathbf{h}}\right|_{\partial \Omega^{\mathbf{h}}}=F^{\mathbf{h}} . \tag{12.42}
\end{equation*}
$$

To solve problem (12.41)-(12.42) numerically, we introduce the finite difference version of the functional $J_{\epsilon}$, defined in (12.38),

$$
\begin{align*}
J_{\epsilon}^{\mathbf{h}}\left(W^{\mathbf{h}}\right)= & h_{x} h_{z} \sum_{i=0}^{N_{x}-1} \sum_{j=0}^{N_{z}-1} \mid \partial_{z}^{h_{z}} W^{\mathbf{h}}\left(x_{i}, z_{j}\right)+S_{N}^{-1} B_{1}\left(\mathbf{x}_{i}, z_{j}\right) \partial_{x}^{h_{x}} W^{\mathbf{h}}\left(z_{i}, z_{j}\right) \\
& +\left.S_{N}^{-1} A\left(x_{i}, z_{j}\right) W^{\mathbf{h}}\left(x_{i}, z_{j}\right)\right|^{2}+\epsilon\left\|W^{\mathbf{h}}\right\|_{H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}^{2}, \tag{12.43}
\end{align*}
$$

where $H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)=\left[H^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)\right]^{N}$ and similarly for $L_{N}^{2, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$. We consider the following problem.

Problem 12.4.1 (Minimization problem). Minimize the functional $J_{\epsilon}^{\mathbf{h}}\left(W^{\mathbf{h}}\right)$ on the set of such vector functions $W^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ that satisfy boundary condition (12.42).

The convergence theory for this problem is formulated in Theorems 12.4.1 and 12.4.2. Proofs of these theorems follow closely the arguments of [236, Section 5] and are, therefore, not repeated in this paper. Theorem 12.4.1 guarantees the existence and uniqueness of the minimizer of $J_{\epsilon}^{\mathbf{h}}\left(W^{\mathbf{h}}\right)$, and this result can be proven on the basis of Riesz theorem. The next natural although a more difficult question is about the convergence of regularized solutions (i. e., minimizers) to the exact one when the level of the noise in the data tends to zero, that is, Theorem 12.4.2. A close analog of Theorem 12.4.3 is proven in [236] via applying a new discrete Carleman estimate: recall that conventional Carleman estimates are in the continuous form. In other words, these two theorems confirm the effectiveness of our proposed numerical method for solving Problem 12.2.1.

Theorem 12.4.1 (existence and uniqueness of the minimizer). For any $h=\left(h_{x}, h_{z}\right)$ with $h_{x} \in\left[h_{0}, \beta_{x}\right), h_{z} \in\left(0, \beta_{z}\right)$, any $\epsilon>0$ and for any matrix $F^{\mathbf{h}}$ of boundary conditions there exists unique minimizer $W_{\min , \varepsilon}^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ of the functional satisfying boundary condition (12.42).

As it is always the case in the regularization theory, assume now that there exists an "ideal" solution $W_{*}^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ of problem (12.41)-(12.42) satisfying the following boundary condition:

$$
\begin{equation*}
\left.W_{*}^{\mathbf{h}}\right|_{\partial \Omega^{\mathbf{h}}}=F_{*}^{\mathbf{h}} \tag{12.44}
\end{equation*}
$$

where $F_{*}^{\mathbf{h}}$ is the "ideal" noiseless boundary data. Since $W_{*}^{\mathbf{h}}$ exists, then (12.44) implies that there exists an extension $G_{*}^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ with $\left.G_{*}^{\mathbf{h}}\right|_{\partial \Omega^{\mathbf{h}}}=F_{*}^{\mathbf{h}}$ of the matrix $F_{*}^{\mathbf{h}}$ in $\Omega^{\mathbf{h}}$. As to the data $F^{\mathbf{h}}$ in (11.31), we assume now that there exists an extension $G^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ with $\left.G^{\mathbf{h}}\right|_{\partial \Omega^{\mathbf{h}}}=F^{\mathbf{h}}$ of $F^{\mathbf{h}}$ in $\Omega^{\mathbf{h}}$. Let $\delta>0$ be the level of the noise in $G^{\mathbf{h}}$. We assume that

$$
\begin{equation*}
\left\|G^{\mathbf{h}}-G_{*}^{\mathbf{h}}\right\|_{H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}<B \delta \tag{12.45}
\end{equation*}
$$

where the constant $B>0$ is independent on $\delta$.
It is convenient to replace the above notation of the minimizer $W_{\min , \epsilon}^{\mathbf{h}}$ with $W_{\min , \epsilon, \delta}^{\mathbf{h}}$, thus, indicating its dependence on $\delta$. In [236, Section 5], to prove a direct analog of Theorem 12.4.2 (formulated below), a new Carleman estimate for the finite difference operator $\partial_{z}^{h_{z}} v$ was proven first. The Carleman weight function of this estimate depends only on the discrete variable $z$. The value of this function at the point $z_{j}=a+(j-1) h_{z}$ is $e^{2 \lambda(j-1) h_{z}}$, where $\lambda \geq 1$ is a parameter. This estimate is valid only if $\lambda h_{z}<1$ (Lemma 4.7 of [236, Section 5]). The latter explains the condition of Theorem 12.4.2 imposed on the grid step size $h_{z}$ in the $z$-direction.

We now explain why do we impose the condition that the grid step size $h_{x}$ in the $x$-direction must be bounded from below as $h_{x} \geq h_{0}=$ const. $>0$. Indeed, this bound guarantees that with a constant $C>0$ independent on $\mathbf{h}$, we have $\left\|\partial_{x}^{h_{x}} W^{\mathbf{h}}\right\|_{L^{2, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)} \leq$ $C\left\|W^{\mathbf{h}}\right\|_{L^{2, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}$, which is exactly inequality (4.8) of [236, Section 4]. Note that proofs of convergence results in [236, Section 5] use the latter inequality quite essentially.

Theorem 12.4.2 (convergence of regularized solutions). Let conditions (12.44) and (12.45) be valid. Let $L^{\mathbf{h}}$ be the operator in (12.41). Let $W_{\min , \epsilon, \delta}^{\mathbf{h}} \in H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)$ be the minimizer of the functional $J_{\epsilon}^{\mathbf{h}}\left(W^{\mathbf{h}}\right)$ with boundary condition (12.42). Then there exists $a$ sufficiently small number $\bar{h}_{z}>0$ depending only on $h_{0}, a, b, R, N, L^{\mathbf{h}}$ such that the following estimate is valid for all $\left(h_{x}, h_{z}\right) \in\left[h_{0}, \beta_{x}\right) \times\left(0, \bar{h}_{z}\right)$ and all $\epsilon, \delta>0$ with a constant $C>0$ independent on $\epsilon, \delta$ :

$$
\left\|W_{\min , \epsilon, \delta}^{\mathbf{h}}-W_{*}^{\mathbf{h}}\right\|_{L_{N}^{2 \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)} \leq C\left(\delta+\sqrt{\epsilon}\left\|W_{*}^{\mathbf{h}}\right\|_{H_{N}^{1, \mathbf{h}}\left(\Omega^{\mathbf{h}}\right)}\right) .
$$

We also note that Lipschitz stability estimate for problem (12.41)-(12.42) is valid as a direct analog of Theorem 5.5 of [236, Section 5]. Therefore, uniqueness also takes place for problem (12.41)-(12.42).

### 12.5 Numerical implementation

In this section, we solve Problem 12.2.1 in the 2D case. The domain $\Omega$ is

$$
\begin{equation*}
\Omega=(-1,1) \times(1,3) . \tag{12.46}
\end{equation*}
$$

The line of sources $L_{\mathrm{s}}$ is set to be $(-\bar{\alpha}, \bar{\alpha})$ with $\bar{\alpha}=3$.
We solve the forward problem to compute the simulated data as follows. Given the background function $\mathbf{n}_{0}$, instead of solving the nonlinear Eikonal equation (12.12), we find $u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ using (12.9). To do this, we first find the geodesic line $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ in (12.9) connecting points $\mathbf{x} \in \Omega$ and $\mathbf{x}_{\alpha} \in L_{\mathrm{s}}$.We do the latter by using the 2D Fast Marching toolbox which is built in Matlab. The Fast Marching is very similar to the Dijkstra algorithm to find the shortest paths on graphs. We refer the reader to [233] for more details about fast marching. Next, with this geodesic line $\Gamma_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ in hands, we compute the function $u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ via (12.17). It is clear that this function $u$ solves (12.16). The point $\mathbf{x}_{\alpha}$ above is chosen as $\left(\alpha_{i}, 0\right)$ where $\alpha_{i}=2(i-1) \bar{\alpha} / N_{\alpha}$. We set in our computations $M_{\alpha}=209$.

Remark 12.5.1. Denote by $f^{*}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)$ the noiseless data $u\left(\mathbf{x}, \mathbf{x}_{\alpha}\right), \mathbf{x} \in \partial \Omega, \mathbf{x}_{\alpha} \in L_{\mathrm{s}}$. The corresponding noisy data at the noise level $\delta>0$ are set as

$$
\begin{equation*}
f^{\delta}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=f^{*}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\left(1+\delta \operatorname{rand}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right), \quad \mathbf{x} \in \partial \Omega_{\alpha}^{+}, \mathbf{x}_{\alpha} \in L_{\mathrm{s}}, \tag{12.47}
\end{equation*}
$$

where rand is the uniformly distributed function of random numbers taking values in the range $[-1,1]$. Recall that by (12.19) $f^{*}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=0$ for $\mathbf{x} \in \partial \Omega_{\alpha}^{-}$. This noise generates a noise in the boundary condition $F^{\mathbf{h}}$ in (12.42). Hence, using (12.44), we obtain $F^{\mathbf{h}}=$ $F_{*}^{\mathbf{h}}+\sigma^{\mathbf{h}}$, where $\sigma^{\mathbf{h}}$ is generated by the noisy part of (12.47).

The choice of appropriate values of parameters is always a difficult task. We have selected an appropriate cut-off number $N$ in (12.29) by a trial and error procedure. More precisely, we took Test 4 in subsection 12.5 .1 with the noise level $5 \%$ as a reference test and have selected such a value of $N$, which gave us the best reconstruction result. We have selected $N=35$ this way. Then we have used the same $N=35$ for all other tests.

We have numerically observed that the additional regularization term with the second derivatives in (12.43) is crucial. If this term is absent, then our numerical results do not meet our expectations; see Figure 12.1(g).

Remark 12.5.2. The above Theorems 12.4.1 and 12.4 . 2 are valid only for the case when the regularization term with the second derivatives is absent in (12.43). We also recall that proofs of those theorems are presented in [236, Section 5]. We are not sure that those theorems can be extended to the case when the second derivatives are present in (12.43). Thus, we have a discrepancy between the theory and computations. It is well known, however, that such discrepancies quite often occur in numerical studies of truly hard problems, such as, for example, the one of this publication is.

The procedure of computing $p(\mathbf{x})$ is summarized in Algorithm 1.

```
Algorithm 1 The procedure to solve Problem 12.2.1.
    Choose the cut-off number \(N=35\). Find \(\left\{\Psi_{n}\right\}_{n=1}^{N}\).
    Compute the boundary data of the vector valued function \(W(\mathbf{x})\).
    3: Minimize the functional \(I_{\epsilon}(W)\) subjected to the boundary condition (12.37) to ob-
    tain \(W^{\text {comp }}(\mathbf{x}), \mathbf{x} \in \Omega\).
    4: Set \(w^{\text {comp }}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)=\sum_{n=1}^{N} w_{n}^{\text {comp }} \Psi_{n}(\alpha), \mathbf{x} \in \Omega, \alpha \in[-\bar{\alpha}, \bar{\alpha}]\).
    5: Set \(u^{\text {comp }}=w^{\text {comp }} / \partial_{z} u_{0}\). Compute \(p^{\text {comp }}\) by the average of the left-hand side of (2.4),
    namely
```

$$
\begin{align*}
p^{\text {comp }}= & \frac{1}{2 \bar{\alpha} \sqrt{\mathbf{a}_{0}(\mathbf{x})}} \int_{-\bar{\alpha}}^{\bar{\alpha}}\left[\partial_{z} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{z} u^{\mathrm{comp}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right. \\
& \left.+\sum_{i=1}^{d-1} \partial_{x_{i}} u_{0}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right) \partial_{x_{i}} u^{\mathrm{comp}}\left(\mathbf{x}, \mathbf{x}_{\alpha}\right)\right] d \alpha . \tag{12.48}
\end{align*}
$$

### 12.5.1 Numerical tests

We perform four (4) numerical tests in this paper. When indicating dependence of any function below on $x, z$, we assume that $(x, z) \in \Omega$, where the domain $\Omega$ is defined in (12.46). In all our tests, the noise level $\delta$ is as in (12.47). In all tests with all noise levels in the data, we use $\epsilon=10^{-8}$.

Remark 12.5.3. In all our tests below, the function $a_{0}$ is far away from the constant background function. Therefore, Problem 12.2.1 is not considered as a small perturbation of the problem of the inverse Radon transform with incomplete data, see [156]. Some functions $a_{0}$ in our tests might not be smooth in $\mathbb{R}^{2}$. Still, $a_{0} \in C^{1}(\bar{\Omega})$ in Tests 2,3 . Thus, the second derivatives of the corresponding function $u_{0}$ are well-defined in these two tests. Even though $a_{0} \notin C^{1}(\bar{\Omega})$ in Test 1, numerically we have not experienced problems with second derivatives of the function $u_{0}$.

Test 1. The true source function $p$ is given by

$$
p^{\text {true }}(x, z)= \begin{cases}8 & (x-0.5)^{2}+(z-2)^{2}<0.24^{2} \\ 5 & (x+0.5)^{2}+(z-2)^{2}<0.22^{2} \\ 0 & \text { otherwise }\end{cases}
$$

The background function $\mathbf{a}_{0}$ is

$$
\mathbf{a}_{0}(x, z)= \begin{cases}1+0.3\left(1-x^{2}\right)\left(z^{2}-2\right) & \text { if } z^{2}-2>0 \\ 1 & \text { otherwise }\end{cases}
$$

The numerical results of this test are displayed in Figure 12.1.


(a) The function $p^{\text {true }}$

(d) The function $p^{\text {true }}$ and $p^{\text {comp }}$ with $5 \%$ noise in the data on the set $\{z=2\}$, indicated by a dashdot line in (c)

(g) The function $p^{\text {comp }}$ in the case when second derivatives are absent in the regularization term of (12.43). $5 \%$ noise in the data. The image quality is significantly deteriorated, compared with (c).

Figure 12.1: Test 1. The true and reconstructed source functions using Algorithm 1 from noisy data.

The support of $p^{\text {true }}$ in test 1 consists of two discs. The value of the function $p$ in the right disc is higher than the value in the left disc. Our method detects both these inclusions very well; see Figures 12.1(c)-12.1(f). There are some unwanted artifacts near $\partial \Omega$ where we measure the noisy data. The higher level of noisy data, the more artifacts present. When the noise level $\delta=5 \%$, the computed maximal value of $p^{\text {comp }}$ in the left inclusion is 4.97 (relative error $0.6 \%$ ) and the computed maximal value of $p^{\text {comp }}$ in the right inclusion is 7.79 (relative error $2.62 \%$ ). When the noise level $\delta=170 \%$, the computed maximal value of $p^{\text {comp }}$ in the left inclusion is 4.327 (relative error $13.46 \%$ )
and the computed maximal value of $p^{\text {comp }}$ in the right inclusion is 7.811 (relative error $2.36 \%)$.

To verify the necessity of the presence of the second derivatives in the regularization term of (12.43), we also conduct computations for test 12.1 in the case when only the first derivatives are present in the regularization term of (12.43). The result for the case of $5 \%$ noise in the data is depicted on Figure 12.1(g). Comparison with Figure 12.1(c) makes it evident that the presence of the second derivatives in the regularization term of (12.43) is important.

Test 2. We test a complicated case when the support of $p_{\text {true }}$ looks like a ring. In this test,

$$
p^{\text {true }}(x, z)= \begin{cases}2 & 0.55^{2}<r^{2}=x^{2}+(z-2)^{2}<0.75^{2} \\ 0 & \text { otherwise }\end{cases}
$$

The background function $\mathbf{a}_{0}$ is given by

$$
\mathbf{a}_{0}(x, z)= \begin{cases}1+0.25(x-0.5)^{2} \ln (z) & z>1 \\ 1 & \text { otherwise }\end{cases}
$$

The numerical results of this test are displayed in Figure 12.2.


Figure 12.2: Test 2. The true and reconstructed source functions using Algorithm 1 from noisy data.

In this test, it is evident that the reconstructed "ring" is acceptable; see Figures 12.2 (c) and $12.2(\mathrm{e})$. The position of the ring is detected quite well; see Figures $12.2(\mathrm{~d})$ and $12.2(\mathrm{f})$. When the noise level is $5 \%$, the reconstructed maximal value of $p^{\text {comp }}$ in the ring is 2.078 (relative error $3.9 \%$ ). When the noise level is $100 \%$, the reconstructed maximal value of $p^{\text {comp }}$ in the ring is 2.329 (relative error $16.45 \%$ ).

Test 3. We test an interesting and complicated case of the up-side-down letter $Y$ having both positive and negative values. In this test, the function $p_{\text {true }}$ is given by

$$
p^{\text {true }}(x, z)= \begin{cases}2.5 & |x-(z-2)|<0.35, \max \{|x|,|z-2|\}<0.7, z<2, x<0 \\ -2.5 & |x+(z-2)|<0.2, \max \{|x|,|z-2|\}<0.7, z<2, x>0 \\ 2.5 & |x|<0.2, \max \{|x|,|z-2|\}<0.8, z>2, x<0 \\ -2.5 & |x|<0.2, \max \{|x|,|z-2|\}<0.8, z>2, x>0 .\end{cases}
$$

The background function $\mathbf{a}_{0}$ is given by

$$
\mathbf{a}_{0}(x, z)= \begin{cases}1+0.5(x+0.5)^{2} \ln (z) & z>1 \\ 1 & \text { otherwise }\end{cases}
$$

The numerical results of this test are displayed in Figure 12.3.


Figure 12.3: Test 3. The true and reconstructed source functions using Algorithm 1 from noisy data.

It is clear from Figure 12.3 that both positive and negative parts of the function $p(x, z)$ are successfully identified. When the noise level $\delta=5 \%$, the reconstructed maximal value of the positive part of $p^{\text {comp }}$ is 2.186 (relative error $12.56 \%$ ) and the reconstructed minimal value of $p^{\text {comp }}$ of the negative part is -2.482 (relative error $0.72 \%$.) When the noise level is $\delta=100 \%$, the reconstructed maximal value of $p^{\text {comp }}$ of the positive part is 2.492 (relative error $0.32 \%$ ) and the reconstructed minimal value of $p^{\text {comp }}$ of the negative part is -3.327 (relative error $33.08 \%$.)

Test 4. In this test, we reconstruct the letter $\lambda$. The function $p^{\text {true }}$ is given by

$$
p^{\text {true }}(x, z)= \begin{cases}2 & |x-(z-2)|<0.325, \max \{|x|,|z-2|\}<0.7 \text { and } x<-0.03 \\ 2 & |x+(z-2)|<0.2 \text { and } \max \{|x|,|z-2|\}<0.7 \\ 0 & \text { otherwise }\end{cases}
$$

In this test, we choose $\mathbf{a}_{0}$ as

$$
\mathbf{a}_{0}(x, z)= \begin{cases}1+x^{2} \ln (z) & z>1 \\ 1 & \text { otherwise }\end{cases}
$$

The numerical results of this test are displayed in Figure 12.4.
The letter $\lambda$ and the values of the function $p^{\text {true }}$ are successfully reconstructed. The computed position of $\lambda$ is a quite accurate one; see Figures 12.4(d) and 12.4(f). When


Figure 12.4: Test 4. The true and reconstructed source functions using Algorithm 1 from noisy data.
the noise level $\delta=5 \%$, the computed maximal value of $p^{\text {comp }}$ is 2.24 (relative error $12.0 \%$ ). When the noise level $\delta=80 \%$, the computed maximal value of $p^{\text {comp }}$ is 2.375 (relative error $18.75 \%$ ).
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